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This article has been retracted by Hindawi following an investi-
gation undertaken by the publisher [1]. This investigation has
uncovered evidence of one ormore of the following indicators of
systematic manipulation of the publication process:

(1) Discrepancies in scope
(2) Discrepancies in the description of the research reported
(3) Discrepancies between the availability of data and the

research described
(4) Inappropriate citations
(5) Incoherent, meaningless and/or irrelevant content

included in the article
(6) Peer-review manipulation

The presence of these indicators undermines our confidence
in the integrity of the article’s content and we cannot, therefore,
vouch for its reliability. Please note that this notice is intended
solely to alert readers that the content of this article is unreliable.
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Infrared image target recognition provides an important means of night traffic management and battlefield environment
monitoring. With the improvement of the performance of infrared sensors and the popularization of applications, it becomes
possible to obtain multiview infrared images of the same target in the same scene. A target recognition method combining
multiview infrared images is proposed. At first, the internal correlation analysis of multiview infrared images is performed based
on the nonlinear correlation information entropy (NCIE). -e view subset from all the multiview images with the largest NCIE is
selected as candidate samples for the subsequent target recognition. -e joint sparse representation (JSR) is used to classify all
infrared images in the candidate view subset. JSR can effectively investigate the internal correlation of multiple related sparse
representation problems and improve the reconstruction accuracy and classification capabilities. In the experiments, the tests are
performed on the collected infrared images of multiple types of traffic vehicles, under the conditions of original, noisy, and
occluded samples. -e effectiveness and robustness of the proposed method can be verified by comparative analysis.

1. Introduction

Compared with visible light observation, infrared imaging
can work in night scenario, providing a powerful tool for all-
day monitoring, which is widely used in military and civilian
fields [1–4]. In the military field, the use of infrared imaging
and processing can assist in monitoring the battlefield en-
vironment at night to achieve target recognition and pre-
cision strikes. In the civil field, infrared imaging can be used
for night traffic control. It can accurately analyze and
identify the thermal effects of different types of vehicles and
provide auxiliary decision making for drivers at night.
-erefore, the classification and identification of typical
objects has important meaning in both military and civilian
fields. At present, the research on infrared image vehicle
recognition is mainly based on the classic pattern recog-
nition ideas, generally using a two-phase procedure: feature
extraction and classifier. In the phase of feature extraction,
researchers employed or developed various algorithms
[5–9], including the intensity- or geometric-based ones such
as histogram of oriented gradients (HOG), region moment,
target boundary, and so on. In general, all these methods

involve manually extracted features. It usually requires
professional knowledge to design these features in order to
maintain the effectiveness. However, the design process has
some uncertainties, so the discrimination is often limited. In
terms of the classifiers, the infrared image recognition, like
other pattern recognition problems, mainly employs clas-
sical and robust classifiers [10–12], such as support vector
machines (SVMs), neural networks, and sparse represen-
tation-based classification (SRC). With the development of
deep learning theory [13–16], different types of deep learning
models have also been applied in the field of infrared image
target recognition, and their effectiveness has also been
verified [17–21].

-e development and maturity of infrared sensing
technology provide rich samples for target observation and
identification. In view of the target recognition problem, it is
possible to obtain infrared images of the same target from
different aspects in the same scene. In this sense, it has
become an effective technical approach to improve the
recognition accuracy and robustness by combining multi-
view infrared images for comprehensive analysis. In this
paper, a multiview infrared target recognition method is
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proposed. First, the multiview infrared image of the same
target is analyzed based on the nonlinear correlation in-
formation entropy (NCIE) [22–25]. -e NCIE reflects the
inner relevance of the selected views. -erefore, the view
subset with the strongest correlation can be obtained
according to the principle of the maximumNCIE. To exploit
such correlations, this paper uses joint sparse representation
(JSR) [26–30] as the classification algorithm in the classi-
fication stage to determine the target label according to the
overall reconstruction errors of the multiview infrared
images. In the experiment, the proposed method is tested
and comparatively analyzed based on the infrared image set
of several types of traffic vehicle targets. -e results confirm
the effectiveness and superiority of the proposed method.

2. Selection of Candidate Views Using NCIE

In order to effectively analyze and screen multiview infrared
images, this paper chooses NCIE as the basic evaluation
criterion to measure the internal correlation of different
views [22–25]. First, the traditional image correlation co-
efficient is adopted as the similarity measure between two
infrared images. Afterwards, the correlation matrix between
different views is constructed as follows:

R � E + R

�

1 r12 · · · r1N

r21 1 · · · r2N

⋮ ⋮ ⋮

rN1 rN2 · · · 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,
(1)

where E is an identity matrix and R represents the cross-
correlation matrix between the infrared images from N

different views. According to the eigenvalues λt of R, the
NCIE denoted by HR is defined as follows:

HR � 1 + 
T

t�1

λt

T
logT

λt

T
. (2)

According to equation (2), when all the images from
different views share completely different distributions, the
correlation coefficient matrix is a unit with all the eigen-
values as 1. At this time, the NCIE is the minimum of 0.
When the similarity between different is larger than 0, the
eigenvalues of the correlation coefficient matrix are no
longer equal. When different views share exactly the same
distribution, the NCIE is the maximum of 1. -erefore,
according to the resulting NCIE, the inherent correlations
between a certain number of views can be obtained.

In this paper, the NCIE defined in equation (2) is used to
select the optimal view subset. For M infrared images from
different views, they are randomly combined to obtain P

subsets. Afterwards, the NCIEs of different subsets are
calculated. Finally, based on the principle of the maximum
entropy, the optimal subset can be found. -e multiview
images in the selected subset share strong internal corre-
lation and can be effectively used in subsequent target
recognition.

3. SparseRepresentation forTargetRecognition

3.1. SRC. Sparse representation is developed based on the
linear representation theory, and the representation accu-
racy is improved by introducing sparse constraints. Spe-
cifically, in the field of target recognition, SRC uses training
samples to build a global dictionary
A � [A1, A2, . . . , AC] ∈ Rd×N, where Ai represents the Ni

atoms corresponding to the training sample in the ith class
[31–33]. -e test sample y is represented based on the global
dictionary as follows:

x � argmin
x

‖x‖0 s.t.‖y − Ax‖
2
2 ≤ ε, (3)

where x is the sparse coefficient vector to be solved and ε is
the set error threshold.

By solving the problem in equation (3), the sparse
representation coefficient vector can be obtained. On this
basis, the reconstruction error calculation is performed for
each training class, as shown in the following equation:

r(i) � y − 0Aixi

����
����
2
2(i � 1, 2, . . . , C), (4)

where xi represents the part of coefficient vector corre-
sponding to the ith class. Accordingly, the decision of the
target label can be made by comparing the errors from
different training classes.

3.2. JSR. For multiple related sparse representation prob-
lems, when they are solved independently according to the
traditional sparse representations, their correlation infor-
mation cannot be properly considered. As a remedy, re-
searchers proposed the JSR model to solve multiple sparse
representation problems simultaneously under a unified
framework. Taking three related inputs as an example,
denoted as y(1), y(2), y(3), the problem of JSR can be pre-
liminarily expressed as follows:

min
β

g(β) � 
3

k�1
y

(k)
− A

(k)α(k)
�����

�����
⎧⎨

⎩

⎫⎬

⎭, (5)

where A(k) is the global dictionary corresponding to the kth
(k� 1, 2, 3) input; α(k) is the corresponding coefficient
vector; and β � α(1) α(2) α(3)  is the coefficient matrix.

It can be seen from equation (5) that although the
representation process of different problems is examined
uniformly, the results have no differences with the inde-
pendent solutions. Also, there is no consideration of the
correlation between different inputs. For this reason, the JSR
model restricts the structure and distribution of the coef-
ficient matrix and updates the objective function as follows:

min
β

g(β) + λ‖β‖2,1, (6)

where λ is a positive parameter. -e correlation between
different inputs can be reflected through the constraint of
ℓ1/ℓ2 norm on the matrix β.

Algorithms such as orthogonal matching pursuit or
multitask compressive sensing can be used to solve the
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optimization problem in equation (6) [34, 35]. Afterwards,
the reconstruction errors of different classes for the three
inputs can be calculated, respectively. -e final decision is
made according to the principle of the minimum error as
follows:

identity(y) � min
i



3

k�1
y

(k)
− A

(k)
i α(k)

i

�����

�����, (7)

where A
(k)
i is the dictionary corresponding to the kth input

and the ith class and α(k)
i is the corresponding coefficient

vector.
According to the specific steps of the proposed method,

the recognition process shown in Figure 1 is designed. First,
the multiview infrared images of the same target are ana-
lyzed based on the NCIE to obtain a subset of views for
subsequent classification. Afterwards, for the chosen views,
the JSR is employed to obtain the corresponding recon-
struction errors of different training classes. Finally, the
target label is determined based on the comparison of dif-
ferent reconstruction errors.

4. Experiments and Analysis

4.1. Preparation. -e proposed method is tested based on
the infrared dataset of several traffic vehicles. -ese images
are acquired by night infrared sensors and have a certain
degree of randomness. After preprocessing, 2000 bus im-
ages, 3000 car images, 1200 truck images, and 1600 pickup
truck images are obtained. Images of the four types of targets
are all collected in real-world conditions by different sensors
from multiple aspects. In the experiments, half of the
samples of various targets are randomly selected for training,
and the remaining ones are used as test samples.

During the experiment, 8 views of infrared images are
selected as typical multiview conditions to test the perfor-
mance of the proposed method. -e view subset is selected
based on the NCIE. At the same time, four types of com-
parison methods are selected from the existing literature,
including the HOG-based method, target boundary-based
method, SRC-based method, and CNN-based method. -e
average recognition rate is used as the measurement crite-
rion of the recognition accuracy, which is defined as the
proportion of the number of correctly recognized samples in
the total test samples.

4.2. Original Samples. First, the original images of the four
types of targets are recognized. -e original infrared images
of the targets have good visibility and quality after pre-
processing, and the distinction between various types of
targets is strong, so the recognition difficulty is relatively low.
Table 1 shows the specific recognition results of the proposed
method for the four types of targets. -e recognition rates of
buses, cars, trucks, and pickup trucks are 96.25%, 96.80%,
96.67%, and 96.63%, respectively. After calculation, the
average recognition rate of the proposed method under
current condition is 96.60%. Table 2 lists the average

recognition rates of various methods.-e comparison shows
that the proposed method achieves the highest average
recognition rate. On the one hand, this paper uses multiple
complementary information from different views, which is
more discriminatory than the traditional single view. On the
other hand, this paper also explores the internal correlations
of multiview images, so the recognition performance can be
further improved. Among the four types of comparison
methods, the deep learning method has certain advantages,
which shows the effectiveness of the deep networks and the
deep features for infrared target recognition.

4.3. Noisy Samples. Like other types of images, the infrared
image acquisition process is also susceptible to noise, which
leads to a decrease in the overall signal-to-noise ratio (SNR) and
brings obstacles to correct recognition. In this experiment, we
obtained the test set at different SNRs by adding noises. Spe-
cifically, the overall energy of the original image to be processed
is calculated, and the Gaussian white noises are generated
according to a preset SNR, which are added to the original
image to obtain a corresponding noisy sample. For the test sets
with different noise levels, the proposed method and the four
types of reference methods classify them, and the statistical
results are shown in Figure 2. It can be seen that the noise
interference has a significant impact on the performance of
various methods. In contrast, the proposed method maintains
the highest average recognition rates under various noise
conditions, showing its robustness. From the results of the four
types of reference methods, the performance of the SRC-based
method is much better, reflecting the noise robustness of sparse
representation. -e proposed method combines the comple-
mentarity of multiple views and the robustness of sparse rep-
resentation of noise to further improve the overall recognition
performance.

4.4. Occluded Samples. Despite the influence of noises, in
reality, due to the influence of occlusions, the target may not be
completely reflected in the acquired infrared image. For this
reason, the effectiveness of the recognition method under oc-
clusion conditions is very important. In the simulation process,
this paper takes the complete target in the test set as a reference
and occludes some of its areas, respectively. -e occlusion level
is defined according to proportion of the target being occluded.
We specifically construct four occlusion levels, i.e., 10%, 30%,
50%, and 70%. Afterwards, the average recognition rates of
different methods are obtained as shown in Figure 3. Similar to
the results of noise interference, the proposed method has the
best performance under the current test condition. From the
results of the reference methods, it can also be seen that the
sparse representation is more robust to partial occlusions. -e
multiple views obtained in this paper have good complemen-
tarity and can effectively improve the robustness to the oc-
clusion conditions. Furthermore, the sparse representation
enhances the overall robustness to occluded samples of the
proposed method.
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Table 2: Performance comparison of different methods on original samples.

Method type Average recognition rate (%)
Proposed 96.60
HOG 94.98
Target boundary 95.12
SRC 95.23
CNN 96.02

Table 1: Recognition results of the proposed method on the original samples.

Class Bus Car Truck Pickup trucks Recognition rate (%)
Bus 1925 24 37 14 96.25
Car 13 2904 27 56 96.80
Truck 27 7 1160 6 96.67
Pickup trucks 13 32 9 1546 96.63
Average recognition rate (%) 96.60
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Figure 2: Performance comparison of different methods on noisy samples.
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Figure 1: Process of infrared image target recognition based on multiple views.
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5. Conclusion

-is paper proposes a multiview infrared image target
recognition method. -e different views of the same target
can reflect the characteristics of the target from different
aspects. -e proposed method first uses classical image
correlation and NCIE as a criterion to obtain a view subset
with images of high correlations. -e JSR model is used to
analyze the images in the chosen subset, and the overall
representation accuracy is improved by investigating the
inner correlation. Finally, based on reconstructions from
JSR, a reliable recognition result can be reached. -e ex-
periment is carried out with multiview infrared images of
four types of traffic vehicles as the training and test sets. -e
original, noisy, and occluded samples are tested, respectively.
According to the experimental results, the proposed method
is more effective than some reference methods.

Data Availability

-e dataset used can be accessed upon request.

Conflicts of Interest

-e authors declare that there are no conflicts of interest
regarding the publication of this paper.

Acknowledgments

-is study was partially supported by the World-Class
Universities (Disciplines), Characteristic Development
Guidance Funds for the Central Universities (PY3A022),
Shenzhen Science and Technology Project
(JCYJ20180306170836595), and National Natural Science
Foundation of China (no. F020807).

References

[1] X. Dai, Y. Duan, J. Hu et al., “Near infrared nighttime road
pedestrians recognition based on convolutional neural net-
work,” Infrared Physics & Technology, vol. 97, pp. 25–32, 2019.

[2] C. Gao, Y. Du, J. Liu, J. Lv, L. Yang, and D. Meng, “InfAR
dataset: infrared action recognition at different times,”
Neurocomputing, vol. 212, pp. 36–47, 2016.

[3] H. Deng, X. Sun, M. Liu, C. Ye, and X. Zhou, “Small infrared
target detection based on weighted local difference measure,”
IEEE Transactions on Geoscience and Remote Sensing, vol. 54,
no. 7, pp. 4204–4214, 2016.

[4] S. Kim, W.-J. Song, and S.-H. Kim, “Infrared variation op-
timized deep convolutional neural network for robust auto-
matic ground target recognition,” in Proceedings of the IEEE
Conference on Computer Vision and Pattern Recognition
Workshops (CVPRW), pp. 195–202, IEEE, Honolulu, HI,
USA, July 2017.

[5] H. Wang, X. Yang, and H. Ding, “Method of features ex-
traction for infrared image recognition based on image
moment,” in Proceedings of the International Conference on
Computer Application and System Modeling, pp. 443–446,
IEEE, Taiyuan, China, October 2010.

[6] S.-G. Sun, “Automatic target recognition using boundary
partitioning and invariant features in forward-looking in-
frared images,” Optical Engineering, vol. 42, no. 2,
pp. 524–534, 2003.

[7] M. N. A. Khan, G. Fan, D. R. Heisterkamp, and L. Yu,
“Automatic target recognition in infrared imagery using
dense hog features and relevance grouping of vocabulary,” in
Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition Workshops, pp. 293–298, IEEE, Colum-
bus, OH, USA, June 2014.

[8] Y. Cho, S. Shin, S. Yim, K. Kong, H. W. Cho, and W. J. Song,
“Multistage fusion with dissimilarity regularization for SAR/
IR target recognition,” IEEE Access, vol. 7, p. 728, 2019.

[9] G. Lin, G. Fan, L. Yu, X. Kang, and E. Zhang, “Heterogeneous
structure fusion for target recognition in infrared imagery,” in
Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition Workshops (CVPRW), pp. 118–125, IEEE,
Boston, MA, USA, June 2015.

[10] A. Apatean, A. Rogozan, and A. Bensrhair, “SVM-based
obstacle classification in visible and infrared images,” in
Proceedings of the IEEE European Signal Processing Confer-
ence, pp. 293–297, IEEE, Baden-Baden, Germany, August
2009.

[11] C. Mu, J. Wang, Z. Yuan, X. Zhang, and C. Han, “-e research
of the ATR system based on infrared images and L-M BP
neural network,” in Proceedings of the 7th International
Conference on Image and Graphics, pp. 801–805, IEEE,
Qingdao, China, July 2013.

[12] S. Zhang, J. Gong, D. Chen, L. Xu, and L. Yan, “Sparsity-
motivated multi-scale histograms of oriented gradients fea-
ture for SRC,” in Proceedings of the IEEE International
Conference on Unmanned Systems (ICUS), pp. 389–393, IEEE,
Beijing, China, October 2017.

[13] X. Zhu, D. Tuia, L. Mou et al., “Deep learning in remote
sensing: a comprehensive review and list of resources,” IEEE
Geoscience and Remote Sensing Magazine, vol. 5, no. 4,
pp. 8–36, 2017.

[14] S. Chen, H. Wang, F. Xu, and Y. Jin, “Target classification
using the deep convolutional networks for SAR images,” IEEE
Transactions on Geoscience and Remote Sensing, vol. 47, no. 6,
pp. 1685–1697, 2016.

A
ve

ra
ge

 re
co

gn
iti

on
 ra

te
 (%

)

50

60

70

80

90

100

40 30 20 1050
Occlusion level (%)

Proposed
HOG
Target boundary

SRC
CNN

Figure 3: Performance comparison of different methods on oc-
cluded samples.

Scientific Programming 5



[15] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning
for image recognition,” in Proceedings of the 2016 Conference
on Computer Vision and Pattern Recognition (CVPR),
pp. 770–778, IEEE, Las Vegas, NV, USA, June 2016.

[16] L. Xu and Q. Chen, “Remote-sensing image usability as-
sessment based on ResNet by combining edge and texture
maps,” IEEE Journal of Selected Topics in Applied Earth
Observations and Remote Sensing, vol. 12, no. 6, pp. 1825–
1834, 2016.

[17] A. Akula, A. K. Shah, and R. Ghosh, “Deep learning approach
for human action recognition in infrared images,” Cognitive
Systems Research, vol. 50, pp. 146–154, 2018.

[18] Z. Ding, N. M. Nasrabadi, and Y. Fu, “Deep transfer learning
for automatic target classification: MWIR to LWIR,” Pro-
ceedings of SPIE International Society for Optics and Photonics,
vol. 9844, Article ID 984408, 2016.

[19] A. D’Acremont, R. Fablet, A. Baussard, and G. Quin, “CNN-
based target recognition and identification for infrared im-
aging in defense systems,” Sensors, vol. 19, p. 2040, 2019.

[20] F. He, X. Hu, B. Liu, and Z. Decai, “Infrared image recognition
technology based on visual processing and deep learning,” in
Proceedings of the Chinese Automation Congress (CAC),
pp. 641–645, IEEE, Shanghai, China, November 2020.

[21] A. Akula and H. K. Sardana, “Deep CNN-based feature ex-
tractor for target recognition in thermal images,” in Pro-
ceedings of the 2019 IEEE Region 10 Conference (TENCON),
pp. 2370–2375, IEEE, Kochi, India, October 2019.

[22] H.Wang and X. Yao, “Objective reduction based on nonlinear
correlation information entropy,” Methodologies and Appli-
cation, vol. 20, pp. 2393–2407, 2016.

[23] Z. Shen, Y. Shen, and Q. Wang, “Medical ultrasound signal
denoise based on ensemble empirical mode decomposition
and nonlinear correlation information entropy,” in Pro-
ceedings of the 2009 IEEE Youth Conference on Information,
Computing and Telecommunication, pp. 19–22, IEEE, Beijing,
China, September 2009.

[24] Q. Wang, Y. Shen, and J. Q. Zhang, “A nonlinear correlation
measure for multivariable data set,” Physica D: Nonlinear
Phenomena, vol. 200, pp. 287–295, 2005.

[25] E. Pereda, R. Q. Quiroga, and J. Bhattacharya, “Nonlinear
multivariate analysis of neurophysiological signals,” Prog-
Neurobiol, vol. 77, no. 1, pp. 1–37, 2005.

[26] H. Zhang, N. Nasrabadi, Y. Zhang, and T. Huang, “Multi-view
automatic target recognition using joint sparse representa-
tion,” IEEE Transactions on Aerospace and Electronic Systems,
vol. 48, no. 3, pp. 2481–2497, 2012.

[27] G. Dong, G. Kuang, N. Wang, L. Zhao, and J. Lu, “SAR target
recognition via joint sparse representation of monogenic
signal,” IEEE Journal of Selected Topics in Applied Earth
Observations and Remote Sensing, vol. 8, no. 7, pp. 3316–3328,
2015.

[28] S. Liu and J. Yang, “Target recognition in synthetic aperture
radar images via joint multifeature decision fusion,” Journal of
Applied Remote Sensing, vol. 12, no. 1, Article ID 016012, 2018.

[29] G. Dong and G. Kuang, “Classification on the monogenic
scale space: application to target recognition in SAR image,”
IEEE Transactions on Image Processing, vol. 24, no. 8,
pp. 2527–2538, 2015.

[30] B. Ding and G. Wen, “Exploiting multi-view SAR images for
robust target recognition,” Remote Sensing, vol. 9, p. 1150,
2017.

[31] J. Wright, A. Yang, A. Ganesh, S. Sastry, and Y. Ma, “Robust
face recognition via sparse representation,” IEEE Transactions

on Pattern Analysis and Machine Intelligence, vol. 31, no. 2,
pp. 210–227, 2009.

[32] J. J. -iagaraianm, K. N. Ramamurthy, P. Knee, A. Spanias,
and V. Berisha, “Sparse representations for automatic target
classification in SAR images,” in Proceedings of the 4th In-
ternational Symposium on Communications, Control and
Signal Processing (ISCCSP), pp. 1–4, IEEE, Limassol, Cyprus,
March 2010.

[33] H. Song, K. Ji, Y. Zhang, X. Xing, and H. Zou, “Sparse
representation-based SAR image target classification on the
10-class MSTAR data set,” Applied Sciences, vol. 6, no. 1, p. 26,
2016.

[34] J. A. Tropp, A. C. Gilbert, and M. J. Strauss, “Algorithms for
simultaneous sparse approximation,” EURASIP Journal on
Applied Signal Processing, vol. 86, no. 3, pp. 589–602, 2006.

[35] S. Ji, D. Dunson, and L. Carin, “Multitask compressive
sensing,” IEEE Transactions on Signal Processing, vol. 57, no. 1,
pp. 92–106, 2009.

6 Scientific Programming



Research Article
The Stereo Communication Method of Artistic Visual Image
Based on CAD Platform

Kai Gao and Yong Wang

Department of Art Design, School of Education and Art, Shandong Institute of Petroleum and Chemical Technology,
Dongying City, Shandong Province 257061, China

Correspondence should be addressed to Kai Gao; 000420@slcupc.edu.cn

Received 25 October 2021; Revised 8 November 2021; Accepted 2 December 2021; Published 27 February 2022

Academic Editor: Bai Yuan Ding

Copyright © 2022 Kai Gao and Yong Wang. +is is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

Due to the large amount of noise in the image background, the traditional methods have the problems of poor image com-
munication effect, slow image communication efficiency, and poor noise processing effect. A three-dimensional communication
method of art visual image based on CAD platform is proposed. Wavelet transform is used to extract artistic visual image features,
and the fuzzy clustering method is used to standardize the obtained image feature data. Based on the data processing results, the
CAD platform is constructed, the software program is designed, and the image chain coding is realized at the same time. +e
particle swarm optimization algorithm is used to convey the image of the obtained CAD general vectorization file, so as to
complete the three-dimensional transmission of artistic visual image. +e experimental results show that the image commu-
nication effect of this method is better, the image communication efficiency is higher, the noise suppression effect is better, the
visual communication effect of the image is improved, and the performance of the designed method is superior.

1. Introduction

In recent years, the worldwide informatization process has
been accelerating, and the development of all kinds of data
has shown a soaring trend. As a key type of data in all kinds
of information, image data can more intuitively record the
state of human life. +e subsequent technical problems of
data analysis have gradually attracted people’s attention,
which has promoted the development of image visual
communication research [1–3]. In the research of traditional
image visual communication methods, a more scientific
image extractionmethod is selected to obtain the image data,
continuously track the data information, ensure the safety of
the data in the acquisition process, and use the multi-
functional algorithm to analyze the collected information, so
as to enhance the reliability of the data information [4–6].
+e data protection operation according to the corre-
sponding data management rules improves the effect of
image visual communication, but the processing effect of
image features in the operation process is poor, and the
image data information of the remaining part cannot be

mastered. +erefore, it is necessary to study effective image
visual communication methods to analyze and solve the
above problems [7, 8].

In order to improve the effect of image visual com-
munication, after a long time of research and development,
some image communication methods have been formed.
Reference [9] proposes an optimization method of plane
visual communication effect based on wavelet change. +e
image is decomposed by wavelet and reconstructed by
wavelet. In the process of reconstruction, the modulus di-
agram and phase angle diagram are calculated, and the edge
images of each scale are extracted. +rough the edge image,
the corresponding edge points of the semireconstructed
image are enhanced. On the basis of the above, the SLIP
model is used to calculate the graphic beautification vector.
In order to simplify the operation, the above calculation
method is converted into a simple mathematical operation,
and the image visual transmission effect is optimized
through the reflected light graphic mode. +e experimental
results show that this method effectively optimizes the cost
of image plane visual transmission, but some image details

Hindawi
Scientific Programming
Volume 2022, Article ID 3441252, 10 pages
https://doi.org/10.1155/2022/3441252

mailto:000420@slcupc.edu.cn
https://orcid.org/0000-0002-9605-4964
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/3441252


are not clear and the visual effect is not good. Reference [10]
proposes a plane visual communication design method based
on user experience effect. Computer vision imaging tech-
nology is used to sample the image information of plane visual
communication, combined with the edge contour extraction
method to detect the image contour of plane visual com-
munication design, and extract the multiscale local structure
feature information of the plane visual image. According to
the needs of user experience effect, the boundary feature
detection and multilevel structure decomposition in the
process of plane visual communication design are carried out,
the low-level visual structure of plane visual communication
design is reconstructed by the method of adjacent pixel in-
formation fusion, and the user experience effect evaluation
model of plane visual design image is established. According
to the user experience effect, realize the optimization of plane
visual communication design. +e simulation test results
show that this method has a good user experience effect and
improves the design effect of plane visual communication, but
the noise in the image background will affect the visual
communication results. Reference [11] designed a visual
communication system of animated character graphics and
images in a virtual reality environment. In the hardware
design, various adaptation parameters of the renderer
motherboard were designed to optimize the experience of
visual communication. In the software design, by introducing
a Sobel edge operator, the gray function is established to solve
the gradient amplitude, and the threshold is selected to
compare it to complete the recognition and thinning of the
edge data of animated character graphics and images. Design
the motion capture module, establish the behavior control
model, generate and manage the motion capture files, and
complete the overall design of the system.+e effectiveness of
the system is verified by simulation experiments, but the
efficiency of image visual communication is not high due to
the large number of images.

Considering the large number of images and the noise in
the image background, in order to improve the image
communication effect, improve the image communication
efficiency, and reduce the influence of noise factors on
images, a three-dimensional communication method of
artistic visual image based on the CAD platform is proposed.

2. Art Visual Image Preprocessing

+ere is a certain complementary relationship between the
three-dimensional communication effect of an artistic visual
image and color, among which the most obvious charac-
teristics are reflected in the matching of color and the
presentation of light feeling. +e beauty of visual art is
mainly reflected in its certain color openness, which is also
the embodiment of a free concept in aesthetics and the
theoretical basis of the three-dimensional communication
method of artistic visual image.

2.1. Feature Extraction of Art Visual Image Based onWavelet
Transform. Visual art is a kind of humanities juxtaposed
with architecture, music, literature, film, and other forms. It

is an art form that can be perceived and understood by
vision. It is a language means based on vision and guided by
artistic visual images, such as paintings, photographic pic-
tures, and film and television pictures. All visual artworks
and images have highly important language as the inter-
vention point. Artistic visual image is a visual cultural
symbol that visually presents the law of art, artistic concept,
artistic style, and characteristics of the times. Artistic visual
images are full of deep cultural connotations. Image refers to
the picture with visual effect. It is a way of information
transmission different from words created by human beings
through imitation or imagination of the natural world from
the level of visual cognition and feeling. It is one of the most
commonly used information carriers in human social ac-
tivities. Artistic image is a kind of beautiful creation. It
visually records the process of human civilization and is the
main part of visual art. Its production and consumption are
always the most basic communication activities in human
social life and an invisible force to condense the society.
Image chain coding is a binary image representation method
based on the region boundary of binary image. +is method
can transform two-dimensional image into one-dimensional
digital sequence. For large-scale artistic visual images, image
chain coding can greatly save storage space and improve
processing speed. +e chain coding diagram in four di-
rections is shown in Figure 1.

In Figure 1, the coding of using edges to calibrate the
image area is image chain coding. Four chain codes 1, 2, 3,
and 4 are used to represent the up, left, down, and right
directions. Starting from any pixel on the image boundary,
walk counterclockwise along the boundary pixel of the
image and return to the starting point.+e walking direction
on the recording edge forms an ordered chain composed of
direction chain code. With the starting point coordinates,
the image boundary can be uniquely determined.

Wavelet transform is a local transform of time and
frequency. It has the characteristics of multiresolution
analysis and has the ability to characterize the local char-
acteristics of signals in time domain and frequency domain.
Wavelet transform can concentrate the energy of the original
image on a small part of wavelet coefficients, and the
decomposed wavelet coefficients have high local correlation
in the detail components in three directions, which provides
a powerful condition for feature extraction. Texture feature
extraction using wavelet transform has been widely used in
texture analysis, image compression, and surface defect
detection of industrial products. Wavelet transform is often
used for signal multiresolution decomposition [12], as-
suming the signal is g(x); the discrete wavelet decompo-
sition formula is

g(x) �� 
n

i�1
e xi(  × 

n

j�1
e xj , (1)

where e(xi) represents the scaling function, e(xj) represents
the wavelet function, i represents the scaling coefficient, and
j represents the wavelet coefficient.

As a two-dimensional function, the image is constructed
by one two-dimensional scaling function μ(a, b) and three
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two-dimensional wavelet functions ϑS(a, b), ϑK(a, b), and
ϑL(a, b). +e wavelet function measures the change of image
gray in different directions: ϑS(a, b) measures the change of
gray along the column direction, ϑK(a, b) measures the
change of gray along the row direction, and ϑL(a, b) mea-
sures the change of gray along the diagonal direction [13].
+erefore, the discrete wavelet transform of the image
F(a, b) of size m × n is

F(a, b) � 
n

k�1
e(k) + μ[e(k) + e(k − 1)], (2)

where e(k) represents the high-frequency coefficient and
e(k − 1) represents the low-frequency coefficient.

According to formula (2), it can be seen that the wavelet
transform decomposes the original image into a low-fre-
quency part and a high-frequency part, and different levels of
wavelet decomposition can obtain low-frequency images of
different scales. After the k-level wavelet decomposition,
reset the high-frequency part to 0, and only keep the low-
frequency part, reconstruct the original image according to
the modified high-frequency information and the unmod-
ified low-frequency information, and obtain an approximate
image F′(a, b) of the original image F(a, b). +is image
contains the low-frequency information of the original
image [14]. In the logarithmic domain, the difference be-
tween the original image and the approximate image is used
to obtain the reflection component map R(a, b) of the
original image. Assuming that the original image undergoes
K-level wavelet decomposition, Kab approximate images at
different scales will be generated, and then, Rab reflection
component maps will be obtained, combined with Rab re-
flection component maps to construct a visual image
multiscale reflection model [15], that is,

Rab �

����������������������


m
i�1 

n
j�1 rij(x) − g(x) 

2

dx



,
(3)

where rij(x) represents a nonlinear function, and this article
chooses the arctangent function, because the arctangent
function can reduce high-frequency noise to a certain extent.

+e new media era is an image-centered information
age.+emainstream consumption form of visual culture has
been transformed into the production and consumption of
artistic images based on digital and Internet technology. It
can be said that digital and Internet technology is the
technical basis of the new media era. It is leading to a
revolution of visual culture, affecting people’s production
and consumption of artistic images at an unimaginable

speed, thus imperceptibly changing people’s inherent values
and social ideology. While art image consumption has
gradually become a popular way in this era, it is also
pregnant with new art image forms and art language, and is
tending to create art image culture that meets the needs of
the new media era. In the new media era, the consumer of
visual culture has gradually transformed into an image-
centered consumer behavior. Due to the convenience of
digital and Internet technology for visual information
transmission, it greatly improves its superiority for carrying
image text, so as to transform the traditional consumption
mode of visual culture into the consumption mode domi-
nated by image.

In the high-frequency information obtained by wavelet
decomposition of the original image, most of the infor-
mation corresponds to the reflection components of the
objects in the image scene, and the high-frequency infor-
mation corresponding to the shadow part is relatively small.
+erefore, the high-frequency information representing the
shadow part can be regarded as the noise in the high-fre-
quency information, and the noise can be detected by using
the wavelet-based search method [16–18].

Let U(p,v) denote the wavelet coefficients obtained after
the p-level wavelet decomposition of the artistic visual
image, where v � 0, 1, 2, 3 corresponds to different subbands.
For each pixel (a, b) in the high-frequency subband, the
threshold T is used to determine whether it corresponds to
the frequency of the shaded part.

σ(p,v)(a, b) �
1 U(p,v)(a, b) 

2
, <T,

0, others,

⎧⎨

⎩ (4)

where σ(p,v) represents the detection result of whether the
pixels in the subband v represent shadows after the p-level
decomposition of the artistic vision image. Among them, the
calculation formula of the threshold T is

T �
y

u
i − x

u
j

ra

, (5)

where yu
i represents the calculation result of the difference in

the brightness value of the pixel; xu
j represents the calcu-

lation result of the threshold value of the brightness of the
pixel; and ra represents the shadow intensity index.

According to the updated wavelet coefficients, recon-
struct the approximate image F′(a, b) of the original image
F(a, b), that is,

F′(a, b) � S
−1

x
v
x

u
, (6)

where S−1 represents the inverse wavelet transform operator.
+e final artistic visual image features can be extracted by

the multiscale reflection model:

Sh � 
n

j�1
z F(a, b) − Fj

′(a, b) . (7)

+e artistic visual image features are obtained by wavelet
transform. +ese features are expressed as global features
and local features. According to the artistic visual image

1

2

3

4

Figure 1: Chain coding diagram in four directions.
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content, the global features can be divided into color fea-
tures, texture features, shape features, and spatial features.
Local features are stable enough and have good discrimi-
nation in artistic visual images; Local features and local
features are important aspects of art visual image feature
acquisition, which provide parameter basis for further image
processing.

2.2. Data Processing of Artistic Vision Image Processing
Results. Before the artistic visual image is communicated,
the acquired image feature data are standardized. Be-
cause the actual result data obtained are not only dif-
ferent in dimension meaning, but also in data variables.
+erefore, in order to improve the validity and au-
thenticity of the data processing results, the problem of
excessive data difference is solved from a mathematical
point of view.

Use fuzzy clustering method to transform the data; then,
the data processing process is expressed by the following
formula:

Gk � ρε2 − Rε + Sε( , (8)

where ε2 represents the sample data set matrix and ρ rep-
resents the initial variable. +rough the analysis of this
formula, the clustering data processing formula can be
obtained, as follows:

Vj �


n
i�1 xij − xij 

2
 

N
2 ,

(9)

where n represents the number of sample data processing
times and Vj represents the sample data collection after
clustering Xij. Expand this formula to obtain the data cluster
center; the specific formula is as follows:

Xij �
xij − xij

Vj

. (10)

Using the above formula, the standard sample data inXij

can be obtained, and the processed sample data matrix can
be expressed as

X �

x11 x12 . . . x1n

x21 x22 . . . x2n

. . . . . . . . . . . .

xm1 xm2 . . . xmn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (11)

+rough the above process, the basic data processing is
completed. In the process of artistic visual image processing
and analysis, the data are processed hierarchically through
data statistics and dimensionality reduction. Due to the
variety and amount of data, the original sample data are
processed dimensionless. +e general data processing
methods include standardized processing and average
processing. In the design of this method, MATLAB 6.5
statistical software package is used as the carrier of data
processing to complete the high-precision data processing
process.

3. Stereo Communication Method of Artistic
Visual Image Based on CAD Platform

Based on the processed artistic visual image data, carry out
the visual communication operation of artistic visual image,
and use the computer and its graphics equipment to help the
designers carry out the design work. Computer-aided design
(CAD) is an effective means for the quality control of in-
dustrial parts design, manufacturing, and data processing. It
emphasizes human-computer interaction design, operation
setting, graphic display, and so on [19–21]. +e CAD
platform usually displays terminal graphics input version,
drawing, scanning, printer, tape drive, and various software
platforms with interactive calculation with graphics func-
tion. +e overall structure of the CAD platform adopts a
typical client/server network structure. +e server and all
clients are connected to the LAN, and then the collaborative
scheme of distributed and centralized is adopted; that is,
most functions are distributed on each site, such as interface
programs, CAD software, and common information and
program components. Only the site loading management
module and shared information module of the initiator or
organizer are designed, which are expressed as certain server
functions. +e client and server first establish communi-
cation with their respective CAD platforms through the
CAD platform interface function and then establish a net-
work connection based on TCP protocol, which is conve-
nient for the collaborative design program of the client and
server to form the connection between the three-dimen-
sional CAD platforms at both ends, and establish an artistic
visual image to convey the design information. Since CAD
technology can provide a feature source for visual recog-
nition, the CAD platform can be used to comprehensively
process images.+erefore, the CAD platformmethod is used
to obtain the three-dimensional communication strategy of
artistic visual images to complete different visual tasks.

3.1. CAD Platform Construction. In the traditional sense,
related platforms can only process G code files during the
design process. If there is a CAD/CAM interface beforehand,
CAD standard dwg/dxf files can be preprocessed and
converted into G code input files, and then handed over to
the system deal with. But when the system encounters hand-
drawn sketches, scanned images, engineering blueprints or
digital photos, traditional systems lack effective recognition
methods [22]. +erefore, this article focuses on the pre-
processing technology and method of the CAD platform,
including the database storage and extraction technology
and the import and export graphics and image technology.
+e following is a specific discussion and analysis.

3.1.1. CAD Platform Software ProgramDesign. In view of the
defects and shortcomings of the previous CAD platform, a
new CAD platform was further constructed and realized. It
has some characteristics such as integration, interaction,
popularization, networking, and parallelization. +ese are
also the requirements of a new generation of software [23].
+e CAD platform uses object-oriented technology, with
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Visual C ++6.0 as the development tool, SQL 2000 as the
data library support, AutoCAD 2000 for the production of
the library, and C/S mode development. Figure 2 is a
schematic diagram of the platform architecture.

According to Figure 2, the following is a detailed analysis
of the database library storage and extraction technology and
the import and export graphics and image technology of the
designed CAD platform:

(1) Database storage and extraction technology: the
CAD platform needs to call a large number of
functional component symbols, browse, and call,
using the client/server C/S (Client/Server) mode, and
the graphic data module is stored on the server for
remote computer access. Common database inter-
faces on Windows systems include ODBC (Open
Database Interconnection), MFC (Microsoft Foun-
dation Class), ODBC class, DAO (Data Access
Object), RDO (Remote Data Object), OLEDB
(Object Link Embedded Database), and ADO
(ActiveX Data Object) [24]. ADO provides a data-
base programming object model, simplifies OLEDB,
belongs to the high-level database interface, and
provides an automation interface. +erefore, use
ADO mode to initialize OLE/COM library envi-
ronment A fxO leInit (); the definition of ADO class
is stored in ADO DLL (m sado15. d ll) as a resource,
and then the ADO library file is imported with direct
import symbol #import in stdafx.h file to enable the
compiler to compile correctly.

(2) Import and export graphics and image technology:
each type of graphics software has its own storage
format and file type. In order to share and interact
with information between different systems, differ-
ent file formats are required to be exchanged or
converted. At present, the most commonly used data
exchange method is star exchange; that is, each
system uses standard data exchange format for in-
direct exchange [25]. With the help of the Auto-
CAD’s DXF file structure, this article refers to the
DXF file format: title section, table section, block
section, element section, and file end, and establishes
a CDXF class that can read and write the dxf file
format. In addition, it also realizes image calling and
processing.

3.1.2. Image Chain Coding Processing. After the art vision
image is refined by the CAD platform, it is transformed into
a single-pixel image, but it is still a binary image. To become
a vectorized image, it needs to be coded and simplified by
chain coding. +e encoded image information can be
conveniently used to extract the geometric features of the
image to pave the way for the subsequent stereoscopic
transmission of the image [26]. In addition, the chain-coded
images can greatly save storage space and can store massive
CAD data. +e Freeman chain code method is a universal
method widely used internationally to turn a single-pixel
graphic into a chain code. +e principle of Freeman chain

code is to treat a binary image as a raster image composed of
grid points. +e method of chain coding is to express a
continuous curve with the direction between adjacent pixels
in the grid point theory. It can be divided into 4-domain
chain codes and 8-domain chain codes. +e chain coding
process in this article adopts the 8-domain Freeman chain
code method. Figure 3 is a schematic diagram of 8-domain
chain codes.

Using the method from bottom to top, from left to right,
scan the artistic vision image in turn, and the curves in the
final image are represented as a two-dimensional array. +e
rows of the array indicate that there are several continuous
curves in the image, and the columns of the array indicate
the chain code trend of each curve. In the process of chain
code scanning, the starting position of the curve must first be
judged [27, 28]. +e pixel degree is calculated to determine,
which pixel is the starting point of the chain code and which
pixel is the ending point of the chain code. And mark the
start point and end point, respectively, and record their
coordinates. When scanning to the starting point, it will
follow the direction of the starting point adjacent to the
target pixel to the target end, and at the same time record the
direction number of the current pixel relative to the previous
pixel, and finally complete the chain coding of a curve
[29, 30].

At this point, the CAD preprocessing process is set up,
and the generated dxf file is the CAD universal vectorized file
format, which can be imported into CAPP software for
subsequent image stereo transmission processing.

3.2. Realization of Stereo Communication of Artistic Vision
Images Based on Particle Swarm Optimization Algorithm.
On the basis of using the CAD platform to obtain the CAD
general vector file format, the image transmission method
based on the particle swarm optimization algorithm is used
to complete the three-dimensional transmission of artistic
visual images [31]. To transform the art visual image stereo
communication problem into the classification problem of
image target foreground and image target background, the
art visual image needs to be stereo transmitted under visual
communication. +e ratio function between the image

Database

AutoCAD

Image data storage

DAO OLEDB

OLE

ODBC

Picture
export 

ODBC

Figure 2: Schematic diagram of CAD platform structure.
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feature distribution variance in the target foreground range is
the separation coefficient to judge the foreground range of the
image target, and the ratio function between the variance of
image feature distribution in the target background range is
the separation coefficient to judge the target background
range of the image. In order to complete the three-dimen-
sional communication of art visual image, particle swarm
optimization algorithm is used to weight the feature com-
ponents of art visual image and carry out real-time image
target visual communication [32]. +e process is as follows.

In order to understand the distinguishability of each
range of artistic visual image, the corresponding log-like-
lihood ratio function variance formula is obtained on the
premise of variance calculation:

y(t) � e
ω

A
z

������
z
2

+ c
2

 , (12)

where the log-likelihood ratio function is eω, and the
foreground range scale and the background range scale of
the artistic visual image are z2 and c2, respectively. Use a
vector to describe the weight ς:

ς � ς1, ς2, ς3 . (13)

In the above formula, the feature vector of artistic visual
image is ς1, ς2, ς3. Assuming that ς′ is the optimal solution of
ς, the particle swarm optimization algorithm is used to
extract the optimal solution ς′ of different feature compo-
nent weights of artistic vision images.

+e steps of particle swarm optimization algorithm to
extract ς′ are as follows.

Assuming that there are η particles η1, η2, ηn  and ς in
the same dimensional space, each particle ηi has a solution
for ς, and the orientation of each particle in the group is
determined by the fitness function value corresponding to
the particle [33, 34].

Suppose the dimension of ς is μ, the size of the particle
swarm is σ2, each particle in the swarm is 1, and the ori-
entation of each particle in the t step iteration is

ςμ σ2  � ςμ1, ςμ2, . . . , ςμi, . . . , ςμN 
t
. (14)

+e local optimal solution corresponding to the orien-
tation of the best fitness of each particle is

Qμ σ2  � qμ1, qμ2, . . . , qμi, . . . , qμN . (15)

+e solution that reflects the best fitness of the particle in
the local optimal solution is the current particle swarm
optimal solution Qk. +e population adjusts the current
collection speed and orientation of each particle through
multiple iterations [35], and the iteration expression is

Qk � Eeqks

���
KD


×

f
β
y
β

Vc

+ Eeq

���
KD


K0 ×

f
c
y

c

Vl

, (16)

Qμ(t + 1) � Qμ(t) + ςμ(t + 1). (17)

In formulas (16) and (17), the learning factors are fβ and
fc, the uniform random numbers in the [0, 1] area are yβ

and yc, the collection speed of each particle in the t step is
K D, the each particle collection speed in the t + 1 is K0, and
the current azimuths of the population particles in steps t

and t + 1 are Vc and Vl, respectively.
+e optimal solution Qk sought in this article is obtained

after the iterative exploration of all particles in the pop-
ulation is completed, and there is no change in the orien-
tation of each particle. It successfully realizes the tracking of
the target feature of the artistic vision image and completes
the stereoscopic vision transmission of the image target
feature. +en, use the transmission value to sort the image
data, which is easy to operate, reduces the complexity of
image processing and completes the three-dimensional
transmission of artistic visual images.

4. Simulation Experiment Analysis

In order to test the research effect of art visual image three-
dimensional communication method based on CAD plat-
form, the simulation experiment needs to be carried out on
the CAD platform, and the experimental results are com-
pared in the form of pictures. In order to build a CAD
platform that met the experimental conditions, the devel-
opment script language of 3D core engine is java language.
+e editor tool can realize the high integration of various
functions of the CAD platform, fuse and match the virtual
scene in the artistic visual image with the task graphic image,
and use the editor tool to reduce the operation complexity of
the experiment. +e 3D player loads the system content in
the artistic visual image in a component-based way.+rough
the 3D player, you can experience the virtual reality effect,
which provides an effective way for the display of artistic
visual image effect. After the construction of the experi-
mental platform, the simulation experiment is carried out on
the platform. +e research effect is compared with the
traditional plane visual communication effect optimization
method based on wavelet change and the plane visual
communication design method based on user experience
effect, and the experimental results are analyzed.

4.1. Experimental Data Set. +e images used in this exper-
iment are from CIFAR open-source database [36]. CIFAR is
collected and sorted by Alex Krizhevsky, Vinod Nair, and
Geoffrey Hinton; 60000 of the 800000 images in visual
dictionary are selected and divided into CIFAR-10 and
CIFAR-100. CIFAR-10 dataset contains 60000 32 ∗ 32 color
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Figure 3: Original image.
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images, with 10 categories in total. +ere are 50000 training
images and 10000 test images.+e dataset is divided into five
training blocks and one test block, and each block has 10000
images. +e test block contains 1000 images randomly se-
lected from each class, the training block contains these
images in random order, and the training block contains
5000 images per class. +e CIFAR-100 dataset contains 100
subclasses, each of which contains 600 images, including 500
training images and 100 test images. 100 categories are
divided into 20 categories. Different types of artistic visual
images are randomly selected from the database. In order to
ensure the consistency of experimental conditions, 680
pixels are ensured ×480 pixels is the size of each film and
television image.

4.2. Analysis of Experimental Results

4.2.1. Image Visual Transmission Effect. Two images are
arbitrarily selected from the CIFAR database, and three
methods are used to visually communicate them. +e
original image is shown in Figure 3, and the image pro-
cessing result is shown in Figure 4.

By analyzing Figures 3 and4, it can be seen that the visual
effect obtained by using the method in this article is good,
which not only retains the image detail information, but also
does not have the problem of image blur. However, when
using traditional methods to process the image, the image
has some fuzziness, edge fuzziness, and poor visual com-
munication effect. +erefore, the image processing effect of
this method is better.

4.2.2. Image Visual Communication Effect under the Influ-
ence of Noise. An arbitrary image is selected as the input in
the experimental data set, and the peak signal-to-noise ratio
PSNR is used as the objective criterion of evaluation. Set the
noise probability to 0.3, 0.6, and 0.9, respectively, and
compare the three methods under different conditions. +e
experimental results are shown in Figure 5.

It can be seen from the curve in Figure 5 that the three
methods are not suitable for the case of strong noise. +e
higher the noise probability, the lower the peak signal-to-
noise ratio.+e comparison shows that under different noise
probabilities, the peak signal-to-noise ratio of this method is
higher than that of the traditional method, and it is obviously
better than the traditional method in the whole noise
probability range. It shows that in the presence of noise, the
traditional methods cannot remove the bright and dark
points caused by noise from the image, but this method has a
good effect on noise suppression and solves this problem,
and the subjective visual effect of the image is greatly im-
proved. In the experiment, it is found that the image visual
effect is the best when the noise probability is 0.3. +erefore,
this method has good antinoise performance and good visual
communication effect.

4.2.3. <e Efficiency of Image Visual Transmission. In ad-
dition to the visual communication effect of the image itself,
the image processing efficiency is also an important index to
measure the method. Due to the rapid improvement of the
number of images, the rapid visual communication pro-
cessing of a large number of images is a key problem for

Original image

(a) (a) (a)

Figure 4: Comparison of image visual communication effects.
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studies at present. +erefore, taking the image visual
communication efficiency as the experimental index, the
different methods are compared, and the results are shown
in Figure 6.

According to the analysis of Figure 6, with the increase in
the number of images, the visual communication efficiency
of different methods shows a downward trend, indicating
that the visual communication efficiency of images is af-
fected by the number of images. Comparing the visual
communication efficiency of different methods, it can be
seen that the visual communication efficiency of this method
is always higher than the two traditional methods, the
highest visual communication efficiency reaches 84%, and

the downward trend is slower than the traditional methods.
+e visual communication efficiency of the plane visual
communication effect optimization method based on
wavelet change and the plane visual communication design
method based on user experience effect is not only signif-
icantly lower than that of this method, but also decreases
significantly with the increase of the number of images,
indicating that the two traditional methods are not suitable
for a large number of image processing and have certain
limitations.

+e artistic visual image stereo communication method
is used to perceive the technical action posture data at the
gymnastics scene, and the visual reconstruction analysis
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Figure 5: Comparison of antinoise performance. (a) Noise probability 0.3. (b) Noise probability 0.6. (c) Noise probability 0.9.
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results of artistic image feature data are obtained, as shown
in Figure 7.

It can be seen from the results in Figure 7 that through
the method designed in this article, the visual reconstruction
effect of art image feature data is good, the visual effect of art
image can be displayed accurately, and the performance is
stable. It provides visual support for the analysis of visual
reconstruction of art image feature data, and the perfor-
mance of the designed method is superior.

+rough the above comparative analysis, it can be seen
that the image definition, visual communication efficiency,
and denoising effect of this method are higher than the
traditional plane visual communication effect optimization
method based on wavelet change and the plane visual
communication design method based on user experience
effect. +is method can better grasp the basic information of

image data and improve the visual communication effi-
ciency, and it has better research value to enhance the
performance of image information protection and improve
the clarity of image transmission.

5. Conclusion

In order to study an effective image processing method, in
order to improve the image communication effect, improve
the image communication efficiency, and reduce the in-
fluence of noise factors on the image, this article proposes a
three-dimensional communication method of artistic visual
image based on CAD platform. +e simulation results show
that compared with the traditional methods, the image
processing effect of this method is good, which can improve
the image transmission effect to a certain extent and improve
the clarity and integrity of the image.+e performance of the
designed method is superior. In the experiment, it is found
that when the noise probability is 0.3, the image visual effect
is the best, satisfactory effect can be obtained, and the an-
tinoise performance is good. +e visual communication
efficiency is always higher than the two traditional methods,
and its highest visual communication efficiency reaches 84%,
and the downward trend is more slow.

Data Availability

+e raw data supporting the conclusions of this article will
be made available by the authors, without undue reservation.

Conflicts of Interest

+e authors declare that they have no conflicts of interest
regarding this work.

Acknowledgments

+is work was supported by the Shandong Provincial Key
Subject of Art and Science of 2020， Study on Wetland
Cultural Creative Products in Yellow River Delta
(QN202008224).

References

[1] C. Yu, “Retracted article: climate environment of coastline
and urban visual communication art design from the per-
spective of GIS,” Arabian Journal of Geosciences, vol. 14, no. 4,
p. 310, 2021.

[2] T. Li, Y. Wang, R. Hong, M. Wang, and X. Wu, “pDisVPL:
probabilistic discriminative visual Part Learning for image
classification,” IEEE MultiMedia, vol. 25, no. 4, pp. 34–45,
2019.

[3] Z. Tang, H. Zhang, C. M. Pun, M. Yu, C. Yu, and X. Zhang,
“Robust image hashing with visual attention model and in-
variant moments,” IET Image Processing, vol. 14, no. 5,
pp. 901–908, 2020.

[4] Z. Hao, X. Wang, and S. Zheng, “Recognition of basketball
players’ action detection based on visual image and Harris
corner extraction algorithm,” Journal of Intelligent and Fuzzy
Systems, vol. 40, no. 1, pp. 1–11, 2020.

0 200 400 600 800 1000 1200
0

15

30

45

60

75

90

1400
Number of images (piece)

Vi
su

al
 co

m
m

un
ic

at
io

n 
effi

ci
en

cy
 (%

)

Visual communication method
based on wavelet change
Visual communication method
based on user experience effect
Method of this article

Figure 6: Comparison of image visual communication efficiency.

Figure 7: Visual reconstruction of art image feature data.

Scientific Programming 9



[5] K. Kyamakya, A. Haj Mosa, F. A. Machot, and J. C. Chedjou,
“Document-image related visual sensors and machine
learning techniques,” Sensors, vol. 21, no. 17, p. 5849, 2021.

[6] D. D. Rodriguez, C. Goulart, C. Valadão, D. Funayama, and
T. Bastos, “Visual and thermal image processing for facial
specific landmark detection to infer emotions in a child-robot
interaction,” Sensors, vol. 19, no. 13, p. 2844, 2019.

[7] J. Yin and J. H. Yang, “Virtual reconstruction method of
regional 3D image based on visual transmission effect,”
Complexity, vol. 2021, Article ID 5616826, 12 pages, 2021.

[8] A. Kosovicheva, K. Sridhar, and P. J. Bex, “Image predictors of
visual localization in natural scenes,” Journal of Vision, vol. 20,
no. 11, p. 183, 2020.

[9] M. M. Liu, “Optimization of plane visual communication
effect simulation based on graphic beautification technology,”
Computer Simulation, vol. 36, no. 9, pp. 426–429, 2019.

[10] C. Li, “Research on graphic visual communication design
based on user experience effect,” Modern Electronics Tech-
nique, vol. 43, no. 11, pp. 111–114, 2020.

[11] X. Q. Zhu, “Innovative design of graphic image visual
communication system for animated character in virtual
reality environment,” Modern Electronics Technique, vol. 561,
no. 10, pp. 178–180, 2020.

[12] J.-J. Liaw, C.-P. Lu, Y.-F. Huang, Y.-H. Liao, and S.-C. Huang,
“Improving census transform by high-pass with haar wavelet
transform and edge detection,” Sensors, vol. 20, no. 9, p. 2537,
2020.

[13] X. Dong, G. Li, Y. Jia, and K. Xu, “Multiscale feature ex-
traction from the perspective of graph for hob fault diagnosis
using spectral graph wavelet transform combined with im-
proved random forest,” Measurement, vol. 176, no. 2, Article
ID 109178, 2021.

[14] F. Muoz-Muoz and A. Rodrigo-Mor, “Partial discharges and
noise discrimination using magnetic antennas, the cross
wavelet transform and support vector machines,” Sensors,
vol. 20, no. 11, p. 3180, 2020.

[15] A. Rezapour, A. Ortega, and M. Sahimi, “Upscaling of geo-
logical models of oil reservoirs with unstructured grids using
lifting-based graph wavelet transforms,” Transport in Porous
Media, vol. 127, no. 3, pp. 661–684, 2019.

[16] J. Pushparaj andM.Malarvel, “Panchromatic image denoising by
a log-normal-distribution-based anisotropic diffusion model,”
Journal of Applied Remote Sensing, vol. 13, no. 1, p. 1, 2019.

[17] S. Seo, “Image denoising and refinement based on an itera-
tively reweighted least squares filter,” KSCE journal of civil
engineering, vol. 24, no. 3, pp. 943–953, 2020.

[18] Y. Wang, D. Chang, and Y. Zhao, “A new blind image
denoisingmethod based on asymmetric generative adversarial
network,” IET Image Processing, vol. 15, no. 6, pp. 1260–1272,
2021.

[19] M. H. Rahman, C. Schimpf, C. Xie, and Z. Sha, “A CAD-based
research platform for data-driven design thinking studies,”
Journal of Mechanical Design, vol. 141, no. 12, p. 1, 2019.

[20] C. Dasgupta, A. J. Magana, and C. Vieira, “Investigating the
affordances of a CAD enabled learning environment for
promoting integrated STEM learning,” Computers & Edu-
cation, vol. 129, no. 2, pp. 122–142, 2019.

[21] A. Jhld, “Fabricating a crown under an existing removable
partial denture with impression scanning and CAD-CAM
technology,” <e Journal of Prosthetic Dentistry, vol. 124,
no. 2, pp. 148–152, 2020.

[22] Z. Chen, Y. Wang, and Z. Song, “Classification of motor
imagery electroencephalography signals based on image
processing method,” Sensors, vol. 21, no. 14, p. 4646, 2021.

[23] H. Zhang and J. Yao, “Automatic focusing method of mi-
croscopes based on image processing,” Mathematical Prob-
lems in Engineering, vol. 2021, Article ID 8243072, 9 pages,
2021.

[24] W. Zhang, X. Li, Q. Song, and W. Lu, “A face detection
method based on image processing and improved adaptive
boosting algorithm,” Traitement du Signal, vol. 37, no. 3,
pp. 395–403, 2020.

[25] F. Han, J. Yao, H. Zhu, and C. Wang, “Underwater image
processing and object detection based on deep CNNmethod,”
Journal of Sensors, vol. 2020, Article ID 6707328, 20 pages,
2020.

[26] N. H. Hai, H. L. Minh, D. N. H. +anh, N. V. Son, and
S. Prasath, “An adaptive image inpainting method based on
the weighted mean,” Informatica, vol. 43, no. 4, pp. 507–513,
2019.

[27] B. Nga, B. Sta, B. Mkea, M. N. Mab, and B. Nla, “Image
postprocessing adoption trends in clinical medical imaging,”
Journal of the American College of Radiology, vol. 16, no. 7,
pp. 945–951, 2019.

[28] B. Hadhami, R. Slama, R. Gaha, and A. Benamara, “Proposal
of new eco-manufacturing feature interaction-based meth-
odology in CAD phase,” International Journal of Advanced
Manufacturing Technology, vol. 106, no. 3, pp. 1057–1068,
2020.

[29] J. Qin, J. Chen, X. Xiang, Y. Tan, W. Ma, and J. Wang, “A
privacy-preserving image retrieval method based on deep
learning and adaptive weighted fusion,” Journal of Real-Time
Image Processing, vol. 17, no. 1, pp. 161–173, 2020.

[30] S. Vaez and Z. Minaei, “Pulse extraction of pulselike ground
motions based on particle swarm optimization algorithm,”
Scientia Iranica, vol. 27, no. 1, pp. 134–158, 2020.

[31] J. Zhang, Z. Sun, N. Qiu, Y. Zhang, and F. Li, “3-D effetive
elastic thickness inversion of subduction zone based on
particle swarm optimization algorithm,” Chinese Journal of
Geophysics- Chinese Edition, vol. 62, no. 12, pp. 4738–4749,
2019.

[32] X. N. Bui, P. Jaroonpattanapong, H. Nguyen, Q. H. Tran, and
N. Q. Long, “A novel hybrid model for predicting blast-in-
duced ground vibration based on k-nearest neighbors and
particle swarm optimization,” Scientific Reports, vol. 9, no. 1,
pp. 1–14, 2019.

[33] W. F. Fihri, H. E. Ghazi, and B. Majd, “A multi-objective
particle swarm optimization based algorithm for primary user
emulation attack detection,” Wireless Personal Communica-
tions, vol. 117, no. 8, pp. 1–20, 2021.

[34] K. Malik and F. Kim, “Optimal travel route recommendation
mechanism based on neural networks and particle swarm
optimization for efficient tourism using tourist vehicular
data,” Sustainability, vol. 11, no. 12, p. 3357, 2019.

[35] V. Santucci, M. Baioletti, and A. Milani, “Tackling permu-
tation-based optimization problems with an algebraic particle
swarm optimization algorithm,” Fundamenta Informaticae,
vol. 167, no. 1-2, pp. 133–158, 2019.

[36] B. Xiao and S.-C. Kang, “Development of an image data set of
construction machines for deep learning object detection,”
Journal of Computing in Civil Engineering, vol. 35, no. 2,
Article ID 05020005, 2021.

10 Scientific Programming



Retraction
Retracted: Career Recommendation for College Students
Based on Deep Learning and Machine Learning

Scientific Programming

Received 8 August 2023; Accepted 8 August 2023; Published 9 August 2023

Copyright © 2023 Scientific Programming. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly
cited.

This article has been retracted by Hindawi following an inves-
tigation undertaken by the publisher [1]. This investigation has
uncovered evidence of one or more of the following indicators
of systematic manipulation of the publication process:

(1) Discrepancies in scope
(2) Discrepancies in the description of the research

reported
(3) Discrepancies between the availability of data and the

research described
(4) Inappropriate citations
(5) Incoherent, meaningless and/or irrelevant content

included in the article
(6) Peer-review manipulation

The presence of these indicators undermines our confi-
dence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice is
intended solely to alert readers that the content of this article is
unreliable. We have not investigated whether authors were
aware of or involved in the systematic manipulation of the
publication process.

Wiley andHindawi regrets that the usual quality checks did
not identify these issues before publication and have since put
additional measures in place to safeguard research integrity.

We wish to credit our own Research Integrity and Research
Publishing teams and anonymous and named external
researchers and research integrity experts for contributing to
this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their agree-
ment or disagreement to this retraction. We have kept a record
of any response received.

References

[1] Q.Wan and L. Ye, “Career Recommendation for College Students
Based on Deep Learning and Machine Learning,” Scientific
Programming, vol. 2022, Article ID 3437139, 10 pages, 2022.

Hindawi
Scientific Programming
Volume 2023, Article ID 9789507, 1 page
https://doi.org/10.1155/2023/9789507

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9789507


RE
TR
AC
TE
DResearch Article

Career Recommendation for College Students Based on Deep
Learning and Machine Learning

Qing Wan and Lin Ye

Shaanxi Institute of International Trade&Commerce, Shaanxi 712046, China

Correspondence should be addressed to Qing Wan; 368009050@qq.com

Received 4 November 2021; Revised 25 November 2021; Accepted 16 December 2021; Published 22 February 2022

Academic Editor: Bai Yuan Ding

Copyright © 2022 Qing Wan and Lin Ye. .is is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

With the popularization of higher education, China’s higher education has moved from the stage of elite education to the stage of
universal education, and the number of graduates is also increasing. At present, college students are facing tremendous pressure
on employment. One is the huge number of jobs, the other is the difference in professional needs, and the third is the spread of job
information, which makes it difficult for college students to find a job that suits them. In order to solve this dilemma, this paper
analyzes the related technologies and in-depth basic theories of data mining. After introducing several traditional recom-
mendation algorithms, the traditional convolutional networkmethod is improved from three aspects: activation function, pooling
strategy, and loss function. Finally, using the hybrid convolutional neural network, a career recommendation model for college
students based on deep learning and machine learning is proposed, and simulation experiments are carried out on it. .e main
research work is as follows: (1) a hybrid convolutional neural network is proposed, which uses convolution operation to learn
high-level features to achieve personalized employment recommendation; (2) the training optimization strategy of the hybrid
convolutional neural network is studied, aiming at the activation function, pooling processing, and loss function, and the
feasibility of the optimization method is verified through simulation experiments; (3) finally, according to the evaluation index of
the recommendation algorithm (recall rate and F1-Score), the recall rate of the algorithm in this paper is nearly 15% higher than
that of the DNN model. .e experiment is compared with the traditional commonly used recommendation algorithm, and the
comparative analysis of the experimental results proves the effectiveness of the algorithm for the employment recommendation of
college students.

1. Introduction

As the enrollment scale of colleges and universities con-
tinues to expand, as of 2020, the gross enrollment rate of
higher education in China has exceeded 50%, and higher
education has entered the stage of universal education from
the stage of elite education [1]. .e employment demand of
graduates is increasing year by year [2], and enterprises have
higher and higher requirements for the professional skills
and comprehensive quality of graduates. .e traditional
employment guidance model in the past can no longer adapt
to the new employment supply and demand relationship.
How to provide graduates with personalized and precise
employment services has become the focus of the work of
colleges and universities. Data show that in 2020, the

number of college graduates nationwide will reach 8.74
million [3]. However, with the impact of the new crown
epidemic and the intensified world trade protection, China’s
economy is under great downward pressure, which has
gradually led to the emergence of college students’’ em-
ployment problems mainly realizing the following aspects:

(1) .e number of employed people is huge, the em-
ployment peak lasts for a long time, and the situation
is severe. .e employment pressure of fresh grad-
uates will not weaken in a relatively long period of
time in the future.

(2) In the context of the rapid development of China
economy, the demand for talents is constantly
expanding, but some majors have not matched the
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needs of China industry, resulting in structural
unemployment for college students.

(3) Under the massive data situation of ‘information
overload’ faced by college students when choosing
employment, a wide range of job information makes
it easy for college students to fall into information
scrutiny fatigue and unable to clarify their job search
needs, which leads to the need to spend more energy
to find what is really suitable for them. .e post
information caused employment difficulties in the
talent market [4]. .e lack of a unified platform
support and the inability to deeply match their own
characteristics with the needs of enterprises result in
a lack of scientific advice on big data employment
guidance for college graduates.

In recent years, scholars from various universities and
research institutions in China have also begun to explore
related issues such as job matching and job matching.
Kumar and Gupta and others put forward the job matching
system theory [5]. Sajjadi et al. proposed the method basis of
job matching in 2002 [6], and Figueiredo et al. took a dif-
ferent approach [7] and proposed the use of dynamic re-
search methods to study the matching relationship between
candidates and organizations. In 2006, under the leadership
of Hiriyannaiah et al. and others, the dynamic person-post
matching model became more and more mature, and dy-
namic fitting was proposed [8]. Koehn and Da’u, respec-
tively, used fuzzy mathematics theory and grey system
theory in their research and proposed a newmatchingmodel
[9, 10]. With the advent of the data age, the simple theory of
job matching with applicants can no longer provide accurate
advice for college students’ employment choices. A large
amount of data has made the inherent theoretical avatars
useless. Many scholars have begun to introduce recom-
mendation algorithms from other fields and analyze big
data. Applied to job recommendation, traditional recom-
mendation algorithms mainly include three types: collab-
orative filtering recommendation algorithm, content-based
recommendation algorithm, and hybrid recommendation
algorithm. .e collaborative filtering recommendation al-
gorithm can use existing historical activity interaction in-
formation and a series of user comparison information with
the same behavior to make collaborative similarity matching
recommendation without relying on user or item content

information [11]. .e content-based recommendation al-
gorithm is an algorithm scheme that uses the user’s profile or
project description information to recommend an algorithm
scheme [12], which combines the attributes and charac-
teristics of the project by means of data mining or infor-
mation retrieval to build the user’s profile model. .e hybrid
recommendation algorithm aims to obtain better prediction
or recommendation performance by combining the content-
based recommendation algorithm and collaborative filtering
recommendation algorithm, taking the advantages of the
two. Traditional recommendation algorithms need to per-
form a lot of experiments on the selection of combination
methods and the sequence of combinations to find a better
combination method, and the weight distribution of the
recommendation results obtained by different methods also
needs to be experimentally tested and analyzed in order to
make up for this. For this kind of defect, scholars introduced
the concept of deep learning and started the research of the
recommendation algorithm based on deep learning. Cov-
ington et al. proposed a deep neural network for YouTube
video recommendation [13]. Cheng et al. proposed a wide
and deep model to provide application recommendations
for Google’s application mall [14]. Okura et al. proposed
using the RNN model to recommend news information for
Yahoo News [15].

.is paper draws on the research results of Zhu Wei’s
flight delay prediction algorithm combined with convolu-
tion processing [14], hoping to use the high-level feature
learning ability of convolution processing to improve the
quality of employment recommendation of college students
and solve the “data trap” problem faced by college students
in graduation selection.

2. Related Work

2.1. Hybrid Convolutional Neural Network. Convolutional
neural network can be understood as a hierarchical model.
.e original data are used as the input of the model..rough
a series of operation layers such as convolution operation,
pooling operation, and nonlinear activation function
mapping, the high-level abstract information is removed
from the original extracted from the data input layer. Among
them, the level of abstract operation is the “feedforward
operation” in the convolutional neural network. .e specific
mathematical expression is as follows:

x
1⟶ ω1⟶ x

2⟶ · · ·⟶ x
L− 1⟶ ωL−1⟶ x

L⟶ ωL⟶ z,

z � f x
L
, y ,

(1)

where xL represents the data input of the Lth layer, ωL

represents the weights related to the Lth layer, z represents
the loss function of this calculation process, y represents the
final true classification mark, and the function f uses ωL as
the calculation parameter.

2.1.1. Receptive Domain. In a convolutional neural network,
the receptive field is expressed as the size of the region where
the output features of each layer in the network are mapped
to the input space. .e receptive field represented by a
certain feature can be described by the center position of the
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receptive field and its size. Figure 1 shows the receptive field
performance of a convolution operation with a size of 3×3
and a step size of 1. .e convolution kernel can obtain the
same scale of receptive field as the large convolution kernel
through multilayer superposition. .e use of the small
convolution kernel can deepen the network depth to en-
hance the capacity and complexity of the network and also
reduce the number of training parameters.

2.1.2. Distributed Representation. In deep learning, con-
volutional neural networks will exhibit important charac-
teristics of distributed representation. .e characteristics of
distributed representation can indicate that the convolu-
tional neural network can form different representation
modes by different convolution kernels, and different re-
sponses can be generated from different modes, and different
feature representations can be abstracted according to dif-
ferent convolution kernels. .erefore, this feature can be
used to implement different abstract feature representations
using different convolution kernels to obtain more property
feedback related to the input data.

2.1.3. Local Connection and Weight Sharing. .e local
connection method and the weight sharing method are both
based on the local receptive domain, and the feature input
satisfies the sparse but locally dense nature and is used to
model the input data [17]. .e local connection completes
the feedback of various properties of the input data char-
acteristics through the local information, and it is also the
theoretical support for the distributed representation of the
convolutional neural network. Each neuron in the con-
volutional neural network model only needs to be connected
to a part of the forward layer. .e local connection can not
only obtain the different properties of the input data, but also
reduce the risk of overfitting. .e operation diagram of the
local connection is shown in Figure 2.

.e proposed weight sharing is used for the reduction of
model training parameters, and the number of training
parameters required for model training is reduced by
sharing the convolution kernel [18]. Weight sharing uses
convolution kernels with the same internal weights, and by
using a common mode for feature detection, it can be
understood that weight sharing is to use a template to ab-
stract a certain feature of the data. Although the weight
sharing mode can effectively reduce the scale of parameters
required for model training, weight sharing can only extract
a common feature property feedback, which is not as rich as
the locally connected multiproperty feedback, and cannot
mine more latent association representations at one time.
.e operation diagram of weight sharing is shown in
Figure 3.

2.2. Traditional Recommendation Algorithm. .e use of
recommendation algorithms is currently the main effective
measure to deal with the problem of information overload. It
can provide users with appropriate personalized options in

the case of massive data, avoid users from getting into in-
formation review fatigue, and save a lot of time and energy.

2.2.1. User-Based Collaborative Filtering Recommendation
Algorithm. .e user-based collaborative filtering recom-
mendation algorithm mainly implements similar rec-
ommendations for users to find other users with similar
behaviors or constructs a user’s own preference model and
performs a predictive score based on their own preference
model to complete personalized recommendation. .e
core of the user-based collaborative filtering recom-
mendation algorithm is similarity calculation. .e main
function of similarity calculation is to measure the sim-
ilarity Su,v between user u and user v. .e mathematical
expression of Pearson similarity calculation is shown as
follows:

Su,v �
 zu,i − Zu  zv,i − Zv 

������������

 zu,i − Zu 
2

 ������������

 zv,i − Zv 
2

 . (2)

zu,i and zv,i represent the actual scores of user u and user
v on item i and Zu and Zv represent the average of all item
scores of user u and user v, respectively.

2.2.2. Content-Based Recommendation Algorithm. .e
content-based recommendation algorithm is to use the
content that users are interested in to calculate the similarity
to achieve relevant recommendations. By means of data
mining or information retrieval, a data file model belonging
to the user is constructed by combining the attributes and
characteristics of the project. .e recommendation algo-
rithm adopted by this algorithm is to use the content that the
user is interested in to calculate the similarity to realize the
recommendation. .e algorithm uses x to represent the
similarity evaluation of item s recommended to user c, where
x is based on s, indicating that the recommendation of item c
is obtained by quantitative calculation of other items with
similar meta-information to item s.

2.2.3. Model-Based Collaborative Filtering Recommendation
Algorithm. PMF is a model-based collaborative filtering
recommendation algorithm. It reduces the dimension of the
high-dimensional evaluation matrix to obtain the user
hidden feature matrix and the item hidden feature matrix
and further predicts the missing value of the evaluation
matrix by calculating the inner product of the two. Its
mathematical expression is as follows.

Given an m× n evaluation matrix R, two low-dimen-
sional matrices U and V with rank d are used for fitting, and
the fitting formula is as follows:

R ≈ UV
T
. (3)

U ∈ m × d; V ∈ d × n, d≤min m, n{ }; U represents the
tendency of each user to d features; V represents the exis-
tence of d features in each item.
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2.3. Data Feature Extraction. In this paper, gradient
boosting tree is used for data feature processing, and the
input features are filtered and processed in an integrated
manner to eliminate the influence of useless features. .e
specific feature conversion flowchart is shown in Figure 4.

Before using the gradient boosting tree for feature
conversion processing, it is necessary to perform feature
dimensionality reduction processing on the type attributes
of the one-hot encoding format, use the function of the
Embedding operation to map low-level features to different
feature spaces, and use high-level features as the mapping
representation. .e dimensionality reduction processing
usually uses a neural network for training, and its standard
algorithm expression is shown in the following formula:

yz � F Wzxz + bz( . (4)

Among them, z is used to represent the index value of the
feature xz that needs dimensionality reduction in the input
features, Wz represents the matrix of mz × nz, bz represents
the deviation term of the vector, yz is the vector obtained by
dimensionality reduction, and F(·) represents nonlinearity
activation function.

3. Employment Model for College Students
Based on Deep Learning and
Machine Learning

.is paper draws on the research results of Zhu Wei’s flight
delay prediction algorithm combined with convolution
processing [18], hoping to improve the recommendation
quality with the help of the high-level feature learning ability
of convolution processing. .e hybrid convolutional neural
network model is selected, and the transformed features are
used as input to train the hybrid convolutional neural
network model through model stacking integration to
generate recommended results.

3.1. Model Structure Design. .e composition of the hybrid
convolutional neural network model is mainly divided into a
multichannel hybrid convolution submodel and a convo-
lution and local connection hybrid submodel. .e overall
model structure diagram is shown in Figure 5.

Among them, Σ is represented as a data combination and
splicing operation, which is used to combine the processing
and generation results of multichannel convolution and is
used for subsequent convolution and local connection
mixing operations. .e loss function used in the training
process of the hybrid convolutional neural network is the
cross-entropy loss function, which is used to determine how
close the current actual output is to the expected output.
Taking the binary classification task as an example, the
mathematical expression of the cross-entropy loss function
is shown in formula (5). Among them, y represents the true
category label of the sample and p represents the predicted
probability of the sample.

Figure 1: .e receptive field with a size of 3×3 and a step length of 1 [16].

i-1 layer

i layer

i+1 layer

Figure 2: Schematic diagram of partial connection operation.

i layer

i-1 layer

Feature mapping

Figure 3: Schematic diagram of convolution weight sharing
operation.
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L � − 
n

(y log p +(1 − y)log(1 − p)). (5)

.e description of the training algorithm of the hybrid
convolutional neural network model is shown in
Algorithm 1:

3.2. Model Training Optimization. .e abovementioned
hybrid convolutional neural network model is the

benchmark model structure of the recommendation algo-
rithm in this article, which can be used to recommend
employment for college students, but it is found that there is
still room for improvement in the process of model training.

3.2.1. Activation Function Optimization. Currently, com-
monly used nonlinear activation functions mainly include
three functions: Sigmoid, Tanh, and ReLU. In the con-
volutional neural network model, the activation function of

Start

Input: Original feature

Industry information Job information User intention

Features after
dimensionality reduction

Features after
dimensionality reduction

Features after
dimensionality reduction

Remaining features

∑

Gradient boosting tree

Features after conversion

End

Embedding Embedding Embedding

Figure 4: Feature extraction model.
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Figure 5: Model diagram of hybrid convolutional neural network.
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ReLU is optimized, and the main function is to alleviate the
defect of network convergence caused by the death of
neurons with input signal x≤ 0. .e activation optimization
used in this paper is the deformation optimization of ReLU
to realize ELU. When dealing with negative input, the ex-
ponential term calculation method is used to alleviate the
death problem caused by neuron death [19]. .e specific
algorithm expression of ELU is as follows:

ELU(x) �
x, x> 0,

α(exp(x) − 1), x≤ 0.
 (6)

Using the activation function method of ELU for op-
timization processing can better obtain the representation
information of the features, and compared with other ReLU
improvements, ELU is more robust to input changes or
noise.

3.2.2. Pooling Strategy Optimization. In the hybrid con-
volutional neural network benchmark model in this article,
the pooling strategy adopted by the convolutional hierar-
chical model is the maximum pooling strategy of uniform
size, which is a single pooling strategy. In this paper, hybrid
pooling is used to make up for the shortcomings of feature
loss caused by single pooling and to alleviate the model loss
caused by feature loss. Integrating the advantages of the
maximum pooling strategy and the intermediate value
pooling strategy, on the basis of retaining the most salient
feature representation in the pooling area, the pooling
process of the hybrid convolutional neural network model is
optimized through the intermediate value pooling strategy.
.e specific hybrid pooling integration implementation

structure diagram is as shown in Figure 6. y represents the
averaging process and 

 represents the combined process,
used to splice the maximum pooling result and the inter-
mediate value pooling result, as the output of the mixed
pooling operation.

3.2.3. Loss Function Improvement. .e model training loss
function used in this paper is the cross-entropy loss function,
and the mathematical expression is shown in (4), which is
used to determine the closeness of the current actual output
to the expected output. After analyzing the prediction result
data, He et al. put forward the drawback of “misleading loss”
for the situation that the number of samples that are easy to
determine is too large [19]. If the number of samples that are
easy to determine is too large, it may conceal the effects of
other types of samples and make a major contribution to the
decrease of the loss value, which may dominate the overall
gradient update direction of the model, leading to poor
model convergence results. In response to this problem, He
et al. put forward the idea that samples are difficult and easy
to distinguish, by improving the loss function to reduce the
loss contribution of easy-to-classify samples and alleviate the
problem of loss misleading. .is paper draws on the idea of
difficult-to-differentiation of the algorithm and uses the
threshold to distinguish the classification difficulty of
samples, so that the model pays more attention to the
learning of difficult-to-differentiate samples [20]. In order to
better classify sample categories, penalty weights are in-
troduced to deal with the problem of imbalanced sample
categories. .e improved loss function expression is shown
in the following equation:

L � − 
n

β+θ(p − m)y log p + β−θ(1 − p − m)(1 − y)log(1 − p)( . (7)

Y is the true classification category of the sample, p is the
category prediction rate of the sample, β_+ and β_−

represent the penalty weights of positive and negative
samples, respectively, m represents the set training

Input: input feature D
Output: hybrid convolutional neural network model
(1) Initialization parameters: the number of iterations t, the number of convolution channels n, the learning rate ℓ of the Adam

algorithm, and the hyperparameters β1, β2, and ε
(2) for i� 1 to t do
(3) for j� 1 to n do//n represents the number of convolution channels
(4) Calculate the extracted features of the j-th CNN channel model, and the output is Fω

(5) end for
(6) Integrate the extracted features of multichannel convolution F(1), F(2), . . . , F(n) , get F
(7) Input the F input convolution and local connection hybrid processing model to obtain the recommended prediction probabilities

pCNN and pLC, respectively
(8) Averaging pCNN and pLC to get the current prediction result
(9) Calculate the error ℓi between the predicted result and the actual recommended result according to formula (4)
(10) Calculate the reciprocal of model parameters W and b according to back propagation and chain rule

ALGORITHM 1: Description of hybrid convolutional neural network training algorithm.
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threshold, and θ(∙) represents the processing function for
comparing the predicted probability with the threshold. .e
expression is shown in as follows:

θ(x) �
0, x> 0,

1, x≤ 0.
 (8)

4. Simulation Experiment

4.1. Recommended Quality Evaluation Standards. In the
recommendation field, the commonly used recommenda-
tion quality evaluation standards include Precision, Recall,
F1-Score, Mean Absolute Error (MAE), and Root Mean
Square Error (RMSE). Among them, MAE and RMSE are
generally applied to the recommendation method of the
scoring type, and the quality of the recommendation is
judged by calculating the error between the predicted rec-
ommendation score and the actual score. In this paper, recall
rate and F1-Score are selected to evaluate the quality of
algorithm recommendation. .e calculation formula of
recall rate is shown in formula (9), and the calculation
formula of F1-Score is shown in formula (10).

Recall �
TR

TR + FNR
, (9)

F1 �
2 × Precision × Recall
Precision + Recall

. (10)

TR indicates the number of positions that are correctly
recommended to college students who are really interested,
FNR indicates the number of positions that are truly in-
terested in incorrectly predicted as nonrecommended cat-
egories, and FR indicates that positions that are not of
interest to college students incorrectly predicted as rec-
ommended categories.

4.2. Experimental Data. .e experimental data set used in
this article is collected from the employment guidance
platform for college students. .e data set used in the ex-
periment mainly contains information about college stu-
dents themselves (gender, grades, interests, and so on), job
requirements information, and user-post interaction be-
havior information. Since this article converts the recom-
mendation question into a “recommendation/
nonrecommendation” two-category question, the collected
data are divided into two types such as positive samples and

negative samples based on behavioral information. .e
sample is marked as a negative sample, and the sample that
has undergone job browsing, job collection, and job ap-
plication is marked as a positive sample. .e total number of
job seekers is 7547, the total number of jobs is 15023, the
number of recommended positive samples is 9870, and the
number of recommended negative samples is 5153.

4.3. Experimental Results and Analysis. .is paper divides
the collected employment data set of college students in
proportion, divides 90% of the data set into the algorithm
training data set, and uses the remaining 10% as the algo-
rithm test data set. .e experiment will verify the model
optimization strategy and the performance comparison
between the algorithm in this paper and the existing rec-
ommended algorithm. .e experimental results will be
analyzed, and the experimental conclusions will be drawn.

4.3.1. Activation Function Optimization Verification. .e
benchmark model uses ReLU as the activation function.
Aiming at the dead zone problem caused by the ReLU
activation function on negative inputs, this paper proposes
an ELU optimization method based on ReLU and uses
exponential terms to alleviate the neuron suppression
phenomenon of negative inputs. .is article will compare
ReLU (benchmark model) and ELU on the basis of the
recommended length of the post of 70 (regardless of the
changes in the learning rate in the model, the loss function
starts to stabilize when the number of iterations is 70).
Among them, the recommended index for the benchmark
model using ReLU is marked as X, and the recommended
index for other activation methods is marked as Y. All
models adopt the maximum single pooling strategy. .e
results of the comparative experiment are shown in Table 1.

From the comparison of the experimental results in
Table 1, the recommended recall rate and F1-Score obtained
by all models with optimized activation methods are better
than ReLU, which proves the necessity of alleviating the
neuron suppression problem that exists during model
training. Optimizing the defect of the zero-value output of
the negative input can effectively help the prediction of the
model recommendation.

4.3.2. Pooling Strategy Optimization Verification. .is sec-
tion mainly conducts experimental comparisons for dif-
ferent pooling strategies. All pooling comparison

Hybrid pooling strategy

Maximum pooling layer

Average pooling layer

Intermediate pooling layer Mixed poolingy ∑

Figure 6: Implementation diagram of hybrid pooling strategy.
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model. Based on the maximum pooling, average pooling,
and intermediate value pooling, this article mainly divides
the pooling strategy into two methods: single pooling
strategy and mixed pooling strategy. .e specific pooling
strategy is divided into the following seven kinds:

(1) Maximum single pooling strategy
(2) Average single pooling strategy
(3) A single pooling strategy for the median value
(4) Maximum-average hybrid pooling strategy
(5) Average-median mixed pooling strategy
(6) Maximum-medium mixed pooling strategy
(7) Max-median-mean hybrid pooling strategy

.e verification experiment will compare the Recall rate
and F1-Score of the above seven pooling strategies based on
the recommended length of the post of 70. .e specific
experimental results are compared as shown in Table 2.

From the comparison of the experimental results in
Table 2, it can be concluded that on the whole, the recall rate
and F1-Score of the hybrid pooling strategy are higher than
those of the single pooling strategy. .e recall rate obtained
by the max pooling strategy is higher than that of average
pooling and median pooling, and the recall rate of median
pooling is also higher than that of average pooling, which
proves that maximum pooling and median pooling are
relative to average pooling. It can have a better extraction
effect on feature information. By comparing the F1-Score of
each pooling strategy, it can be obtained that the F1-Score of
the maximum-median mixed pooling is higher than other
pooling strategies. .erefore, this paper adopts the maxi-
mum-median hybrid pooling strategy that performs better
in terms of performance and recommendation quality as the
model pooling strategy.

4.3.3. Loss Function Improvement Verification. In this paper,
the cross-entropy loss function is improved, the classifica-
tion difficulty of samples is distinguished by the way of
threshold setting, and the learning of difficult to distinguish
samples is paid more attention to improve the quality of
recommendation. .is section compares the recall rate and
F1-Score of the algorithm before and after the loss function
improvement to verify the feasibility of the loss function
improvement. .e comparison experiment is based on the
ELU activation method and the maximum-median hybrid
pooling strategy. .e threshold is set to 0.65. .e specific
experimental results are shown in Figures 7and 8.

.e optimal values of recall rate and F1-Score before loss
function improvement are 0.8104 and 0.7414. After using the
improved loss function, the optimal values of recall rate and
F1-Score are 0.8198 and 0.7432, which are increased by
1.159% and 0.243%, respectively. And the corresponding
algorithm training time is reduced by about 9.6%. .e
comparison results prove that the model using the improved
loss function can pay more attention to the learning of
indistinguishable samples, which is beneficial to improve the
quality of recommendations, and verifies the effectiveness of
the improved loss function.

4.3.4. Algorithm Comparison Results. .e selected com-
parative recommendation algorithms include user-based
collaborative filtering recommendation algorithm (UserCF),
content-based recommendation algorithm (CBF), proba-
bility-based matrix factorization (PMF), and four-layer deep
neural network (DNN). .e specific experimental com-
parison is shown in Figures 9 and 10.

Table 1: Recommendation quality evaluation under different ac-
tivation function modes.

Activation function
type

Recommended
quality

evaluation index
Recall F1-Score

ReLU X 0.7305 —
ELU (alpha� 0.01) Y 0.7356 +1.88%

Table 2: Comparison of experimental results of different pooling
strategies.

Pooling strategy

Recommended
quality

evaluation index
Recall F1-Score

Maximum single pooling strategy 0.7964 0.7356
Average single pooling strategy 0.7854 0.7334
A single pooling strategy for the median value 0.7915 0.7341
Maximum-average hybrid pooling strategy 0.7972 0.7363
Average-median mixed pooling strategy 0.8054 0.7376
Maximum-medium mixed pooling strategy 0.8104 0.7414
Max-median-mean hybrid pooling strategy 0.8031 0.7368
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Figure 7: Recall experiment comparison chart before and after
improvement.
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In a stand-alone environment, the recommendation
time based on the test set, the algorithm in this paper, takes
36.33 seconds, and the DNN takes 16.67 seconds due to less
calculation parameters, but the recommendation effect is not
as good as the algorithm in this paper, and the recall rate of
the algorithm in this paper increases by nearly 15%. For the
calculation of similarity between a large number of college
students and their positions, the recommended prediction
time consumed is hour-level; for space occupation, the space
consumption of the algorithm and DNN in this paper is
mainly based on the network-level hyperparameters set by
the model, while other algorithms require complementing

the data matrix for similarity calculation depending on the
number of college students and jobs in the school. .e larger
the corresponding data scale, the more space it will take up.
.erefore, the algorithm in this paper has a certain im-
provement in the time and space consumption of prediction
and can optimize the recommended prediction.

From the experimental results in Figures 9 and 10, it can
be seen that the algorithm in this paper has achieved better
results in recall rate and F1-Score compared with the
commonly used recommendation algorithms, which proves
that the gradient boosting tree model and the feasibility of
combining convolutional neural network models. With the
help of the gradient boosting tree model for feature con-
version and rich overall feature abstraction through mul-
tichannel convolution, combined with convolution
processing and local connection processing, it can better
carry out a deeper correlation between the information of
college students and job information mining, and learning
high-level abstract feature information can improve the
recommendation quality of the model on human resources,
which proves the effectiveness of the algorithm in this paper
to improve the quality of human resources
recommendation.

5. Conclusion

.is paper establishes a college student employment data set
and uses distributed data processing to extract data features
through the analysis of college students’ personal analysis
and job information mining, so as to avoid the problem of
“information flooding.” At the same time, a hybrid con-
volutional neural network model is proposed for employ-
ment recommendation of college students. By improving the
activation function, pooling strategy, and loss function in the
algorithm, the quality of model prediction is greatly im-
proved. Compared with the traditional recommendation
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Figure 8: F1-Score experiment comparison chart before and after
improvement.
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Figure 9: Experimental comparison of recall rates of various
algorithms.
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Vision-based intelligent human action recognition is the most challenging direction in the field of computer vision in recent years.
It detects human actions in video sequences, extracts action features and learns action features, and then recognizes human actions
in videos. .is paper is based on BP neural network’s basketball technique action recognition and experimental verification. First,
design a basketball technique action recognition method based on BP neural network, analyze basketball actions, collect relevant
test data, and divide the methods of basketball action recognition. Finally, analyze the action characteristics and waveform
conditions of the upper- and lower-limb movements of the basketball action and analyze the key basketball action recognition
data. .e designed classification method realizes the effective recognition of basketball actions; then, the basketball recognition
method used in this article is experimentally verified, and the feasibility and effectiveness of the recognitionmethod selected in this
article are verified by recognizing basketball technical actions, and the experimental results are carried out. Compared with other
related studies, this method proposes a division of unit actions to complete the cycle division of basketball actions. .e division
results do not include the overlap of other actions, avoiding repeated calculations of actions and greatly reducing the amount of
calculation of the system. In addition, the method for the recognition of basketball movement includes the separate recognition of
upper- and lower-limb movements, comprehensive consideration of arm and leg movements, and a more comprehensive and
accurate analysis of basketball movements.

1. Introduction

.edevelopment of modern basketball has been popularized
all over the world. It not only is a competition between
athletes, but also has gradually become a comprehensive
competition for technological development in various
countries. .e breakthrough of various records in basketball
matches is not only a manifestation of humans’ break-
throughs in physiological limits, but also a manifestation of
sports technology innovation. .erefore, the disciplines that
intersect with sports science have received more and more
attention from scholars. How to improve the competitive
level of basketball has become the research focus of bio-
mechanics, psychophysiology, sports medicine, and com-
puter science. Among them, from the perspective of
computer science, by extracting various parameters and

action recognition in the training process of athletes and
basketball players, it can improve the scientificity of daily
basketball skill training. In the study of basketball movement
recognition technology based on acceleration sensors, how
the sensor collects the smooth and effective acceleration data
of basketball gestures is the premise, and which basketball
movement recognition method is used is the key to whether
the basketball movement can be effectively recognized. As a
commonly used deep learning model in the field of action
recognition, BP neural network has been widely used in
various scenarios, such as signal processing or pattern
recognition, the construction of expert systems, and the
production of robots. It has good learning performance and
recognition accuracy. Based on the advantages of the BP
network algorithm, the recognition of basketball technical
actions can be better realized. .erefore, this article mainly
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studies basketball actions based on BP neural network and
validates the recognition method through basketball action
experiments.

2. Related Work

With the rapid development of machine learning technology,
people’s demand for automatic identification and monitoring
of various sports image objects is increasing, so as to realize
the statistics of sports data and bring more scientific training
methods for the improvement of athletes’ later skills. Cunado
et al. [1] developed a 3D convolutional neural network ar-
chitecture for human behavior recognition. When viewing
motion images, the computer captures the human body
motion trajectory and motion trend in real time to determine
the position and shape of human body parts, then through the
computer analyze the technical characteristics of the action,
and report the analysis results to the coach or athlete. Trung
et al. [2] proposed a progressive motion detection algorithm
based on deep residual network and instance search, focusing
on achieving high-precision and fine positioning of athletes’
movements. Preece et al. [3] used the distance information
between all joints contained in the previous image and each
joint point in the current image. .e distance information of
the joint points corresponding to the reference action is used
to describe the athlete’s offset characteristics, posture char-
acteristics, and movement characteristics. Shutler et al. [4]
used the deep learning algorithm model to study the changes
in the load of the hind lower-limb joints and the foot posture
of running during long-distance running. Scientific running
training method is used for joint damage. It can be seen from
this that, with the rapid development of machine learning
technology, people’s demand for automatic recognition and
monitoring of various sports image objects is increasing, so as
to realize the statistics of sports data and bring more scientific
improvement to the later skills of athletes. .e research
content of BP neural network is quite extensive, reflecting the
characteristics of multidisciplinary and interdisciplinary
technical fields. .e main research work focuses on the study
of biological prototypes, the establishment of theoretical
models, the study of network models and algorithms, and the
study of BP neural network application systems. It has been
widely used in various scenarios, such as signal processing or
pattern recognition, the construction of expert systems, and
the production of robots. .e same is true for basketball. .is
paper develops a set of visual movement tracking recognition
and target detection models in response to the demand for
automation of action assessment in basketball sports and uses
BP neural network to realize basketball movement
recognition.

3. BP Neural Network-Related
Theoretical Methods

3.1. BP Neural Network Model

3.1.1. BP Neural Network Model +eory. Using BP network
theory for basketball technical action, it can realize any
nonlinear mapping from input to output of basketball

technical action. First of all, for the strong ability of non-
linear mapping, the BP network can get the nonlinear
mapping relationship between n-dimensional input and
m-dimensional output by learning the actions of basketball
training; secondly, the generalization ability is strong, and
the generalization ability is through the BP network. .e
training extracts the nonlinear mapping relationship of
basketball technical actions hidden in the sample mode and
stores it in the weight matrix. When the nonsample data that
has not appeared before is input into the trained BP network,
the input and output can complete the ability of mapping
correctly; finally, the fault tolerance is good. .e process of
extracting from a large number of basketball technical action
samples and counting the law is the process of adjusting the
weight matrix..e adjustment of the weight matrix does not
depend on the error of individual samples. .is is due to the
error of all basketballs. .e technical action samples contain
correct rules, and when there are individual errors in the
input samples, it will have little effect on the BP network.

.erefore, a typical BP neuron model is shown in Fig-
ure 1. It has n neuron model inputs. All the inputs of this
layer are connected to the next layer by connecting weights
w, and the final network output can be expressed as
o� f(wx+ b).

If the transfer function from the hidden layer to the
output layer in the BP neural network selects purlin type, any
value can output the final output of the layer; and if the
transfer function from the hidden layer to the output layer in
the BP neural network selects the sigmoid type, the final
output layer will be limited to a small range; when solving
practical application problems, a detailed analysis of the
problem is required to select a suitable transfer function.
Generally speaking, the most common application is a single
hidden layer network. .e single hidden layer perceptron is
usually called a three-layer perceptron; that is, the three
layers include an input layer, a hidden layer, and an output
layer. .e schematic diagram of the three-layer BP network
is shown in Figure 2 [5].

For the output layer,

Ok � f netk(  � 1, 2, . . . , l, (1)

netk � 
m

j�0
Wjkyj, k � 1, 2, . . . , l. (2)

For the hidden layer,

yj � f netj , j � 1, 2, . . . , m, (3)

netj � 
n

i�0
vijxi, j � 1, 2, . . . , m. (4)

Generally, the transfer function f(x) is a unipolar sigmoid
function

f(x) �
1

1 + e
x. (5)

At this time, the transfer function f(x) is continuous and
derivable and satisfies
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f(x) � f(x)[1 − f(x)]. (6)

.e main program implementation steps of BP algo-
rithm are the following:

(1) initialization.
Initialize the weight matrix W and V with random
values, set the training times counter q and the
sample pattern counter p to 1, and set the error E to
0, the learning rate η∈(0,1], and use a positive
decimal as the network training requirement .e
achieved accuracy is Emin.

(2) Input the training sample pair and calculate the
output of each layer.
Use the current samples Xp and dp to assign values to
the vector arrays X and d and calculate the com-
ponents of Y and O.

(3) Calculate the output error of the network.
Assuming that there are P pairs of training samples,
there are different errors for different sample net-

works EP �

�������������


l
k�1 (d

p

k − o
p

k )2


.
In this paper, the root mean square error ERME ��������������

1/P 
P
P−1 (Ep)2



is used as the total output error of
the network.

(4) Calculate the error signal of each layer.
Use the above formula to calculate δo

k and δy
j .

(5) Modify the weights of each layer.
Use the above formula to calculate the components
in W and V. Because the weight adjustment method

described above has low learning efficiency and slow
convergence speed, it is easy to form a local minimum
but cannot obtain the global optimum. It is learned
during training. .e new sample has many problems
such as forgetting the trend of the old sample.
.erefore, in this paper, we choose to use the increasing
momentum term in the weight adjustment formula to
solve this problem; that is, not only the adjustment of
the error gradient descent direction at time t but also
the adjustment of the error gradient descent direction
before time t is considered.
Assume that the weight matrix of a certain layer is
represented by W and the input vector of a certain
layer is represented by X; when the momentum term
is added, the expression of the weight adjustment
vector is

ΔW(t) � ηδX + αΔW(t − 1). (7)

α is called the momentum coefficient, generally
α ∈ (0,1). In addition, the above problems can also be
solved by adaptively adjusting the learning rate or
introducing the jitter factor λ.

(6) Check whether all samples have completed a rotation
training.
If p<p, then p and q increase by 1, and return to step
(2); otherwise skip to step (7).

(7) Detect whether the total error of the network meets
the accuracy requirements.

When ERME< Emin, the training ends; otherwise, set E to
0 and p to 1 and return to Step (2). .e implementation
process of BP algorithm is shown in Figure 3.

3.2. Action Recognition. Human body posture recognition is
mainly to study the description of human body posture and
predict human behavior. .e recognition process refers to
the process of recognizing human body actions based on
changes in the positions of joints in the human body in a
designated image or video screen. At present, many scholars
have made the human action recognition of inertial sensors
the research focus. .rough the recognition of human ac-
tions by inertial sensors, the research results are applied to
wearable devices. Human action recognition is mainly di-
vided into data collection, preprocessing, data division,
feature extraction, and model training. .e data collection
stage refers to the use of inertial sensors to collect the human
body’s movement signals and physiological signals and
observe the human body’s movement and physiological
changes under the state of motion; the data preprocessing
stage refers to the algorithm to denoise and normalize the
messy original data through the algorithm. To make it meet
the requirements of algorithm identification, the data di-
vision stage refers to the selection of individual actions for
analysis in the data after the preprocessing is completed; the
data feature extraction stage refers to extracting the relevant
attribute features to become the data required for the sample
location; the final model training stage refers to the

.
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Figure 1: BP neuron model.
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Figure 2: .ree-layer BP neural network.
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algorithm model according to different classification prin-
ciples to realize data recognition; the final model training
stage refers to the realization of data recognition based on
algorithm models with different classification principles, as
shown in Figure 4.

3.2.1. Detection of Human Moving Targets. In the process of
classification and recognition of human walking features,
accurately detecting moving targets is a very important step.
Target detection refers to first detecting the changed area in
the video or image sequence and then separating the de-
tected changed target from the background image. Human
motion recognition is used in various scenarios, such as
robot navigation, security monitoring, medical image
analysis, video image coding, and transmission. Detecting
and separating moving targets from images provides great
convenience for image processing and feature extraction.

3.2.2. Model and Statistics-Based Feature Extraction. .e
feature extraction method based on the object model usually
uses the geometric relationship of the object or the feature
point of the object to estimate. .e basic idea is to use a
certain geometric model or structure to represent the

structure and shape of the object and extract certain object
features in the model and correspondence is established
between the images. .en, the parameter information of
these models is analyzed, the spatial posture of the object is
estimated by geometric or other methods, and finally the
image is matched with a template [6–11]. .e random field
model method is currently the mainstream method in
feature extraction, and Markov random field and Gibbs
random field are often selected.

At present, some computer vision and identity recognition
researchers use model-based methods in the process of target
feature extraction. In the experiment of extracting human
walking characteristics, Han converted the human body con-
tour data into a motion model, converted a two-dimensional
plane into a three-dimensional model, and processed the data
through the least square method. Lee et al. used an ellipse to
represent the various parts of the human body and then used the
ellipse parameters such as the ratio of long and short axes, the
center of mass coordinates, and the body structure parameters
as the characteristics of gait recognition [12–15]. .e swinging
process of the lower limbs of the human body is similar to the
swinging of the pointer of a clock. Based on this idea, Cunado
et al. constructed a pendulum model to extract the angle be-
tween the legs and used this as a feature for gait recognition.

4. Basketball Action Recognition Model
Based on BP Neural Network

4.1. Feature Extraction of Basketball Technical Action. .e
human body movements involved in basketball are more
complicated. Figure 5 is an analysis of the composition of the
basketball posture. .e state of the root limbs divides the
basketball movement posture into a static state and a move-
ment state [16]. .e static state refers to the state where the
posture of the limbs remains unchanged, and the state of
motion refers to the state of the limbs when performing
basketball actions. Shooting, receiving, passing, dribbling and
jumping, walking, and running of the lower limbs are defined
as unit actions. In the state of motion, the action can be divided
into instantaneous action and continuous action according to
whether it has periodicity. For this reason, this paper proposes
a division method based on unit action extraction.

4.1.1. Movement Status Division. Dispersion is an index that
can be used to reflect the degree of difference between
observed variable values, and dispersion is an index that
indicates the difference between sensor signal sample values.
Taking angular velocity as an example, ωx

n represents the nth
angular velocity value in the x-axis direction, ωx

n−1 represents
the n-1th angular velocity data in the x-axis direction, and dx

n

represents the sensor at the nth and previous moments. .e
angular velocity difference in the x-axis direction at a certain
moment where there exists the dispersion index ωx

n−1 can be
obtained by the following formula:

d
x
n � ωx

n − ωx
n−1


. (8)

Angular velocity and acceleration data are included in
the motion data package. Comprehensive consideration of
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Figure 3: BP process algorithm.
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the data characteristics of each sensor is an important step to
accurately divide the movement. dx

n represents the disper-
sion of the acceleration sensor data at the nth time, d

g
n

represents the dispersion of the angular velocity sensor data
at the nth time, and d

ax
n , d

ay

n , d
az
n , d

gx
n , d

gy

n , and d
gz
n , re-

spectively, represent the dispersion of the acceleration and
angular velocity of each axis; then, da

n and d
g
n can be obtained

by the following formulas, respectively:

d
a
n � d

ax

n + d
ay

n + d
az

n . (9)

d
g
n � d

gx

n + d
gy

n + d
gz

n . (10)

In the case of sports, the changes of the athletes’ actions
will be reflected in the sensor data in real time. Since the
dispersion reflects the degree of difference between the
sensor data, the division of the athlete’s physical state can
refer to the characteristics of the dispersion. In static con-
ditions, the angular velocity and acceleration dispersion are
kept below the threshold values λg and λa in sequence. .e
state of the athlete’s limbs at the nth moment is represented
by cn. When cn is 0, it indicates the static state, and when cn

is 1, it indicates the motion state. .e definition is shown in

cn �
0, d

a
n < λa andd

g
n < λg

1, d
a
n ≥ λa andd

g
n ≥ λg

⎧⎨

⎩ (11)

.e degree of data dispersion of different sensors is cal-
culated, and different motion states can be distinguished and
identified for different thresholds. At the same time, the in-
stantaneous action and continuous action can be distinguished
by whether the angular velocity of each sensor changes peri-
odically. It can be known that the extraction of basketballmotion
state data can be achieved through motion state division.

4.1.2. Unit State Division. Studies have shown that the di-
vision of motion can be achieved with the help of the motion
data of the legs and arms. In describing the angle change in
the process of rigid body movement, the angular velocity has
a very good performance..erefore, the angular velocity can
be used to divide the data. In reducing the influence of
external noise, the Kalman filter algorithm can be used to
fuse acceleration, magnetic field strength, and angular ve-
locity data to effectively solve the problem.

4.1.3. Feature Extraction of Basketball Posture. After data
division, the unit action data is obtained, which is composed
of acceleration and angular velocity, ax

n , a
y
n , and az

n represent
the acceleration of the three axes of the nth sampling point,
and gx

n , g
y
n , and gz

n indicate the angular velocity of the three
axes at the nth sampling point. Use v and gn to denote the
acceleration vector sum and the angular velocity vector sum,
respectively, which can be obtained by the following
formulas:

an �

�����������������

a
x
n( 

2
+ a

y
n( 

2
+ a

z
n( 

2


. (12)

gn �

�����������������

g
x
n( 

2
+ g

y
n( 

2
+ g

z
n( 

2


. (13)

An eight-dimensional vector can be constructed through
the four parameters of three-axis acceleration, three-axis
angular velocity, combined acceleration, and combined
angular velocity, where the sampling point of each action is
represented byN, and anN× 8-dimensional matrix can form
a sample, which can be based on the fact that each sample
calculates the characteristics of each dimension. .e time
domain features in this experiment are composed of mean
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Figure 4: Flow chart of the human body gesture recognition method.
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and variance. μa and δ2 are used to represent the mean and
variance of a certain component of acceleration in a unit
action. It can be calculated by the following formulas, where
a is the acceleration of a certain component:

μa � E(a) �
1
N



N

i�1
ai. (14)

δ2 �
1
N

ai − μa( 
2
. (15)

.e peak value of the discrete Fourier transform and its
corresponding frequency is the performance of frequency
domain characteristics. .e process of converting the signal
from the time domain to the frequency domain can be
realized by the discrete Fourier transform method. Among
them, SDFE(n) represents the Fourier transform result of the
nth sampling point, and j represents the imaginary part
calculated by the following formula:

SDFE(n) � 
N−1

i�1
aie

−j2π/Nin
. (16)

From the Fourier transform result, SDFE(K) represents
the peak value, the sampling point K corresponds to the
Fourier transform peak value, and the Fourier transform
frequency f is obtained by the following calculation formula,
where the sampling frequency is represented by fs:

f � K ×
fs

N
. (17)

.rough feature calculation, the time domain and fre-
quency domain features of each dimension data in the

sample can be obtained, thereby constructing a 32-dimen-
sional feature vector, as shown in Tables 1 and 2.

In the experiment, sensor nodes are used to detect the
movement information of different limbs to fix them on the
forearms and calves of the experimenter. Due to the different
placement of nodes, the division of upper- and lower-limb
action sets of the data set is also different..erefore, in order
to further realize the movement division of the upper and
lower limbs, it is necessary to establish different sample
classifiers for the data set. Combining the results of the upper
and lower limbs, the basketball posture of the current
candidates can be obtained [17, 18].

4.2. BP Network Design

4.2.1. Preparation of Training Sample Set. First, the input
and output variables of the modeling system should be
screened. Usually, the goal to be achieved is selected as the
output variable [5, 19]..e variables that have a large impact
on the output, easy to extract, and have little correlation
should be selected as the input variables of the network. Use
samples with or without a certain input variable to train
the network and compare the effects to determine whether
the variable is suitable as an input variable. After selecting
the input and output variables, they must be represented.
From the perspective of the nature of input and output, it
can be divided into two types: language variables and nu-
merical variables. Variables expressed in natural language
are linguistic variables, and various attributes of things
represented by natural language are their “linguistic values.”
.e sample data that has undergone scale transformation
and distribution transformation can also be used for

Basketball posture

Stationary state Motion state

Instantancous action Continuous action

Upper limb movement Lower limb movement

shot Pass catch Jump

Upper limb movement Lower limb movement

Dribble walk Run

Figure 5: .e composition of motion posture in basketball.
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network training. After transformation processing, the input
and output data of the network are limited to the interval of
[−1,1] or [1,0]. .is process is called scale transformation,
which canmake the positions of various variables closer..e
commonly used transformation formula is

xi �
xi − xmin

xmax − xmin
. (18)

xminis the minimum value of the variable; xmaxis the
maximum value of the variable; xi is input or output data

Normalization is a linear transformation, and when the
distribution of the sample is not ideal, the distribution
transformation is needed to change the sample. .is dis-
tribution law generally uses logarithmic transformation, as
well as square root and cube root transformation. .e
distribution transformation is a nonlinear transformation.
.e training sample set also needs to be prepared. .e in-
formation capacity of the network may affect the classifi-
cation ability of the BP neural network. .e information
capacity of the network is characterized by the total number
of network weights and thresholds nw. Generally, the
matching relationship between the number of training
samples P and the given training error ε is

P ≈
nw

ε
. (19)

.ere is a reasonable matching relationship between the
information capacity and the number of training samples in
the network. When solving the problem of less actual
training sample data, it is difficult to meet the above re-
quirements. For a certain number of samples, a suitable
network parameter is required. Too few cannot express all
the hidden laws, and too many samples will not be fully

trained. Based on experience, the number of training
samples can be 5–10 times nw. After determining the number
of sample sets, the samples need to be selected and orga-
nized. .e samples should be representative and balanced in
categories; when organizing the samples, the input samples
should be randomly selected from the training sample set, or
samples of different categories should be cross-input.

4.2.2. Design of BP Network Structure. In the BP network
structure design, it is necessary to design the number of nodes
in the input layer and the output layer. At the same time, the
design of the number of hidden layers and the number of
hidden nodes of the network is also particularly important.
.e number of nodes in the input layer and output layer can
be determined according to actual application requirements.
.e number of nodes in the input layer is usually obtained
through the dimensions of the training sample vector; the
number of nodes in the output layer is usually used as the
dimension of the output space of the approximation function
in the approximation network and is usually used as the
number of categories in the classification network..eoretical
analysis shows that a network with an S-shaped hidden layer
plus a linear input layer can approximate any rational
function. Increasing the number of layers can improve ac-
curacy and reduce errors, thereby making the network more
complex. .erefore, in actual demand applications, usually
consider designing a network with hidden layers.

.e number of samples in training, the complexity of the
hidden law, and the size of the noise can determine the
number of hidden nodes. Since it is difficult to grasp the
complexity of the sample rule and the size of the noise in the
actual process, it is difficult to design the number of hidden

Table 1: Time domain features of data.

Feature Feature ID Feature description

Time domain characteristics

1∼ 3 Acceleration sensors x, y, and z axis data mean value
4 Mean value of total acceleration

5∼ 7 .e mean value of the gyroscope’s x, y, z axis data
8 Mean value of closing angular velocity

9∼11 Acceleration sensors x, y, and z axis data variance
12 Variance of total acceleration

13∼15 Variance of the total velocity: the variance of the gyroscope’s x, y, and z axis data
16 Variance of angular velocity

Table 2: Frequency domain features of data.

Feature Feature ID Feature description

Frequency domain
analysis

17, 18 .e DFTpeak value of the acceleration sensor x data and the frequency of the corresponding peak
value

19, 20 .e DFTpeak value of the acceleration sensor y data and the frequency of the corresponding peak
value

21, 22 .e DFTpeak value of the acceleration sensor z data and the frequency of the corresponding peak
value

23, 24 .e DFT peak value of the combined acceleration and the frequency of the corresponding peak
value

25, 26 .e DFT peak value of the gyroscope x data and the frequency of the corresponding peak value
27, 28 .e DFT peak value of the gyroscope y data and the frequency of the corresponding peak value
29, 30 .e DFT peak value of the gyroscope z data and the frequency of the corresponding peak value
31, 32 .e DFT peak value of the gyroscope x data and the frequency of the corresponding peak value
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nodes. In determining the optimal number of hidden nodes,
the same sample set can be used to train networks with
different numbers of hidden nodes, because the network
error is the smallest at this time. .e number of hidden
nodes can be roughly estimated by the following formulas:

m �
�����
n + 1

√
+ α, (20)

m � log2 n, (21)

m �
��
nI

√
, (22)

m �

�����������������������������������

0.43nl + 0.12l
2

+ 0.51 + 2.54n + 0.77l + 0.35


, (23)

M is the number of hidden nodes; n is number of output
layer nodes; l is number of output layer nodes; α takes a
constant between 1– and 10.

4.2.3. Design of Parameters. Under normal circumstances, a
small random value is selected to assign the initial weight,
which not only ensures that the input value is small and can
work in the area where the slope of the excitation function
changes greatly, but also can avoid the unreasonable and
unlimited increase of the absolute value of some weights after
multiple continuous learning and training..e initial weight is
generally a random number of (−1, 1). .e learning rate is
generally smaller in order to ensure the stability of the system.
A large learning ratemaymake the system unstable, but a small
learning rate makes the training time longer. In order to ensure
that the error value of the network does not jump out of the
bottom of the error surface and eventually tends to the
minimum error, the learning rate is within the range of 0.01–1.
.e recognition process of BP network model basketball
technical action recognition based on BP neural network
mainly includes two aspects, namely, the training process of BP
neural network and the basketball technical action recognition
process of BP neural network. .e basketball technical action
recognition process of BP neural network is shown in Figure 6.

First, collect a lot of sample data amounts to train the
designed BP neural network. After reading the training
sample data, the sample data is preprocessed to extract the

acceleration characteristic value of the gesture action, and
the BP neural network is trained under the guidance of the
expected output (teacher signal) to achieve the preset target
accuracy. .e trained BP neural network can then be used to
recognize the samples to be recognized for predefined
basketball technical actions. Of course, the sample to be
recognized also needs to be preprocessed to extract the
acceleration characteristic value of the gesture action, then
use the trained BP neural network to recognize the technical
action, and finally output the recognition result.

5. Experimental Design and Result Analysis

5.1. Experimental Design. .e entire data collection process
is mainly to collect basketball’s dribbling, running, standing
dribbling, catching, shooting, passing, jumping, and other
actions, as shown in Figure 7; each action is effective and
repeated for 50 seconds per rate. A total of 5650 samples
were collected, of which 3000 were upper-limb basketball
movements and 2,650 were lower-limb basketball move-
ments. .e sampled movements were completed in strict
accordance with regulations. .e number of specific
movements was recorded by the scorer, as shown in Table 3.

5.2. Result Analysis and Discussion. From the results re-
flected in Tables 4 and 5, it can be clearly seen that the BP
neural network has a good recognition effect in the rec-
ognition of upper-limb movements and lower-limb
movements. Among them, the recognition accuracy rates
of the entire upper and lower extremity basketball technical
movements are as high as 93.2% and 99.2%, respectively,
and the average recall rates of the upper and lower ex-
tremity basketball technical movements are as high as
93.2% and 99.2%, respectively. .e recognition accuracy
rates are as high as 93.2% and 99.2%, and the average recall
rates of upper and lower limbs are 93.2% and 99.2%, re-
spectively. Regardless of the algorithm, the accuracy of
upper- and lower-limb basketball actions is, respectively,
97% and 84.9%. As for the recognition rate of upper-limb
basketball action which is lower than that of lower-limb
basketball action, the main reason is that upper-limb

Training sample reading Pretreatment Feature extraction

Expected output

BP neural 
network training

(a)

Sample to be identified Pretreatment Feature extraction

Recognition result output

BP neural 
network training

(b)

Figure 6: BP neural network recognition process. (a) BP neural network training process. (b) BP neural network recognition process.
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movement is relatively more complicated and some actions
have similarities, as shown in Table 6.

From the results reflected in Tables 4 and 5, it can be clearly
seen that the BP neural network has a good recognition effect
in the recognition of upper-limb movements and lower-limb
movements. .e recognition accuracy rates are as high as
93.2% and 99.2%, and the average recall rates of upper and

lower limbs are 93.2% and 99.2%, respectively. Regardless of
the algorithm, the accuracy of upper- and lower-limb bas-
ketball actions is, respectively, 97% and 84.9%. As for the
recognition rate of upper-limb basketball action which is lower
than that of lower-limb basketball action, the main reason is
that upper-limb movement is relatively more complicated and
some actions have similarities, as shown in Table 6.

Table 3: .e number of different movements of the upper and lower limbs.

Upper and lower limbs Behavior Quantity

Arm movements

Dribble (standing) 500
Dribble (walking) 500
Dribble (running) 500

Shot 500
Pass 500

Catch the ball 500

Leg movements

Run 500
Jump 500
Shot 500

Dribble (running) 600
Dribble (walking) 550

Table 4: Classification results of upper-limb movements by different classification algorithms.

Behavior C4.5 C4.5 SVM SVM NB NB BP-ANN BP-ANN
Accuracy Recall rate Accuracy Recall rate Accuracy Recall rate Accuracy Recall rate

Catch the ball 0.937 0.949 0.964 0.977 0.899 0.928 0.964 0.979
Pass 0.909 0.931 0.978 0.989 0.935 0.954 0.982 0.979
Shot 0.924 0.910 0.986 0.992 0.956 0.918 0.980 0.984
Dribble (walking) 0.888 0.860 0.929 0.920 0.793 0.944 0.938 0.919
Dribble (standing) 0.788 0.770 0.819 0.570 0.780 0.704 0.910 0.881
Dribble (running) 0.781 0.805 0.693 0.863 0.805 0.760 0.881 0.898
Average 0.862 0.862 0.875 0.868 0.851 0.851 0.935 0.935

Table 5: Classification results of lower-limb movements by different classification algorithms.

Behavior C4.5 C4.5 SVM SVM NB NB BP-ANN BP-ANN
Accuracy Recall rate Accuracy Recall rate Accuracy Recall rate Accuracy Recall rate

Jump 0.998 0.995 0.985 0.999 0.981 0.979 0.986 0.999
Run 0.984 0.982 0.999 0.980 0.960 0.979 0.998 0.986
Walk 0.974 0.974 0.990 0.995 0.982 0.960 0.994 0.995
Average 0.983 0.983 0.991 0.991 0.972 0.973 0.994 0.994

Figure 7: Nine kinds of basketball moves.

Table 6: Classification results of lower-limb movements by different classification algorithms.

Behavior C4.5 C4.5 SVM SVM NB NB BP-ANN BP-ANN
Accuracy Recall rate Accuracy Recall rate Accuracy Recall rate Accuracy Recall rate

Catch the ball 0.945 0.947 0.969 0.975 0.865 0.930 0.986 0.985
Pass 0.920 0.940 0.978 0.991 0.945 0.960 0.991 0.991
Dribble 0.985 0.986 0.998 0.991 0.998 0.986 0.997 0.994
Shot 0.946 0.925 0.987 0.995 0.958 0.910 0.976 0.986
Average 0.964 0.964 0.990 0.990 0.965 0.965 0.991 0.991
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Experiments show that the best way to recognize upper-
and lower-limb movements in basketball is the BP artificial
neural network method. After the BP artificial neural net-
work establishes the classifier of the basketball movement of
the upper and lower limbs, it finally and effectively recog-
nizes the basketball movement, as shown in Figure 8. It can
be seen from the figure that the basketball movement rec-
ognition model established by the BP neural network is
recognized. .e accuracy rate can exceed 95%, and the
recognition rate of the entire basketball action is as high as
98.85%.

6. Conclusion

On the basis of studying and summarizing the advantages
and disadvantages of existing basketball action recognition
methods, this paper designs a basketball action recognition
method based on BP neural network. BP network has dis-
tributed storage and parallel processing of information,
strong nonlinear mapping ability, and robustness. .e ad-
vantages of good performance, fault tolerance, and strong
generalization ability have successfully reduced the com-
plexity of the traditional action recognition algorithm
implementation process, improved the self-organization and
self-adaptability of the algorithm implementation, and
improved the recognition rate. On the basis of the above-
mentioned research work, the feasibility of the recognition
algorithm selected in this paper is verified through
experiments.

.rough analyzing the characteristics of basketball ac-
tions and aiming at the characteristics of basketball actions,
it is proposed to divide the basketball action data into two
stages. After the entire basketball action is fully recognized,
each action unit is extracted for separate analysis, and finally
test the characteristic data of 32 basketball technical
movements, classify the samples according to the data ob-
tained from the upper and lower limbs, construct a bas-
ketball movement classifier based on the technical
movement data of the upper and lower limbs, identify the
movements according to the classification algorithms
commonly used by experts and scholars, and finally con-
struct a most suitable action..rough a series of test actions,
it is shown that the BP artificial neural network has the best
recognition effect on the upper and lower limbs of basketball

actions, the overall accuracy rate is controlled above 99%,
and the recognition accuracy of the movement posture in
basketball is 98.85%. It shows that the effect of the basketball
gesture recognition method used in this article is quite
satisfactory. .is research will be of great significance to the
intelligent training and technical correction of basketball
players in the future.
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With the continuous update and iteration of network technology and technological innovation, the handheld smart media of
college students will become more and more sensitive. With the advancement of economic globalization, various ideologies and
cultures in the world will rapidly invade, and the “pan-entertainment” of online media may intensify. Only through the
government’s supervision function and the self-discipline of the internet industry, we can strictly control and screen positive
values. In order to better establish the correct employment value orientation of university students and further analyze the
importance of the “pan-entertainment” behavior image recognition of college students, this study analyzes the related technology
and basic theory of behavior recognition. After introducing several mainstream methods, the traditional dual-stream
convolutional network method is improved, and the time information and spatial information extracted by the two channels are
discussed for the weighted fusion of feature maps. Finally, using R(2 + 1)D structure and dual-stream network structure design, a
deep learning-based spatiotemporal convolution behavior recognition algorithm is proposed. )e proposed algorithm is tested
and analyzed on the datasets UCF101 and HMDB51. )e specific work content is as follows: (1) to summarize the widely used
video behavior classification methods proposed so far and discuss the future development. )en, it mainly analyzes the existing
technical bottlenecks of some methods based on deep learning methods and summarizes and explores an efficient, stable, and
accurate spatiotemporal feature joint extraction and learning method theory. (2) )e design of spatiotemporal convolutional
network algorithm framework is proposed, the method of segmentation processing of long video is studied, the improvement of
the dual-stream network decision-level fusion method is studied, and the R(2 + 1)D network is reorganized. )e network al-
gorithm is trained and tested on the UCF-101 dataset and HMDB-51 dataset under the condition of calling the pretrained model.
Finally, the accuracy is compared with the existing classic algorithms to obtain better accuracy, which proves the effectiveness of
the algorithm for the “pan-entertainment” behavioral image recognition of contemporary college students.

1. Introduction

At present, the “pan-entertainment” culture is increasingly
permeating every corner of people’s life, and college students
are most active among the consumer groups of the “pan-
entertainment” culture. Due to the immature development
of ideology, psychology, and other aspects and the limited
ability to recognize “pan-entertainment” culture, some
college students are easily affected by the negative influence
of “pan-entertainment” culture, but it is difficult to identify
and analyze such behavior images. With the rapid devel-
opment of computer science and the modern internet

world’s demand for massive amounts of pictures and video
information, contemporary college students’ network “pan-
entertainment” image behavior recognition, that is, the
machine acquires the video taken by the camera, and then
self-learning after preprocessing, combined with scene
recognition, detect the actions of college students in the
image. )e machine is made smarter and more able to
approach the characteristics of humans to detect images.
From the 1970s to the present, some progress has been made
in image recognition and analysis of abnormal motion
analysis in this field. Nowadays, image behavior recognition
has been successfully applied to life and can be seen
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everywhere. Video recognition technology with a time di-
mension has become a hot and difficult point of current
scientific research. For example, Wang et al. [1] adjusted and
encoded DMM into pseudo-RGB images, converted their
spatial and temporal behavior information into texture
information, and fused three independent ConvNets net-
works for training and recognition. Rahmani and Mian [2]
proposed a deep sequence learning view-invariant human
behavior model. )emethod is to input each frame of a deep
image into a specific convolutional neural network to learn
advanced features and then transfer the human behavior in
the unknown image to the model. Training and classifica-
tion. Jin et al. designed a new type of RGB-D image rec-
ognition framework. )e framework calculates the position
deviation of 3D bone joint points and then uses the space
independent nature of the joint points in the bag-of-words
model to complete the vector offset and recognize human
behavior. Wang et al. [3] constructed three different types of
dynamic depth images, namely, dynamic depth images,
dynamic depth regular images, and dynamic depth motion
regular images to extract behavioral features in in-depth
image sequences. )erefore, image behavior recognition
technology has become one of the important contents of
research and experimentation by scholars at home and
abroad.

2. Behavior Image Recognition Technology
Based on Deep Learning

2.1. Dual-Stream Convolutional Neural Network. Based on
video processing, it can be naturally decomposed into two
levels of temporal characteristics and spatial characteristics.
Spatial features mainly involve the appearance description
and environmental background of the subject in the “pan-
entertainment” video actions of college students. Its es-
sence is the “pan-entertainment” image recognition of
static college students. )e ability of spatial modeling
should be strengthened to more efficiently obtain space.
)is deep convolutional neural network has achieved good
results. )e temporal feature is to clearly describe the
motion feature between video frames by capturing the
optical flow feature and the optical flow displacement field
stacked between several consecutive frames. )e network
does not need to implicitly estimate motion, which reduces
the difficulty of recognition to a certain extent. In 2014,
Karen et al. proposed a dual-stream convolutional neural
network that separately extracts and trains spatial and
temporal features. Each stream of its architecture uses a
convolutional neural network, and the final result is ob-
tained after the average combination of the softmax layer
scores of the two streams [4–7].

)e overall framework of the dual-stream network is
shown in Figure 1 below.)e first network is a spatial stream
network, which performs feature extraction and training on
a single video frame after video preprocessing.)is system is
similar to image recognition. Because the action has im-
portant correlation information with the moving subject and
the specific environment, the static “pan-entertainment”
picture information of college students has become an

important clue. )e second network is the time stream,
which extracts and trains the time information of the video.
)e optical flow diagram of multiple consecutive frames of
the video is collected as input, and the motion information
of the video is captured. )e different information obtained
between the two networks plays a complementary role [8],
and it is also proved through experiments that the average
result of the two convolutional neural networks is more
accurate than the accuracy of the single network.

)e biggest difference between dual-stream convolu-
tional network and individual convolutional neural network
training is the feature extraction of optical flow information.
)e optical flow feature is a set of dense optical flow, which is
a set of displacement vector fields between adjacent frames.
Let dt (u, v) be the displacement vector of the point (u, v) in
the t-th frame. )e optical flow is divided into two image
channels, horizontal and vertical. dt can be decomposed into
a horizontal component dx and a vertical component dy.
Frame t and frame t+ 1 are obtained together. )e optical
flow information obtained from a set of continuous se-
quence frames L is stacked to obtain a total of 2L channels of
optical flow. Assuming that the width of the video frame is
W and the height is H, then the input of the time flow
network is Iτ � ϵRW×H×2L and τ represents any video frame.
)ere are two ways to calculate Iτ . One is a very well-un-
derstood optical flow field superposition method, which is to
superimpose the calculated optical flow between adjacent
frames [6, 9, 10]:

Iτ(u, v, 2k − 1) � d
x
τ+k−1(u, v),

Iτ(u, v, 2k) � d
x
τ+k−1(u, v),

u � [1; w], v � [1; h], k � [1; L].

(1)

Another one is the optical flow superposition method
that tracks the trajectory. Based on the inspiration of the
trajectory descriptor, sampling the motion trajectory at the
same position replaces the method of simple optical flow
superimposition sampling at the same position in all adja-
cent frames. At the same time, this method also decomposes
the optical flow into horizontal and vertical x and y vectors to
generate 2L image channels. Starting from the position (u, v)

of the t-th frame, let Pk be the k-th point traced along the
trajectory, and then the following definitions are given:

Iτ(u, v, 2k − 1) � d
x
τ+k−1 Pk( ,

Iτ(u, v, 2k) � d
x
τ+k−1 Pk( ,

u � [1; w], v � [1; h], k � [1; L],

P1 � [u; v], Pk � Pk−1 + d
x
τ+k−2 Pk−1( , k> 1.

(2)

Both networks use the same structure and can be separately
trained. )is study chooses to pretrain on a larger dataset
ImageNet.)e spatial network stream only inputs a single RGB
picture, changing the previous idea of selecting the center video
frame, adopting a random selection method, and cropping the
“pan-entertainment” pictures of college students to a size of
224× 224. Since the optical flow network has dual vertical and
horizontal channels instead of 3 RBG channels, the first
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convolutional layer is adjusted to a layer with 2L input channels.
)e previously calculatedmultiframe optical flow I is taken and
a size of 224× 224× 2L from it is randomly cropped as input.
After pretraining, the network was tested on UCF-101 and
HMDB-51 and after multitask learning, and it was found that
the method of training space and time separately is far better
than the effect of single network training. At the same time, it is
found through experiments that the convolutional network
trained on dense optical flow still has good performance in a
smaller dataset. In addition, the multitask learning used by the
dual-stream network can simultaneously apply two different
datasets to improve performance.

2.2. C3D Network. )e theory that the dual-stream neural
network separately extracts and trains temporal and spatial
information opens up a new research direction for college
students’ “pan-entertainment” video behavior recognition,
especially the extraction of optical flow features. However,
the optical flow feature is also the biggest drawback of the
dual-stream neural network.)e optical flow vector needs to
be extracted from adjacent frames, and the “pan-enter-
tainment” video action of college students may require
dozens of frames of input to accurately determine the action
under special circumstances. It can be seen from this that the
dual-stream network cannot extract the information of a

long sequence of videos, and it is even easy to lose more
other spatiotemporal information [11–13].

As shown in Figure 2, (a) is the situation obtained by 2D
convolution in a static image, and the output is a two-di-
mensional feature map; (b) is the situation when 2D con-
volution is used in video operations; at this time, the image
becomes a multichannel image, and the output is still two-
dimensional feature map; Figure c is the operation of 3D
convolution in the video, and the output is a three-di-
mensional feature map. )e video segment is set as
c× l× h× w, where c is the number of channels, l is the length
(number) of the video frame, h and w are the width and
height of the video frame; the size of the convolution kernel
becomes three-dimensional d× k× k, where k is the size of
the convolution kernel and d is the newly added time depth;
then, the output value becomes k× l× h× w. It is inferred
from this that 3D convolution better completes the spa-
tiotemporal modeling of video data [14], and the network
can directly input video data without any preprocessing.

For college students’ “pan-entertainment” video pro-
cessing, an effective descriptor should have the following
four characteristics: first, versatility and distinguishability;
second, the descriptor should be compact.)ere are millions
of videos, and the compact descriptors in the processing
process can strengthen the retrieval task and storage; third,
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the efficiency of calculation. Increasing the calculation speed
is one of the goals we have been pursuing; fourth, simplicity.
)e features extracted by the 3D convolutional network
contain other information such as the subject, background,
and other information in the “pan-entertainment” video of
college students, which can cope with various recognition
requirements. )e network architecture of C3D is shown in
Figure 2. )e size of the convolution kernel is 3× 3× 3, and
the stride is set to 1× 1× 1. In order to keep the dimension
unchanged, the size of the first pooling core is set to 1× 2× 2,
and the stride is 1× 2× 2. )e core size of the remaining

pooling layer is 2× 2× 2, and the stride is 2× 2× 2. )e
network consists of 8 convolutional layers, 5 maximum
pooling layers, and 2 fully connected layers and finally
connected to the softmax layer. C3D chose the largest dataset
Sports-1M for training. Compared with the UCF101 trained
by the previous 2D convolutional network, it exceeded 5
times the category and 100 times the total number of videos.
)e input video is cropped into 16 112×112 segments, and
the picture is horizontally flipped by 50% for data
enhancement.
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What are the differences in the learned features between
the C3D network and the classic 2D network? )is study
uses the deconvolution method to detect what the 3D
network has learned. After observation, it is found that C3D
tends to track the subsequent development of motion in-
formation from the appearance information of the previous
few frames. )e C3D learning method can not only capture
the appearance information of the moving subject well but
also learn the variable motion information, which can be
selectively learned. )e proposal of the C3D network has
achieved huge progress from the extraction of low-level
semantics to the extraction of high-level abstract semantics,
surpassing traditional deep learning methods and surpassing
traditional manual methods. It is a simple and efficient
model with good prospects. However, due to a large amount
of calculation of the three-dimensional convolution oper-
ation, the large number of parameters generated in the C3D
network has also become a problem to be solved.

2.3. R(2 + 1)D Network. After research and exploration, it is
found that the 2D convolutional network is still the best choice
in the analysis of action recognition. )e 3D convolutional

network that introduces spatial and temporal dimensional
features has also brought significant progress to the research of
video recognition. Unfortunately, both are flawed. )e 2D
convolutional network can easily lose a lot of key information
due to the inability to extract long-sequence video information;
the 3D convolutional network is too computationally expen-
sive, resulting in too much speed and too many parameters,
which requires a lot of storage space and other problems. In
2017, Zhaofan Qiu et al. proposed Pseudo-3D Residual Net
(P3D ResNet). Based on the ResNet network, the 3D convo-
lution kernel undergoes a series of deformations, so that the 2D
and 1D convolution kernels separately operate, which not only
expresses the timing information well but can also greatly
reduce the amount of calculation, making the network easier to
optimize. On the basis that the residual idea of the ResNet
network has achieved good results in the 2D convolutional
network, the 3D convolution is split into 1D convolution about
time information and 2D convolution about space informa-
tion. )e question that needs to be discussed is what kind of
connection state is between 2D and 1D convolutions. Both
series and parallel will affect the final effect. )e three defor-
mation methods are shown in Figure 3 below [15].

1x1 conv

3x3 conv

1x1 conv

+

relu

relu

relu

1x1x1 conv

3x1x1 conv

1x1x1 conv

+

relu

relu

relu

1x3x3 conv
relu

1x1x1 conv

1x1x1 conv
+

relu

1x3x3 conv 3x1x1 conv

+

relu

relu

relu

1x1x1 conv

1x1x1 conv

+

relu

relu

1x3x3 conv

+
3x1x1 conv

(1) Resnet residual 
value block (2) P3D-A (3) P3D-B (4) P3D-C

Figure 3: )ree kinds of pseudo-3D block. (a) ResNet residual value block. (b) P3D-A. (c) P3D-B. (d) P3D-C.
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P3D has designed three convolution deformation
methods: P3D-A decomposes 3× 3× 3 convolution integrals
into 1× 3× 3 and 3×1× 1 and connects them in series. )e
output of a 2D convolution is used as the input of 1D
convolution; P3D-B does the same decomposition. At this
time, 2D convolution and 1D convolution are parallel, and
there is no connection between the two convolutions. )e
final result is determined by the sum of the two convolutions;
P3D-C is the combination of the two structures P3D-B and
P3D-A. It needs to be pointed out that the bottleneck design
in each residual block unit in the ResNet network structure
makes that there are two convolutional layers of 1× 1× 1
before and after, which are used to reduce the size of the input
dimension and restore the output dimension. In this way, the
effect of reducing computational complexity is achieved. In
order to evaluate these three deformation methods, based on
ResNet-50, the original residual unit is directly replaced with
the three designed by P3D. It is found through experiments
that the P3D-A series connection method achieves the best
effect. Based on the above situation, in 2018 Du Tran et al.
proposed the R(2+ 1)D convolution block and conducted
related experiments on the kinetic dataset to demonstrate its
usability and prove that the 3D convolution kernel is
decomposed into separate space and time. Separate extraction
instead improves accuracy. )e proposal of the R(2 + 1)D
network is also based on the changes made by R3D [8] that
have applied ResNet to the 3D convolutional network, using
the basic residual structure, without using the bottleneck
design in P3D. Each residual block consists of two con-
volutional layers, and each layer has a ReLU activation
function. Let x denote the input of 3× L×H×W, L be the
number of frames edited in the input, H and W denote the
height and width of the video frame, respectively, and 3
denote the picture RGB channel. Let z be the tensor calculated
by the i-th convolutional block in the residual network and
the output of the i-th residual block,F(zi−1; θi) performs two
convolutional layers through the weight θi synthesis and the
role of the activation function ReLU [16].

Zi � Zi−1 + F zi−1; θi( . (3)

In order to keep the R(2 + 1)D network and the R3D
network roughly the same amount of parameters, the
hyperparameter Mi is introduced.

)e R(2 + 1)D convolution kernel is specifically com-
posed of N i− 1× 1× d × d Mi 2D convolution kernel and
Mi× t × 1× 1 Ni time 1D convolution kernel, instead of 3D
Of N I N i− 1× t × d × d convolution kernel, which has the
following relationship.

Ni−1 × t × d
2

× Ni � Ni−1 × d
2

× Mi + Mi × t × Ni,

Ni−1 × t × d
2

× Ni � Ni−1 × d
2

+ t × Ni  × Mi,

Mi �
td

2
Ni−1Ni

d
2
Ni−1 + tNi

 .

(4)

Figure 4 shows the difference between (2 + 1)D convo-
lution and 3D convolution. It is supposed that the input is
single-channel spatiotemporal information. On the left is 3D

convolution, using a convolution kernel of size t × d × d,
where t is time, and d represents the height and width of the
space. On the right is the (2 + 1)D convolution block, which
calculates spatial 2D convolution and time 1D convolution,
respectively, and sets the number of 2D convolutions to M,
so that the number of parameters in the (2 + 1)D block is the
same as the entire 3D volume )e number of parameters of
the block matches [17, 18].

Compared with the convolution kernel of time convolu-
tion and spatial convolution, factoring into the 3D convolution
kernel has two advantages. First, in the case of the same
amount of parameters, the (2+ 1)D convolution kernel has
doubled nonlinear mapping and has better network expres-
sion ability. Second, the (2 + 1)D network is easier to optimize,
the loss rate of training and testing is lower, and the number of
network layers is allowed to be deeper. )is is confirmed by
experiments on the large kinetic dataset. Whether it is the
classic ResNet-3D network or the deformed network with the
2D convolutional layer and the 3D convolutional layer
interlaced, the final result is not as good as R(2+1)D on the
internet. One of the findings is that the effect of the ResNet-3D
network, which independently separates spatial convolution
from temporal convolution, is still stronger than that of hybrid
2D-3D convolutional networks. )is further illustrates that
separating space and time calculations is important to improve
network performance factor. It is worth noting that the
R(2+ 1)D network effect of the input optical flow graph still
has a lot of room for improvement. Although the dense optical
flow method using the Franeback algorithm improves the
efficiency, the optical flow accuracy is not high, and it is worthy
of in-depth study. In addition, in the experiment, the network
obtained the best results after fusing the results of the input
RGB image with the results of the input optical flow diagram.
It can be seen that the timing characteristics and spatial
characteristics are both very important.

3. “Pan-Entertainment” Behavioral Image
Recognition of College Students Based on
Spatiotemporal Convolutional Network

3.1. Dual-Stream Space-Time Integration Network Design.
In this study, the algorithm chooses to model the spatial
action and temporal information of the input relatively high-
resolution “pan-entertainment” images of college students
in the shallow network and uses dual-channel 2D Conv to

t×d×d

1×d×d

Mi

t×1x1

Figure 4: 3D convolution kernel and (2 + 1)D convolution kernel.
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extract temporal and spatial features in parallel. In the later
stage of the deep network part, 3D Conv is again used to
perform space-time modeling. )e spatiotemporal-r(2 + 1)d
end-to-end model proposed in this study performs weight
adjustment and fusion of the features extracted by the dual-
stream neural network to obtain the middle-level semantic
features, which are input into the R(2 + 1)D network for
further learning and complete behavior recognition. At the
same time, in order to be effective for long-term video, the
video segmentation method is used in the input part of this
study. )e overall framework is shown in Figure 5.

)e network framework is divided into three modules,
namely, segmentation and RBG image preprocessing and
optical flow image calculation of the input “pan-entertain-
ment” video of college students, a weighted fusion of the
dual-stream network part, and respatial modeling of the
R(2 + 1)D network. First, the T1, T2, T3, . . ., Tn video is
divided into K segments of equal length {s1, s2, s3, . . ., sk}
where S0 consists of multiple frames. Each video frame Tn is
randomly sampled from S0 and will be used as the input of
the spatial network. )e extracted “pan-entertainment”
feature map is xa, where a represents the “pan-entertain-
ment” feature map extracted from the spatial domain. )e
time domain network corresponds to the input continuous
optical flow image and the set t time as the corresponding
time of the video frame T n; then, the position of the L
continuous optical flow frame pictures corresponds to time t
in the time domain. )e time domain feature map obtained
is xb, where b represents the “pan-entertainment” feature
map extracted from the time domain network. )en, the
weighted sum fusion method is used to obtain consecutive
spatiotemporal feature maps that are subsequently input to
the R(2 + 1)D network.

M ∈ R
H×W×D×λ λ � θx

ak
+ μx

bk
 . (5)

3.1.1. Data Preprocessing of Input Airspace Network. )e
spatial network takes RBG pictures of static video frames as
input. In the training process, the VGG-M-2048 model with
pool1 and pool2 is selected, and the fully connected layer is
removed for later feature fusion. )is study deals with video
segmentation. Among K segments of equal length, each
segment randomly selects 1 frame of the image and crops it
into 224× 224 size. In order to enhance the generalization
ability of the network, training samples are increased to
prevent overfitting of the deep learning model, and a series
of data enhancement operations are performed on the input
images. )is study adopts three processing methods for the
input single-frame image:

(i) the picture is horizontally flipped, (ii) the angle of the
picture is rotated, and (iii) the horizontal and vertical offset
and shift transformation are carried out on the picture. After
data expansion of the image data, the sample is increased by
multiples to prevent overfitting to a certain extent.

3.1.2. Data Preprocessing of Input Time Domain Network.
In the time domain network input part of the dual-stream
network, this study uses the TV-L1 method to calculate the

optical flow, which is divided into horizontal and vertical
optical flow diagrams.)e optical flow feature is a set of dense
optical flow, which is a set of displacement vector fields
between adjacent frames, which can be used to extract the
“pan-entertainment” information of college students and play
an important role in video recognition.)e optical flow image
imported into the input of the network framework designed
in this study contains the motion information of each static
video frame image, which improves the correlation of spa-
tiotemporal features on pixels and the robustness of pro-
cessing video frame sampling. As shown in Figure 6, the
optical flow diagram is a grayscale image calculated by
decomposing the optical flow data into horizontal and
hammer direction vectors, and there are 2L image channels.

In this study, L� 10 is set, and the horizontal and vertical
optical flows of 10 consecutive frames are stacked to form 20
dense optical flow images as the input of the time domain
network.

)is study uses the VGG-M-2048 model pretrained on
the ImageNet dataset. However, the RGB image with the
number of channels as 3 in the first conv1 does not match the
input data of the time domain network. For this problem, we
use the cross-modality cross pretraining method. )e
weights of conv1 are averaged and copied into 20 copies as
the weights of the time domain network conv1. Other
weights remain the same to achieve the time domain net-
work pretraining network parameter matching.

3.2. Improved Design of R(2 + 1)D Structure. )e spatio-
temporal-r(2 + 1)d end-to-end model is the spatiotemporal
feature map obtained after the feature fusion of the dual-
stream network. Here, the spatiotemporal dual-stream
network removes the fully connected layer because the
output of the fully connected layer is high-level semantic
features that will affect the image. )e information on the
time axis is not conducive to subsequent modeling.)en, the
obtained spatiotemporal fusion feature map is input into the
R(2 + 1)D network, which has a better effect than the C3D
network. R(2 + 1)D uses the classic network ResNet. In the
case of the fusion and series connection of the dual-stream
network and the 3D convolutional network, the formed deep
network is prone to the disappearance of the gradient, which
makes the network effect worse. By inserting jump con-
nections, ResNet directly propagates the gradient from the
lossy layer at the end of the network to the early layer close to
the input, which is to simplify the training structure of the
deep structure. ResNet can solve the problem of gradient
disappearance in deep networks to a certain extent.

Since the output part of the dual-stream network is a
28× 28 feature map, this study removes the first three
convolution blocks on R(2 + 1)D-34 and R(2 + 1)D-50,
conv1_1, and conv2_1. Spatiotemporal downsampling is
performed on the top and is implemented with a convo-
lution step size of 2× 2× 2. Finally, a 512-dimensional
feature vector is an output, and the final result is output
through the fully connected layer and the softmax layer. M is
the number of 2D space convolution kernels after 3D
convolution kernels are decomposed into (2 + 1)D
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convolution kernels. )e network structure is shown in
Table 1 below.

4. Experiment and Result Analysis

4.1. Experimental Data Set. In this study, UCF-101 and
HMDB-51 are selected for evaluation experiments based on
the most widely used datasets in the field of deep learning
video behavior recognition. Next, we will introduce the
HMDB-51 dataset. )e HMDB-51 dataset comes from
YouTube and Google videos collected from the internet. )e
pixels of the video frame are 320× 240, and the average
duration is 3.0 seconds. “Pan-entertainment” movements
are divided into five types: (1) general facial movements; (2)
facial movements with object manipulation; (3) whole-body
movements; (4) body movements that interact with objects;
and (5) body movements caused by human interaction.

Compared with the UCF-101 dataset, the dataset comes
from real scene videos, and the background greatly changes.
)e small amount of data results in the limited training of
the network and the existing algorithms generally have low
recognition rates for it, making it one of the current chal-
lenging datasets. Figure 7 shows an example of some actions
of HMDB-51.

Both UCF-101 and HMDB-51 have a standard three-
segment evaluation protocol.)is study evaluates the network
performance based on the average recognition accuracy of all
splits. )is study divides the two datasets into the training set
and test set in the experiment.

4.2. Parameter Setting. )e dual-stream network module
uses the VGG-M-2048 model pretrained on the ImageNet
dataset, and the R(2 + 1)D network module uses the R(2 + 1)

Figure 6: Optical flow diagram of continuous video frames.
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Figure 5: Spatiotemporal-r (2 + 1) d architecture design.
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D-34 and R(2 + 1) D-50 model. Using small batch stochastic
gradient descent (SGD), the loss function is cross-entropy
loss, and the BN (batch normalization) layer is added to the
network to accelerate the network convergence speed, to a
large extent, to prevent overfitting and to improve the
problem of gradient disappearance. Tables 2 and 3, re-
spectively, list the detailed parameters on the two datasets.

)e network is trained on two datasets. )e input of the
spatial network is an RGB image cropped to 224× 224; the
input of the time domain network is 20 optical flow images of
10 consecutive video frames, the size of which is also
224× 224. On UCF-101, the batch size of the spatiotemporal-
r(2 + 1)d-34 dataset is 128, the initial learning rate is set to
0.001, and the learning rate decays to 1/10 of the original for
5,000 iterations, with a total of 15,000 iterations. )e batch
size of the spatiotemporal-r(2 + 1)d-50 dataset is 64, the initial
learning rate is 0.001, and the learning rate decays to 1/10 of
the original for 30,000 iterations per 10,000 iterations. )e
batch size of the spatiotemporal-r(2 + 1)d-34/50 dataset on
HMDB-51 is set to 64, the initial learning rate is 0.001, and the
learning rate decays to 1/10 of the original every 3,000 times,
with a total of 10,000 iterations. )e network is based on the
transfer learning method, using a pretraining model for
training, the initial learning rate is set to a smaller value, and
then, the weight of each network is fine-tuned.

4.3. Comparison of Fusion Feature Weights. )e sum of the
fusion method of spatial convolutional network and time
convolutional network forms a fusion method of different
weights by setting the spatial weighting coefficient θ and the
time domain weighting coefficient μ, and the final output
feature map is obtained by adding the weights. )e fifth

convolutional layer of the dual-stream convolutional net-
work module is chosen to experiment with different strat-
egies on the fusion coefficient ratio. Based on the
experiment, take the video segmentation into 3 groups and
compare the average accuracy of 3 groups on the UCF-101
dataset and HMDB-51 dataset (all splits). At the same time,
in order to compare the performance of the 34th layer and
50th layer of the improved r(2 + 1)d network structure, we
use r(2 + 1)d-34/50 to separately experiment to discuss the
weight ratio of the dual-stream fusion method. )e results
are shown in Tables 4 and 5. )e weight ratios are taken in 7
different proportions. It can be seen that when the spatial
feature map accounts for a large proportion, the recognition
accuracy decreases; conversely, when the temporal feature
map accounts for a larger proportion, the accuracy increases.
It can be concluded that the time information extracted by
the time domain network plays an important role in the
overall network performance. In summary, it is found that
whether it is using r(2 + 1)d-34 or r(2 + 1)d-50, θ: μ� 4 : 6,
the network recognition performance is the best, reaching
the highest accuracy.

4.4. Overall Network Performance Evaluation. In order to
prove that the network framework proposed in this study
has certain advantages, it is compared with some existing
classic algorithms on the public datasets UCF-101 and
HMDB-51. Table 6 lists different comparison algorithms,
including traditional hand-designed feature algorithms
(IDT) and algorithms based on deep learning. It can be
clearly seen that the accuracy of the framework based on
deep learning algorithms (no. 3, 4, and 5) is greatly improved
compared to the different feature encoding methods (no. 1
and 2) based on dense trajectories. Among them, the C3D
algorithm has a relatively poor effect due to too many
network parameters. However, the 3D Conv proposed by the
C3D network opens the research direction of spatiotemporal
convolutional neural networks based on the 3D convolution
kernel, which is of great significance for video behavior
recognition. At the same time, it can be seen that the ac-
curacy of the most primitive dual-stream convolutional
neural network algorithm has been improved after the
LSTM recurrent neural network is added, indicating that a
reasonable combination of the dual-stream network with
other methods can improve the recognition effect. Analyzing
the latest research results in recent years, the P3D network

Table 1: Improved network structure based on R(2 + 1)D-34/R(2 + 1)D-50.

Number of layers Output size R (2 + 1) D-34 R (2 + 1) D-50

Conv1_x λ× 14×14

1 × 3 × 3
3 × 1 × 1

M1
256 

1 × 3 × 3
3 × 1 × 1

M1
256 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
× 6

1 × 1 × 1 256
1 × 3 × 3
3 × 1 × 1

M2
256 

1 × 1 × 1 1024

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
× 6

Conv2_x λ/2× 7× 7

1 × 3 × 3
3 × 1 × 1

M2
512 

1 × 3 × 3
3 × 1 × 1

M2
512 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
× 3

1 × 1 × 1 256
1 × 3 × 3
3 × 1 × 1

M4
256 

1 × 1 × 1 2048

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
× 3

1× 1× 1 Spatiotemporal pooling, fc layer with softmax

Figure 7: Some examples of “pan-entertainment” actions of
HMDB-51.
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model using the ResNet network improved based on the
traditional C3D network is an initial attempt to factorize the
3D convolution kernel. Compared with the traditional C3D,
the effect obtained on the dataset UCF-101 greatly improved.
Proposing a hybrid 2D and 3D convolutional deep network
MiCT-Net compared to the traditional single 2D convolu-
tional network and 3D convolutional network, the accuracy
of the two datasets is also improved.

)is study is based on the improvement of the dual-
stream convolutional network algorithm. For long-term
video spatiotemporal modeling, the recognition accuracy of
92.1% and 66.1% is achieved on UCF-101 and HMDB-51,
respectively. Compared with the dual-stream method, the

improvement is 4.1% and 6.7%, respectively. Compared with
other classic algorithms, the method in this study also ob-
tains higher accuracy. At the same time, the algorithm in this
study also realizes the end-to-end network structure and
realizes the effectiveness of the recognition task based on the
“pan-entertainment” video behavior of college students.

5. Conclusions

)is study mainly explores the recognition of “pan-enter-
tainment” image and video behavior of college students
based on the spatiotemporal convolutional neural network.
)e research work is as follows:

Table 6: Comparison of accuracy rate of recognition of “pan-entertainment” image and video behavior of college students with different
algorithms%.

Serial number Method UCF-101 HMDB-51
1 IDT+FV 85.9 59.1
2 IDT+ bovw 87.9 60.9
3 Dual-stream(VGG-M) 88.0 59.4
4 Dual-stream+(LSTM) 88.6 —
5 TDD+ IDT 91.5 65.9
6 C3D 85.2 —
7 P3D ResNet 88.6 —
8 MiCT-Net 88.9 63.8
9 Spatiotemporal-r(2 + 1)d 92.1 66.1

Table 2: Parameter settings on UCF-101 dataset.

)e Internet cpoch Batch_size fropout Initial learning rate Momentum
Spatiotemporal-r(2 + 1)d-34 200 128 0.5 0.001 0.9
Spatiotemporal-r(2 + 1)d-50 200 64 0.5 0.001 0.9

Table 3: Parameter settings on HMDB-51 dataset.

)e internet cpoch Batch_size fropout Initial learning rate Momentum
Spatiotemporal-r(2 + 1)d-34 180 64 0.5 0.001 0.9
Spatiotemporal-r(2 + 1)d-50 180 64 0.5 0.001 0.9

Table 4: )e average accuracy of r(2 + 1)d-34 fusion ratio of different spatiotemporal feature maps%.

θspatial : μtemporal UCF-101 HMDB-51
2 : 8 86.4 61.1
3 : 7 87.6 61.8
4 : 6 88.3 62.0
5 : 5 86.2 61.7
6 : 4 85.0 60.8
7 : 3 84.4 60.3
8 : 2 83.8 60.5

Table 5: )e average accuracy of r(2 + 1)d-50 fusion ratio of different spatiotemporal feature maps%.

θspatial : μtemporal UCF-101 HMDB-51
2 : 8 90.5 65.3
3 : 7 90.7 65.7
4 : 6 92.1 66.1
5 : 5 91.8 65.8
6 : 4 90.4 64.2
7 : 3 89.2 62.5
8 : 2 88.5 59.8
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(1) )e methods of “pan-entertainment” video behav-
iors proposed by college students so far are sum-
marized and discussed, and the future development
is discussed. By analyzing the technical bottlenecks
of the current network structure in deep learning, an
efficient, stable, and accurate method is summarized
and explored.

(2) )e dual-stream neural network is improved, and the
classification decision fusion method is changed.)e
time information and spatial information separately
extracted in the dual-channel 2D Conv are combined
with “pan-entertainment” feature maps to form
spatiotemporal feature maps and then behavior
classification. )e specific fusion method and fusion
location are discussed, the influence of fusion lo-
cation on network learning is explained through
experiments, and the best fusion location and
method are found.

(3) A spatiotemporal convolution algorithm is pro-
posed, which connects the improved dual-stream
network and the R(2 + 1)D network based on ResNet
in series. )e spatiotemporal feature map extracted
by the dual-stream network is again input into
R(2 + 1)D for spatiotemporal modeling. In order to
achieve series connection, R(2 + 1)D-34 and R(2 + 1)
D-50 and are used to reorganize them. )is study
uses the pretrained network on the ImageNet and
kinetic datasets to perform experiments and fine-
tunes the weights on the datasets UCF101 and
HMDB51, respectively. Compared with other classic
methods, the algorithm proposed in this study has
achieved higher recognition accuracy.

(4) )is study improves and combines several existing
algorithm frameworks based on deep learning and
proposes a spatiotemporal convolutional network
algorithm framework for long-term videos that are
difficult to process. Although comparing some
classic algorithms with UCF101 and HMDB51, there
is a significant improvement in accuracy, but there is
still a lot of room for improvement. For example,
designing the optimal network architecture is tried
for 2D Conv in video recognition learning, and other
datasets are added for experimentation.

Data Availability

)e dataset can be accessed upon request.

Conflicts of Interest

)e authors declare that they have no conflicts of interest.

References

[1] P. Wang, W. Li, Z. Gao, C. Tang, J. Zhang, and P. Ogunbona,
“Convnets-based action recognition from depth maps
through virtual cameras and pseudocoloring,” in Proceedings
of the 23rd ACM international conference on Multimedia,
Brisbane Australia, 2015.

[2] H. Rahmani and A. Mian, “3D action recognition from novel
viewpoints,” in Proceedings of the IEEE Conference on Com-
puter Vision and Pattern Recognition, pp. 1506–1515, Las
Vegas, NV, USA, 2016.

[3] L. Jin, S. Gao, Z. Li, and J. Tang, “Hand-crafted features or
machine learnt features? together they improve rgb-d object
recognition,” in Proceedings of the 2014 IEEE International
Symposium on Multimedia, pp. 311–319, Taichung, Taiwan,
2014.

[4] P. Wang, W. Li, Z. Gao, Y. Zhang, C. Tang, and P. Ogunbona,
“Scene flow to action map: a new representation for rgb-d
based action recognition with convolutional neural net-
works,” in Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition, pp. 595–604, Honolulu, HI,
USA, July 2017.

[5] D. Tran, L. Bourdev, R. Fergus, L. Torresani, and M. Paluri,
“Learning spatiotemporal features with 3d convolutional
networks,” in Proceedings of the International conference on
computer vision, December 2015.

[6] J. Yue-Hei Ng, M. Hausknecht, S. Vijayanarasimhan,
O. Vinyals, R. Monga, and G. Toderici, “Beyond short
snippets: deep networks for video classification,” in Pro-
ceedings of the Conference on computer vision and pattern
recognition, June 2015.

[7] Y. Zhou, X. Sun, Z. J. Zha, and W. Zeng, “Mict: mixed 3d/2d
convolutional tube for human action recognition,” in Pro-
ceedings of the Conference on computer vision and pattern
recognition, June 2018.

[8] H. Kuehne, H. Jhuang, E. Garrote, and P. T. Serre, “HMDB: a
large video database for human motion recognition,” in
Proceedings of the 2011 International Conference on Computer
Vision, November 2011.

[9] L. Bottou, “Stochastic gradient descent tricks,” Lecture Notes
in Computer Science, Neural Networks: Tricks of the Trade,
Springer, Berlin, Heidelberg, pp. 421–436, 2012.

[10] X. Peng, L. Wang, X. Wang, and Y. Qiao, “Bag of visual words
and fusion methods for action recognition: comprehensive
study and good practice,” Computer Vision and Image Un-
derstanding, vol. 150, pp. 109–125, 2016.

[11] M. Shu, “)e value choice of the public in the era of pan-
entertainment,” New Media Research, vol. 34-35, 2018.

[12] Z. Shi, “Beware of pan-entertainment enslaving the self,”
People’s Forum, vol. 44-46, 2018.

[13] W. Jia, “Pan-entertainmentism makes entertainment a fool,”
People’s Forum, vol. 50-52, 2018.

[14] Q. Jiang, Y. Zhang, S. Tan, and Y. Yang, “Recognition of
students’ classroom behavior based on residual network,”
Modern Computer, vol. 20, pp. 23–27, 2019.

[15] X. Jin, Research and Implementation of Face-To-Face Classroom
Intelligent Management System Based on Seetaface Face Recog-
nition Engine, Jiangsu University, Zhenjiang, China, 2019.

[16] A. B. Dhivya and M. Sundaresan, “Tablet identification using
support vector machine based text recognition and error
correction by enhanced n - grams algorithm,” IET Image
Processing, vol. 14, no. 7, pp. 1366–1372, 2020.

[17] X. Yuan, B. Huang, Y. Wang, C. Yang, and W. Gui, “Deep
learing-based feature representation and its application for
soft sensor modeling with variable-wise weighted SAE,” IEEE
Transformations on Industral Infomatics, vol. 14, no. 7,
pp. 3235–3243, 2018.

[18] S. Wang, H. Chen, L. Wu, and J. Wang, “Novel smart meter
data compression Method .via. staked. convolutional sparse
auto-encoder,” Internate Journal of Elector Power and Energy
Systems, vol. 118, Article ID 105761, 2020.

10 Scientific Programming



Research Article
Deep Convolutional Nets Learning Classification for Artistic
Style Transfer

R.DineshKumar,1 E. Golden Julie,2 Y.HaroldRobinson ,3 S. Vimal,4 GauravDhiman ,5

and Murugesh Veerasamy 6

1CSE Department, Siddhartha Institute of Technology and Science, Hyderabad, India
2Department of Computer Science and Engineering, Anna University Regional Campus, Tirunelveli, India
3School of Information Technology and Engineering, Vellore Institute of Technology, Vellore, India
4Department of Artificial Intelligence and Data Science, Ramco Institute of Technology, Rajapalayam, India
5Department of Computer Science, Government Bikram College of Commerce, Patiala, Punjab, India
6Department of Computer Science, College of Computer Science, Bule Hora University, Blue Hora, Ethiopia

Correspondence should be addressed to Murugesh Veerasamy; murugesh@bhu.edu.et

Received 25 June 2021; Accepted 16 December 2021; Published 10 January 2022

Academic Editor: Antonio J. Peña

Copyright © 2022 R. Dinesh Kumar et al. )is is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

Humans have mastered the skill of creativity for many decades. )e process of replicating this mechanism is introduced recently
by using neural networks which replicate the functioning of human brain, where each unit in the neural network represents a
neuron, which transmits the messages from one neuron to other, to perform subconscious tasks. Usually, there are methods to
render an input image in the style of famous art works.)is issue of generating art is normally called nonphotorealistic rendering.
Previous approaches rely on directly manipulating the pixel representation of the image. While using deep neural networks which
are constructed using image recognition, this paper carries out implementations in feature space representing the higher levels of
the content image. Previously, deep neural networks are used for object recognition and style recognition to categorize the
artworks consistent with the creation time. )is paper uses Visual Geometry Group (VGG16) neural network to replicate this
dormant task performed by humans. Here, the images are input where one is the content image which contains the features you
want to retain in the output image and the style reference image which contains patterns or images of famous paintings and the
input image which needs to be style and blend them together to produce a new image where the input image is transformed to look
like the content image but “sketched” to look like the style image.

1. Introduction

A decade ago, when machine learning was an emerging
application of artificial intelligence providing the ability to
automate learning process from foregoing experiences
without being explicitly programmed, the only limitation
was assumed that a good computer program can never
replace a human in creativity [1]. But as the exploration in
the field grew, this gave rise to many other subfields like deep
learning, which threw the limelight on the solution for
replacing humans for their creativity or their process of
recognizing objects or people [2]. One of such problems

which characterized human from a machine was art.
Generating art has no rules which could be used to replicate
a man’s imagination. )is paper renders an input image in
the range of well-known art works [3]. )is is conceptually
close to texture transfer for style transfer. Today, there are
few existing systems which replicate art from famous
painters. One of these methods is style transfer using a
neural network [4].

A neural network can be defined as a circuit of neurons
which stimulates the behavior of a human brain. Mathe-
matically, a neural network is a chain of functions which
maps the inputs with their respective outputs based on their
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weights, which defines the amount of influence one function
has on the other (where each function represents a neuron)
[5]. A neural network engages a larger amount of functions
operating similar layers. One layer generates the input and
every adjacent layer gathers the output from the previous
layers. )e final layer generates the output of the system,
which is also known as visible layer. As the layers other than
the input and output layers are not accessible, they are
known as hidden layers [6].

)e transformation of the style from one image to an-
other image could be called the texture transfer issue. )e
aim of doing this is to manufacture an element from an input
image and also gather the semantic component to the output
image [7]. Several texture transfer methods used the texture
synthesis functions of using dissimilar way to conserve the
targeted output image. )e features of the output image like
intensity is computed for effective texture transfer. )e
frequency related texture data for preserving the target
image combined the edge orientation data. A style transfer is
utilized to extort the contents from the image for imple-
menting the texture transfer. Hence, a normal procedure is
used to analyze the image independent representation to
observe the semantic contents and style related structures
were demonstrated to control the subset of natural image
characterization [8].

)e computer vision is used to extract the semantic
contents from the images. )e labelled information for the
concerned tasks like object recognition is to extract the
quality image element in general feature extraction from the
datasets and other visual elements [9]. )e texture trans-
formation algorithm comprises a texture formation tech-
nique with feature demonstration based convolutional
neural networks (CNN). )e style transfer technique min-
imizes and obtains solutions to the optimization issues in a
neural network. )e new images are constructed by
implementing a feature extraction for the dataset images.
)e texture synthesis approach is used to increase the deep
image representation [10].

)e main contribution of our proposed work is as
follows:

(i) Deep learning approach is applied to real-time
images after implementing the object detection

(ii) )e proposed methodology executes the style
transfer efficiently in which the captured depth
image is from the dataset

(iii) Validation is performed using the proposed training
methodology which may produce the style transfer
with reduced complexity

(iv) )e visual object recognition is applied to the fea-
ture space with the usage of max-pooling layers

2. Related Work

)e style images and the recombination of the images are
separated by creating the artistic images with high quality
using neural representations from the neural algorithm; this
utilizes the artificial intelligence technique [11] which

presents a way to understand the artistic images algorith-
mically. Adversarial networks are created by generating the
art based learning styles and conflicting from style standards;
the system generates imagination based art using art dis-
tributions. It focuses on realistic texture rather than pixel
accuracy [12]. )e essential factors in neural style transfer
demonstrate control over position and color data across
spatial scale which improves by permitting high quality
control over style and also assists in reducing normal faulty
situation such as imaginary options.

A fast generator combined with feedforward network for
initial style transfer has been proposed to get the styled
output as an image with the produced unnoticed element
with style image as the input throughput the inference
period. )e generator is constructed to perform the encoder
and decoder by transferring the deep features. )e spatial
components are utilized to measure the level of styles that
have been incorporated. )e perceptual loss for every ele-
ment has been reduced to identify the properties of the
image styles from the artistic images. )e multidomain
related images are created using the mask element to im-
plement the stabilization and evade the collapse in the real-
time scenario. )e selective stylized images are basically
increasing the effectiveness of optimization related style
transfer [13]. )e neural techniques combined with patch
related synthesis approach have been implemented to attain
the stylization feature with high resolution. )e neural
methods have been trained to increase the stylization level in
global standard and predict the output for relevant patch
related synthesis at different level. )e original artistic media
is used in better way to improve the dependability of the
image in stylish manner. Without incrementing the pixel
size the generated image is in high quality. )e visual quality
is checked with the related style transfer method and the
response is better with feature extraction metrics [14].

)e deep learning based feature extraction has been
implemented using the methods in which the identification
of high level image features segregates the style and image
contents. )e image style adaptation methodology produces
the style characteristics of several paintings and pertained
styles for learning from the other images also. )e incor-
poration of artificial intelligence concept with the art
strengthens this method which has the improved one [15].
Neural learning techniques were implemented to be efficient
for style transfer. A new image has been synthesized to keep
the high level image with the low-level features for the style
image. Moreover, the convolutional methods are used to
implement the feature extraction for style images with se-
mantic features identified from the images. )e natural style
elements are incorporated to improve the low-level features
into the high level feature using machine learning approach
[16]. Every painting may confine the integral enhancement
for natural stylizations. )e style transfer technique is
combined with the direction based style transfer for im-
proved texture extraction. An innovative field loss with
direction is enhanced to the synthesized images. )e loss
function is used to identify if there is any loss in the time of
style transfer and the incorporated method is constructed to
reduce the loss itself without any specific methodology. A
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simple interaction technique is developed to manage the
generated fields and the direction of the texture in generated
images. )e texture enhancement method is used to im-
plement the style transfer to the synthesized images [17].

)e photographic related style transfer shows the im-
proved output for spatial based semantic segmentation for
input. )e segmentation has been done within the region of
the input image and the style referenced images are dis-
similar in spatial contents. A spatial transformation tech-
nique is applied before implementing style transfer
technique. )e cross-correlation based feature maps are
applied to compute the affine transformation to the gen-
erated image to implement the active style transfer for the
semantically aligned regions. )e pretrained CNN model is
implemented to identify the reference images when the
shadows are removed from the produced images [18]. )e
semantic related style transfer technique has been identified
for getting the solution for the semantic based issues. )e
semantic matching is implemented to increase the style
transfer quality. Every image is segregated into various re-
gions with semantic values and improved painting [19]. )e
divided regions are further arranged related to the semantic
elucidation. )e source region is trained using the learning
elements to produce an output in stylish manner. )e se-
mantic matches have been identified within the regions and
the guaranteed semantic matching is ascertained within the
source and the target outputs. )e semantic gaps are
identified whenever dividing the regions based on the se-
mantic values for the real paintings and also the photo-
graphs. )e domain adaptation method is developed to
decrease semantic gap for regional segregation [20].

)e synthesis images have been mostly used in the real-
time applications with learning and training model devel-
oped to minimize the cost of the resources and also the
human values. )ere are several differences identified for
original images and synthesis images in real-time charac-
teristics [21]. )e style transfer is one of the solutions to
minimize the gap within these kinds of images. )e indoor
synthesis images are converted into the improved images by
minimizing the light influences. Hence, the content data of
the real image is achieved by the style information. )e
convergence speed is converted to identify the real images in
complex situations [22]. )e visual artworks have been
applied in a photo related style transfer method which may
produce the realistic images. )e outcome of this technique
is used to assist the normal users to expand the style transfer
images which are affected by the various real-time issues.
)e autonomous sky segmentation approach is used to
segregate the input image with sky background. )e back-
ground colors are characterized into the sky segmentation.
)e natural color transformation technique is adopted with
the sky background and correction method to guarantee the
quality output production [23].

)e style transfer approach is also used in the field of
medical images. )e CNN and combined deep learning
approaches are implemented in the computer vision tasks.
)e CNN model needs a huge amount of data sets that are
very difficult in medical based image processing. For this
problem, the image generation is used to increase the

computer vision [24]. A new engine is developed to exploit
the network to confine the synthetic information. )e style
transfer method is utilized to enhance the visual realism in
the public dataset combined to the semantic features using
CNN methodology [25]. )e optical images are applied in
the deep learning concept under water image information to
reduce the bottleneck. )e detection of objects in real-time
sonar images is utilized for the network based training [26].
)e 3D artistic face modeling with controllable manner [27]
enables the face geometry space and a face texture space
based on 3D face dataset. )e experiment is carried out in
real time without GPU acceleration to achieve different
cartoon characters. )e deconstructed integer function [28]
is applied to have different attributes as biomorphism,
beauty, and symmetry.)e random geometric graphs enable
the creative artistic composition. )e algorithm is intro-
duced with new outline image [29] extracted from the
content image. )e variation regularization is applied to
reduce the noise and to smoothen the boundary region and
outline loss function applied on the outline image. )e
results experience the better design clothing shape which is
reserved perfectly. )e virtual space technology [30] enables
the immersive experience which analyzes the multisensory
and multitechnical spatial art style transformation form.)e
results show the better experience on art style transfer.

)e neural style transfer has been constructed with
several semantic representations with dual semantic loss
which has been maintained with the particular values for the
stylized outputs to every technique of the computed content
images [31]. )e color cast has been established according to
the illumination modification and the temperature for in-
creasing the productivity. )e color calibration technique is
used to transfer the exact color with semantic representation.
)e global attention functionality has removed the color cast
from the input image for style transfer [32]. )e neural style
transfer technique has been implemented to convert the
portrait image into the specific realistic image with some
style and the pixel motion parameter with the color dis-
placement from specific frames in semantic representation
[33]. )e optimization problems have the solutions through
the metaheuristic techniques as the torus walk bat algorithm
and modified bat algorithm are used to enhance the local
search capacity ahead of utilizing the standard process
[34, 35].

3. Proposed Method

)e semantically useful style in a global level without user
interaction and the low-level elements is removed and
regaining the color related information is done to keep the
fidelity without affecting the originality. )e proposed
system is constructed to diminish the computational
complexity by producing the full resolution based images.
)e exploitation of previously used style transfer technique
will enhance the professionalism. )e image analogies have
been minimized by using the neural related style transfer
technique. )e VGG16 is used to pretrain the convolutional
neural networks in efficient manner. )e dissimilar colors
are mixed and produced the single region and are utilized to
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perform the style transfer in semantically dissimilar regions.
)e max-pooling operation enhances the flow of the images
in gradient level. An important element is implemented for
producing art generation which is related with the creativity
of art in real-time scenario.

VGG16, a pretrained neural network, is utilized to
implement the content and style representations from its
layers. Figure 1 represents the block diagram for art gen-
eration using neural algorithm using VGG-16 with 16
convolutional layers and 5 pooling layers. Whenever the
input image and style image are passed through the network,
input image is initialized to the content image. Style rep-
resentation is extracted at the initial layers of the network as
they extract the pixilated features. In the extraction, the
layers extract the content in the image. Once the style and
content representations are extracted, the output is gener-
ated by reducing the losses between them. )e generated
output image consists of the content representations of the
input image and style representation. Convolution neural
networks are used in image processing. )ey are made up of
layers where every neuron delivers an input, computes a dot
product, and pursues with nonlinearity optionally. Here,
unlike any particular neural network, the neurons in the
layers of CNN are prearranged in 3 dimensions: height,
breadth, and depth, where depth refers to activation volume
not the depth of the network.

It consists of layers of minute computational units which
produce visual data randomly in a feedforward approach. A
CNN is mainly built of convolutional based layers, these
layers are the compilation of image filters that extract a
particular feature from the input, where the feature map will
be the targeted output. When CNN are trained for per-
forming the image processing, they construct a represen-
tation of image which takes the object data with the
processing functionality of the input imagemodified into the
pixel based image representations for producing the quality
images.)e higher level contents and objects are arranged to
execute the pixel values from the original image; the lower
layers are reconstructed for the pixel values of the input
image.

Convolution layer is the central unit of constructing the
CNN that is mathematically operated to combine the group
of data. It is implemented on the input data with convolution
filter to create the feature map. Feature space is framed to
confine the texture data and it is utilized to get the style of the
image. )e feature space is developed for delivering the filter
responses in every layer. It contains the correlations within
the dissimilar filter representations. By incorporating the
feature correlations of various layers, the multiscale repre-
sentation of the input image recognizes the texture com-
ponents. )e operation is computed by sliding the filter
across the input image. At the particular location, there is a
component related matrix formation and the resultant that
creates the feature map. )e common area of producing the
convolution operation is performed by the standard filter
which is shown in Figure 2.

Figure 3 demonstrates the generating feature map using
convolutional input and filter. )e filter across the aggre-
gated input is used to produce the convolution results with

feature map. )e convolution operations are computed in 3
dimensions and the image is demonstrated as the 3-di-
mensional matrixes like depth, height, and width. A con-
volution filter holds the particular width and height as 5× 5
and 3× 3; it may cover the requirements of 3 dimensions.
)e feature maps are constructed to produce the final output
with different kinds of filters and generated the output from
the convolution layer. )e convolution filter requires being
determined in the input. If equal dimension requires
maintenance, the padding concept is utilized to enclose the
input with zeros.

In Figure 4, there is an input image with 32× 32× 3
dimensions and a filter layer with 5× 5× 3 dimensions. )e
filter has improved depth that matches the depth of the input
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and the value for both is 3. Whenever the filter is located in a
specific position, it wraps a volume of input and produces the
output using the convolution operations. If 10 dissimilar filters
are used, 10 different feature maps are used when computing
them together combined with the dimension of depth for
computing the size of 32× 32×10 convolution layers. )e
convolution operation for every filter is computed individually
and results in a disjoint set. Nonlinearity could be achieved by
producing the sum of weighted inputs along with the activation
function; the convolution operation is passed along with the
nonsaturating activation function called ReLu.)e constructed
final feature maps are the network with ReLu operation.

)e sum of the matrix multiplication is performed in 3
dimensions as shown in Figure 5, but the result is scalar with
the feature map of size 32× 32×10. )e multiple filters are
used to decrease the computational cost; it needs to utilize the
specific filters within the particular time for learning purpose.
)e filters are mapped to the input image and learn every part
of the image with the tiny filter sliding from one end to
another end to produce the output image. )e convolution
process has the individual value in spite of using the style filter
and the convolutions are joined to frame the output through
the total amount of filters.

Stride demonstrates the convolution filter required to be
moved at every step. Initially, the value of stride is 1 which is
demonstrated in Figure 6. )e stride is recommended to use
the initial value 1. )e padding could be frequently using
layers in the convolution operation but not in pooling
operation. )e bigger strides are overlapped within the
output fields that generate the output feature map of very
minimum value.

From Figure 7, it can be observed that the size of the
feature map is shorter than the input stride value increased
to 2. After the convolution and pooling layers, few connected
layers are included to conclude the CNN architecture. It is
known that the output of the convolution layers and pooling
layers is in 3 dimensions but fully connected layers expect a 1
dimension vector. Hence, the final output of the pooling
layer is flattened to a vector which befalls the input to the
fully connected layer, where destruction is organizing the 3-
dimension volumes of numbers into a 1-dimension vector.

Figure 8 represents the padding in grey; the input can be
embedded with zeros.)e padding is the concept of merging
the pixels into the image whenever the kernel processing
padding value is 0. )e testing process has the similar di-
mensions and the length to highest length will affect the
accuracy. )e dimensionality of the feature map equals the
input value; then the padding is normally used to hold the
feature map size that would process at every layer in the
convolutional neural networks.

Pooling layers behind sample every feature map indi-
vidually, diminishing the height and width maintenance
with the depth together. Pooling is performed after the
convolution operation to diminish the dimensionality,
which enable us to reduce the amount of parameters which
abbreviates the training time and overfitting. Pooling layer
slides a window across its input and takes the highest value
in the window where the window size and stride are in
particular similar to a convolution. )e most general type of
pooling is max-pooling which receives the maximum as-
sessment in the window as shown in Figure 9.

From Figure 10, the window and stride configurations
segregate the feature map pooling size to minimum that the

Figure 5: Generating a stack of feature maps using multiple filters.
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feature map is maintaining the significant data. If the input
to the pooling layer dimension is 32× 32×10, it could be
reduced to 16×16×10.)ere are 4 parameters of 3× 3, 5× 5,
7× 7 filter sizes that can be used depending on application. It
should be noted that filters have depth which is equivalent to
the depth of its input. )e filter count is a power of 2 within
32 and 1024. Utilizing additional filters might result in a
dynamic model, but these risk overfitting according to the
improved parameter value. Frequently, the network starts
with minimum amount of filters at the arbitrary layers and
progressively increases the value once the network incre-
ments. )e width and the height are changed but the depth
does not change because of the individuality of every layer
for pooling.

)e VGG network was trained to implement the object
recognition with the feature space constructed using con-
volutional and max-pooling layers. )e network is posi-
tioned to improve the scaling and weight of the activated
filters within the images. With the arrangement of VGG
network for producing the better output, the activation
functions are generated for increasing the efficient feature
maps. )is model contains the fully connected layers for
performing the pooling operating to increase the efficiency.

)e CNN learns the styles through the parameters for
training the restructuring loss LossR for the targeted output
image (O) from an input image (I) computed using the
following equation:

LossR � ||O − I||
2
. (1)

)e perceptual loss LossP within the style branch is
computed using the following equation:

LossP � x LossR Oi, Ii(  + y Lossst Oi, Sti(  + z LossN Oi( 

+ p Lossst Oi, Sti( ,

(2)

where Sti is the styled image, Lossst is restructuring loss for
style, LossN is the restructuring loss for the normal, and Lossin
is the restructuring loss for intensity. )e restructuring loss for
style (Lossst) is computed using the following equation:

Lossst Oi, Sti(  � 
l

GM FMl
Oi(   − GM FMl Sti(  

�����

�����
2
.

(3)

)e restructuring loss for intensity is computed using the
following equation:

Lossin Oi, Sti(  �
1
α



k

α�1
O

α
i − St

α
i

����
����
2

. (4)

)e complexity is analyzed in the network that uses the
nonlinear values for fixing the layer position in the network.
)e input image a

→ is prearranged in every layer of the CNN
using filter reaction to the image. A layer is mapped with the
individual filters for producing the feature maps of every
matrix and identifies the position of the particular layer.

)e style representation is obtained from an input image;
the feature space is identified to identify the texture data.)e
feature space has been constructed to reply the filter in the
layers. It contains the correlations within the dissimilar filter
replies that are expected for spatial related feature maps.
)ese correlations framed the generalized matrix (Gel

ij)

using feature map Fel
ik in the following equation:

Gel
ij � 

k

Fel
ik Fe

l
jk. (5)

4. Results and Discussion

)e experiments have been done using the MATLAB
software and the WikiArt data set has been utilized to
implement the performance evaluation. )e style classifi-
cation is performed using the style ambiguity. )e proposed
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methodology is compared with the related methods of
Deeplab [1], CAN [12], and SegEM [23], and the perfor-
mance metrics used for these experiments are processing
time, restructuring loss, and accuracy.

Figure 11 demonstrates the accuracy % for successfully
performing style transfer; the proposed methodology has
efficient functionality of improving the accuracy compared
to the related methods.

Figure 12 demonstrates the runtime for the measure-
ment of the style transfer and the results illustrated that the
proposed methodology has diminished amount of runtime
compared with the other methods. )e restructuring loss is
one of the primary parameters to increase the functionality
of the proposed methodology.

Figure 13 illustrates that the proposed methodology
has reduced amount of restructuring loss percent com-
pared with the related methodologies. )e curve is the
plot for discovering the performance over time period
which has been produced by the machine learning
approach.

Our proposed method has produced significantly good
results from the neural network based technique. )e large-
scale based artefacts are generated using this proposed
approach.)e produced result has high quality in resolution
and it looks the same as the input image after successfully
implementing the style transfer. Eliminating the style am-
biguity loss is used to improve the accuracy of implementing
the style transfer. Our proposed system has proved pro-
ducing the new artefacts without affecting the resolution of
the images.

5. Conclusion

)e images generated through style transfer are dependent
on iterations. )e images generated with minimum itera-
tions have more style features while the images generated
with maximum iterations have more content features. )is
traces how humans produce and recognize artistic imagery
which gives an algorithmic understanding. In conclusion,
that pretrained neural network can be used for not only
image recognition but also painting. )e feature space
demonstrates the larger levels of the input image through the
VGG16 neural network for replicating the task while the
input image has executed the style transfer to capture the
depth image. )e validation process is used for producing
the style transfer with reduced amount of complexity and the
max-pooling layers are involved into the feature space for
visual object recognition.
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We have completed the design of an early warning and evaluation analysis module based onmachine learning algorithms. Aiming
at the prestressed CFRP-strengthened reinforced concrete bridges under natural exposure, we developed a theoretical model to
analyze the long-term prestress loss of reinforced parts and the adhesion behavior of the CFRP-concrete interface under natural
exposure conditions. (e analysis deeply reveals the technical and engineering geomechanics characteristics of the D bridge. At
the same time, through a series of experimental studies on the D bridge condition monitoring system, the data acquisition and
transmission, processing and control of the D bridge condition monitoring system, and the bridge condition monitoring and
evaluation software are provided. Regarding how to repair the engineering geomechanical characteristics of D bridge, we
mentioned the prestressed CFRP reinforcement technology. (e prestressed carbon fiber reinforced composite (CFRP) structure
made of reinforced concrete (RC) makes better use of the high-strength characteristics of CFRP and changes. It strengthens the
stress distribution of the components and improves the overall strength of the components. It is more supported by engineers in
the civil engineering and transportation departments. However, most prestressed CFRP-reinforced RC structures are located in
natural exposure environments, and the effect of natural exposure environments on the long-term mechanical properties of
prestressed C FRP-reinforced RC components is still unclear. (is article mainly uses the research on the engineering geo-
mechanics characteristics and reinforcement technology of the bridge body, so that people have a deep understanding of its
concept, and provides reasonable use methods and measures for the maintenance and protection of the bridge body in the future.
(is paper studies the characteristics of engineering geomechanics based on machine learning algorithms and applies them to the
research of CFRP reinforcement technology, aiming to promote its better development.

1. Introduction

Since the 1990s, machine learning algorithms have gradually
been applied to the study of geomechanical properties of
bridge construction and related research on the properties of
damaged parts of bridges [1]. (e engineering geo-
mechanical characteristic data of the bridge damage is sent
to the machine, and the machine uses the learning algorithm
calculation and pattern recognition to complete the work on
the damage site [2]. (e identification of the damage pro-
gram can be traced back to the problem of functional ad-
aptation [3]. (e machine learning algorithm learns from

historical data to set the geoengineering features of different
damage degree projects and adapts the appropriate feature
plane to the special space where the feature data is sent to the
machine learning algorithm [4]. (e learning algorithm
calculates the data on the surface of the corresponding
feature and then performs interpolation to evaluate the
degree of damage, and it plays a leading role in the repair of
the bridge [5]. Due to the repeated action of the alternating
load of the bridge, the maximum stress that the concrete
bridge bears does not reach the allowable stress of the static
strength design [6]. Fatigue cracks are generated at the local
positions of the concrete members and propagate, and
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finally, fatigue fracture will occur. It brings greater safety and
social risks, and its maintenance also brings a huge economic
burden, which brings great troubles to people’s travel
convenience [7]. Studies have shown that the cost of building
a new bridge is relatively high, and the cost of strengthening
a bridge is at least 10% of the cost of a new bridge. Relatively
speaking, it is cheaper and more efficient to use reinforce-
ment or repair instead of new construction [8]. (erefore,
this article will focus on the research of carbon fiber rein-
forced composite material (CFRP) paste reinforcement
technology to explore whether the engineering geo-
mechanical properties of the damaged bridge can be restored
[9]. At present, engineering practice and a number of re-
search results show that prestressed CFRP reinforcement
technology, as an active reinforcement technology, signifi-
cantly improves the utilization efficiency of CFRP, provides a
more convenient and efficient use plan for the application of
CFPR, and makes better use of it [10]. (e strength ad-
vantage lays a solid foundation for a wider range of appli-
cations. It can participate in the force (effective force) before
the reinforced component is subjected to the second force,
and the stress distribution of the reinforcing element can be
changed to close the original crack or prevent its expansion
[11]. (erefore, the prestressed CFRP reinforcement tech-
nology is more and more favored by traffic and civil engi-
neers [12]. (e use of prestressed CFRP reinforcement
technology has become widespread in practice. Under actual
operating conditions, the long-term mechanical properties
of prestressed CFRP-reinforced concrete (RC) components
have also attracted more and more attention, and they have
been more and more used in various applications [13]. (is
kind of machinery played a greater role in the practice
process.

2. Materials and Methods

2.1. Research Objects

2.1.1. Introduction to the Example Test. After the fatigue test
of the reinforced concrete beam by the Structural Laboratory
of Chang’an University, the fatigue test was analyzed by
finite element simulation ABAQUS. (ree typical long-span
bridges are selected as representatives: Bridge A, Bridge B,
and Bridge C. (ese were originally built in certain urban
areas and are still in operation and are calculated by Midas
Civil 2012 software. (en, based on the “Specifications for
Design of Concrete Structures”, the fatigue stress calcula-
tions of the three small and medium-sized bridges were
confirmed, and the stress levels of the vertical steel bars
under the design load of the three bridges were investigated
to be 0.5 and 0.55, respectively [14]. (e minimum stress
level under load is 0.25.

2.1.2. Selection of Material Parameters. (1) According to
concrete reference materials, all concrete beams in the fa-
tigue simulation test of this study are made of C40 concrete.
(2) In the rod fatigue simulation test, the strength grade of
the rod is HRB400.

2.1.3. Design of Test Beam Conditions. It has 3 test strips,
which can be divided into 2 groups. One group is the static
load test, which measures the maximum load-bearing
bending moment Mu of the concrete beam and determines
the upper and lower limits of fatigue according to the stress
level required by the fatigue test [15]. (e other group is the
test beam fatigue test.

2.2. 3eoretical Basis

2.2.1. Early Warning Assessment of Long-Span Bridge
Damage. In recent years, the overall structural condition
monitoring technology based on vibration testing andmodal
analysis has been relatively mature in the machinery and
aerospace industries. After the early warning method is used
to determine the damage of the long-span bridge, the test
mode analysis should be used to further diagnose the lo-
cation and extent of the structural damage in order to
monitor the long-span bridge structure [16] and provide
basis and guidance for system identification, structure
evaluation, and decision-making for maintenance and repair
managers [17]. (is content can be summarized as an early
warning assessment of remote bridge damage. According to
engineering data, D bridge’s 3D benchmark finite element
model has 11 elements and 10 nodes. Damage analysis al-
lows us to select 10 nodes as damage objects. In the (x, y)
quadrant along the x-direction, there are 1 to 10 nodes in
turn. 10 nodes with different damage levels (5%–100%) can
get 200 groups of damage conditions. (e 200 damage
conditions are divided into 20 condition groups, and each
condition group has 26 damage conditions. Concerning the
damage to 10 nodes numbered 1–10, the damage degree of
each working condition group gradually increases. After a
series of calculations, the influence of the location and
damage degree of each node on the natural frequency of the
bridge can be determined. (is paper normalizes the natural
frequencies of each damage condition group based on
normal data.

fijk �
fiik

fi0
, i � 1, 2, . . . , 10; j � 1, 2, . . . , 20; k � 1, 2, . . . , 10.

(1)

In the formula, fijk represents the i-th natural frequency
of the j-th operating condition group and the k-th operating
condition (dimension) normalized by data. (e k-th
working state is represented by fijk. (ere is an i-th natural
vibration value (Hz) of the j-th working condition group
before data normalization. fi0 represents the i-th natural
vibration value (Hz) without damage.

2.2.2. Neural Network Method. Since the 1990s, neural
networks have gradually been used in bridge research to
identify structural damage. For some applications, only
injury data from injury condition group 1 (5% injury) is used
as the training set and sent to the neural network for
training. We understand the distribution function between
the damage location and the natural frequencies of each
order. If a knot is damaged, even if the actual damage is
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different from the training conditions, the damage will not
have a significant impact on the above [18]. For the men-
tioned mapping feature and damage feature sensitive po-
sitioning factors, the neural network can identify the actual
damage location according to the natural frequency distri-
bution of each order in the multidimensional space. (e
specific process is as follows:

ek(n) � dk(n) − yk(n). (2)

We define the total energy function of the network as
follows:

En(n) �
1
2


k

e
2
k(n). (3)

(e network feedforward process is as follows:

vj(n) � 
i

ωji(n)yi(n),

yj(n) � f vj(n) ,

vk(n) � 
j

ωkj(n)yj(n),

yk(n) � f vk(n)( .

(4)

(e reverse calculation process of the network can be
obtained:

zE(n)

zωji(n)
� − 

k

δk(n)ωkj(n)⎡⎣ ⎤⎦f′ vj(n) yi(n). (5)

(en, the weight correction amount of the hidden layer
unit is

Δwji(n) � ηδj(n)yi(n),

ωji(n + 1) � ωji(n) + Δωji(n)

� ωji(n) + ηδj(n)yi(n).

(6)

2.3. Research Methods

2.3.1. Mechanical Analysis Corresponding to Rigid Body
Displacement at Structural Level. (e rigid body displace-
ment of the structural plane usually includes the lateral
displacement, the longitudinal displacement, the vertical
displacement, and the rotation around the vertical, hori-
zontal, and vertical axes of the entire structure. (e rigid
body displacement at the structural level is the same spatial
change in the entire structure at the same time, so whether it
is a statically indeterminate structure or a statically inde-
terminate structure, the rigid body displacement at the
structural level will not generate force. (e displacement of
the rigid body at the structural level does not produce any
force on the structure, so it is not always subject to force
when the structure moves. In the case of rigid body dis-
placement at the structural level when the bridge space
changes, the force cannot be equal to the space deformation
and the stress state cannot be derived from the bridge space
deformation. If the structure-level rigid body displacement

is not distinguished, but the structure-level rigid body
displacement and the component-level displacement are
mixed and the mechanical state is analyzed, the force state
can be obtained from the analysis of the mixed space. In this
process, the shape change is inaccurate because it is assumed
that the displacement of the rigid body can exert pressure on
the structure at the structural level. (erefore, before the
analysis of mechanical properties, structural rigid body
displacement analysis is required to identify and eliminate
the total rigid body displacement of the structure.

2.3.2. Mechanical Analysis Corresponding to Rigid Body
Displacement at Component Level. (e component-level
rigid body displacement analysis is usually based on the
structural-level rigid body displacement analysis. (e rigid
body displacement of the component usually includes the
lateral displacement, vertical displacement, and deflection of
the component. For statically indeterminate structures, the
rigid body displacement at the component level will not
produce a force on the component, but for statically inde-
terminate structures, the rigid body displacement of the
component causes the component to receive minor internal
forces. In the statically determinate structure of the rod, if
there is no rigid body displacement at the rod level, the
deformation shape includes the rigid body deformation of
the entire rod, and the rigid body deformation of the entire
rod will not affect the force of the member. Rigid body
displacement analysis is used to identify and eliminate the
total rigid body displacement of the component to obtain an
accurate force state. For components with a statically in-
determinate structure, the displacement of the rigid body at
the component level will cause the component to generate
secondary internal forces. (e force state of the component
can be calculated by adding the rigid body displacement
obtained at the structural level to the force displacement,
using the finite element model of the component.

2.3.3. Mechanical Analysis Corresponding to Changes in the
Internal Space of Components. (e internal deformation
analysis of the component is usually based on the rigid body
displacement analysis at the structural level and the rigid
body displacement analysis at the component level. De-
formation of the interior of a part usually includes vertical
bending, horizontal bending, and twisting. From the change
of the vertical bending moment of the member along the
horizontal direction of the bridge, the change of the vertical
bending moment of the member can be obtained, so as to
determine the direction of the change of the vertical bending
moment; the transverse bending change of the steel bar in
the longitudinal direction of the bridge receives the change
of the transverse bending moment. We determine the di-
rection of lateral bending moment change. Changing the
torsion of the rod changes the torque received by the rod and
determines the direction of the torque.

2.4. Experimental Protocol. (e experimental method to
study the behavior of the FRP-concrete interface is the pull-
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out test. (ere are three common types; single shear test,
double-shear test, and bending test are all causal pull-out
tests.(e FRP termination is poorly peeled.(e advantage of
a simple shear test is that it is easy to handle, but it is very
difficult to meet the final load level and may cause an ec-
centric load. Although the double-shear test can overcome
the shortcomings of eccentric load, most concrete structures
are in a bent state, and the double-shear test cannot fully
simulate the actual situation of GRP reinforced concrete
members. In this chapter, we choose the bending test as the
experimental method to study the interface behavior of FRP
concrete. In this experiment, a total of 6 samples with ex-
posure times of 0, 180, and 360 days were tested. Table 1
shows the mechanical properties of the main materials in the
experiment.

(e specimen consists of two RC elements with a length
of 300mm and a cross-sectional dimension of
100mm× 150mm. (e two concrete members are con-
nected by two HRB hot-rolled ribbed steel bars with a length
of 650mm and a diameter of Φ12, leaving a gap of 10mm
between the two concrete members. Considering various
effective bonding lengths, the maximum effective length of
the test piece is 109mm. (erefore, a GRP adhesive with a
length of 150mm is selected, and a GRP board with a size of
50mm× 310mm is attached from the outside on the un-
derside of the sample. On the other side, a 200mm× 600mm
FRP board is wrapped for shear reinforcement to ensure that
peeling occurs first.

In this work, a 4-point bending test was carried out.
(erefore, all samples were loaded into a hydraulic press
with a capacity of 500 kN, and the path-controlled mono-
tonic loadingmethod was used to load the two-point loading
system. (e distance between the two load points and the
two supports is 100mm or 310mm, and a monotonic load
occurs at a constant speed of 0.2mm/min.(e force sensor is
connected to the two loading heads and records the applied
load. For each test, a linear variable differential sensor
(LVDT) with a measuring range of 50mm and an accuracy
of 0.01mm is placed in the center of the span to measure the
deflection of the test piece. In order to record the strain of
FRP, a total of 8 strain gauges were installed at a distance of
20mm outside the entire length of FRP, and the static strain
gauge automatically recorded the strain value of the entire
test. Before the formal application, the test piece should be
pretensioned to check the operating condition of the ma-
chine and reduce the gap between the load head and the test
piece.

(e results of the bending test of the test samples show
the bonding behavior of the interface between the FRP and
the concrete while considering the influence of the FRP type
and exposure time, including the peeling load, the fracture
mode, and the FRP load under various loads. As shown in
Table 2, the final stresses of the specimens after exposure to
the subtropical natural environment for 0 days, 180 days,
and 360 days.

(e way the sample breaks is to peel the FRP from the
interface and place concrete in various thicknesses. When
poor peeling occurs, there is a slight cracking sound in the
middle of the span. As the load increases, the surface of the

concrete will begin to crack, producing a cracking sound,
and eventually, the FRP will peel off the concrete. Compared
with the control sample, the fracture mode of the CFRP
sample is the shear fracture and delamination of the con-
crete, while the BFRP sample is the FRP directly peeled from
the concrete. Generally, the damage of the specimen exposed
to the natural environment is the peeling damage at the
interface between FRP and concrete. In a naturally exposed
environment, rainwater directly penetrates into the adhesive
layer, and the adhesive layer is more sensitive to moisture,
thereby reducing the shear strength of the adhesive layer
interface. It can be seen that whether it is the CFRP-concrete
interface or BFRP-concrete interface, their adhesion prop-
erties deteriorate with the increase of exposure time.

3. Results

3.1. Analysis of Dead Weight and Dead Load Effect of
Engineering Geomechanics

3.1.1. 3e Dead Weight Effect. In the case of a straight beam
bridge, the influence of its own weight is generally only
vertical displacement, but in the case of a curved beam
bridge, the center of gravity of its own weight moves to the
outside of the curve, and there is an eccentric distance from
the axis. (is study uses the finite element model simulation
method to calculate the displacement of the D bridge under
its own weight and dead load, as shown in Figure 1. (is
study defines the following: the vertical displacement up-
ward is positive, downward is negative, the lateral
displacement of the curved bridge is positive, and the inward

Table 1: Main material parameters.

Material Material parameters

CFRP board

Tensile strength/MPa 4133
Elastic modulus/GPa 230

Elongation/% 1.88
(ickness/mm 0.168

BFRP board

Tensile strength/MPa 2101
Elastic modulus/GPa 90

Elongation/% 2.5
(ickness/mm 0.110

Adhesive
Tensile strength/MPa 49
Elastic modulus/GPa 2.379

Elongation/% 1.9
Concrete Compressive strength/MPa 30.6

Table 2: Experimental results of test pieces.

Specimen number FRP type Exposure time/d Peeling load/kN
CFRP-0

CFRP
0 36.65

N-CFRP-180 180 31.65
N-CFRP-360 360 32.97
BFRP-0

BFRP
0 22.31

N-BFRP-180 180 16.33
N-BFRP-360 360 16.63
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is negative, the outer member of the curved bridge rotates as
positive, and the inward bending is negative.

From the impact vertical displacement diagram of bridge
D under its own weight and dead load, it can be seen that the
downward vertical displacement amplitude of the inner
node is greater than that of the outer node, and the upward

vertical displacement amplitude is as follows. (erefore,
every span of the bridge bends inward. As shown in Table 3,
under its own weight and dead load, the pelvic support is
located on the #1 column of the D bridge and is horizontal,
so the corresponding main beam is clamped vertically on the
#1 column to move vertically, and the lateral displacement is
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Figure 1: Displacement diagram of the bridge under dead load (vertical displacement diagram of node a and lateral displacement diagrams
of b): (a) node vertical displacement graph and (b) node lateral displacement graph.
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almost no exist. (e bridge pier beam between 2#-4# is
integrated with the main girder of the D bridge, and the
main girder joints on the top of the column are all vertically
and laterally displaced upward and laterally toward the inner
side of the arch bridge.

3.1.2. Vertical Settlement of Pier Bottom. In the static
structure, the vertical settlement of the column will not
produce any secondary stress, and the static structure bridge
only undergoes spatial deformation without any internal
force. In statically unsafe structures affected by the uneven
vertical settlement of the columns, the bridge will not only
produce spatial deformation but also generate secondary
internal forces. Figure 2 shows the spatial deformation of
bridge D when the piers are vertically settled.

It can be seen from Figure 2 that the vertical displace-
ments of the inner and outer nodes of the main beam are
consistent, and the vertical sinking of the column will not
cause the main beam to twist. Under the action of vertical
sinking, the corresponding main girder of D-shaped bridge
1# column top is supported vertically and horizontally, and
the vertical and horizontal displacement is small.

3.2. Analysis of Temperature Effect of
Engineering Geomechanics

3.2.1. Overall Temperature Change. (e ambient tempera-
ture of the bridge changes slowly and steadily over a long
period of time. When the ambient temperature changes, the
entire bridge structure will have the same temperature
change. In the finite element model, the total temperature
rises and falls, and the structure is usually used for simu-
lation. (is study is based on an ambient temperature of
18°C and considers the changes in the spatial shape of the
D-shaped bridge when the main girder is raised or lowered
by 12°C, as shown in Figure 3.

Figure 4 shows the displacement of the bridge under the
influence of the overall cooling of the main girder.

It can be seen from Figures 3 and 4 that under the
influence of the total heating and cooling of the main girder,
the spatial change direction of the D bridge is opposite and
the values are the same. As shown in Table 4, the main girder
corresponding to the D 1# bridge top is subject to vertical
and horizontal restrictions under the influence of the total
temperature rise and decline of the main girder, and there is
almost no lateral displacement in the vertical and horizontal
restrictions. Under the influence of the total heating of the
main girder, the 2#–4# beam reinforcement column has
vertical downward displacement and lateral displacement on
the corresponding main girder. Under the influence of the

overall cooling of the main girder, the column corresponds
to the main beam and moves vertically upward and laterally
inward.

3.3. CFRP-Reinforced Structure Analysis

3.3.1. Strain Changes. Figure 5 shows the effect of natural
exposure time on the bonding behavior of the FRP-concrete
interface, showing the elongation of CFRP and BFRP along
the bond length under different loads. (e horizontal axis
represents the distance from the strain gauge to the span
center, and the vertical axis represents the strain value.

When the loading begins, only the first and second strain
gauges show strain readings near the center of the span. In
addition, the value of the first strain gauge closest to the
center of the span is much higher than the value of the
second strain gauge. As the stress increases, the FRP stress
begins to appear at the far end, and the stress near the center
increases sharply. When FRP peels off in the middle of the
span, the interfacial tension is redistributed, and the elon-
gation at the other end reaches its maximum value. At this
time, the FRP has completely peeled off the concrete surface.
When the applied load is close to the ultimate load, the strain
value far from the center of the field is very small, indicating
that the ultimate load of the specimen does not increase with
the increase of the bonding length of FRP.

3.3.2. Bond Stress-Slip Relationship. According to the data in
Figure 5, the bilinear coupling stress-slip curve of the sample
can be adjusted for different exposure times. As shown in
Figure 6, as the exposure time increases, these points can be
adjusted to the rising and falling levels of the model to obtain
the bond stress-slip relationship between the CFRP-concrete
interface and the BFRP-concrete interface.

3.4. 3e Influence of CFRP-Reinforced Structure Stress
Distribution. Figure 7 shows the comparison between the
theoretical calculation results and the experimental results of
the test piece N-CFRP-180. (e results show that the in-
terface shear stress distribution of the two results is similar at
all stages. As the load increases, the interfacial tension
undergoes a rising and falling phase, and the rate of change
has a constant difference. Compared with the experimental
results, the theoretical calculation results are more evenly
distributed far away from the loading position, which is
mainly due to the continuity of the theoretical model
assumptions.

By substituting the bond stress-slip ratio of the specimen
under different exposure times (0, 180, and 360 days) into
the calculation process, the bond shear stress distribution
along the bond longitudinal direction under different loads
is obtained, as shown in Figure 8.

It can be seen from Figure 8 that, at the beginning of
loading, the bond stress at the FRP-concrete interface near the
center of the field is higher, and the shear stress in other areas
is close to zero.(is indicates that the interfacial shear tension
is mainly concentrated in the center of the span and is not

Table 3: Displacement of 1#–4# pier top under dead load (unit: m).

Pier number Vertical displacement Lateral displacement
1 2.30E−18 −1.62E−07
2 8.81E−04 −2.37E−02
3 1.02E−03 −3.61E−02
4 8.08E−04 −2.22E−02
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transmitted to the distal end. As the load slowly increases, the
position of maximum coupling stress moves backward, and
shear stress begins to appear at the distal end. Under different
natural load times, the nodal tension in the direction of the

entire FRP node indicates that the more the maximum nodal
load position moves backward, the longer the natural load
time. (is indicates that the behavior of the FRP-concrete
interface is weakened by the effects of natural exposure.
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Figure 2: 2# Bridge displacement diagram under the action of pier settlement 0.01m (vertical displacement diagram of node a lateral
displacement diagram of node b): (a) node vertical displacement graph and (b) node lateral displacement graph.
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4. Discussion

4.1. Engineering Geomechanics Characteristics Analysis
Technology. (e ability of a bridge to deform under load is
an important parameter for evaluating the structural

stiffness of the bridge during operation. Bridge deformation
can be divided into two aspects: local deformation and
overall deformation. Local deformation refers to the stress
and strain of bridge components that are usually detected by
strain sensors. (e overall deformation reflects the overall
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Figure 3: Bridge displacement diagram under the effect of the overall heating of the main girder (vertical displacement diagram of node a
lateral displacement diagram of node b): (a) node vertical displacement graph and (b) node lateral displacement graph.
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operating conditions of the bridge structure. (e content of
bridge deformation detection mainly includes main girder
deflection, main girder vertical displacement, main girder
lateral displacement, and main girder tip displacement.

In recent years, bridge deflection measurement methods
based on digital imaging technology have developed rapidly.
Compared with other deflection measurement methods, this
technology does not require the installation of sensors. By
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Figure 4: Bridge displacement diagram under the effect of overall cooling of the main girder (vertical displacement diagram of node a lateral
displacement diagram of node b): (a) node vertical displacement graph and (b) node lateral displacement graph.
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comparing the digital images before and after the defor-
mation of the structure, the structure displacement infor-
mation is obtained to achieve long-distance noncontact
measurement. It can be performed at high speed. It is the
current bridge load test and the relative deflection of other
buildings. (ere is a new method of change experiment.
Digital imaging technology usually needs to first obtain 3D
coordinate data based on image information and then

perform the next step of the analysis. (e 3D laser scanning
technology can directly obtain the 3D coordinate data of the
physical structure, which simplifies the data analysis process
and reduces the error.

4.2. CFRP Reinforcement Model Analysis Principle

4.2.1. Selection of Concrete Failure Criteria. (e actual
performance and strength of concrete materials is a very
complex issue. In the current concrete finite element
analysis, a certain order of magnitude of concrete volume
is generally regarded as a unit, as a continuous and
uniform isotropic material. At this stage, scientists at
home and abroad have proposed two 3D concrete failure
standards. (1) (e viewpoints used by the classical
strength theory and the calculation formula standards of
the classical strength theory are the Drucker-Prager
strength standard and the Von Mises strength standard.
(2) (e more common multiparameter strength stan-
dards, are Bresler-Pister error standards, William-
Warnke error standards, etc. (is article uses ANSYS 2018
software for finite element analysis, so the Drucker-Prager
strength standard is used.

4.2.2. Treatment of Concrete Cracks. (e current finite el-
ement analysis can be divided into three commonly used
concrete crack models: (1) individual crack models, (2)
special unit models, and (3) scattered crack models. (e
advantage of the distributed crack model is that it does not
increase the number of elements and the number of nodes,
which is convenient for the realization of the finite element
program. (erefore, the ANSYS finite element analysis
adopts the diffusion crack model in this paper.

4.2.3. Bonding Treatment between Steel Bar and Concrete in
Concrete Finite Element Analysis. In the existing finite el-
ement analysis, the two most commonly used methods for
simulating the sliding of the steel bar and the concrete joint
are as follows. (1) Method one is to add a fastener between
the concrete and the steel bar to reflect the combined slip
relationship. (2) Method two is to use material equation
fitting to indirectly consider the effects of adhesion and slip.
(is method is simple and easy to use, without affecting the
grid spacing, the calculation time convergence effect is good,
and the result is high in accuracy, so this work uses this
reinforced concrete pouring method.

Table 4: Displacement of the top of pier 1#–4# under the effect of the overall temperature rise and fall of the main beam (unit: m).

Working condition
(e overall temperature of the main beam is

increased by 12°C
(e overall temperature of the main beam is

reduced by 12°C
Pier number Vertical displacement Lateral displacement Vertical displacement Lateral displacement
1 6.23E−20 −4.44E−07 −6.25E−18 4.42E−09
2 −1.33E−05 1.05E−02 1.35E−03 −1.03E−04
3 −1.16E−05 1.99E−02 1.18E−03 −1.97E−04
4 −1.31E−05 8.45E−03 1.33E−03 −8.43E−05
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4.3. CFRP Reinforcement Model Analysis Purpose. It is very
expensive to replace all hidden bridges, and the roads need to
be closed when the bridges are replaced. Studies have shown
that the cost of building a new bridge is relatively high, and
the cost of strengthening a bridge is at least 10% of that of a
new bridge. Relatively speaking, it is cheaper to use rein-
forcement and repair than to build a new one, and on the
other hand, it is more efficient. (erefore, under the premise
of minimizing bridge damage, aging, and improving bridge
life, in a broad sense, strengthening and repairing bridges
has important economic and social benefits.

Although CFRP paste reinforcement technology is com-
mon, the disadvantage of this passive reinforcement technology
is that it does not have the high-strength performance of CFRP
materials, and the reinforcement components only work after

secondary stress. It is used in most scientific research and
engineering technology and is recognized by the person in
charge. In order to make up for the shortcomings of this
technology, prestressed CFRP reinforcement technology was
temporarily introduced, imitating the technical idea of pre-
stressed steel bars/strands. It can participate in the force (ef-
fective force) before the second force is applied to the reinforced
component and change the stress distribution of the reinforcing
element to close the original crack or prevent its expansion.
(erefore, the prestressed CFRP reinforcement technology is
more and more favored by traffic and civil engineering engi-
neers. (e use of prestressed CFRP reinforcement technology
has become widespread in practice. Under actual operating
conditions, the long-term mechanical properties of prestressed
CFRP-reinforced concrete (RC) components have also
attracted more and more attention. RC bridge reinforcement
structure is used for natural exposure environment. During
operation, due to concrete shrinkage and creep, performance
degradation, and CFRP-concrete interface mechanical per-
formance degradation, the prestress is lost, resulting in the
long-term mechanical performance of prestressed CFRP-
reinforced RC structure deterioration. Under this engineering
background, this article takes prestressed CFRP-strengthened
RC beams as the research object to investigate the long-term
mechanical properties under natural exposure environments
and provides a scientific basis for the application of prestressed
CFRP technology in engineering practice.(e wide application
of concrete structure in engineering has caused its safety and
stability to attract much attention. At present, various countries
in the world have carried out different degrees of research
topics on material reinforcement methods.(e research in this
area in our country is still in its infancy, and the research has
been less successful. (e application in actual engineering has
not beenwidely developed, and there are still many problems to
be solved.(eoretical research needs to be further strengthened
and effectively applied to actual projects. Starting from the
reliability theory, feasible regulations and standards are for-
mulated to guide practice.
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Figure 7: Comparison of theoretical results and experimental results of the N-CFRP-180 test piece: (a) p � 5.4 kN corresponding bond
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5. Conclusion

Aiming at a typical long bridge, this paper evaluates the early
warning of the damage of the long bridge through a machine
learning algorithm designed formaterial parameter selection
and test beam conditions. (e research analysis used mainly
includes three types of analysis: mechanical analysis cor-
responding to rigid body displacement at the structural level,
mechanical analysis corresponding to rigid body displace-
ment at the component level, and mechanical analysis
corresponding to internal changes. Whether it is the CFRP-
concrete interface or the BFRP-concrete interface, their
adhesion properties deteriorate with the prolonged exposure
time. By analyzing the engineering geomechanical charac-
teristics under the influence of the overall heating and
cooling of the main girder, the spatial direction of the D
bridge is opposite and the value is the same. In the static
structure, the vertical settlement of the column will not
produce any secondary stress, and the static structure bridge
only undergoes spatial deformation without any internal
force. In statically unsafe structures affected by the uneven
vertical settlement of the columns, the bridge will not only
produce spatial deformation but also generate secondary
internal forces. From the vertical displacement of the D
bridge node under its own weight and dead load, it can be
seen that the amplitude of the downward vertical dis-
placement of the inner node is greater than the amplitude
and the vertical amplitude of the outer node. (e upward
displacement is less than the displacement of the outer
nodes, so all spans of the bridge are equal to inward bending.
(e wide application of concrete structure in engineering
has caused its safety and stability to attract much attention.
At present, various countries in the world have carried out
different degrees of research topics on material reinforce-
mentmethods.(e research in this area in our country is still
in its infancy, and the research has been less successful. (e
application in actual engineering has not been widely de-
veloped, and there are still many problems to be solved.
(eoretical research needs to be further strengthened and
effectively applied to actual projects. Starting from the re-
liability theory, feasible regulations and standards are for-
mulated to guide practice.
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Mechanical grain harvesting is a crop production development direction. However, the residue management methods suitable for
mechanical grain harvesting have been not established. In order to study the effect of residue management modes on maize yield
formation and explore the best residuemanagement methods for mechanical grain harvesting, four crop field surveys were carried
out in Southwest China. Crops were mechanically harvested, and the residues were shredded and returned to the field using
various straw application methods including straw deep burial with plowing (SDBP), straw shallow burial with rotary tillage
(SSBRT), and straw mulching with minimum tillage (SMMT). -e first-season rape residues were returned to the field, and the
second-season maize yield under SDBP and SSBRTwas significantly higher than that under SMMT. However, with the increase in
rounds of residue application, compared with SDBP and SSBRT, SMMTcontinuously increased the soil moisture content in the
0–30 cm soil layer at the early stage of maize growth, increased the soil alkaline-hydrolyzed nitrogen content in the 0–20 cm and
40–60 cm layers, and reduced the soil compaction under 40 cm layer, which were more conducive to the root system growth.
Maize yield with the SMMT increased by 5.4% compared with that of the previous season, while the yields with SDBP and SSBRT
decreased by 16.7% and 12.7%, respectively, compared with those of the previous season. In conclusion, it is recommended to
employ the SMMTmethod during crop mechanical harvesting, which is of great significance to improve soil quality and increase
maize grain yield.

1. Introduction

Previous studies have pointed out that the long-term appli-
cation of conventional farming methods and removing crop
residues have severely disturbed and destroyed the natural
structure of the soil, resulting to a continuous decline in the
soil organic matter content, which restricts the increase of
crop grain yield [1]. As a potential bioenergy, the crop res-
idues after harvesting can be returned to the fields to combine
with soil tillage. Straw application can improve soil tilth and
fertility, maintain soil productivity, and increase crop grain
yield [2]. Straw returns could continuously increase soil or-
ganic carbon in an interannual rotation cropping system [3].

Some studies have shown that continuous straw appli-
cation significantly reduced the soil bulk density from the
4th year [4], which greatly improved the stability of soil
aggregates [5]. Straw application can regulate soil moisture
content and temperature, affect the vertical distribution of
soil available nitrogen [6], and reduce ammonia volatiliza-
tion from soils [7]. With straw application, the alkaline-
hydrolyzed nitrogen (AH-N) content of the soil increased by
6%–14% and 8%–34%, respectively, compared to that of soils
without crop residues [8]. After straw application for six
consecutive years, the soil organic carbon and available
nitrogen contents in each soil aggregate-size class increased
by 27% and 12%, respectively [2], compared with those of
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soils without crop residues. In addition, straw application
significantly reduced the soil penetration resistance, leading
to a 1.4-fold increase in water infiltration rate of the soil [9].
-is effect is most significant in areas where the soils are of
poor fertility [10]. Straw application can also increase the
organic matter content and the accumulation of humus
components in the soil, improve the structure of soil humus
[11], increase the abundance of soil microbiota [5], and
facilitate the activities of soil dehydrogenase and phospha-
tase [4, 12]. Straw returns improved the fertilizer effects on
soil bulk density, soil porosity, maize root length, root
surface area, root volume, and yield by 3.99%–7.27%, 3.89%–
7.40%, 1.35%–71.01%, 19.16%–42.45%, 10.49%–22.73%, and
4.43%–7.05%, respectively [13]. -erefore, straw application
is conducive to increase crop grain yield, nitrogen use ef-
ficiency [14], and economic benefit [15].

However, the undecomposed crop residues will hinder
the emergence [16] and growth [17] of the crop in the
coming season. -erefore, in areas with multiple cropping
systems, additional nitrogen fertilizers are applied every year
after straw application to promote the decomposition of
crop residues [18, 19]. Straw application promotes the ac-
cumulation of nutrients in the surface soil layers; however,
its effect on increasing crop grain yield is related to factors
such as soil types [20] and soil tillage methods [21]. Soil
tillage methods significantly influence the accumulation and
transformation of nutrients in the soil [22]. A previous study
has demonstrated that the plowing tillage technology during
straw application can increase the organic carbon and total
nitrogen contents of the surface soil layers, thereby in-
creasing the maize grain yield and water use efficiency [23].
Other studies have shown that the carbon content of organic
matter, humus, humic acid, and fulvic acid [11], as well as
the total nitrogen release in the soil are significantly higher
using the shallow burial method than those with deep burial
treatment [24]. Straw shallow burial can significantly in-
crease the degradation rate of straws, which may be related
to the increase in the catabolic versatility of the soil
microbiota [25] and the decrease in the ratio of G+/G−

bacteria [26]. Compared with the straw deep burial, the
comprehensive indices of soil nutrients can reach their
maximums with the shallow burial method [27]. However,
soil moisture content and temperature tend to decrease
significantly whether using the deep burial with plowing
tillage method or shallow burial method, which lead to a
decrease in the emergence rate of the crop in the coming
season [28].

In rain-fed arid areas, straw mulching with minimum
tillage can significantly increase the organic carbon content
[22], moisture content, and permeability [29] of the
0–100 cm soil layer, thereby increasing the crop grain yield
and soil quality. However, in areas with irrigation systems,
this method reduced the soil temperature and thus did not
contribute to crop grain yield increase [30]. In other words,
the effects of straw application with different soil tillage
methods are significantly different among different regions.

In recent years, mechanical grain harvesting has con-
tinued to develop in the main maize-producing areas in
China. Based on the limitation of harvesting machinery,

when grain is harvested by machinery, the straw is crushed
by the harvester and returned to the field. However, there
was little research about the straw application under me-
chanical grain harvesting. -e results of previous studies
were mostly obtained under the condition of manual har-
vesting. Compared with the traditional way of artificial
harvesting and straw recycling, crop residues are simulta-
neously shredded and returned to the field during me-
chanical grain harvesting, which poses new demand for
studying straw application methods. -is is also the chal-
lenge and superiority of the analysis program compared with
previous studies.

In this study, we conducted field experiments in the red
soil area of the Yunnan Plateau, which is the maize and rape
double-cropping system production region in Southwest
China. We investigated the influences of the straw appli-
cation in combination with different soil tillage methods on
soil tilth and maize grain yield and determined the most
appropriate straw application method under mechanical
grain harvesting. -e findings from this study provide a
theoretical basis and technical approach for improving the
soil quality and increasing the maize grain yield.

2. Materials and Methods

2.1. Experimental Field. -e field test was conducted be-
tween 2016 and 2018 in Jiale Village at the Town of Jinma,
Honghe Hani and Yi Autonomous Prefecture, Yunnan
Province, China (24°46′N, 103°30′E).-e region is located at
a typical production area of the maize and rape double-
cropping system. -e field has an altitude of 1,800m, a
subtropical monsoon climate, an annual average tempera-
ture of 15.2°C, and an annual precipitation of 979.7mm.-e
soil type is red soil, with adoption of rain-fed farming and
rotary tillage practices.

2.2. Straw Application Methods. -e split plot experimen-
tation scheme was adopted, maize cultivar was the main plot
factor, and straw application was the subplot factor. Jinyu 99
(JY99), an early-maturing maize cultivar, and Baoyu 9
(BY9), a late-maturing maize cultivar, were used for culti-
vation. All mechanically harvested straw was shredded and
applied to the field. -ree straw application methods were
used: straw deep burial with plowing (SDBP), straw shallow
burial with rotary tillage (SSBRT), and straw mulching with
minimum tillage (SMMT). Each experimental treatment was
repeated in three blocks, and the experimental field was
divided into 18 treatment plots (50m× 2.4m). In each plot,
four rows of maize were planted at equal distances, with a
total plot area of 2,200m2. Maize was cultivated alternatively
with rape plants (Table 1).

Mechanical grain harvesting was conducted using a
harvester (Kubota 4LZ-2.5, PRO688Q) with a semifeed
header (Jiajiale 4 YG-4A). Plowing was conducted using a
1LH-438 moldboard plow towed with a tractor (LX1204).
Rotary tillage was conducted with a rotary tiller towed with
the same type of tractor. -e detailed experimental proce-
dure is summarized in Table 1.
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2.3. Soil Samples and Collection. Soil profiles
(120× 60× 60 cm) and root samples (45× 30× 60 cm) were
manually collected in the maize ear initiation stage (V12)
and silking stage (R1) in representative areas in each plot
(Figure 1). Soil penetration resistance and water content
were tested outside of the four corners of the profile col-
lection area. -e alkaline-hydrolyzed nitrogen (AH-N)
content and root volume were tested at each depth range
(0−10, 10−20, 20−30, 30−40, 40−50, and 50−60 cm).

2.4. Soil Penetration Resistance, Water Content, and AH-N
Content. Soil penetration resistance was tested with a
penetrometer (TJSD-750), and water content was tested with
a soil moisture sensor (TZS-1K).-en, a soil drill was used to
collect soil samples. Four sampling points in the same depth
range were mixed. Roots and shedding were discarded. Each
sample was sieved with a 0.18mm filter. -e AH-N content
was determined with the alkaline hydrolysis diffusion
method.

2.5. Root Volume. A stainless-steel blade was used to collect
the three sub-blocks of root samples. Samples were trans-
ferred to nylon mesh bags before the soil, and other im-
purities were washed off. All visible maize roots were
collected into Ziplock bags and scanned using a high-res-
olution scanner (Epson Perfection V700). Images were
analyzed with the plant root measurement and analysis
system (WinRHIZO Pro-2016).-e contour map of the root
system was drawn by a type of drawing software (Surfer 8.0).
-e discrete data of root volume were selected, and the
interpolation method in Surfer 8.0 was used to grid the data,
the regular grid file was obtained, and then the contour map
is drawn.

2.6. Determination of Leaf Area Index, Dry Matter Accu-
mulation, and Chlorophyll Content. For each plot, 4 plant
samples were collected in the V12 stage and R1 stage and 10
were collected in the physiological maturity (R6) stage.
Organs were separated in each plant. For leaf area indices,

Table 1: -e experimental procedure and straw application methods.

Season and
crop species Cultivation method Straw application method Cumulative number of straw

applications (CNSA)

Winter-seeded
rape plant in
2016

Sowed on 10-25-2016. Mechanical
furrowing was conducted at a depth of
8−12 cm. -en, a thin layer of soil was

applied.-inning was conducted at V2 and
final thinning at V4 during intertillage and
weeding. Fertilizers were applied at 276 kg/
ha for N, 120 kg/ha for P2O5, and 150 kg/ha
for K2O. Nitrogen fertilizer was given at
sowing, germination, and inflorescence

emergence at a ratio of 3 : 3:4. Phosphorus
and potassium fertilizers were applied at
sowing. Top dressings were applied to the

furrows between two rows. Crop
maintenance was conducted according to
the standard practice for high-yield crops.

Mechanical grain harvesting was carried
out, and straw was shredded on 4-20-

2017. SDBP: straw was buried at
30−40 cm during plowing. -en, rotary
tillage was carried out. SSBRT: straw was
buried at 15−20 cm during rotary tillage.
SMMT: straw was directly applied to the

surface of the soil.

Cumulative zero rounds of straw
application before the rape plant
was sown in 2016 (0 CNSA)

Summer-
seeded maize
in 2017

Sowed on 4-28-2017 at a density of 67,500
plants/ha. Mechanical furrowing was

conducted at a depth of 10−15cm. -e
fertilizer was applied at 180kg/ha for N,

112.5kg/ha for P2O5, and 135kg/ha for K2O.
Nitrogen and potassium fertilizers were given
at sowing and inflorescence emergence at a
ratio of 5 : 5. Phosphorus fertilizer was applied
at sowing. Fertilizers applied during the period
of inflorescence emergence were applied into
furrows, and top dressings were applied into
deep holes punched between every two crops.
Crop maintenance was conducted according
to the standard practice for high-yield crops,

and each plot was treated the same.

Mechanical grain harvesting was carried
out, and straw was shredded on 10-15-
2017. Straw application was carried out as
per the three methods of the winter-
seeded rape plant in 2016.

Cumulative one round of straw
application before maize was
sown in 2017 (1 CNSA)

Winter-seeded
rape plant in
2017

Sowed on 10-28-2017. -e same method as
winter-seeded rape plant in 2016.

Mechanical grain harvesting was carried
out, and straw was shredded on 4-25-
2018. Straw application was carried out as
per the three methods of winter-seeded
rape plant in 2016.

Cumulative two rounds of straw
application before the rape plant
was sown in 2017 (2 CNSA)

Summer-
seeded maize
in 2018

Sowed on 5-1-2018. -e same method as
summer-seeded maize in 2017.

Mechanical grain harvesting was carried
out on 10-22-2018.

Cumulative three rounds of
straw application before maize
was sown in 2018 (3 CNSA)
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the lengths and widths of all leaves were measured and the
leaf area index was calculated as length×width× coefficient,
where coefficient� 0.50 when the leaves were not fully
unrolled and 0.75 otherwise. For dry matter accumulation,
each sample was baked at 105°C and then dried at 75°C till
the weight reached constant before weighing. For samples
collected at the physiological maturity stage, biomasses and
harvest indices were calculated based on the measured dry
matter accumulation values. SPAD values were measured
with a chlorophyll meter (SPAD-502). In the V12 stage, the
top fully unrolled leaves were measured. At R1, ear leaves
were measured. Measurements were taken at a spot slightly
deviant from the center of the leaves. Fifteen consecutive
plants were measured in each plot.

2.7. Grain Yield. -e total weight of the harvested maize
grains in each plot was measured (total weight). -en, 3
random samples (>1 kg) were collected and weighed (gross
weight). Impurities from these samples were discarded
before the samples were weighed again (net weight). Im-
purity ratio was calculated: (gross weight–net weight)÷
gross weight.

3 random grain samples (100 kernels) were collected and
weighed (wet weight). -en, grains were dried at 75°C till
weight became constant before weighing (dry weight). -e
grain water content was calculated as (wet weight–dry
weight)÷net weight. -e yield assuming a 14% water
content was calculated as total weight × (1 – impurity
ratio)× (1−water content)÷ (1− 14%).

2.8. Statistical Analysis. Data were organized with Microsoft
Excel 2016. -e data-processing system of SPSS statistics 8.0
software was used for analysis of variance. Analysis of
variance (ANOVA) was followed by LSD tests at P � 0.05
where appropriate. -e least significant difference was

adopted for the multiple comparisons in the analysis of var-
iance of experimental treatment, and the significance level was
0.05. -e LSD algorithm between different levels of different
varieties and straw application is LSD0.05 � t0.05(df)

������
MSe/ar


,

where t0.05(df) is the critical t-value of factor degree freedom
under the F test,MSe is the error mean square, a is the factor
level number, and r is the experimental treatment repetition
times. -e LSD algorithm of variety× straw application
interaction is LSD0.05 � t0.05(dfe)

������
2MSe/r


, where dfe is the

test error degree freedom.

3. Results

3.1. Yield and Harvest Index. -e maize yield in each season
was significantly affected by the straw application methods
(Table 2). After the first straw application (from the rape plant
harvest, 1 CNSA), the maize yields using the SDBP and
SSBRT were higher than that using the SMMT by 26.8% and
17.7%, respectively. However, after three seasons of straw
application (rape, maize, and rape, 3 CNSA), the yields and
biomasses using the SDBP, SSBRT, and SMMT were not
significantly different (P> 0.05). Furthermore, compared to
the first maize harvest, with the increase in rounds of me-
chanical harvesting and straw application, the yields with the
SDBP and SSBRT were reduced by 16.7% and 12.7%, re-
spectively, whereas the yield using the SMMT was increased
by 5.4%. -e increase in yield was mainly a result of the
increase in biomass, i.e., the harvest indices were barely
changed.-e yield (average of 2017 and 2018 harvests) of late-
maturing cultivar BY9 was significantly higher than the early-
maturing cultivar JY99 (8.4% and 7.7%, respectively), mainly
due to the higher biomasses and harvest indices of BY9.

3.2. DryMatter Accumulation before Silking, Leaf Area Index,
and Leaf Chlorophyll Content. Our results indicate that
straw application methods strongly influenced dry matter

S

R

S

S

Figure 1: Soil samples and collection. maize plant. locations of top-dressing application. soil profile collection region (120× 60× 60 cm).
sampling points for soil penetration resistance and water content test. maize root sampling area (45× 30× 60 cm), including three sub-
blocks at the plant, left to the plant, and right to the plant. Tests on soil and root samples were carried out at 0−10, 10−20, 20−30, 30−40,
40−50, and 50−60 cm in depth. -e capital R stands for maize root sampling area and the S stands for soil sampling points.
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accumulation before silking, leaf area index, and SPAD value
(Table 3). After the first straw application, dry matter ac-
cumulation, leaf area index, and SPAD during V12 and R1
stages were significantly higher while using the SDBP than
with SSBRT and SMMT, whereas after three consecutive
straw applications, the SPAD value during the V12 stage and
all three index values during the R1 stage were higher with
SMMT. Furthermore, the three index values had a trend of
reduction after three rounds of straw application with the
SDBP and SSBRT, whereas for the SMMT, these numbers
either increased or did not significantly change.

By comparing between the two cultivars, we found that
straw application methods only affected SPAD values during
the first season, whereas dry matter accumulation before
silking and leaf area index were not significantly affected.
Considering BY9 had a higher yield, we deduce that the dry
matter accumulation after silking, compared to before
silking, contributes more to the high yield of the late-ma-
turing cultivar.

3.3. Volume and Distribution of the Root System. Figure 2
illustrates the root volume and distribution in each straw
application method (average of the two cultivars). We found
that, after one straw application, the SDBP and SSBRT
methods showed higher average root volume in 0−60 cm
depth range compared with the SMMT. In contrast, after
three consecutive straw applications, the root volumes using
the SDBP and SSBRTwere not notably higher than using the
SSMT. Particularly, the average root volume of the 0−40
depth range with the SDBP was less than that using the
SMMT by 29.6% at V12 and 7.5% at R1, after three con-
secutive straw applications.

In addition, we found that even after one round of
straw application, the root volume in the 40–60 cm soil
layer was not significantly different among the SMMT,
SDBP, and SSBRTmethods. As the root volume at deeper
soil layers is positively correlated with yield, these data
suggest that the immediate increase of root volumes with
the SDBP and SSBRTmay not have a strong benefit on the
increase of yield. By comparing root volumes between one
straw application and three straw applications, we found
that in the R1 stage, 0−60 cm root volume with the SMMT
was increased by 18.2%, whereas that using SDBP was
decreased by 28.0% and that by SSBRT was not signifi-
cantly changed. -ese results suggest that the SMMTmay
have a delayed but long-term advantage in enhancing
maize root volume.

3.4. Soil Penetration Resistance. Figure 3 illustrates soil
penetration resistance at different depths during V12 and R1
stages with different straw application time periods. By com-
paring SDBP and SMMT, we found that soil penetration re-
sistance with the SDBP was lower than that with SMMT at
0−30 cm range by an average of 32.8% (on average between 1
CNSA and 3 CNSA; the same below). However, soil pene-
tration resistance was higher with the SDBP at 40−60 cm range
by over 60.0%. We also compared SSBRTand SMMT, and we
found that while soil penetration resistance at 0−20 cmwas not
significantly different, the SSBRTmethod had a 24.8% higher
soil penetration resistance than SMMT method at 20−60 cm.
Furthermore, we also found that the deep-layer soil penetration
resistance (50−60 cm) increased after three straw applications
in both the SSBRT (791.9KPa) and SDBP (427.3KPa)
methods.

Table 2: Maize yields and harvest indices under different practices of crop straw application.

CNSA Treatments Kernel yield (t/ha) Biomass (t/ha) Harvest index (%) -eoretical yield (t/ha)

1

Straw returns
SDBP 11.46± 0.50a 21.12± 0.86a 52.96± 0.68a 12.76± 0.61a
SSBRT 10.64± 0.47b 20.07± 0.82b 53.65± 1.43a 12.30± 0.62a
SMMT 9.04± 0.27c 18.11± 0.74c 54.31± 1.02a 11.22± 0.56b

Cultivars BY9 10.80± 0.43a 20.56± 0.87a 54.72± 1.12a 12.81± 0.66a
JY99 9.96± 0.39b 18.97± 0.74a 52.55± 0.96b 11.37± 0.53b

Interaction

BY9×SDBP 11.53± 0.56a 21.58± 0.87a 53.03± 0.95bc 13.05± 0.65a
BY9×SSBRT 11.16± 0.49a 21.47± 0.87a 54.72± 1.64ab 13.40± 0.76a
BY9×SMMT 9.72± 0.25b 18.62± 0.87bc 56.41± 0.77a 11.97± 0.57bc
JY99×SDBP 11.39± 0.43a 20.66± 0.85ab 52.89± 0.40bc 12.46± 0.56ab
JY99×SSBRT 10.12± 0.44b 18.67± 0.76bc 52.57± 1.21c 11.19± 0.47c
JY99×SMMT 8.36± 0.29c 17.59± 0.60c 52.20± 1.27c 10.47± 0.55c

3

Straw returns
SDBP 9.55± 0.29a 17.38± 0.56b 54.11± 1.28a 10.74± 0.39b
SSBRT 9.29± 0.35a 16.79± 0.72b 52.64± 1.24b 10.09± 0.60c
SMMT 9.53± 0.28a 18.50± 0.60a 54.06± 1.08a 11.43± 0.31a

Cultivars BY9 9.80± 0.32a 18.58± 0.66a 55.41± 1.25a 11.74± 0.34a
JY99 9.10± 0.28b 16.53± 0.59b 51.79± 1.14b 9.76± 0.52b

Interaction

BY9×SDBP 9.83± 0.30ab 18.25± 0.50b 55.78± 1.17a 11.60± 0.20b
BY9×SSBRT 9.52± 0.36ab 17.47± 0.78bc 54.59± 1.28a 10.87± 0.63bc
BY9×SMMT 10.06± 0.30a 20.03± 0.71a 55.85± 1.31a 12.75± 0.20a
JY99×SDBP 9.26± 0.27bc 16.50± 0.61bc 52.44± 1.39ab 9.87± 0.58d
JY99×SSBRT 9.05± 0.33c 16.11± 0.66c 50.68± 1.20b 9.31± 0.56d
JY99×SMMT 9.00± 0.25c 16.97± 0.49bc 52.26± 0.84ab 10.11± 0.42 cd

Groups labeled with different letters were significantly different (P< 0.05). -e ± sign is followed by the standard deviation. CNSA: cumulative number of
straw returns.
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Together, these results suggest that, although SDBP and
SSBRT methods can effectively decrease soil penetration
resistance in the shallow and medium soil layers, they can
also increase the deep-layer soil penetration resistance. In
contrast, SMMT cannot effectively decrease soil penetration
resistance in the shallow layer, but it will not have a serious
adverse impact on the deeper soil structure.

3.5. SoilWaterContent. We found that the straw application
methods significantly affected the soil water content, as
shown in Figure 4. During the V12 stage (averaged between
1 CNSA and 3 CNSA; the same below), the SMMTmethod
produced higher water content in the 0–30 cm soil layer than
SDBP and SSBRT methods (by 15.2% and 18.0%, respec-
tively). Similar differences were observed in the 30−60 cm
layer as well (11.3% and 7.3%, respectively). Importantly, in
the superficial soil layer (0−10 cm), which is essential for
maize germination, the SMMT still produced the highest
water content, followed by SDBP (21.3%) and SSBRT
(19.0%). During the R1 stage, the water content by the
SMMTremained significantly higher than that by the SDBP
(by 19.4% in the 0−30 cm layer and 6.9% in the 30−60 cm
layer), while not significantly different from that by SSBRT.

3.6. Alkaline-Hydrolyzed Nitrogen Content. Figure 5 shows
that straw application methods strongly impacted the AH-N
content in the soil. In the V12 stage, the SMMT showed
significantly more AH-N content in the 0−20 cm and
40−60 cm layers, compared with SDBP and SSBRT (15.9%

and 22.7% for 0−20 cm and 7.9% and 48.6% for 40−60 cm,
respectively, calculated with the averages between 1 CNSA
and 3 CNSA). In comparison, the SDBP and the SSBRTonly
showed higher content in the 20−40 cm layer (21.5% and
16.7% higher than SMMT, respectively). During the R1
stage, in the 0−20 cm layer, AH-N content by the SMMTwas
significantly higher than that by the SDBPmethod (by 9.7%),
but it was not significantly different from that by the SSBRT;
in the 20−40 cm layer, AH-N content with the SMMT was
higher than that with the SSBRT but lower than with SDBP
(by 12.8% and 5.5%, respectively); in the 40−60 cm layer,
AH-N content with the SMMTwas significantly higher than
with SDBP and SSBRT (by 73.8% and 71.9%, respectively).

In addition, by comparing the data from one and three
straw applications, we found that during V12, AH-N content
with the SMMT in the 0−20 cm and 40−60 cm layers in-
creased by 3.1% and 16.9%, respectively, and the number
decreased in the 20−40 cm layer by 12.9%, but the overall
(0−60 cm) AH-N content increased by 2.6%. -ese results
demonstrate that SMMT is overall advantageous in the
continued improvement of AH-N content, particularly in
the deep soil layers.

4. Discussion

-e soil tillage and straw burial depth during straw appli-
cation are determinants affecting soil tilth and maize grain
yield [31]. Previous studies have demonstrated that com-
pared with straw mulching with minimum tillage, straw
deep burial with plowing and straw shallow burial with
rotary tillage can improve the soil structure and root growth

Table 3: Dry matter accumulation, leaf area index, and SPAD value of maize under different practices of crop straw application.

CNSA Treatments
Maize ear initiation stage (V12) Silking stage (R1)

Dry matter
weight (t/ha)

Leaf area index
(m/m)

Leaf SPAD
values

Dry matter
weight (t/ha)

Leaf area index
(m/m)

Leaf SPAD
values

1

Straw
returns

SDBP 0.39± 0.04a 4.28± 0.14a 51.88± 2.11a 9.67± 0.33a 5.19± 0.18a 56.40± 0.83a
SSBRT 0.26± 0.02b 3.15± 0.11b 47.37± 1.26b 6.71± 0.23b 4.37± 0.13b 53.15± 1.28b
SMMT 0.25± 0.01b 3.12± 0.18b 47.53± 1.12b 6.34± 0.21c 4.29± 0.18b 47.38± 1.10c

Cultivars BY9 0.29± 0.02a 3.42± 0.11a 50.05± 1.96a 7.33± 0.25a 4.58± 0.17a 51.51± 1.12b
JY99 0.30± 0.02a 3.61± 0.18a 47.79± 1.03b 7.80± 0.27a 4.64± 0.15a 53.11± 1.01a

Interaction

BY9×SDBP 0.35± 0.03b 3.92± 0.09b 53.43± 2.01a 9.57± 0.30a 5.25± 0.16a 55.73± 0.75ab
BY9×SSBRT 0.26± 0.02c 3.14± 0.07c 49.39± 2.16b 6.37± 0.24 cd 4.17± 0.15c 52.47± 1.48c
BY9×SMMT 0.27± 0.01c 3.21± 0.16c 47.34± 1.70bc 6.06± 0.20d 4.33± 0.20bc 46.33± 1.14d
JY99×SDBP 0.42± 0.04a 4.64± 0.19a 50.32± 2.20ab 9.76± 0.36a 5.12± 0.20a 57.07± 0.91a
JY99×SSBRT 0.26± 0.01c 3.15± 0.15c 45.35± 0.35c 7.04± 0.23b 4.57± 0.10b 53.83± 1.07bc
JY99×SMMT 0.23± 0.02c 3.03± 0.20c 47.71± 0.54bc 6.61± 0.22bc 4.24± 0.15c 48.43± 1.05d

3

Straw
returns

SDBP 0.17± 0.01a 2.53± 0.15a 42.78± 1.00b 5.12± 0.18ab 4.42± 0.20b 53.43± 1.07b
SSBRT 0.18± 0.01a 2.56± 0.15a 44.27± 0.87ab 4.80± 0.17b 4.24± 0.17c 53.67± 1.04ab
SMMT 0.17± 0.01a 2.45± 0.11a 45.95± 1.10a 5.30± 0.12a 4.61± 0.19a 54.65± 0.83a

Cultivars BY9 0.18± 0.01a 2.60± 0.11a 44.63± 0.95a 5.20± 0.17a 4.49± 0.18a 52.94± 0.87b
JY99 0.16± 0.01a 2.43± 0.16b 44.03± 1.03a 4.94± 0.13a 4.35± 0.18a 54.89± 1.09a

Interaction

BY9×SDBP 0.19± 0.01a 2.86± 0.13a 43.33± 0.74 cd 5.53± 0.20a 4.76± 0.22a 52.13± 0.67d
BY9×SSBRT 0.17± 0.01bc 2.45± 0.12bc 44.33± 0.92bc 4.65± 0.15c 4.12± 0.17 cd 53.10± 1.23 cd
BY9×SMMT 0.17± 0.01bc 2.48± 0.08bc 46.23± 1.19a 5.41± 0.17a 4.60± 0.16ab 53.60± 0.71bc
JY99×SDBP 0.14± 0.01d 2.20± 0.16c 42.23± 1.26d 4.70± 0.15c 4.07± 0.17d 54.73± 1.46ab
JY99×SSBRT 0.18± 0.00ab 2.66± 0.18ab 44.20± 0.82bc 4.95± 0.18bc 4.36± 0.17bc 54.23± 0.85ab
JY99×SMMT 0.16± 0.01c 2.42± 0.14bc 45.67± 1.01ab 5.18± 0.07ab 4.62± 0.21a 55.70± 0.95a

Groups labeled with different letters were significantly different (P< 0.05). -e ± sign is followed by the standard deviation. CNSA: cumulative number of
straw returns.
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environment, reduce the soil bulk density of the 0–20 cm
arable layer, and increase the permeability and water re-
tention performance of the soil, which promote root ex-
pansion and improve the capacity of roots to absorb water
and nutrients [32]. Straw application with plowing tillage

can restrict the horizontal water flow, promote straw de-
composition, and increase soil moisture content and ac-
cumulation of available nutrients, thereby increasing the
utilization of nitrogen fertilizer andmaize grain yield [33]. In
addition, the maize grain yield is higher with straw deep
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Figure 2: Maize root distribution under different practices of crop straw application.
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burial with plowing compared to that with straw shallow
burial [34].

However, soil macroaggregates are easily broken to form
microaggregates or sand-to-clay-sized particles due to the
strong disturbance of the arable layer by plowing or rotary
tillage [35, 36], resulting in a decrease in the organic carbon
content [37], which affects the growth and development of
maize root systems [38]. Previous studies have indicated that
compared with conventional soil rotary tillage, straw
mulching with minimum tillage can provide a suitable soil
environment for crop growth. -is method can significantly
increase the soil organic carbon [39–42] and moisture
contents [43] and enhance the activities of urease, dehy-
drogenase, alkaline phosphatase, and other enzymes [44],
which ultimately increases maize kernel weight [45] and
grain yield [39, 40]. Compared with continuous straw ap-
plication with plowing tillage, the straw mulching with
minimum tillage method can significantly increase the
content and mean mass diameter of water-stable aggregates
in the 20–50 cm soil layer, which effectively reduces the
damage of soil aggregate structure and increases the water
storage capacity of the 0–200 cm soil layer. -e crop grain

yield and water use efficiency by this method were increased
by 15.1% and 27.5%, respectively, compared with continuous
straw application with plowing tillage [46]. Some studies also
implied that the crop grain yield by straw mulching with
conventional tillage is higher than that by straw mulching
with minimum tillage; however, the operability and eco-
nomic benefits of the latter are greater than those of the
former [47, 48].

Our results show that comparedwith strawmulching with
minimum tillage, straw deep burial with plowing and straw
shallow burial with rotary tillage methods can reduce the
density of surface soil layers and increase the root system
volume after the first straw application, which plays a leading
role in increasing the maize grain yield. However, after
consecutive rounds of mechanical harvesting and straw ap-
plication, soil density of 0−40 cm layer was significantly in-
creased with straw deep burial with plowing and straw
shallow burial with rotary tillage.-e interaction between soil
tillage and straw application is the main factor affecting soil
porosity. Specifically, themixture of straws and soils increased
the soil porosity [49] and reduced moisture content of the
0−30 cm soil layer and AH-N content of the 0−20 and
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Figure 3: Soil penetration resistance in the maize-growing season under different practices of crop straw application.
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40−60 cm soil layers at the early stage of maize growth. As a
result, the growth and development of the maize root system
are suppressed, leading to a significant lowermaize grain yield
compared with that of the previous season. In the Yunnan
Plateau in Southwest China, considering frequent seasonal
droughts during maize planting and poor soil fertility of the
arable layer, the employment of straw mulching with mini-
mum tillage method can increase soil moisture and nutrient
contents, which is of great significance in improving themaize
emergence rate and grain yield.

Nevertheless, there are some issues associated with the
straw mulching with minimum tillage during maize seeding
process. Either in mechanical ditching with manual seeding
or mechanical seeding, the removal of straw covers by
ditching a shovel or seed meter will increase water loss in the
soil, which, in turn, leads to a decrease in maize emergence
rate [50, 51]. -erefore, the utilization of appropriate
equipment for seeding and increase in the seeding depth are
required to provide a suitable soil environment for seed
germination and emergence.
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Figure 4: Soil water content in the maize-growing season under different practices of crop straw application.
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5. Conclusion

During mechanical harvesting, the maize grain yield
significantly decreases with repeated straw applications
using straw deep burial with plowing and straw shallow
burial with rotary tillage methods. In contrast, the straw
mulching with minimum tillage method can increase the
soil moisture content of the arable layer, increase the
alkaline-hydrolyzed nitrogen content of shallow or deep
soil layers, and promote the growth and development of
the maize root system, thus increasing the maize grain
yield.
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Aiming at the difficulty of standardizing the action of basketball shooting training, a new method of standardizing the action of basketball
shooting training is proposed based on digital video technology. )e digital video signal representation, video sequence coding data
structure, and video sequence compression codingmethod are analyzed, and the pixels of basketball shooting training action position space
are sampled to collect basketball shooting training images.)e time difference method is used to extract the movement target of basketball
shooting training fromadigital video sequence. Based on digital video technology, the initial background image is estimated, and the update
rate is introduced to update the background estimation image. According to the pixel value sequence of the basketball shooting training
image, the pixel model of the basketball shooting training image is defined and modified. By judging whether the defined pixel value
matches the background parameter model, the standardization of shooting training can be realized.)e experimental results show that the
proposed method has good stability, high precision, and short time in determining the standardization of shooting movement, can correct
the wrong shooting movement in real time, and can effectively guide basketball shooting training.

1. Introduction

Basketball is quite different from other sports. It is a high-in-
tensity and comprehensive sport [1, 2]. Basketball belongs to the
same field antagonistic event group dominated by technical and
tactical ability, and the technical and tactical level is the decisive
factor for the competitive level of basketball [3]. In the actual
competition process, basketball players need to have diversified
basketball qualities to ensure the victory of the competition.
Among them, themore important point is the coordination and
stability of athletes’ physical functions. In the development of
basketball, shooting is its key offensive technology. )e essence
of a basketball game is a shooting game, which also shows that
the stability of shooting has an important relationship with the
outcome of the game [4]. Among them, the factors affecting the
standardization of athletes’ shooting action mainly include
athletes’ bodies, technology, and psychology. In the process of
competition, athletes need to ensure that theymaster the nature,
time, and score of the competition [5]. In the actual basketball
game, the attacking team needs to use different techniques or
tactics to create more shooting opportunities and ensure

shooting scores [6, 7].)e defensive team should actively defend
and prevent the other team from scoring. )e accuracy and
standard of shooting in basketball are directly related to the
score. )erefore, it is of great significance to reasonably test and
judge the shooting action of basketball.

At present, scholars in related fields have carried on the
research on action judgment and obtained some research
results. Reference [8] proposed a motion similarity judg-
ment method based on motion primitives. Based on the
computational model of kinematics, the similarity of motion
and its performance to the human similarity judgment of the
same motion are determined. By performing the action
similarity task and comparing it with the computational
model solving the same task, the action similarity judgment
was realized by classifying the actions based on the learned
kinematics primitive. )e method has high reliability and
provides necessary basis for human action classification.
Reference [9] proposed a basketball motion image target
detection method based on an improved Gaussian mixture
model. Edge detection, gray processing, target capture,
target recognition, image detection, and other technologies
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are integrated into basketball sports video, and Gaussian
probability density mixing is used to select the appropriate
number of continuously updated parameters and each pixel
area to achieve basketball sports image detection. )e
method is effective to some extent. However, the above
methods are difficult to determine the standardization of
basketball shooting training movements.

In view of the above problems, a method to judge the
movement standardization of shooting training based on digital
video technology is proposed. )e innovation of the research
method is to use the time difference method to extract the
movement target of basketball shooting training. Based on
digital video technology, the initial background image is esti-
mated and the update rate is introduced to update the image.
According to the pixel value sequence of the basketball shooting
training image, the pixel model of the basketball shooting
training image is defined and modified. By discriminating the
matching relation between pixel value and background pa-
rameter model, the standardization judgment of shooting
trainingmovement can be realized. Comparedwith the previous
research results, the method designed based on digital video
technology has better stability, high accuracy, and short time and
can correct the wrong shooting action in real time, which can
effectively guide basketball shooting training.

2. Digital Video Technology

Digital video technology is to first use video capture
equipment such as cameras to convert the color and
brightness information of external images into electrical
signals, and then record them into storage media [10–12].
Digital video is video recorded in digital form, as opposed to
analog video. Digital video has different production
methods, storage methods, and broadcast methods. For
example, digital video signals are generated directly through
digital cameras and stored on digital tape, P2 card, blue disc,
or disk, so as to obtain different formats of digital video,
which is then played on a PC, a specific player, etc.

2.1. Representation of Digital Video Signal. Video is de-
scribed as a group of continuous images, and each image is
regarded as a two-dimensional pixel array. )e color rep-
resentation of each pixel includes three components: red R,
green G, and blue B, which is called the RGB space rep-
resentation of the image. )e color coordinates used for the
three digital TV systems are different. For digital video
capture and display, all three digital TV systems use RGB

primary colors, but the definition of each primary color
spectrum is slightly different. For the transmission of digital
video signal, in order to reduce the required bandwidth and
be compatible with monochrome digital TV system, the
brightness/chroma coordinate system is adopted [13, 14].
)e color coordinates used in the NTSC, PAL, and SECAM
systems are all derived from the YUV coordinates used for
PAL, and YUV is derived from the XYZ coordinates.
According to the relationship between the RGB primary
color and the YUV primary color, the value of the luminance
component Y can be determined by the value of RGB. )e

two chromaticity values U and V are proportional to the
color differences B − Y and R − Y, respectively, and are
adjusted to the desired range. )e classic conversion rela-
tionship between the YUV coordinate system and the RGB

primary color value is

Y

U

V

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

0.299 0.587 0.114

−0.147 −0.289 0.436

0.615 −0.515 −0.100

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

R

G

B

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (1)

)e conversion of two color spaces is based on the char-
acteristics of a human visual system: in RGB space, if one of the
three signalsR,G, andB changes, the color of the total imagewill
change, and the human eye can easily detect this change.
However, human eyes have different responses to the changes of
Y U and V signals. Among them, they are sensitive to the
changes of luminance signals, but not very sensitive to the
changes of chrominance signals. In this way, we can consider
more luminance signals and adopt some processingmethods for
chrominance signals to improve the compression ratio.

2.2. Data Structure of Digital Video Sequence Coding. In the
coding scheme, the video sequence is divided and multi-
plexed by multiple layers to establish such a data structure.

(1) Sequence: the video sequence starts with the se-
quence header, including several image groups, and
ends with a sequence end code.

(2) Group of pictures (GOP): GOP is a head followed by
a series of images, which allows fast random access to
the sequence, fast search, and editing. It is the
smallest coding unit that can be decoded indepen-
dently in the sequence [15]. )e first image in the
GOP is an intracoded image (I frame), followed by a
forward prediction coded image (P frame) and a
bidirectional prediction image (B frame). Each GOP
has only one I frame, and this I frame is used as the
first frame to start coding. )e P frame is encoded by
motion-compensated prediction relative to the
previous I frame or P frame, and the P frame can be
used as a reference frame for other P frame or B
frame coding. B frame is encoded by motion com-
pensation prediction of two frames, one is the past
frame, and the other is the future frame. )e frame
arrangement of the GOP is shown in Figure 1.
)e standard does not specify the number of P and B
frames in a GOP, nor their specific sequence, except for
the first frame, and only one frame is I frame. Any
sequence and frame number can be used to design the
encoding scheme.)e prediction of each P and B frame
is based on the previous reference prediction frame. Too
many frames in the group layerwill affect the quality and
compression ratio of coding. )erefore, 10–15B frames
are generally selected in each group layer, and 2–3B
frames are separated between the two P frames.

(3) Image: image is the basic coding unit of video sequence
[16]. )e image is composed of three rectangular ma-
trices representing the luminance Y and two

2 Scientific Programming



chrominance Cb and Cr values. Each video standard
divides the image into macroblock groups. H.261 and
H.263 use a fixed macroblock structure, whereas
MPEG1/2 allows a flexible structure, and MPEG4 ar-
ranges a variable number of macroblocks into a group.

(4) Group of blocks (GOB): H.261 and H.263 divide the
image into GOBs. Each GOB includes three mac-
roblock lines and 11 macroblocks in each GOB line,
and the GOB header defines the position of the GOB
in the image.

(5) Slice: a slice consists of several successive macro-
blocks into a unit. )e size of the slice can be
changed. )e slice layer provides anti-interference
ability against data errors.

(6) Macroblock (MB): Macro block (MB): MB is a basic
concept in video coding technology. It can divide the
image into many blocks of different sizes and im-
plement different compression strategies in different
locations. A coded image is usually composed of
several macroblocks. A macroblock is composed of a
luminance pixel block and two additional chromi-
nance pixel blocks. In general, the brightness block is
16×16 pixel block, chroma block is 8× 8-size pixel
block; several macroblocks in each image are
arranged in the form of slices. )e video coding
algorithm takes macroblocks as units, encodes

macroblocks one by one, and organizes them into a
continuous video code stream.

(7) Block: block is the smallest coding unit in the
standardized video coding algorithm. It consists of
8× 8 pixel composition [17].

2.3. Digital Video Sequence Compression Coding Method

2.3.1. Transform Coding. Transform coding does not directly
encode the spatial image signal, but first maps and trans-
forms the spatial signal to another orthogonal vector space to
generate a batch of transform coefficients, and then encodes
these transform coefficients [18–20]. In the digital video
sequence image compression and coding technology, the
compression performance and error of discrete cosine
transform (DCT) are very close to those of K-L transform,
and DCT has the characteristics of moderate computational
complexity, separability, and fast algorithm.)erefore, there
are many schemes using DCT coding in image data com-
pression [21–23]. At present, DCT is used in almost all
transform-based image encoders.

Assuming that the range of the spatial variables is x �

0, 1, . . . , N − 1 and y � 0, 1, . . . , N − 1, and the range of the
frequency domain variables is u � 0, 1, . . . , N − 1 ,
v � 0, 1, . . . , N − 1, the two-dimensional discrete cosine sine
transform formula is

F(u, v) �
2
N

E(u)E(v) 

N−1

x�0


N−1

y�0
f(x, y)cos

2x + 1
2N

uπ cos
2y + 1
2N

vπ ⎡⎢⎢⎣ ⎤⎥⎥⎦. (2)

In formula (2), when u � 0, v � 0, E(u), E(v) � 1/
�
2

√
.

)e two-dimensional inverse discrete cosine transform
formula is

f(x, y) �
2
N



N−1

x�0


N−1

y�0
E(u)E(v)F(u, v)cos

2x + 1
2N

uπ cos
2y + 1
2N

vπ ⎡⎢⎢⎣ ⎤⎥⎥⎦. (3)

In formula (3), when u � 0, v � 0, E(u), E(v) � 1/
�
2

√
.

)e core of the two-dimensional discrete cosine transform is
separable, so both the forward and inverse transforms can

decompose the two-dimensional transform into a series of
one-dimensional transforms (rows, columns) for calculation
[24, 25].

1GOP

1 2 3 4 5 6 7 8

I B B P B B B I

Figure 1: Frame arrangement of GOP.
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In the MPEG series, since the basic unit of DCT
transformation is a luminance block or a chrominance

block, the size is 8× 8, so N � 8 can be used in formula (2),
so that

F(u, v) �
1
4

E(u)E(v) 
7

x�0


7

y�0
f(x, y)cos

2x + 1
16

uπ cos
2y + 1
16

vπ ⎡⎢⎢⎣ ⎤⎥⎥⎦. (4)

In practical application, considering the characteristics
of separable variables in formula (4), rewriting the latter part
of formula (4) can obtain


7

x�0

7

y�0
f(x, y)cos

2x + 1
16

uπ cos
2y + 1
16

vπ  � 
7

x�0
cos

2x + 1
16

uπ 
7

y�0
f(x, y)cos

2y + 1
16

vπ⎛⎝ ⎞⎠. (5)

Set an intermediate variable F(i, v); then,

F(i, v) � 
7

j�0
f(i, j)cos

2j + 1
16

vπ. (6)

)e coefficient can be written as

F(u, v) �
1
4

E(u)E(v) 
7

x�0
F(i, v)cos

2x + 1
16

uπ⎡⎣ ⎤⎦. (7)

It can be seen that after such processing, the two-di-
mensional DCTtransform is decomposed into one row DCT
and one column DCT transform, which is easy to be realized
by computer. For the inverse transformation, the variables
can still be separated to facilitate the implementation of the
algorithm.

2.3.2. Predictive Coding. Predictive coding is a technique to
improve compression performance through statistical re-
dundancy. Based on the previously encoded pixel values, the
encoder can estimate and predict the pixel values to be
encoded and decoded [26–28]. For a large number of static
or slowly varying regions in the sequence image, the con-
ditional patching method can be used to store the first frame
image in the reference frame and send it to the other party.
)en, the predicted value I

⌢

k(z) of the pixel sampling value
Ik(z) of the k frame image at z � (x, y) is the restoration
value Ik−1′(z) of the pixel value at the same position of the
k − 1 frame image. )e interframe difference is expressed as

FDk(z) � Ik(z) − Ik−1′(z). (8)

For sequence images with relatively moderate amount of
motion, encode the frame difference FDk(z) of the trans-
mitted subblock, where k is the subscript of the subblock,
and use the following formula to restore the subblock:

Ik
′(z) � Ik−1′(z) + FDk(z). (9)

3. Standardized Judgment Method of Shooting
Training Action

)e standardized judgment method of shooting training
action based on digital video technology is mainly to collect
the basketball shooting training image by sampling and
characteristic analysis of the pixels in the position space of
basketball shooting training action. Using the time differ-
ence method, the basketball shooting training target is found
and extracted in real time in the digital video sequence.
Based on digital video technology, the initial background
estimation image is introduced, and the update rate is in-
troduced to update the background estimation image.
According to the pixel value sequence of the basketball
shooting training image, the pixel model of the basketball
shooting training image is defined, and the defined pixel
value model parameters are modified. )e standardized
judgment of shooting training action is realized by judging
whether the defined pixel value matches the background
parameter model.

3.1. Collecting Basketball Shooting Training Images.
Assuming that the Gaussian mixture model labels the spatial
position rotation of basketball shooting action, at multiple
points in the basketball shooting space, the shape coordinate
of the basketball shooting action under the initial defor-
mation is X, the width of the entire characteristic image of
the basketball court is W, and the height is H. )e three-
dimensional spatial feature image I of basketball shooting is
divided into several subblocks by using the grid model. )e
matching coordinate of the central point of the matching
point along the gradient direction on the grid model is
calculated as X′, and then, the spherical grid model of
basketball in the hands of players is calculated. )e trian-
gular partition pheromone of single-frame basketball
shooting action is obtained at the j manual calibration point
(xij, yij):
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P(i, j) � Xint
W

2
  − 1  X′int

H

2
  − 1 . (10)

)e basketball shooting action sampling image has 8× 8
pixels in the grid surface. )e sampling point density feature
is extracted, and the mean square error between the stan-
dardized feature points (xij

′, yij
′) of the shooting action is

Errij �
1
N



N

i�1

��������������������

xij
′ − xij 

2
+ yij
′ − yij 

2


. (11)

In the above formula, N is the total number of uniformly
distributed grids of the image. Considering all the pixel
feature points of n spatial positions, the difference error
vector of basketball players in shooting and lifting the ball is
obtained as

ERR �
1
n



n−1

j�0
Errij �

1
n

×
1
N



n−1

j�0


N

i�1

��������������������

xij
′ − xij 

2
+ yij
′ − yij 

2


.

(12)

)us, the pixel sampling and feature analysis of three
main position spaces of basketball shooting training action
are realized, and the image acquisition of basketball shooting
training is completed.

3.2. Extracting the Goal of Basketball Shooting Training.
)e time differencemethodmainly uses the difference of two
or several consecutive frames in the digital video sequence to
extract the moving target of basketball shooting training
[29–31]. )e basic process of the time difference method is
shown in Figure 2.

(1) Calculate the difference image Dk between the k

frame image fk and the k − 1 frame image fk−1;
according to the following three methods, the dif-
ference image obtained is expressed as follows.
Positive difference:

Dk(x, y) �
fk(x, y) − fk−1(x, y),when fk(x, y) − fk−1(x, y)> 0

0,when fk(x, y) − fk−1(x, y)≤ 0
 (13)

Negative difference:

Dk(x, y) �
fk(x, y) − fk−1(x, y)


, when fk(x, y) − fk−1(x, y)> 0

0, when fk(x, y) − fk−1(x, y)≥ 0

⎧⎨

⎩ (14)

Full difference:

Dk(x, y) � fk(x, y) − fk−1(x, y)


. (15)

(2) Binarize the image Dk after the difference to obtain

Rk(x, y) �
1 foreground, Dk(x, y)< thresholding

0 background, Dk(x, y)≤ thresholding
.

(16)

In the above formula, Dk contains the change of the
scene between two consecutive frames of images.
)is change is composed of many factors. It can be
considered that the change of the moving target is
obvious. Given a threshold, when the difference of
a pixel value in the differential image is greater
than a given threshold, the pixel is considered to be
a foreground pixel, possibly a point on the target;
otherwise, it is considered a background pixel
[32–34].

(3) Postprocessing the image Rk to obtain Rk
′, where the

area of the moving target should be greater than the
given threshold. Morphological filtering and noise
removal can be used to eliminate noise in small areas.

(4) Judge the postprocessing result Rk
′, mark the area

larger than the given threshold as the target, and
obtain its complete location information. )rough
the above steps, the basketball shooting training
sports goal is extracted.

3.3. Judging the Standardization of Basketball Shooting
Training Action

(1) Initial background estimation image: the single
Gaussian distribution background model is suitable
for single-modal background situations. It estab-
lishes a model η(x, μt, σ2t ) represented by a single
Gaussian distribution for the color of each image
point, where t represents time. Let the current color
value of the basketball shooting training image
point be fi; calculate the average brightness μ0 of
each pixel and the variance δ20 of pixel brightness of
the basketball shooting training image in the digital
video sequence, and take the image B0 with
Gaussian distribution composed of μ0 and δ20 as the
initial background estimation image, which is
expressed as
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B0 � μ0, δ
2
0 . (17)

In formula (17), μ0 � 1/T
T−1
i�0 fi, δ

2
0 � 1/T

T−1
i�0

(fi − μ0)
2.

(2) Update the background estimation image: the update
of the single Gaussian distribution background
model refers to the update of the Gaussian distri-
bution parameter of the basketball shooting training
image.)e constant update rate α that represents the
update speed is introduced, and the update of the
Gaussian distribution parameter of this point can be
expressed as

Bt � μt, δ
2
t . (18)

In the above formula, μt � (1 − α)μt−1 + αfi, δ
2
t

� (1 − α)δ2t−1 + α(fi − μt)
2.

(3) Define the pixel model: define the distribution model
for each basketball shooting training image pixel. Set
the pixel value sequence of the basketball shooting
training image as xt−k, xt−k+1, . . . , xt , and on this
basis, define a set of multiple single models:

Pt(x, y) � pi,t|i � 1, 2, . . . , K . (19)

In the above formula, pi,t � [wi,t, mi,t, li,t] is each
single model, which consists of three parameters,
where wi,t is the weight of this single model, and its
size reflects the current reliability of the pixel value
represented by this model; mi,t is the mean value of
this single model, which reflects the center of each
single peak distribution; and li,t is the width of the
unimodal distribution of this single model, and its
size reflects the degree of instability of the pixel value,
and its role is equivalent to that of the aforemen-
tioned single model. K is the number of single
models, which reflects the number of peaks in the
multipeak distribution of pixel values. Its selection
depends on the pixel value distribution and also on
the computing power of the system. )e usual value
is between 3 and 5. In order to keep the model close
to the current distribution of pixel values, it is
necessary to update the parameters of this model for
each defined pixel value [35].

(4) Correct the pixel value model parameters: the pa-
rameter correction steps are as follows:

Step 1: for each new pixel value, first check whether
it matches the model. )e detection method is

For i � 1 to K

if xi,t − mi,t


< αli,t then matched

else unmatched.

(20)

Step 2: after the detection in step 1, the weight of the
single model matching the defined pixel value is
corrected as

wi,t � wi,t−1 + βwi,t−1. (21)

)eparameters of the single model that matches the
defined pixel values are corrected as follows:

mi,t �
1

k + 1


k

j�0
xt−j

li,t �
1

k + 1


k

j�0
xt− j − mi,t 

2
.

(22)

Step 3: after completing the above correction, it is
necessary to normalize the weight of single model
in the model as follows:

wi,t �
wi,t


K
j�t wj,t

. (23)

(5) Establishment of background pixel model: the above
model is used to define the pixel value of the bas-
ketball shooting training image; that is, it is necessary
to judge whether the defined pixel value is target
pixel or background pixel, so as to realize the
standardized judgment of shooting training action.
Calculate each single model wi,t/li,t, arrange each
model in descending order of the single model,
consider the previous model to be a background
model, and obtain the model of background pixels
[36] expressed as

B � argminN 

N

k�1
wi,t > 1 − αwl. (24)

)rough the above steps, the pixel value of the basketball
shooting training image is defined by using the background
parameter model, and the standardized judgment of
shooting training action is realized by judging whether the
defined pixel value matches the background parameter
model.

Binarization Post processing Distinguish Result
Dkfk Rk

fk–1

R′k

Figure 2: Basic process of the time difference method.
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4. Experimental Analysis

4.1. Experimental Environment and Data. In order to verify
the effectiveness of the method for determining the stan-
dardization of shooting training movements based on digital
video technology, the experiments were conducted on a
computer with Intel Core i7-6800K, 3.4GHz, Nvidia
GeForce GTX1080 (8G) graphics card and 24G memory.
)e operating system is Win10, and the software platform is
Anaconda3 and Visual Studio 2015. )e resolution of
basketball shooting action visual image sampling is
320× 240. A group of basketball shooting action visual
image simulation data express a basketball shooting action.
)ere are 100 test sample image sets in each shooting action
mode and a total of 1024×1000 test sets in basketball
shooting action visual image database. )e reference
background neighborhood is 5× 5 image blocks, that is,
20× 20 pixels, and the model update parameters are
β0 � 0.95, β1 � 0.99, β2 � 0.90, and the threshold tIBSCI is
determined after many experiments. In order to ensure the
absolute fairness of the experimental results, the ball se-
lection processing in the whole experimental process is
completed by the artificial intelligence robot, and the rele-
vant participants only serve as the detection and verification
personnel to supervise and investigate the ball selection
operation of the robot. According to the above parameters,
SolidWorks is used to establish a simplified visual analysis
model of basketball shooting action, import the analysis data
into ADAMS software for image processing and analysis,
and make standardized judgment on basketball shooting
action. )e standardized action mode of basketball shooting
is shown in Figure 3.

Save the basketball shooting standardized action data
shown in Figure 3 as . TXTtext data, load it into the image data
processing software, conduct computer vision analysis, guide
the actual shooting action, collect the basketball shooting
training image, and obtain the original basketball shooting
information. )e collection results are shown in Figure 4.

Figure 4 shows the original basketball shooting infor-
mation collection results. In order to realize the standardized
judgment of shooting training action, it is necessary to
extract the training target from the collected original bas-
ketball shooting information. )e proposed standardized
judgment method of shooting training action based on
digital video technology is used to extract the collected
original basketball shooting training target and judge the
standardization of shooting training action. )e results are
shown in Figure 5.

It can be seen from the analysis of Figure 5 that the
standardized judgment method of shooting training action
based on digital video technology can effectively realize the
extraction and detection of moving targets in basketball
shooting training, correct shooting errors in real time, and
effectively guide basketball shooting training.

In order to evaluate and compare the proposed stan-
dardized judgment method of shooting training action, the
accuracy rate and recognition rate are used as evaluation
indexes, and the calculation formulas of accuracy rate and
recognition rate are as follows:

P �
TP

TP + FP

R �
TP

TP + FN

(25)

where TP is the number of foreground pixels that are
correctly detected, FP is the number of pixels whose
background is misjudged as foreground, and FN is the
number of pixels whose foreground is misjudged as
background.

4.2. Comparison of Standardized Judgment Accuracy of
Shooting Training Action. In order to further verify the
judgment accuracy of the proposed method, the accuracy is
taken as the evaluation index. )e higher the accuracy, the
higher the judgment accuracy. By comparing the method of
reference [8] and the method of reference [9], the stan-
dardized judgment accuracy of shooting training action of
different methods is obtained, and the comparison results
are shown in Figure 6.

According to the analysis of Figure 6, when the number
of experiments is 30, the average standardized judgment
accuracy of the shooting training action of the method of
reference [8] is 84.6%, the average standardized judgment
accuracy of the shooting training action of the method of
reference [9] is 70.3%, and the average standardized judg-
ment accuracy of shooting training action of the proposed
method is as high as 95.2%. )erefore, compared with the
method of reference [8] and the method of reference [9], the
proposed method has a higher accuracy of the standardized
judgment of shooting training action and can effectively
improve the accuracy of standardized judgment of shooting
training action.

4.3. Comparison of Standardized Judgment and Stability of
Shooting Training Action. Further verify the judgment sta-
bility of the proposed method, and take the recognition rate
as the evaluation index. )e higher the recognition rate, the
better the judgment stability of the method. By comparing
the method of reference [8], the method of reference [9], and
the proposed methods, we get the comparison results of the
standardized judgment stability of shooting training actions
of different methods, as shown in Figure 7.

According to the analysis of Figure 7, when the number
of experiments is 30, the average standard judgment

Figure 3: Standardized action mode of basketball shooting.
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Figure 6: Comparison results of the standardized judgment accuracy of shooting training actions of different methods.
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recognition rate of shooting training action of the method of
reference [8] is 88.4%, the average standard judgment
recognition rate of shooting training action of the method of
reference [9] is 80.2%, and the average standard judgment
recognition rate of the shooting training action of the
proposed method is as high as 96%. It can be seen that
compared with the method of reference [8] and the method
of reference [9], the proposed method has better stability in
judging the standardization of shooting training action.

4.4. Comparison of Standardized Judgment Time of Shooting
Training Action. On this basis, the judgment time of the
proposed method is verified, and the method of reference
[8], the method of reference [9], and the proposed method
are compared. )e standardized judgment time of the
shooting training action of different methods is compared,
and the comparison results are shown in Table 1.

According to the data in Table 1, with the increase in the
number of experiments, the standardized judgment time of
shooting training actions of different methods increases.
When the number of experiments reaches 30, the stan-
dardized judgment time of the shooting training action of
the method of reference [8] is 23.9 s, the standardized
judgment time of the shooting training action of the method
of reference [9] is 26.5 s, whereas the standardized judgment
time of the shooting training action of the proposed method
is only 15.3 s. )erefore, compared with the method of

reference [8] and the method of reference [9], the stan-
dardized judgment time of shooting training action of the
proposed method is shorter.

5. Conclusion

(1) )e proposed standardized judgment method of
shooting training action based on digital video
technology gives full play to the advantages of digital
video technology

(2) )e standardized judgment of shooting training
action is high, which can effectively shorten the
judgment time and has good judgment stability

(3) Correct shooting mistakes in real time, and effec-
tively guide basketball shooting training

However, in the process of standardized judgment of
shooting training action, dimension reduction is not con-
sidered to deal with the characteristics of shooting training
action, so as to reduce the amount of calculation. )erefore,
in the next research, the dimension of shooting training
action characteristics is reduced to further reduce the
judgment time.

Data Availability

)e raw data supporting the conclusions of this article will
be made available by the authors, without undue reservation.

Reference [8] method
Reference [9] method

The proposed method

15 20 25 3010
Experiment times (time)

50

60

70

80

90

100

Re
co

gn
iti

on
 ra

te
 (%

)

Figure 7: Comparison results of the standardized judgment stability of shooting training actions of different methods.

Table 1: Comparison results of the standardized judgment time of the shooting training action of different methods.

Number of experiments )e proposed method )e method of reference [8] )e method of reference [9]
10 4.36 7.98 9.76
15 7.12 11.8 13.8
20 9.23 15.7 17.6
25 12.2 19.5 23.9
30 15.3 23.9 26.5
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Repairing D2D communication routing buffer overflow in a cellular network is of great significance in improving communication
quality and security. Due to the increase of user usage, the communication data are easy to exceed the boundary of the buffer,
resulting in the reduction of covered data information.-e traditional repair methods mainly repair through the characteristics of
covered data information, ignoring the impact of network topology information transmission delay and packet loss during
calculation, resulting in the problem of low communication security. A cellular network routing buffer overflow repair algorithm
based on the homomorphic analysis of node residual energy is proposed; the cellular network D2D communication routing
protocol is designed; the cellular network D2D communication protocol path index is determined; then, the cellular network D2D
communication routing protocol is designed by analyzing node residual energy; and the cellular network D2D communication
network routing optimization method based on AHP is designed. Big constructs the energy model of cellular network D2D
communication network, solves and sets the routing optimization objective function, realizes the control of network routing, and
repairs the buffer overflow. -e experiment results show that the improved method can effectively reduce the packet loss rate of
communication data, improve the anti-interference ability of the system, and ensure the security of network communication.

1. Introduction

Cellular network D2D communication usually takes elec-
tromagnetic wave as the carrier to receive and transmit
network signals. A cellular network electromagnetic wave
communication system plays an important role in imple-
menting long-range precision strike and target precision
guidance [1]. In the electromagnetic wave communication
system of the cellular network, because the routing protocol
evolves with the mobile location algorithm, the routing
location cannot meet the needs of useful QoS, resulting in
the buffer overflow problem, which needs to be repaired
[2, 3]. -erefore, it is of great significance to study the
automatic repair method of D2D communication routing
buffer overflow vulnerability in the cellular network.

In literature [4], due to the lack of software execution
information, static buffer overflow detection technology

often reports too many false positives. Manually checking all
static warnings is time-consuming. Bovinspector, a frame-
work for automatically verifying static buffer overflow
warnings, is proposed, and suggestions are provided for C
programs to automatically repair real buffer overflow
warnings. Given the program source code and static buffer
overflow warning, Bovinspector first performs warning
reachability analysis. -e Bovinspector then symbolically
executes the source code under the guidance of reachability
warnings. Each reachable warning is verified and classified
by checking whether all path conditions and buffer overflow
constraints can be met at the same time. For each verified
real warning, Bovinspector will provide suggestions and
automatically repair it with 11 repair strategies. However,
this method does not consider the characteristics of cellular
network D2D communication, so the repair performance
needs to be further improved. In [5], in case of earthquake,
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debris flow, and other disasters, the communication infra-
structure may fail, resulting in blind areas and inconvenient
communication for residents. -erefore, a new scheme to
connect these infrastructure fault areas, namely, energy-
aware device-to-device communication scheme (need), is
proposed. -e proposed scheme uses cluster technology to
connect users in the infrastructure failure area that often
cannot directly access the cellular network. Compared with
traditional clustering methods, it increases the process of
determining candidate cluster heads before determining the
final cluster heads. Based on the location and residual en-
ergy, the final CHS is selected from the candidate CHS, and
the dual CHS in the cluster operates alternately to share the
communication cost. In addition, in order to improve the
routing efficiency, an improved ant colony algorithm (Maca)
is proposed.-e experiment results show the effectiveness of
the proposed demand scheme in energy consumption and
energy balance, and show that the scheme significantly
prolongs the lifetime of the whole network. However, this
method has the problem of large amount of calculation.
Reference [6] studies multihop device-to-device (D2D)
communication for cell coverage expansion. Considering
the inband underlay D2D mode, the purpose is to meet the
signal-to-noise ratio requirements of the pre-allocated re-
source block (RB) on the downlink connection, the signal-
to-noise ratio requirements of the pre-allocated RB on each
D2D side chain connection, and the maximum allowable
interference at the base station receiver on all uplink RBS.
While meeting these requirements, power control and
routing are performed to minimize user equipment energy
consumed in the system. An optimization problem is pro-
posed, which is a mixed integer nonlinear programming and
solved by Generalized Benders Decomposition (GBD). GBD
decomposes the formula into main subproblem, auxiliary
subproblem, and feasibility subproblem. However, this
method is to repair vulnerabilities, and the repair perfor-
mance needs to be further analyzed. In reference [7], net-
work security is one of the main issues to be considered
when designing a smart grid communication network
(SGCN). However, due to the openness and unpredictability
of wireless network, it is often vulnerable to different an-
tagonistic attacks. It uses vulnerabilities to launch cross-layer
attacks in the process of data transmission. In order to solve
this problem, a new trust-based routing framework is
proposed. -e framework uses Bayesian reasoning to cal-
culate direct trust and, combined with the evidence of re-
liable neighbors, uses the D-S theory to calculate indirect
trust. Analytic hierarchy process (AHP) calculates the
credibility and trust of nodes by using cross-layer indicators
such as transmission rate, buffer capacity, and received
signal strength. In addition, combining the fuzzy theory with
BDS-AHP, fairness is considered when cross-layer metrics
are used to calculate link trust to achieve reliable routing.
-rough a large number of experiments, the performance of
the proposed fuzzy-based trusted routing algorithm (FBDS-
AHP) when malicious nodes initiate packets is evaluated.
However, when calculating the link trust, this method is
vulnerable to interference nodes, resulting in the decline of
repair performance.

It can be seen from the analysis that the traditional
method uses the electromagnetic wave diversity reception
predictive control algorithm to repair the buffer overflow
[8]. Because the diversity equalizer in QoS space shares the
same channel with the diversity receiver, the edge space gain
is very large. For QoS requirements, a cellular network
routing buffer overflow recovery algorithm based on node
residual energy homomorphism analysis is proposed to
improve the algorithm. -e performance test by experiment
shows the superiority of the algorithm in this article.

2. D2D Communication Routing Buffer
Overflow in Cellular Network

Establishing network topology, solving robust coefficient,
and updating routing are the whole process of graph routing
buffer overflow repair. In the cellular network D2D com-
munication system, there are many routing hole space
branches, resulting in poor repair effect of D2D commu-
nication routing buffer overflow. First, according to the
cellular network D2D communication structure, the initial
network topology is obtained, as shown in Figure 1.

In order to ensure the safe operation of cellular network
D2D communication, each link index in the path must be
optimized by calculating the path index of the cellular
network D2D communication protocol [9]. -e D2D
communication protocol path index of the cellular network
selected in this article includes the reliability index and the
stability index. Among them, the reliability index can judge
the quality of cellular network D2D communication, and the
stability index can judge the data transmission stability of
cellular network D2D communication.

-e reliability index can be subdivided into link quality
and path quality, and these two indexes can be expressed by
calculation. If the expression of link quality reliability index
is L, the following formula can be obtained:

L �
N

X
, (1)

where N refers to the number of communication infor-
mation correctly received by the link and X is the total
number of messages sent by the sender. -rough formula
(1), the link quality reliability is obtained to reflect the
periodic propagation correct probability of cellular network
D2D communication. On this basis, let the expression of
path quality reliability index be P, and the following formula
can be obtained:

P �  L
K

, (2)

where K refers to the first transmission success rate of
cellular network D2D communication. -e D2D commu-
nication reliability index of the cellular network can be
calculated by formula (1) and formula (2). For the calcu-
lation of stability index, this article adopts the link failure
estimation model, sets up the evaluation node in the cellular
network D2D communication, and takes the node as the
center to establish the spatial three-dimensional coordinate
axis. -e link failure time is determined by calculating the
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distance between the node and the communication trans-
mission speed vector of cellular network D2D [10]. Using the
cosine theorem, this process can be expressed by calculation.
If the objective function is T, the following formula can be
obtained:

T �
d cos θ +

�������������

R
2

− (d sin θ)
2



|v|
, (3)

where d refers to the communication range radius of cellular
network D2D; R refers to the coordinates of the evaluation
node; v refers to the transmission speed of cellular network
D2D communication; and θ is the angle of transmission
motion. According to formula (3), when θ is greater than 90°,
the distance between the node and the communication
transmission speed vector of cellular network D2D is far,
and the link failure time is short; when θ is less than 90°, the
distance between the node and the communication trans-
mission speed vector of cellular network D2D is close, and
the link failure time is long. It can be seen that the greater the
T value, the higher the communication stability of cellular
network D2D; On the contrary, the smaller the T value, the
lower the communication stability of cellular network D2D.
-e correlation index of cellular network D2D communi-
cation refers to the correlation degree before reliability and
stability. Generally, it can be expressed by intersecting path
and disjoint path. -e intersecting path indicates that the
cellular network D2D communication is greatly disturbed by
the outside world and there is a risk of chain breaking,
resulting in low reliability and stability of cellular network
D2D communication [11]. Disjoint path means that the
cellular network D2D communication is less disturbed by
the outside world and there is no risk of chain breaking,
resulting in high reliability and stability of cellular network
D2D communication.

A program is usually composed of multiple subroutines
(modules). -e larger the program size, the more the
modules. After compiling a program, it is divided into three
areas in the memory to store the program code area, data
area, and stack area. Among them, various variables and
buffer areas defined in the program are stored in the data
area, and the return address of the calling subroutine is
stored in the stack area. When the control returns from the
subroutine, return to the main control program according to
the address indicated at the top of the stack.

When writing a program in the C language, the input
function is generally used to obtain the name entered by the

user. When the user tries to input more name characters that
can be processed by the buffer into the buffer, if there is no
buffer cross-border check mechanism in the program, the
buffer overflow will occur when an ultralong string is input.
For example, if char name is defined in the program written
by the programmer , when a string longer than 15 bytes is
input, the character buffer will overflow. By judging the
reliability index and stability index, it is judged that there is a
vulnerability in the cellular network D2D communication,
and then, the repair is completed according to the node
residual energy analysis.

3. Homomorphism Analysis of Node
Residual Energy

3.1. User Transmit Power Adjustment. In the D2D com-
munication system, the communication link between ad-
jacent users is allowed to be established directly, so as to
complete the transmission of information. In the process of
establishing a direct link, although it does not pass through
the relay forwarding of the base station [12], the base station
needs to control the whole process through the center or
auxiliary control. In terms of network control, the D2D
communication network architecture can be divided into
network center control network architecture and network
auxiliary control network architecture. -e D2D network
communication architecture is given in Figure 2.

3.1.1. Network Center Control Network Architecture. In the
network center control network architecture, the whole
process of D2D communication is controlled by the network
management center (base station). According to the user’s
environment, the base station can quickly complete the user
discovery process and judge whether adjacent users establish
a direct communication link. Before determining to estab-
lish a direct communication link, the base station also needs
to allocate communication resources to D2D users and
configure network parameters. In addition, under the
centralized control mode, the base station can efficiently
manage the interference between users [13, 14], which is
conducive to improving the network performance. How-
ever, this central control mode requires a lot of signaling
overhead, which is difficult to obtain in the actual wireless
network.

3.1.2. Network Auxiliary Control Network Architecture.
In the network-aided control network architecture, firstly,
for D2D users, it needs to be able to perceive the relevant
information of other users and the use of network resources
according to its own business needs, so as to independently
complete device discovery and dynamically adjust its
transmission power. In addition, the base station can master
the information in the whole network [13], assist D2D users
in resource allocation, identity authentication and other
functions, and then establish a direct communication link
between users. In this way, D2D autonomy has distributed
characteristics, and its communication process can be
completed with a small amount of signaling overhead.
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Figure 1: Communication network topology.

Scientific Programming 3



Moreover, through the auxiliary role of the base station, the
uncontrollability caused by the complete autonomy of D2D
communication is avoided. However, compared with the
network center control network architecture, this network
architecture is not efficient enough.

-ere are three working modes of D2D communication
network:

(1) Cellular Mode. -e cellular mode here is the same as the
traditional cellular mode. Because users do not have the
conditions to establish a direct communication link, users
can only complete data transmission through the base
station. Compared with the D2D communicationmode [15],
the cellular mode avoids interference between users, but the
spectrum resource utilization is low. -e specific structure is
shown in Figure 3.

(2) PrivateMode. For the dedicatedmode, two adjacent users
who are qualified to establish D2D communication links can
directly establish communication links to complete the
transmission of information. However, the reserved spec-
trum resources need to be allocated to D2D users, and these
reserved frequency bands, including uplink and downlink
frequency bands, are orthogonal to each other, which can
avoid mutual interference between users. Moreover, com-
pared with the cellular mode [16], the dedicated mode only
needs one downlink spectrum or one uplink spectrum to
complete D2D communication, hence high resource
utilization.

(3) Sharing Mode. In the sharing mode, D2D users multiplex
the authorized frequency band in the cellular network for
data transmission. Moreover, D2D users can multiplex the
spectrum resources of downlink users and uplink users.
Compared with cellular mode and dedicated mode, shared
mode has the advantage of high-frequency spectral effi-
ciency. However, D2D multiplexing the spectrum resources
of cellular users will cause interference between two types of

users. Effective resource allocation algorithm and interfer-
ence management scheme are needed to avoid or reduce
these interferences [17, 18].

In a complete D2D communication process, it mainly
includes three steps: (1) device discovery, (2) communica-
tion establishment, and (3) data transmission. A cellular user
will find the users communicating with it autonomously or
through the base station according to their own business
needs and the relevant information of other users, then
complete the establishment of communication link under
the control of the base station, and finally realize the data
transmission of two adjacent users. -e specific imple-
mentation process is shown in Figure 4. Taking two adjacent
users as an example, the whole implementation process of
D2D communication is analyzed and studied.

(1) User A prepares to communicate with user B
according to his own needs. At this time, user A
sends a request to establish a communication link to
the base station in his cell, which includes some
information of user B [19].

(2) After receiving the request from user A, the base
station starts to collect the relevant information of
user B and find the location of user B, and then, the
base station sends D2D communication measure-
ment signaling to two users [20].
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(3) After receiving the measurement signaling, user A
and user B start to measure the channel state in-
formation between their two users, which is used by
the base station to judge whether the conditions for
establishing D2D communication link can be met
between the two users, send the test results to the
base station through user A or user B, and record the
test results.

(4) After receiving the channel state information be-
tween the two users, the base station judges whether
user A and user B can establish a D2D communi-
cation link according to the predetermined condi-
tions for establishing a D2D communication link. If
the conditions are true, the base station sends the
judgment result to the two users.

(5) After receiving the notification, user A and user B
establish a direct communication link to complete
data transmission.

(6) After user A and user B complete data transmission,
the user sends a request to the base station to end
D2D communication.

(7) After receiving the request to end D2D communi-
cation, the base station will change the network
parameter configuration, withdraw the determina-
tion information of D2D communication between
user A and user B, and end D2D communication
between user A and user B.

In the D2D communication system, compared with
unicast communication mode, multicast communication
mode is that multiple D2D users are combined together, and

they share the same content and can transfer information to
multiple D2D users at the same time. In addition, due to the
introduction of multicast technology, D2D users can form
multicast communication with multiple users and transmit
the same data resources to other users at the same time,
which can improve the utilization efficiency of network
resources and reduce the time of establishing communi-
cation between D2D users. As shown in Figure 5, multiple
D2D users form a multicast communication group. In each
multicast communication group, one user can transmit data
to one of them or send data to multiple D2D users at the
same time.

(4) Broadcast Communication Mode. D2D broadcast com-
munication means that when a D2D user transmits infor-
mation, other users away from the user can receive the
information.

With the development of communication technology
and the improvement of people’s living standards, the
number of users in the communication network is in-
creasing rapidly, and the load of the base station is in-
creasing. As a result, the base station cannot guarantee to
provide good service quality for users within the coverage.
As one of the key technologies of LTE and future 5G, D2D
communication allows adjacent devices to communicate
directly under the control of the cellular system. -e data
between users does not go through the base station routing,
which can effectively reduce the base station load [21] and
shorten the end-to-end delay. In addition, the D2D com-
munication under the cellular network allows D2D users to
reuse channel resources of cellular users, thereby signifi-
cantly improving high-frequency spectrum utilization and
system capacity. D2D communication technology not only
brings many benefits, but also brings new problems, that is,
CO frequency interference caused by spectrum sharing.
-erefore, effective interference management and resource
allocation schemes must be developed to solve the above
interference problems [22] and maximize the throughput of
D2D links in the system on the premise of resource
constraints.

3.2. Design of Electromagnetic Wave Multiple Routing Pro-
tocol in Cellular Network. -e adopted channel model not
only considers the path loss, but also considers the fast
fading caused by multipath effect and the slow fading caused
by shadow effect. -erefore, the channel gain between the
cellular user and the D2D user receiver can be expressed as

hcd � k · δcld · ξcld · d
− α
cld, (4)

where k represents the path loss coefficient; α represents path
loss index; δcld represents the fast fading factor obeying
exponential distribution; ξcld represents the slow fading
factor obeying log positive attitude distribution; and d− α

cld
represents the distance between the cellular user and the
D2D user receiving end.

It is assumed that there are D pairs of D2D users in the
system, and C cellular users use mutually orthogonal
channels for communication. When D2D user d multiplexes

User A User BBase station

D2D establishment
request

D2D establishment
request

D2D establishment
request

D2D measurement report

Test between D2D users

D2D information
transmission

D2D request ends

End D2D communication End D2D communication

Figure 4: D2D communication implementation flowchart.
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the channel resources of cellular user i, the signal-to-in-
terference noise ratio and rate of cellular user i are,
respectively,

ci �
P

i
hcb

P
i
dhdc + N0

,

r
i

� log2 1 + ci( .

(5)

-e SINR and rate of D2D user d are

c
i
d �

P
i
dhdd

P
ilog2 1 + c

i
d 

,

r
i
d � log2 1 + c

i
d .

(6)

When D2D users and cellular users share the same
channel, cellular users and D2D users will produce common
channel interference, and the closer the distance, the greater
the interference. Generally, the number of users performing
D2D communication at the same time in the cell is less than
the number of cellular users. -erefore, there may be
multiple cellular channel resources as potential multiplexing
objects for D2D users. In order to ensure the QoS re-
quirements of D2D users, the base station allows D2D users
to reuse the channel resources only when the interference of
cellular users to D2D users is less than a certain threshold.
-is section defines the areas where cellular users are re-
stricted from multiplexing:

Pc,maxhcd ≤ Ic,d. (7)

Given the channel resource set multiplexed by D2D
users, the transmission power of D2D users is optimized
through power control to maximize the throughput of D2D
link under resource constraints [23]. From the previous step,
the reusable potential cellular channel of any D2D user D
can be determined, and it can be obtained that the set of

resources Dd can reuse is Sd. -erefore, the optimization
objective can be expressed as

max u
k
d � 

i∈Sd,k

log2 1 +
P

i
dhdd

P
ilog2 1 + c

i
d 

⎛⎝ ⎞⎠ 0≤P
i
d ≤Pc,max,


i∈sd,k

≤Pc,max.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(8)

According to the optimization objectives and con-
straints, the water injection algorithm is used to allocate
power to D2D users. According to the Kar-
ush–Kuhn–Tucker (KKT) condition,

L P
i
d, α, β  � 

i∈Sd,k

log2 1 +
P

i
dhdd

P
ilog2 1 + c

i
d 

⎛⎝ ⎞⎠

− α P
i
d − Pc,max  − β 

i∈Sd,k

P
i
d − Pc,max

⎛⎝ ⎞⎠.

(9)

To calculate the partial derivative, there are

P
i
d � δ −

1
H

 
+

, (10)
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[φ]
+

� max 0,φ ,

H �
hdd

P
ilog2 1 + c

i
d 

.
(11)

-rough the power control in the previous step, we can
know the maximum throughput and corresponding trans-
mission power of any resource set multiplexed by D2D users
at a set time. At the same time, in the process of channel
allocation, the power adjustment of users on different
channels will be completed through the scheme of power
control part.

3.3. Design of Routing Optimization Method of Cellular
Network D2D Communication Network Based on AHP.
-e traditional daily cellular network D2D communication
network routing often has the problem of excessive energy
consumption in use, which affects the stability of the cellular
network D2D communication network. -erefore, set the
cellular network D2D communication network routing
optimization method based on AHP to deal with it. -e
specific routing optimization process is shown in Figure 6.

-e routing in the communication network is processed
in detail according to the steps set in 6. In order to ensure the
reliability of the optimization results, the calculation accu-
racy is set in the calculation process.

3.3.1. Building a Cellular D2D Communication Network
Energy Model. In order to control the energy consumption
of the communication network, a cellular network D2D
communication network energy model is constructed. Be-
fore building the energy model, complete the setting of the
network model. -e nodes in this network model have the
following characteristics: the node number is single and
random [24, 25]. All nodes have corresponding fixed po-
sitions, and node energy is limited. -e location of the base
station is fixed and is not considered in the energymodel. All
nodes in the network are isomorphic nodes with the same
initial energy and communication radius. All nodes have the
ability to directly realize data transmission with the base
station. Nodes have certain data integration ability, and their
current residual energy can be obtained through calculation
[26, 27]. -e data transmission capacity and power of all
nodes can be adjusted, and the data fusion technology can be
used to reduce the amount of data transmission. -e nodes
can determine the transmission distance according to the
strength of signal reception.

-e first-order radio model is used as the basis of model
design, and it is set as the form of free space model according
to the characteristics of the cellular network D2D com-
munication network [28]. Its network architecture has the
following characteristics: when the distance between data
transmitting node r1 and data receiving node r2 is less than
d1, the energy consumption of data transmission power
amplification is directly proportional to d2

1. Set the trans-
mitting node to send the data of o bits to the receiving node
with distance d2. -e energy consumption consists of

transmission power consumption and power amplification
consumption, which can be expressed as follows:

Wi(h, d) �
hWelec + hWfd

2
,

hWelec + hWampd
4
,

⎧⎪⎨

⎪⎩
(12)

where Welec represents the energy consumption of the
transmitting circuit or receiving circuit when transmitting or
receiving 1 bit data information and the free space signal
amplification factor is Wf [29,30]. When there are too many
channels in the communication network, the signal am-
plification factor is Wamp, d represents the distance between
the transmitting node and the receiving node, and the data
length in the communication network is set to h bit, and then
d1 is

d1 �

����
αf

αmp



, (13)

where α represents the straight-line distance of the node.-e
energy consumption formula of the node receiving h bit data
can be obtained from the above formula:

Wi(h) � Wre− elec(h) � hWelec. (14)

-e node in the communication network transmits the
collected data information to the cluster head node, per-
forms data fusion through this node, and finally sends the
fused data to the base station [31]. -e process of data in-
formation fusion also needs to consume a lot of energy, so
the energy consumption model of the D2D communication
network is established as the following formula :

WDA(h) � h 
i

Wi(h), (15)

where WDA represents the energy consumption of fused h

bits data and DA represents the data fusion coefficient. So
far, the construction of the energy consumption model of
cellular network D2D communication network is com-
pleted, and the optimization of network routing is realized
on the basis of this model.

3.3.2. Setting Routing Optimization Objective Function.
Since the structure of the communication network itself is
difficult to change in practical application, in order to reduce
the impact of link interruption on network operation,
corresponding optimization strategies are proposed [32, 33].
Set the objective function in the optimization process as

min(βT + χGJ), (16)

where T represents the average transmission time of data
information, Ti represents the transmission delay of data
packet i, H represents the number of data packets, GJ is set
as the service balance of the whole network, and the average
data transmission delay of the communication network is

T � 
H

i�1

T

Hi

, (17)
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where Hi represents the number of services on the i-th link,
m represents the number of links in the communication
network, Tmax represents the longest delay in data trans-
mission in the communication network, Hmax represents the
maximum number of services carried by the communication
network link, and β and χ are constant terms in the cal-
culation process. -e service balance degree of the com-
munication network can be obtained by the following
formula :

GJ �

����������������


m

i�1

Hi − 
H
i�1 Hi 

2

m




. (18)

-e energy consumption and data transmission delay are
set as the routing optimization objectives. It is applied to the
model set above to remove the interrupted link x and obtain
a new network topology. -e shortest path algorithm is used
to find the shortest transmission path for packet A [34, 35],
then the optional path set of packet can be expressed as
P(pi, i � 1, 2, . . . , n), and the fuzzy analytic hierarchy
process is used to obtain the optimal communication net-
work routing combination Ps. On the basis of the above
calculation, the adjacent nodes with the shortest route are
introduced to generate the subshortest route path and finally
form the shortest route set as an alternative to route opti-
mization. In the process of communication, when the signals
are separated, the high-order Bessel function detection and
control technology are introduced to make the network
branch signals add in phase during communication, offset
the phase offset of signal fading in the process of network
communication, and finally achieve the purpose of routing
buffer overflow repair.

4. Experiment and Performance Test

In order to verify the effect of this algorithm in repairing
routing buffer overflow in the cellular network, experiment
verification is carried out. -e TOSSIM simulator of the
TinyOS system is used to construct the cellular network
experiment model, and the delay, energy efficiency, and the
number of contracts are used to test the superiority of the
method proposed in this article. In the experiment pa-
rameter setting, the routing Grace period is 2ms, and the
mac-pr deployment is adjusted. -e network routing fre-
quency is 7.8Hz, and only 5.5 s is relayed each time. -e
mac-pr can accommodate 400 nodes. -e network routes
under different bandwidths, CLS lengths, and power losses
are selected. See Table 1 for specific parameters.

4.1. Node Residual Energy. -e test results of node residual
energy of the automatic repair method for D2D commu-
nication routing buffer overflow vulnerability in the cellular
network designed in literature [4], literature [7], and this
article are shown in Figure 7.

According to the two test results shown in Figure 7, it
can be seen that in the method of reference [4], due to the
failure of the inner ring node, the distance of the outer ring
node sending information is too large, and its energy is

exhausted first. -e method in reference [7] does not
cluster in the aggregation area, so the overhead is con-
trolled and the protocol energy consumption is improved.
-is protocol uses the ant algorithm to search the com-
munication route and find the global optimal transmission
path.

4.2. Routing Buffer Overflow Repair Results under Improved
Algorithm. Based on the above experiment environment
and parameter design, the QoS oriented experiment of
magnetic wave communication and routing buffer overflow
repair in cellular network is carried out. -e algorithm in
this article is used to repair the overflow of D2D commu-
nication routing buffer in a slow cellular network. -e repair
results are shown in Figure 8.

By analyzing Figure 8, it can be seen that the amplitude
corresponding gain is the standard to measure the result of
routing buffer overflow repair. After using this algorithm to
repair the routing buffer overflow in the cellular network, the
amplitude corresponding gain is improved compared with
that before repair, which shows that the repair result is ideal,
and proves the effectiveness of the routing buffer overflow
repair algorithm proposed in this article.

Under the condition of the same number of iterations,
the network communication packet loss rate before and after
repair is used as the test index to obtain the comparison
results of the network communication packet loss rate before
and after communication network routing buffer overflow
repair, as shown in Table 2.

Summarize the data in Table 2 and draw a broken line
diagram of the network communication packet loss rate
before and after communication network routing buffer
overflow repair, as shown in Figure 9.

Analyzing Table 2 and Figure 9, with the increase in the
number of iterations, the packet loss rate of cellular
network D2D communication before and after routing
buffer overflow repair also gradually decreases. However,
under the same number of iterations, the packet loss rate
of network communication after routing buffer overflow
repair using this algorithm is always lower than that
without repair. -e average packet loss rate after routing
buffer overflow repair using this algorithm is 19%, whereas
the average packet loss rate without routing buffer over-
flow repair is 30%. Overall, it shows that the optimization
of D2D communication routing buffer overflow repair in
the cellular network can effectively reduce the packet loss

Table 1: Network routing design parameters.

Paragraph A (ECA test
indicators)

Paragraph B (ECA test
indicators)

Parameter Index Parameter Index
Frequency 7.8Hz Frequency 7.8Hz
Bandwidth 130Mhz Bandwidth 80Mhz
CLS length 1.9ms CLS length 1.1ms
Breakpoint loss 11% Breakpoint loss 13%
WSN receiving
antenna LC WSN receiving

antenna LA

Receiving rate 93% Receiving rate 96%
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rate of communication data, improve the anti-interference
ability of the system, ensure the network communication
security, and meet the QoS standards and requirements.

4.3. Communication Performance Comparison under Over-
flow Repair. Under different experimental times, the com-
munication performance of cellular network D2D before
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Figure 7: Comparison of θ value of node residual energy. (a) First test. (b) Second test.
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Figure 8: Routing buffer overflow repair results.

Table 2: Comparison results of the network communication packet rate before and after repair.

Number of iterations Using buffer repair (%) Buffer repair not used (%)
0 52 85
10 43 55
20 33 42
30 20 37
40 18 32
50 15 20
60 12 18
70 5 15
80 3 12
90 2 10
100 1 3
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and after routing buffer overflow repair is compared, and the
communication blocking rate, communication route data
distribution balance of cellular network D2D, and com-
munication route data stability of cellular network D2D are
compared. -e results are shown in Tables 3 and 4.

By analyzing Tables 3 and 4, it can be seen that in terms
of communication blocking rate, the communication
blocking rate before routing buffer overflow repair is large,
and the average communication blocking rate is 4%, while
the blocking rate after routing buffer overflow repair is
significantly reduced, and the average communication
blocking rate is only 0.55%, which is 86.5% lower than that
before repair; In terms of routing data allocation balance, the
routing data allocation balance before routing buffer over-
flow repair is small, and the average routing data allocation
balance is 66.9%, while the routing data allocation balance
after routing buffer overflow repair is significantly increased,
and the average routing data allocation balance is 96.9%,

which is 44.8% higher than that before repair. In terms of
routing data allocation stability, the routing data allocation
stability before routing buffer overflow repair is small, and
the average routing data allocation stability is 72.6%, which
is poor. After routing buffer overflow repair, the routing data
allocation stability has been significantly improved, and the
average routing data allocation stability is 96.1%, which is
32.3% higher than that before repair. It shows that the
stability of routing data distribution after repair is good,
because the cellular network routing buffer overflow repair
algorithm based on node residual energy homomorphism
analysis is proposed, the cellular network routing buffer
overflow repair algorithm based on homomorphic analysis
of node residual energy is proposed, the cellular network
D2D communication routing protocol is designed, the
cellular network D2D communication protocol path index is
determined, and then the cellular network D2D commu-
nication protocol is designed by analyzing node residual
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Figure 9: Broken line diagram of network communication packet loss rate comparison.

Table 3: Communication performance after the repair of routing buffer overflow in the communication network.

Number of experiments (times) Blocking rate (%) Equilibrium (%) Stability (%)
10 0.5 97 96
20 0.8 98 97
30 0.6 96 95
40 0.4 95 96
50 0.7 97 97
60 0.6 98 98
70 0.5 96 94
80 0.3 98 96

Table 4: Communication performance of the communication network before routing buffer overflow repair.

Number of experiments (times) Blocking rate (%) Equilibrium (%) Stability (%)
10 4 69 71
20 3 68 72
30 5 65 74
40 2 63 73
50 6 67 71
60 4 69 72
70 5 68 74
80 3 66 75
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energy, and the cellular network D2D communication
network energy model is constructed. Solve and set the
routing optimization objective function to control the
network routing and repair the buffer overflow.

5. Conclusion

In the cellular electromagnetic wave communication system,
because the routing protocol evolves with the mobile lo-
cation algorithm, the location routing cannot effectively
meet the QoS requirements, resulting in the buffer overflow
problem, which needs to be repaired.-e traditional method
uses the predictive control algorithm of electromagnetic
wave diversity reception to repair the buffer overflow. Be-
cause the diversity equalizer in QoS space shares the same
channel with the diversity receiver, the edge space gain is
very large. For QoS requirements, a cellular network routing
buffer overflow repair algorithm based on node residual
energy homomorphism analysis is proposed to determine
the path index of cellular network D2D communication
protocol, then design the cellular network D2D commu-
nication routing protocol, build the cellular network D2D
communication network energy model, solve and set the
routing optimization objective function, and realize the
control of network routing, Fix buffer overflow. -e ex-
periment results show that the proposed method can ef-
fectively reduce the packet loss rate of communication data,
improve the communication performance and anti-inter-
ference ability of cellular network D2D communication, and
ensure the communication security of the cellular network,
and has a good application value.
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Existing remote sensing data classification methods cannot achieve the sharing of remote sensing image spectrum, leading to poor
fusion and classification of remote sensing data. *erefore, a high spatial resolution remote sensing data classification method
based on spectrum sharing is proposed. A page frame recovery algorithm (PFRA) is introduced to allocate the wireless spectrum
resources in low-frequency band, and a dynamic spectrum sharing mechanism is designed between the primary and secondary
users of remote sensing images. Based on this, D-S evidence theory is used to fuse high spatial resolution remote sensing data and
correct the pixel brightness of the fused multispectral image. *e initial data are normalized, the feature of spectral image is
extracted, the convolution neural network classification model is constructed, and the remote sensing image is segmented.
Experimental results show that the proposed method takes shorter time and has higher accuracy for high spatial resolution image
segmentation. High spatial resolution remote sensing data classification is more efficient, and the accuracy of data classification
and remote sensing image fusion are more ideal.

1. Introduction

*e spatial resolution of remote sensing images with high
spatial resolution is greatly improved, which is fully reflected
in the obvious internal differentiation of features, increased
texture, rich details, and prominent edges [1]. Remote
sensing images, especially high-resolution remote sensing
images, have broad application prospects in land use and
land cover change [2]. However, due to the uncertainty in
the acquisition and processing of high spatial resolution
remote sensing information, the classification accuracy of
remote sensing data is difficult to meet the needs of land
cover change, environmental monitoring, and thematic
information extraction.

In order to improve this problem, scholars in relevant
fields at home and abroad have also put forward some re-
search results. Reference [3] proposed a remote sensing
image classification algorithm combining IFCM (improved

FCM) clustering and variational inference. In the feature
extraction stage, the spatial pixel template method is used to
extract the pixel feature points, and the posterior distribu-
tion of parameters is approximated based on the variational
inference method in Bayesian statistics to obtain the image
classification results. In reference [4], a classification fusion
algorithm based on machine learning is proposed. *e
classification fusion results of ranking level and measure-
ment level are output, and the typical areas of Landsat 8
remote sensing images in Beijing are used for classification
prediction. A new object-oriented classification method is
proposed in reference [5], which uses the segmentation
algorithm to perform the initial over segmentation of the
original image. *e segmentation unit with good homo-
geneity is obtained. *e segmentation unit is taken as the
object to be processed; Gravitational Self-Organizing Map
(G SOM) is used to cluster the segmented objects, the
clustering results are obtained, and the consistency function
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is used to integrate the diverse clustering results at the least
cost, so as to realize fast and automatic decision classifica-
tion. In reference [6], a multisensor classification strategy
based on deep learning integration process and decision
fusion framework is studied. Random feature selection is
used to generate two independent CNN-SVM integrated
systems, one for LiDAR and VIS and the other for HS data to
overcome similarity and over matching.

However, none of the above studies can realize the
spectrum sharing of remote sensing images, resulting in the
poor effect of remote sensing data fusion and classification.
*erefore, a high spatial resolution remote sensing data
classification method based on spectrum sharing is pro-
posed. First, share the low-frequency wireless spectrum
resources of remote sensing images. D-S evidence theory
fusion method is used to realize high spatial resolution
remote sensing data fusion. *e convolution neural network
classification model is constructed to realize the classifica-
tion of high spatial resolution remote sensing data based on
spectrum sharing. *e experimental results show that the
image segmentation time of the proposed high spatial res-
olution remote sensing classification method is shorter, the
remote sensing image can be segmented accurately, and the
data fusion effect of remote sensing image is better. *e
above experimental results show that the proposed high
spatial resolution remote sensing data classification method
based on spectrum sharing is practical and can provide a
reliable theoretical basis for this field.

2. Method

2.1. Remote Sensing Image Dynamic Spectrum Sharing
Method. PFRA-based radio spectrum resource allocation
optimization method is used for remote sensing image in
low-frequency band [7, 8] to improve the problem of
spectrum resource shortage. If the number of available
channels is M, the channel gain of subtransmitter ST1

,
subreceiver SR2

, subtransmitter ST, main receiver PR, main
transmitter PT, and subreceiver SR in channel m is described
as gss(m, ST1

, SR2
), gsp(m, ST, PR), and gps(m, PT, SR).

Among them, channel gain is composed of large-scale at-
tenuation and small-scale attenuation. In channel m, the
transmitting power of secondary transmitter ST and main
transmitter PT is Ps(m, ST), Pp(m, PT), and SL,x is the
secondary remote sensing link, respectively. Each remote
sensing link SL,x has channel request CSL,x

, so the channel
allocation matrix shall meet the request convergence con-
ditions of the sub-remote sensing link channel, and each
sub-remote sensing link channel request shall be set to the
same fixed value, namely,


M

m�1
a m, SL,x  � CSL

. (1)

In the process of wireless spectrum sharing of remote
sensing images, the same spectrum can be shared with the
primary user only when the disturbance caused by the
secondary user to the primary user is less than a fixed limit

[9]. Meanwhile, the secondary transmitter has the maximum
transmitting power, and the sum of the transmitting power
of the secondary transmitter within each frequency band
shall not exceed the maximum transmitting power, namely,


ST∈I

Ps m, ST( gsp m, ST, PR( ≤ I
m
PR

,


m∈WSTx

Ps m, STx( ≤P
max
s .

(2)

In the allocation of wireless spectrum resources in the
low-frequency band of remote sensing image, the network
income should be considered. *e dry ratio of received
signals of subreceiver SRx in channel m is described as
follows:

cs m, SL,x  �
Ss

Ns + Np + PN0
 

. (3)

where Ss represents the signal available in the sub-remote
sensing link, Ns represents the disturbance originating in the
remaining sub-remote sensing links, Np represents the
disturbance originating in the main remote sensing link, and
PN0

represents the noise power. *erefore, the reachable
speed of the comparison is

rs m, STx(  � lb 1 + cs m, STx( ( . (4)

*ere is a certain correlation between the reachability of
sub-remote sensing link in channel m and the channel al-
location result, so the channel allocation matrix can be
expressed as

AM×S � a m, SL,x |a m, SL,x  ∈ 0, 1{ } 
M×S

. (5)

In the formula, a(m, SL,x) � 1 represents the assignment
of channel m to sub-remote sensing link SL,x and
a(m, SL,x) � 0 represents the assignment of channel m to
sub-remote sensing link SL,x. Only when channel m is
assigned to the sub-remote sensing link, the relative
reachable speed can be obtained.*erefore, the sum of all RS
link speeds is expressed as

R
total
s � 

s

x�1
Rs SL,x 

� 
S

x�1


M

m�1
rs m, SL,x a m, SL,x ,

(6)

maxR
total
s � 

s

x�1
Rs SL,x . (7)

*e greater the speed sum of sub-remote sensing links,
the better the spectrum utilization.

*e problem of wireless spectrum sharing of remote
sensing image in low-frequency band is to solve channel
assignment matrix AM×N. *e sum of the perturbation el-
ements in each channel is taken as the perturbation coef-
ficient of the channel [10] and expressed as follows:
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Fm � 
S

xi�1


S

xj�xi+1
a m, SL,xi

 a m, ST,xj
 f SL,xi

, m, ST,xj
 ,

(8)

minFmean �
1

M


M

m�1
Fm. (9)

Formula (9) ensures that the mean of the disturbance
coefficient is minimized and that the disturbance between
each secondary user assigned to the same spectrum is
minimized. In addition, in the allocation of remote sensing
image spectrum resources, the disturbance to the primary
user should be minimized. By minimizing the disturbance,
all the primary users can be controlled within the distur-
bance. *erefore, the disturbance obtained by primary user
PR in spectrum m may be expressed as

I
m
PRP

� 

S

x�1
I PR,p, m, SL,x , (10)

min IP � max 
S

x�1
I PR,p, m, SL,x ⎛⎝ ⎞⎠. (11)

In formula (11), I(PR,p, m, SL,x) indicates the magnitude
of the disturbance to primary user PR,p caused by the sec-
ondary transmitter STx in the spectrum m.

Since the spectrum of remotely sensed images is dy-
namically changing, the problem of dynamic spectrum
sharing of remotely sensed images can be described as
follows: based on the limited spectrum resources available, a
dynamic spectrum sharing mechanism between the primary
and secondary users of remotely sensed images can be
modelled [11] to share the free frequency bands to the
secondary users to optimize utilization.

Figure 1 depicts the relationship between the dynamic
spectrum sharing links of remote sensing images.

Spectrum estimation value of remote sensing image is as
follows:

rji � bilg 1 +
1
l
2
ji

× δ⎛⎝ ⎞⎠. (12)

where bi is used to describe the channel bandwidth of
spectrum yi, lji is used to indicate the demand for idle
channels by secondary user j, and δ is a constant, which is
affected by factors such as transmission power, noise, and
antenna gain, so the channel value estimation matrix is
expressed in R � rji 

Q×Z
.

Suppose a channel is only available to one secondary
user, and all secondary users can select only one free channel
at a time. P � pji 

Q×Z
is used to describe the sharing matrix;

in the case of element pji � 1, the spectrum holder yi will
share the free channel to the second level user j, and in the
case of pji � 0, the spectrum holder yi will not share the free
channel to the second level user j. *erefore, a reasonable
sharing matrix must meet the following conditions:



Z

j�1
pji × j≤ qi, ∀i � 1, 2, . . . , Q,



Q

i�1
pji × j≤ 1, ∀j � 1, 2, . . . , Z.

(13)

In formula (13), qi represents that each spectrum holder
can share free channels to a secondary user at most. Optimal
dynamic spectrum sharing is to maximize spectrum effi-
ciency, which can be obtained by using the following linear
optimization equation:

P � argmax
P



Z

j�1


Q

i�1
pji · rji ∼ wi . (14)

Constraints are expressed as



Z

j�1
pji × j≤ qi, ∀i � 1, 2, . . . , Q,



Q

j�1
pji × j≤ 1, ∀j � 1, 2, . . . , Z,

pji ∈ 0, 1{ },
∀i � 1, 2, . . . , Z,

∀j � 1, 2, . . . , Z.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(15)

2.2. Normalization of High Spatial Resolution Remote Sensing
Data. In order to achieve the ideal image processing effect, it
is necessary to normalize the initial data in classification. In
the classification model based on convolution neural net-
work [12, 13], using standardized method to input data into
different classification space, the operation process will make
a big difference between different image classification results.
*e spectral reflectance difference per single pixel of the
initial image is large, and the numerical span is relatively
large in the separation process and will increase the com-
putational difficulty. Firstly, each trajectory segment of high
spatial resolution remote sensing data is normalized. *is
operation can make the trajectory of each single pixel’s
spectral curve more obvious and easier to judge and increase
the variation of trajectory and reduce the complexity so as to
improve the speed and accuracy of classification training.
Assuming all pixels as column vector xi, the formula is as
follows:

Xi �
Xi − μ

λ
− 1. (16)

where μ represents the pixel average value of the initial image
and λ represents the pixel standard deviation of the image in
the i -th curve band.

2.3. Classification Method of High Spatial Resolution Remote
Sensing Data Based on Spectrum Sharing. High spatial res-
olution remote sensing monitoring refers to the use of high
spatial resolution remote sensing technology for target
monitoring in order to achieve quantitative analysis and
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determination of the characteristics and processes of surface
change from monitoring data [14]. So far, high spatial
resolution remote sensing technology has been widely used
in meteorology, land, ocean, agriculture, geology, military,
and other fields.

Classification is one of the main objectives of high spatial
resolution remote sensing monitoring, which is a method of
dividing each pixel or region into a certain type of terrain
based on features collected by airborne LiDAR and
hyperspectral technology [15]. *e basic principle is as
follows: because of different kinds of objects and different
responses to electromagnetic waves, the high spatial reso-
lution remote sensing data collected by airborne LiDAR and
hyperspectral high spatial resolution remote sensing tech-
nology are different, which leads to different feature pa-
rameters. Data classification is achieved by using this feature
to distinguish the target object from other objects [16].

Based on the above description, the classification of high
spatial resolution remote sensing monitoring data is gen-
erally divided into six steps, as shown in Figure 2.

As can be seen from Figure 2, the classification of high
spatial resolution remote sensing monitoring data includes
data acquisition; preprocessing of high spatial resolution
remote sensing monitoring data to improve the quality of
data; feature extraction to select and reflect the character-
istics of the target object; classification realization to be based
on features, using classification algorithms to achieve clas-
sification; evaluation and analysis to analyze the effectiveness
and feasibility of the method through simulation experi-
ments; and output to show the test results in the form of
images, statistical tables, etc. [17, 18].

2.3.1. Image Fusion. D-S evidence theory fusion method is
used to realize high spatial resolution remote sensing data
fusion [19]. *e D-S theory of evidence constructs a trust
structure as follows.

Basic probability distribution function: set U to repre-
sent a finite set and m to represent the probability distri-
bution function on set U, which satisfies the following
conditions [20]: m(ϕ) � 0; for any A ⊂ U, 0≤m(A)< 1;
A⊂Um(A) � 1.

*e basic probability function m: 2U⟶ [0, 1] men-
tioned above has a certain degree of confidence, which is
usually subjectively defined.

Trust function is given by

Bel: 2U⟶ [0, 1] · Bel(A) � 
B⊆A

m(B). (17)

*e trust function of any subset A in set U is the sum of
the basic probability functions of all subsets, and the trust
function describes the global trust degree of evidence to A is
true.

*e expression of likelihood function [21] is

Pl(A) � 1 − Bel A′( . (18)

In this expression, A′ stands for the complement of A.
Evidence theory can combine different kinds of evidences,
which are related to each other, so as to fuse different kinds
of evidences and get the final conclusion.*e fusion rules are
as follows: assuming that m1(A) and (A ∈ 2U) are the basic
probability functions under different evidence U, the fol-
lowing combination rules of evidence theory may be applied:

Spectrum detection

Available spectrum

Spectrum 
requirements

Interference limit

Dynamic 
spectrum 
allocation

Optimization 
objective

User

Network architectureAuthorization 
protection

Figure 1: Relationship between dynamic spectrum sharing links.
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m(A) �

0, A � ϕ,

K 
B∩C�A

m1(B)m2(C), A≠ϕ.

⎧⎪⎨

⎪⎩
(19)

In the process of fusion, if the trust degree is 0,
B∩C�ϕm1(B)m2(C) will be discarded, and if no compen-
sation is made after discarding, the total trust value will be
less than 1, and parameter K will be introduced, that is, the
part that can be compensated is discarded, and the total trust
degree after fusion will be 1. *e expression after fusion is
m1, m2 orthogonal and m � m1⊕m2; similarly, assuming that
there are multiple related evidence parallel fusion, then
m � m1⊕m2⊕ · · ·⊕mn.

In the operation of D-S evidence theory, the evidence
accumulation can reduce the hypothesis set continuously,
the complexity of time and information is low, and it has
very good effect in dealing with the unstable factors caused
by fuzzy generation.

Despite the preliminary data processing, however, the
amount of data received by the coordinator for each data
acquisition is still very large, including the environmental
parameters transmitted from the acquisition nodes [22]. D-S

evidence theory is used to realize the fusion analysis of
various environmental parameters, and the support degree
of each set of data to various hypotheses is given to guide the
control decision. *e data fusion method is shown in
Figure 3.

2.3.2. Pixel Brightness Value Correction. Because of the
saturation problem of pixel brightness in different images in
HS-2 satellite dataset, it is necessary to correct the pixel
brightness of fused multispectral images [23, 24]. Taking the
upper limit of the cumulative pixel brightness value within
the range of [1, 63] as the standard and taking the standard
pixel brightness value of the multispectral camera as the
reference data, a univariate quadratic model is constructed:

Dq � δ × D
2

+ c × D + λ. (20)

In (19), Dq represents the brightness value of corrected
pixels, D represents the brightness value of pixels before
correction, and δ, c, and λ are all regression parameters. *e
quadratic model of one variable described in formula (19) is

Airborne lidar data Hyperspectral
remote sensing data

Pretreatment Pretreatment

Feature extraction Feature extraction

Classification of 
remote sensing 
monitoring data

Evaluation analysis

Result output

End

Start

Figure 2: Basic process of high spatial resolution remote sensing monitoring data classification.
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used to eliminate unstable pixels from high spatial resolution
remote sensing images of HS-2 [25, 26].

3. Classification Algorithm Design of High
Spatial Resolution Remote Sensing Data

3.1. Spectral ImageFeatureExtraction. *e feature extraction
of high spatial resolution remote sensing data is mainly
through the sinusoidal two-dimensional transformation
function modulated by Gaussian function, and the ex-
pression formula is [27–29]

g(x, y; ϑ, θ, φ, σ, c) � exp −
x′

2
+ c

2
y′

2

2σ2
⎛⎝ ⎞⎠exp j 2π

x′
δϑ

+ φ  ,

x′ � x cos θ + y sin θ,

y′ � x cos θ − y sin θ.

(21)

In the formula (20), x and y represent the values of the
transverse coordinate system, ϑ the sine of the wavelength of
the factor, θ the angle between directions of the specified
parallel function, c the spatial phase ratio of the ellipticity of
the function, σ the standard deviation of the sine 2D
transformation function determined by space and wave-
length, and φ the composite function with the default value
and the imaginary part transformation.

In order to improve the accuracy of spatial resolution
remote sensing data classification, a spectral feature ex-
traction model is proposed. *e calculation formula is given
by

W Tij
′
�����Tij  � Zij × Tij . (22)

In the formula, the key point of feature extraction is to
capture the location of the central pixel, design and extract
the tunnel to focus the position of the central pixel Zij on the

Tij, convert the spectral feature vectors after the input and
convolution data output to one-dimensional vectors, and
then take r as the radius input data, then take the pixel as the
center point and Zij � Rk×k(k � 2R + 1) as the initial data
input to the designed feature extraction tunnel, and then
realize the spectral feature extraction in the region with the
central pixel Zij as the target [30]. *e design formula is as
follows:

F Tij, Tij
′  � f W Tij

′
�����Tij  + b . (23)

When the gradient of 2D transform function reaches
saturation, when x〉0, the gradient of the function is 1, so the
problem of gradient dispersion is alleviated in the process of
extracting.*erefore, the tunnel extracting method based on
2D transform function is not only accurate but also fast.

3.2. Construction of Convolution Neural Network Classifica-
tion Model. Different classification models of convolution
neural networks can be constructed by different training
methods [31, 32]. Figure 4 shows the classification model
structure. Set the training sample coefficient to ξ, so that
ξ � ξi|i � 1, 2, 3, 4 , and ξi is the equity coefficient between
layers i and (i − 1).

A high spatial resolution remote sensing data matrix is
established, and each pixel sample in the matrix is combined
into one, the number of columns is set to 1, and the number of
rows is the number of fragments of each high spatial resolution
remote sensing data, so as to construct the classification
processor model of convolution neural network. *erefore,
input layer A1 is (n1, 1), and n1 is the number of fragments of
high spatial resolution remote sensing data, hidden convolu-
tion layer B2 is composed of 20 convolution cores whose size is
(k1 × 1), including (20 × n2×1) nodes and n2 � n1 − k1 + 1,
so there are [20 × (k1 + 1)] training coefficients between the
convolution layer and the input layer, and poolC3 is the second
layer in the hidden convolution layer, whose function size is
(k2, 1), and there are (20 × n3 × 1) nodes without coefficient.
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Figure 3: Remote sensing data fusion process.
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3.3. Remote Sensing Image Segmentation. After preprocess-
ing the high spatial resolution remote sensing image, the
high spatial resolution remote sensing image is segmented
according to the graph cut theory to obtain a large number of
remote sensing image blocks [33, 34]. In high spatial res-
olution remote sensing image, the boundary pixel and color
fluctuation are the key features of high spatial resolution
remote sensing image. Based on this feature, the target
boundary in high spatial resolution remote sensing image
can be described by energy function. *e energy function is
mapped into s-t network, and the boundary of high spatial
resolution remote sensing image can be divided according to
the minimum cost. *e RGB distance Sij between the nodes
with the above two features can be obtained through the
following formula:

Sij � Xi − Xj

�����

�����
2
. (24)

where i and j, respectively, represent any two nodes in the
high spatial resolution remote sensing image, and their
corresponding pixel RGB values are Xi and Xj, respectively.

*e edge weight kij of S-Tnetwork can be determined by
the following formula:

kij � A
− Sij/2θ

2
,

θ2 �
1

|A|


(i,j)∈A
Sij,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(25)

where A and θ2 represent the S-T network boundary and
node segmentation cost, respectively.

When the initial annular region contains the land class
boundary of high spatial resolution remote sensing image, in
order to minimize the cost of image cutting, it is necessary to
ensure that the active contour of S-T network includes the
land class boundary of remote sensing image.

Wine cos t(f) can be expressed as cos t(f), and the
curve with the smallest cos t(f) is the optimal segmentation
curve of the terrestrial boundary of the high spatial reso-
lution remote sensing image [35]:

f � argmin
f

cos t(f) � argmin
f


(i,j)∈f

ki,j. (26)

In the S-T network, due to the influence of boundary
thickness on the size of kij, the corresponding pixel RGB
value of nodes on both sides of the boundary of the high
spatial resolution remote sensing image will fluctuate sig-
nificantly, and the smaller the kij value, the smaller the
cumulative weight value of the pixels on the boundary of the
high spatial resolution remote sensing image [36]. *e S-T
network is segmented to obtain the ring line f, which
contains the cumulative weights of the edges as its seg-
mentation cost.

4. Analysis of Experimental Results

4.1. Comparison of Remote Sensing Image Fusion Effects.
In order to accurately judge the changes of spectral infor-
mation and spatial details before and after fusion, statistical
quantitative indicators are used to evaluate the effect of
remote sensing image fusion. During the experiment, the
correlation coefficient method is used to evaluate the effect
of high spatial resolution remote sensing image fusion. *e
calculation process of correlation coefficient is as follows:

ρ(G, B) �


N
j�1 

M
i�1(G(i, j) − G)(H(i, j) − H)

����������������������������������������


N
j�1 

M
i�1 (G(i, j) − G)

2


N
j�1 

M
i�1 (H(i, j) − H)

2
 .

(27)

In the above formula, G and H represent multispectral
image and panchromatic image respectively, M represents
the number of rows of image, and N represents the number
of columns of image. *e calculation formula is as follows:

Convolution shared 
interest

Maximum pooling
Full connection

Full connection

Characteristic
diagram

20 ×n2 ×1Input layer
1 ×n1 ×1

Characteristic
diagram

20 ×n3 ×1

n4 n5

Figure 4: Structure of convolutional neural network classification model.

Scientific Programming 7



G � 
N

j�1


M

i�1

G(i, j)
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N

j�1


M

i�1
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(28)

Due to the large vegetation area in the study area, when
using this method to extract office information, the pan-
chromatic band image and the 2–4 band of multispectral
image in the remote sensing data of the study area are se-
lected. In order to verify the effect and feasibility of this
method and increase the feasibility of experimental results,
the remote sensing image classification method based on
IFCM clustering and variational inference proposed in
reference [3] and the remote sensing image classification
method based on heterogeneous machine learning algo-
rithm fusion proposed in reference [4] are used as experi-
mental comparison methods. *e remote sensing image
fusion results of the three methods are shown in Figure 5.

According to the analysis of Figure 5, compared with the
two experimental comparison methods of remote sensing
image classification method based on IFCM clustering and
variational inference proposed in reference [3] and remote
sensing image classification method based on heterogeneous
machine learning algorithm fusion proposed in reference
[4], the remote sensing image fused by this method has high
definition and can effectively enhance the detailed features in
the space of remote sensing image.

*e remote sensing image classification method based
on IFCM clustering and variational inference proposed in
reference [3] is compared with the remote sensing image
classification method based on heterogeneous machine
learning algorithm fusion proposed in reference [4] and the
image fusion effect of this method. *e correlation coeffi-
cient results of different bands of multispectral images are
shown in Table 1.

By analyzing Table 1, compared with the two experi-
mental comparison methods of remote sensing image
classification method based on IFCM clustering and vari-
ational inference proposed in reference [3] and remote
sensing image classification method based on heterogeneous
machine learning algorithm fusion proposed in reference
[4], the correlation coefficient of remote sensing image fused
by this method is high, indicating that this method has the
strongest ability to retain spectral information.

4.2. Comparison of Accuracy and Kappa Coefficient.
Taking the overall accuracy POA and kappa coefficient as test
indicators, the higher the two coefficients, the better the
urban environmental layout effect. *e calculation formulas
of overall accuracy POA and kappa coefficient are as follows:

POA �


n
i�1 Xii

M
,

K �
M 

n
i�1 Xii − i,j�1 Xi+X+j 

M
2

− i,j�1Xi+X+j

,

(29)

where M represents the number of landscapes used for
staggered zone layout; Xii represents the number of land-
scapes in the error matrix; and Xi+ and X+j represent the
number of landscapes in row i and column j, respectively.

*e overall accuracy and kappa coefficient test results of
different methods are shown in Figures 6 and 7, respectively.

By analyzing the data in Figures 6 and 7, it can be seen
that the overall accuracy and kappa coefficient obtained by
the proposed method in multiple iterations are higher than
those obtained by the remote sensing image classification
method based on IFCM clustering and variational inference
and the remote sensing image classificationmethod based on
the fusion of heterogeneous machine learning algorithms
because the proposed method introduces the page frame
recovery algorithm (PFRA). *e allocation of low-frequency
wireless spectrum resources is completed, a dynamic
spectrum sharing mechanism between primary and sec-
ondary users of remote sensing images is designed, the
overall accuracy and kappa coefficient are improved, and a
good layout effect is obtained.

4.3. Comparison of Time Coefficient Indicators. Taking the
time coefficient as the test index, the proposed method, the
remote sensing image classification method based on IFCM
clustering and variational inference, and the remote sensing
image classification method based on the fusion of het-
erogeneous machine learning algorithms are used for test-
ing. *e larger the time coefficient, the longer the time
consumption of the method. Figure 8 shows the test results
of time coefficient.

As can be seen from Figure 8, the time coefficients
obtained by the proposed method are lower than those
obtained by IFCM clustering and variational inference and
by heterogeneous machine learning algorithm because the
proposed method uses D-S evidence theory to fuse high
spatial resolution remote sensing data and correct the pixel
brightness of the fused multispectral image. *e initial data
are normalized to extract spectral image features, which
reduces the time used and improves the classification effi-
ciency of remote sensing data.

4.4. Comparison of Time Consumption and Accuracy of Re-
mote Sensing Image Segmentation. *e segmentation results
of the proposed method, the classification method based on
IFCM clustering and variational inference, and the classi-
fication method based on heterogeneous machine learning
algorithm are shown in Table 2.

Table 2 shows that the average accuracy rate of remote
sensing image segmentation is 99.67%, 2.24% higher than
that of remote sensing image classification based on IFCM
clustering and variational inference and 11.37% higher than
that of remote sensing image classification based on het-
erogeneous machine learning algorithm fusion. At the same
time, the average time consumption of remote sensing image
segmentation is 0.38 s, 0.56 s lower than that of remote
sensing image classification based on IFCM clustering and
variational inference and 0.83 s lower than that based on
heterogeneous machine learning algorithm fusion. *e
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(a) (b)

(c) (d)

Figure 5: Remote sensing image fusion results. (a) Original multispectral image. (b) Fusion results of this method. (c) Remote sensing image
classification method based on IFCM clustering and variational inference. (d) Remote sensing image classification method based on
heterogeneous machine learning algorithm fusion.

Table 1: Image fusion effects of different methods.

Different methods Band 1 Band 2 Band 3
Paper method 0.9986 0.9994 0.9984
Remote sensing image classification method based on IFCM clustering and variational inference 0.8503 0.8588 0.8060
Remote sensing image classification method based on heterogeneous machine learning algorithm fusion 0.8592 0.8610 0.8577

Method proposed in this paper
Remote sensing image classification method based on
IFCM clustering and variational inference
Remote sensing image classification method based on
heterogeneous machine learning algorithm fusion
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Figure 6: Accuracy of different methods.
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Method proposed in this paper
Remote sensing image classification method based on
IFCM clustering and variational inference
Remote sensing image classification method based on
heterogeneous machine learning algorithm fusion
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Figure 7: Kappa coefficient of different methods.

Method proposed in this paper
Remote sensing image classification method based on
IFCM clustering and variational inference
Remote sensing image classification method based on
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Figure 8: Time coefficients of different methods.

Table 2: Segmentation effect of remote sensing image.

Land type river surface
class

Paper method

Remote sensing image
classification method based on
IFCM clustering and variational

inference

Remote sensing image classification
method based on heterogeneous
machine learning algorithm fusion

Segmentation time
(s)

Accuracy
(%)

Segmentation time
(s)

Accuracy
(%)

Segmentation time
(s) Accuracy (%)

Cultivated land 0.17 99.27 0.55 86.94 1.80 86.65
Construction land 0.14 99.67 0.89 87.12 1.85 87.34
Highway 0.17 97.69 0.79 85.86 1.93 85.60
Groundbreaking 0.19 98.90 1.16 82.36 0.90 87.55
Garden class 0.11 98.19 0.62 84.21 0.91 89.26
Forest land 0.12 92.04 1.83 88.84 1.38 86.98
Land type 0.27 92.01 1.99 84.55 1.68 86.47
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above data show that this method can reduce the time
consumption of remote sensing image segmentation on the
basis of ensuring high segmentation accuracy.

5. Conclusion

In order to optimize the data fusion and classification ac-
curacy of traditional remote sensing data, a high spatial
resolution remote sensing data classification method based
on spectrum sharing is proposed. *e following conclusions
are drawn:

(1) *e remote sensing image fused by this method has
high definition and can effectively enhance the
spatial detail features of remote sensing image. *e
correlation coefficient of the fused remote sensing
image is high, and the high spatial resolution remote
sensing data classification method based on spec-
trum sharing has the strongest ability to retain
spectral information.

(2) *e overall accuracy obtained by this method in
multiple iterations is high. According to the analysis
results, the layout optimization model is constructed
to realize the layout optimization of urban ecotone,
improve the overall accuracy and kappa coefficient,
and obtain a good layout effect.

(3) *e time coefficient obtained in the test process of
this method is low, which provides relevant infor-
mation for the layout optimization of urban ecotone,
reduces the optimization time, and improves the
efficiency of optimizing the layout of urban ecotone.

(4) *e average accuracy of remote sensing image seg-
mentation in this method is as high as 95.78%, and
the average time consumption of remote sensing
image segmentation in this method is 0.38 s, which
can reduce the time consumption of remote sensing
image segmentation on the basis of ensuring high
segmentation accuracy.

In the future research work, the research will focus on
the following two aspects:

(1) In the future, we can study the construction of deep
learning network automation. How to automatically
analyze and make decisions for remote sensing
image analysis tasks, build a deep learning network
suitable for the current task, and adaptively adjust
the network structure and network learning pa-
rameters is a very practical research work, which
provides a solid foundation for reducing the diffi-
culty of remote sensing image analysis and pro-
cessing tasks and improving the utilization rate and
value of remote sensing images in the future.

(2) How to jointly use multisource remote sensing data
to improve the classification effect of high score
remote sensing images is an important and difficult
problem at present. *erefore, based on the existing
research foundation, constructing a high spatial
resolution remote sensing data classification method

based on spectrum sharing has high research value
and application value.
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Substation equipment is not only the main part of the power grid but also the essential part to ensure the development of the
national economy and People’s Daily life of one of the important infrastructure. How to ensure its normal operation and find the
sudden failure has become a hot issue to be solved urgently. For thermal fault diagnosis needs to classify and identify different
power equipment first, this paper designed an SVM infrared image classifier, which can effectively identify three types of common
power equipment. *e classifier extracts HOG features from the infrared images of power equipment processed by the above
segmentation and combines themwith SVMmulticlassification to achieve the purpose of improving the recognition accuracy.*e
experiment uses the classifier to identify three kinds of equipment, and the results show that the comprehensive recognition
accuracy of the classifier is more than 95.3%, which is better than the traditional classification method and meets the demand for
classification accuracy. In this paper, the traditional method of relative temperature difference is improved by using the
temperature data of the infrared image, which can automatically judge the thermal failure level of electric power equipment.
Experiments show that the diagnosis system designed in this paper can classify faults and give treatment suggestions while judging
whether there are thermal faults for three types of power equipment, which verifies the feasibility and effectiveness of the
substation infrared diagnosis technology designed in this paper.

1. Introduction

With the rapid development of the social economy, the
requirements for the safety and reliability of substation
equipment are constantly improving. Whether the electrical
equipment can operate safely and reliably has become the
key to the normal operation of the power system. Substation
equipment in a long-term working state will inevitably have
faults, and the thermal fault is the most common fault of
electrical equipment, which is manifested in abnormal
temperature inside the equipment: such as poor contact
heating caused by accumulated pollution on the surface of
electrical equipment, insufficient clamping force of isolating
switch finger that leads to overheating of the switch knife-
edge, and so on. *erefore, detecting and diagnosing the
temperature change of substation equipment plays an im-
portant role in the normal operation of the power grid [1].

Infrared thermal image detection technology has the
advantages of no contact, high-temperature measurement
efficiency, wide detection range, and so on, which can ef-
fectively improve the reliability of results and effectively
improve the safety factor. In current substations, infrared
thermal image detection technology has been widely used for
fault detection of power equipment. Infrared thermal im-
aging technology can judge whether there is a thermal fault
in the current running equipment in time when the power
equipment is running, In order to quickly locate potential
dangerous areas, it is convenient to take control measures
before equipment failure and operation interruption, reduce
the possibility of users’ power interruption caused by sub-
station power outage detection and troubleshooting, prevent
premature failure, delay the service life of power equipment,
and reduce expensive power outage and downtime [2]. *e
infrared thermal imaging technology currently applied in the
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field of substation equipment diagnosis; whether there are
thermal defects in power equipment can be judged by manual
analysis after a professional holds a thermal infrared imager to
collect equipment images. *is method will consume a lot of
time when it is urgent to troubleshoot a large number of
equipment and will also lead to diagnostic errors due to
inexperience or fatigue diagnosis of staff. In view of the
shortcomings of the above-mentioned manual analysis, it is
necessary to use an intelligent identification and diagnosis
method to judge whether there is a thermal fault in substation
equipment so as to realize a rapid diagnosis and investigate
the power accidents caused by potential thermal faults.
*rough the processing of infrared image denoising and
segmentation of substation equipment, the thermal fault
judgment method and infrared power equipment image
recognition method are introduced, which lays a foundation
for automatic recognition and thermal fault diagnosis of
power equipment based on infrared image [3].

Overheating of electrical equipment is a common
phenomenon. If the overheating area can be found accu-
rately and directly, the fault range will be directly reduced.
*erefore, we propose a new overheated area detection
algorithm. *is algorithm uses Ostu algorithm to segment
the general area of equipment, then refines the target area by
edge, and uses the FCM clustering algorithm to accurately
divide the overheated part. After verification, the algorithm
has practical value [4]. *e demand for electricity has always
been huge, and the country is constantly expanding the scale
of the power grid to meet the transmission capacity. Ob-
viously, the expansion of the scale also increases the load of
power equipment; the frequency of faults also increases; and
the workload of troubleshooting is increasing day by day.
We combine patrol robot, support vector machine (SVM),
and MATLAB software for simulation analysis and compare
them with information entropy method. Finally, we apply
the two methods to a project for periodic observation at the
same time and find that the patrol robot with support vector
machine has high efficiency [5]. Pressure monitoring
technology can be used to monitor the status of oil-free
power equipment because the insulation overheating of oil-
free power equipment will lead to pressure change. Taking
the change trend of pressure bearing index as an example,
the pressure rises from 1 kPa to 3 kPa within 50 hours, and
the pressure rises obviously, which shows that the pressure
monitoring technology can monitor local overheated
insulation defects online, and this technology is a hot spot
for this problem at present [6].

Parallel conductors in AC systems often have the
problem of current imbalance, which will lead to over-
heating and aging, and promote the occurrence of faults.
*en, the fault diagnosis system is necessary. Based on a
large section aluminum conductor, a spacer, and two ter-
minal substation connectors, we have a Hall effect sensor
system, which has the real-time and contactless character-
istics. *rough experiments, it can accurately detect the fault
and current at the same time, which shows its effect and
feasibility [7]. *e heat dissipation problem of transformer
in substation building must be solved under the condition of
unsatisfactory ventilation. We use CFD to simulate the heat

value around the equipment, and the model should consider
the expansion fin to enhance the heat dissipation. We put
forward three schemes, all of which consider the air outlet
position. Finally, it is explained that choosing the appro-
priate air inlet and outlet position in the substation plays a
key role in avoiding overheating of the transformer [8].

2. Infrared Image Segmentation of
Substation Equipment

2.1. Intuitionistic Fuzzy Clustering Algorithm.
Intuitionistic fuzzy set theory is widely used to deal with
fuzzy and uncertain data and ambiguous relationships and
has been applied in many fields. *ere is a normalized re-
lationship among three members in an intuitionistic fuzzy
set. As long as the values of any twomembers in the three are
known, the values of the remaining members can be ob-
tained by using the normalized relationship. Common
intuitionistic fuzzy sets are usually represented by a mem-
bership function and intuitionistic index, and nonmem-
bership can be generated by specific functions. *e
clustering algorithm is also used in the power system in
infrared image segmentation, in which K-means clustering is
a commonly used feature with low complexity and fast
convergence [9–12]. However, the noise processing effect is
not ideal, and it is widely used in infrared images.

*e segmentation method based on fuzzy clustering
divides image data into several classes by a certain criterion,
which makes the similarity between the same classes max-
imum and the similarity between different classes minimum.
In the actual clustering process, the segmentation method
based on fuzzy clustering uses a membership function to
classify image data, which represents the degree of the pixel
belonging to a certain region in image segmentation. Fuzzy
C-means clustering algorithm is an unsupervised algorithm.
Its core idea is to update the clustering center and mem-
bership function continuously until the best clustering
center cut-off is obtained. *e core idea of this algorithm in
image segmentation is to get the best image classification
result through the best clustering center. In the process of
image segmentation with fuzzy C-means clustering algo-
rithm, human interference is not needed, and the inherent
fuzziness of the image can be effectively processed. An
intuitionistic fuzzy clustering method based on local in-
formation is proposed [9].

2.2. Fuzzy C-Means Clustering. Fuzzy C-means clustering
(FCM) is a process of dividing the elements of a set into
several self-similar classes, which divides a set of elements
into several classes, and the elements in each class are similar
[13, 14]. Elements in the same class have great similarities,
while elements in different classes have great differences.
FCM proposed by Dunn in 1973 is generalized by Bezdek
J.C. Its objective function is defined as follows:

Jm � (U, X) � 

c

j�1


n

k�1
u

m
jkd

2
xk, vj , (1)
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where U represents fuzzy membership matrix, c represents
the number of clustering centers, n represents the number of
pixels in the image, xk denotes the k-th data point, vj denotes
the j-th cluster, ujk represents the fuzzy membership degree
of the k-th pixel sample to the j-th cluster center, and
d2(xk, vj) is expressed as the distortion degree by Euclidean
distance as follows:

*e following restrictions are met:



c

j�1
ujk � 1, (2)

where d2(xk, vj) is represented as the distortion by Eu-
clidean distance as follows:

d
2

xk, vj  � xk − v
2
j . (3)

When the function reaches the extreme value, the al-
gorithm has the best effect, so the minimum values of
Jm(U, X) calculated by Lagrange number multiplication are
as follows:
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2.3. Intuitionistic Fuzzy C-Means Clustering (IFCM).
Main ideas of FCM algorithm [15, 16] described in the
characteristic function (whose value can only take 0 or 1) to
any membership function in the range of [0, 1]. However,
the FCM algorithm cannot describe the membership degree
between right and wrong. In order to solve this problem, an
intuitionistic FCM algorithm is proposed.

In intuitionistic fuzzy set theory, “hesitation degree” is
put forward, that is, it represents the status of neutral at-
tributes, and depicts the fuzzy information in objective
reality more completely and accurately. *e n-dimensional
data set X is represented by the following formula:

A � x, uA(X), vA(X)( , x ∈ X , (5)

where uA(X) is the membership degree, vA(X) is a non-
membership degree, and the corresponding function is
shown in the following formula:

uA(X): x⟶ [0, 1]; vA(X): x⟶ [0, 1]. (6)

If x ∈ X, x does not belong to uA(X) and vA(X). *en,
when the condition 0≤ uA(X), +(X)≤ 1 is satisfied, the
hesitation degree is described by the following formula:

πA(x) � 1 − uA(X) − vA(X). (7)

I represents the image, X represents the image pixels, and
the gray value is [0, 1]. *e image is normalized as shown in
the following formula:

uA(X) �
x − Imin

Imax − Imin
, (8)

where Imax and Imin represent the maximum gray value and
the minimum gray value in the pixel, respectively. Sugeno
calculates the nonmembership degree of intuitionistic fuzzy
sets by using negative function as follows:

vA(X) �
1 − uA(x)

1 + λuA(x)
, (9)

where λ is a normal number; this ensures that the sum of
membership degree and nonmembership degree will not be
greater than 1.

Furthermore, let d: IFS(X) × IFS(X)⟶ [0, 1]. If d is a
distance measure, the following attributes should be
satisfied:

(1) 0≤d(A, B)≤ 1
(2) If A�B then d(A, B) � 0
(3) d(A, B) � d(B, A)

(4) If A⊆B⊆C andA, B, C ∈ IFSs(X), then
d( A, B)≤ d(A, C) and d(B, C)≤ d(A, C)

*e normalized distances of A and B are shown in the
following formula:

dIFS(A, B) �
1
2n
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Formula (10) is improved to obtain the following
formula:
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*e weight of p12, q12, and ρ(A1, A2) can be adjusted
according to the application data. *e IFCM function
definition is shown in the following formula:

JIFCM � 
C

J�1


n

k�1
u

m
jkd

2
IFS xk, vj , (12)

where d2
IFS is the intuitionistic ambiguity distance. *e it-

erative formula of membership degree and clustering cen-
troid based on the Lagrange multiplier method is as follows:
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In the IFCM algorithm, the cluster center vj is expressed
as vj � uA(vj)vA(vj)πA(vj). *e convergence of the IFCM
algorithm is proved by formulas (13)–(16), and the local
minimum of the objective function is proved by formula
(13).

3. AutomaticClassificationofPowerEquipment
Based on the Infrared Image

3.1. Feature Extraction of the Infrared Image. Feature is a
collection of the essence and characteristics of a certain
object relative to other objects, so feature extraction can be
regarded as using a mapping relationship to describe high-
dimensional image features [17] from low-dimensional
spatial features. Generally speaking, images have their own
characteristics that can be distinguished from other images,
such as color, edge information, texture features, and so on.
Common image features are as follows:

(1) Color characteristics
Color feature, as a global feature with high efficiency
and good effect, expresses the surface characteristics
of the target object. Half of it is represented as a
three-dimensional space, and the other is repre-
sented by three color parameters, such as RGB, XYZ,
and other color spaces. Color features are based on
pixels and insensitive to the change of image di-
rection and size, so they cannot describe the local
changes of target objects in the image.

(2) Texture features
Texture feature, as a common statistical feature in
image recognition, is generated by color spatial
transformation. Although there is no completely
unified theoretical concept at present, it is similar to

color feature, and it is also an external feature to
express the target object in the image. Texture feature
extraction, which is widely used in practice, generally
includes statistical method andmodel method. In the
actual texture extraction, the resolution will change,
and there will be a large error at this time.

(3) Spatial relationship characteristics
Spatial relation feature, as a feature index in image
space, means that there is a certain relationship
between the position or direction of the segmented
object in image space. Spatial relation features are
generally used when it is necessary to enhance the
ability of the object of the expressed image. However,
it is easily affected by the position translation, ro-
tation change, and size change of the image or a
certain area of the image in actual operation, which
will make the spatial relationship feature unable to
accurately express the scene information of the
image. *erefore, it will be combined with other
feature extraction methods in practice to improve
the accuracy of the expression of the image scene.

(4) Shape characteristics
Shape features are generally divided into contour and
region features. *e contour feature describes the
outer boundary of the object in the image, and the
region feature covers all the object regions in the
image. Shape feature extraction is not affected by
image position transformation or scale transfor-
mation. Common shape feature extraction, such as
moment invariants, wavelet description, and so on.

For the infrared image studied in this paper, color in-
formation maps the temperature data of the target object,
instead of the color characteristics of the object itself.
*erefore, its contrast is not high. *e texture of the target
object cannot be clearly displayed. It is also important to
note that in the actual operation of collecting infrared images
of power equipment, the image will inevitably change in
spatial position, so using the above three features, that is,
color, texture, and spatial relationship features, to describe
the target equipment in infrared images is not in line with
the actual feature extraction requirements. Compared with
other features, shape features can better identify the power
equipment in infrared images. *erefore, the Hu moment of
the invariant moment is used to recognize the shape features
of power equipment in the infrared image.

3.2. Infrared Image Recognition. Image recognition is one of
the practical applications of pattern recognition in digital
image processing. Generally, image segmentation and fea-
ture extraction are carried out, and after image analysis, a
certain feature in the selected image is recognized and then
classified. *e specific flow is shown in Figure 1. In this
paper, image acquisition refers to the use of infrared thermal
imager for power equipment image acquisition and import
into the computer for the next processing operation. Image
segmentation is to segment the target image, that is, the
faulty power equipment from the image background.
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Feature extraction and selection are to process the image
information and then extract the features that can describe
the essence of the target object segmented from the image.
*e classifier uses the features extracted in the previous step
to classify and recognize the image features through ap-
propriate functions and evaluation criteria.

Up to now, many algorithms for image recognition have
been widely used, such as artificial neural network recog-
nition, fuzzy recognition, and template matching. In this
paper, a support vector machine algorithm based on sta-
tistical theory is used to classify and recognize infrared
images of substation equipment. *e classification function
mainly classifies images according to the features extracted
from images. Generally, minimum distance classification is
adopted, and there are machine learning methods, such as
SVM, KNN, SVM, BPNN, CNN, and transfer learning.
According to the set standard, the image features are clas-
sified so as to realize the classification function.

3.3. Feature Extraction Based on Directional Gradient
Histogram. *e feature based on directional gradient his-
togram is a feature descriptor for object recognition, which
uses directional gradient histogram of the local area of the
statistical image to form features. In the field of image
classification, using HOG features combined with SVM
classification has been widely used [18].

HOG feature extraction is a good way to describe the
image or shape of the local region of the image through the
distribution of gradient or edge direction density. *e
process is shown in Figure 2.

*e specific process is described by Figure 2:

(1) Firstly, the infrared image of power equipment is
normalized by gamma ray, and the image is divided
into smaller units, which are called cell units. In
order to unify the overall standard, images are
generally converted into gray images, and the gray
values are set in the range of [0, 1].

(2) *e gradient value is calculated. *e gradient op-
erator [−1, 0, 1] is used to convolve the image, and
the gradient component in the horizontal x-axis
direction is obtained. Similarly, the gradient com-
ponents perpendicular to the y-axis direction are

obtained by using this operator, and the gradient size
and direction of each pixel in the digital image are
calculated by using these two gradient components.

(3) Secondly, the directional gradient histogram is
constructed. Each cell is divided into nine uniform
directional blocks; then each pixel is mapped to a
fixed angle range; and the gradient directional his-
togram of the cell is obtained, which contains the
corresponding nine-dimensional feature vector of
the cell.

(4) In block normalized gradient histgram, the cells are
combined into an interval, and the HOG features of
all cells in this interval are obtained by connecting
the eigenvectors in series. *e overlapping of dif-
ferent intervals means that the different results of
each cell feature will be expressed in the final feature
vector, so the feature vector in the block should be
normalized.

(5) Finally, the HOG features are collected. All over-
lapping blocks are collected by HOG features, and
the final combined feature vectors are used for
classification.

3.4. Substation Equipment Classification Based on SVM.
In practical applications, two types of classifiers widely used
are artificial neural networks and support vector machines.
Both of them use the training set to obtain the recognition
system model to classify the data set to be recognized. *e
difference is that the former is based on statistical theory and
simulates the complex regular network built by the human
brain neural network. *e BP neural network model [19]
shown in Figure 3 is most commonly used in practical
applications.

In the latter, the input space is changed into a high-
dimensional space by a specific function so as to transform
the complex nonlinear relationship into a linearized rela-
tionship. When using a neural network to summarize
complex laws, the recognition accuracy of data to be rec-
ognized is generally improved by adding a large number of
known result data sets. However, although the recognition
error rate decreases, the corresponding network scale and
complexity will gradually increase, that is to say, a small

Obtain infrared
image of substation

equipment

Infrared image
segmentation

Image Feature
Extraction and

Selection
Recognition result

Classification
function

Set criteria

Classifier

Figure 1: Flow chart of image recognition.
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number of training sets cannot ensure a high recognition
rate. However, in practice, it is difficult to collect an infinite
number of data samples, which makes the error rate infi-
nitely reduced, and it is difficult to achieve ideal classification
results. And blindly compressing the redundant areas of
training data will lead to overfitting, which is also one of the
representative shortcomings of neural networks in practice.

Comparatively speaking, a support vector machine has
better classification ability when it cannot obtain a con-
siderable number of data sets. Support vector machine is
good at solving the classification problem of small samples
and nonlinear data, and the global optimal solution obtained
by optimization method can prevent the problem of over-
learning. *erefore, this paper chooses the SVM algorithm
for the automatic classification of infrared images of power
equipment.

SVM is different from ANN in that it can learn from
small samples and has the advantage of high learning effi-
ciency. SVM is widely used in regression and classification
research directions and has a high accuracy for nontraining
samples.

As shown in Figure 4, it is a schematic diagram of SVM
classification [20, 21] under the condition that two-di-
mensional data are linearly separable. It can be seen from the
diagram that if two types of samples are completely divided
by a linear function, they are linearly separable samples;
otherwise, they are nonlinear separable samples.

Real and empty points represent two kinds of samples in
a two-dimensional plane, in which the positive example label
is l and the negative example label is –1, and the samples are
linearly separable. L is the final linear classifier; and L1 and

L2 are the straight lines where the support vectors are lo-
cated, parallel to L; and their intervals are classification
intervals. To get the optimal classification line is to get a
classification line that can divide the data into two categories
with the largest interval.

*e above-mentioned SVM theory is only suitable for
binary classification, but the actual situation is often like the
power equipment classification studied in this paper. In
order to extend SVM to solve multiclass classification
problems, the “one-to-many” method of indirect method,
“one-to-one” method, and multiclass support vector ma-
chine of direct method are generally used.

4. ThermalFaultDiagnosisofPowerEquipment
Based on the Infrared Image

*e operation of substation equipment is easily affected by
the external environment, such as artificial construction,
temperature, humidity, and electric field interference. In the
long run, some problems such as poor contact of power
equipment will inevitably occur, which will lead to local
heating of equipment and cause thermal failure. If it is not
found in time and hidden dangers are not eliminated in
advance, it is easy to cause major accidents such as power
failure and even explosion. Infrared diagnosis is used to
detect the infrared radiation signal of power equipment.
After the temperature distribution map is obtained, it is
preliminarily judged whether the equipment has fault signs
through analysis. On the basis of image segmentation and

L

L1

wTx + b = –1

wTx + b = 0

wTx + b = 1

L2

Figure 4: SVM linear classification model.

Image input Image gradient
operation

Image gamma
normalization

Build HOGIntra-block HOGObtain HOG features

Figure 2: Flowchart of HOG feature extraction.
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Figure 3: Basic model of the neural network.
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recognition, this chapter designs an infrared diagnosis
method of power equipment based on the combination of
relative temperature difference method and temperature
data and realizes the basic thermal fault diagnosis function of
the infrared image of power equipment.

4.1. Infrared 9ermal Fault Diagnosis Principle. *e wave-
length of the infrared spectrum is between 0.75 and
1,000 μm, which is outside the visible red light region, so it is
also called the infrared ray. In the natural environment,
because the molecules and atoms in any object move ir-
regularly, they will continuously radiate energy outward, so
infrared rays exist most widely compared with other elec-
tromagnetic radiation.

*ere are too many external interference factors and
complicated conditions when studying actual objects, so
people set up a physical model with maximum radiation
power, that is, blackbody, whose incident radiation ab-
sorptivity is a fixed value 1 under all conditions. Although
the blackbody hypothesized here is only an ideal model for
studying infrared radiation, it is used as a standard to
measure the radiation amount, and its thermal radiation law
shows that the thermal radiation has a relationship with
wavelength and temperature, so it is widely used in the
precision calibration of infrared equipment and other fields.

*ere is a close relationship between the energy of an
object and the motion of molecules and atoms inside it. *e
more violent the irregular motion inside the object, the
greater the energy contained in the object and the higher its
own temperature. On the contrary, for stationary particles,
their temperature is absolute zero, and there is no radiant
energy that will be emitted.

4.2. Infrared 9ermal Fault Diagnosis Means. Infrared de-
tection technology, which is a noncontact detection tech-
nology, will inevitably bring the defect of low-temperature
measurement accuracy in fault detection of substation
equipment, which will directly affect the detected temper-
ature value. In order to improve the accuracy of infrared
diagnosis of power equipment, researchers and professional
inspectors put forward three applicable diagnosis methods
after a large number of measurement practices:

(1) Surface temperature judgment method
After measuring the surface temperature of power
equipment with a thermal imager, the overheated
part of the equipment is judged according to the
relevant data standard of Common Technical Re-
quirements of High-Voltage Switchgear and Control
Equipment Standard, combined with the current
environmental temperature condition and equip-
ment load degree. *is judgment method is simple
and effective, but because of the influence of external
factors on the accuracy of temperature value, there is
a situation that the fault of small temperature rise
cannot be accurately judged.

(2) Relative temperature difference judgment method

*e relative temperature difference judgment
method measures the temperature difference be-
tween two corresponding temperature measuring
points of two devices that meet the same or similar
basic states such as category and temperature and
calculates the temperature rise at the higher point.
Finally, the relative temperature difference σt defined
by the relative temperature difference method is
calculated by the ratio of the two, and its expression
is shown in the following equation:

σt �
τ1 − τ2
τ1

× 100% �
T1 − T0(  − T2 − T0( 

T1 − T0
× 100%

�
T1 − T2

T1 − T0
× 100%,

(17)

where σt is the relative temperature difference of the
measured point; τ1 and T1 are the temperature rise
(unit: K) and temperature (unit: K) of the starting
point, respectively, while τ2 and T2 are the temper-
ature rise and temperature of the normal measured
point respectively; and T0 is the ambient temperature.
When the ambient temperature of the equipment is
low or the measured temperature is within the
normal value specified in GB736-90, it cannot be
directly determined that the equipment does not
have an abnormal heating problem, but it can be
determined in the actual infrared diagnosis that the
probability of thermal failure increases with the
increase of ambient temperature. By calculating the
relative temperature difference of equipment, this
method is generally applicable to diagnose the fault
of equipment caused by current or voltage.

(3) Similar comparison method
similar comparison method, as its name implies, is a
method to compare and judge the temperature
difference of similar equipment with the same
working state and external environment including
temperature and noise, which is used for fault di-
agnosis of voltage-induced equipment.

4.3. Diagnosis and Result Analysis of Substation Equipment.
In this paper, the relative temperature difference is calculated
by the temperature data measured by the infrared thermal
imager, and then whether there is a fault in suspected power
equipment is diagnosed, and the severity of equipment fault is
graded. *is chapter uses the relative temperature difference
method of power equipment combined with the fault diag-
nosis standard of common power equipment and carries out
thermal fault diagnosis and fault classification experiments
for three common substation equipment.

4.3.1. Selection of 9ermal Fault Diagnosis Methods.
*rough the definition of the relative temperature difference
method in the previous section, it can be determined that
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relative to other thermal fault diagnosis methods, such as
surface temperature judgment method and similar com-
parison method, the relative temperature difference method
can accurately judge whether there is a thermal fault in the
measured power equipment. When a load of power
equipment increases or a short circuit occurs, the relative
temperature difference method can judge whether the power
equipment is faulty or not by measuring the temperature of
the heating part of the equipment and calculating the change
of temperature rise, so it can judge the severity of the
electrical equipment fault, so it is widely used in the thermal
fault diagnosis of power equipment. *e relative tempera-
ture difference is judged as shown in Table 1.

Attention should be paid to the use of the relative
temperature difference judgment method in actual
operation:

(1) When calculating the relative temperature differ-
ence, the three values measured, that is, the normal
position, the suspected fault position, and the ex-
ternal environment, must be the values measured by
the same instrument at the same time or at short
intervals. It should be noted that the ambient tem-
perature must be the value obtained by measuring
the equipment in nonoperation by the thermal
imager, and the atmospheric temperature cannot be
simply measured by other methods; otherwise, the
error of ambient temperature will lead to an inac-
curate relative temperature difference value, which
will affect the diagnosis and fault of suspected faulty
equipment.

(2) Although the relative temperature difference is
theoretically independent of the environment and
load conditions, it is not applicable to all situations.
In order to reduce the influence of solar radiation on
the test results, the test value of the equipment
should be carried out in the infrared environment
with insufficient light as much as possible.

(3) For the fault of voltage-induced equipment, although
theoretically, there is a similar relationship between
the relative temperature difference and equipment
loss. However, in general, the relative temperature
difference method does not diagnose such faults.

4.3.2. Determination of 9ermal Fault Level. In this paper,
the relative temperature difference method is used to judge
the fault level of the infrared image of the power equipment
to be measured, and the relative temperature difference σt of
the equipment is calculated according to the expression.
According to the σt of different power equipment under
different thermal fault levels in Table 1, the threshold value of
the three common power equipment required in this paper
is set.

Firstly, the relative temperature difference σ1 of high-
pressure casing is determined. According to the criteria for
judging the thermal defects of high-pressure casing in Ta-
ble 1, σ1 is set: if σ1 < 0.20, the high-pressure casing is di-
agnosed to be in normal operation; If 0.2≤ σ1 < 0.8, the

general fault is diagnosed; if 0.8≤ σ1 < 0.95, serious faults will
be diagnosed; and if σ1 ≥ 95, the emergency fault is diag-
nosed, and the diagnosis process is shown in Figure 5.

Secondly, the isolation relative temperature difference σ2
is determined, which is similar to that of a high-voltage
sleeve. According to the thermal defect judgment standard
of isolating switch in Table 1, σ2 is set: the diagnostic iso-
lating switch is diagnosed as normal when σ2 < 0.35 is dif-
ferent from σ1; when 0.35< σ2 < 0.8, it is diagnosed as a
general fault; when 0.8< σ2 < 0.9, it is diagnosed as a serious
fault; and when σ2 ≥ 0.95, it is diagnosed as a critical fault,
and its diagnosis flow is shown in Figure 6.

In the same step as the above two types of equipment, the
relative temperature difference σ3 of the clamp is finally
determined. σ3 is set according to the judgment standard of
thermal defect of the clamp in Table 1.*e diagnostic criteria
of relative temperature difference σ3 of clamp are the same as
σ2, and the diagnostic flow is shown in Figure 7.

4.3.3. 9ermal Fault Diagnosis and Result Analysis. As an
important component of the substation system, high-voltage
bushing plays an irreplaceable role and function, which
ensures that the leads keep insulated to the ground by
leading the internal leads of the transformer to the external
insulating bushing of the oil tank. An infrared thermal
imager can be used for daily inspection and maintenance of
casing and prevent the occurrence of faults and defects.

*e high-voltage bushing adjusts the lead direction and
protects the lead to insulate it from the ground. When the
internal overheating is serious, it will lead to the failure of the
circuit connection and the breakdown accident of the di-
electric, which is an important hidden danger that seriously
affects the normal operation and power supply of the
substation. In order to realize the thermal fault diagnosis of
the high-voltage casing, according to the above processing
steps, firstly, the infrared images of high-voltage casing are
segmented and classified by SVM, and then the thermal fault
diagnosis method combining relative temperature difference
method and temperature data is used to diagnose and
classify the thermal fault of the high-voltage casing.

*is experiment runs under MATLAB 2020b platform,
and its diagnosis results are shown in Figure 8. In the left
infrared image, the stigma at the top of the casing is regarded
as an abnormal hot spot. *e diagnosis results show that the
power equipment in the image is a high-voltage casing, and
its relative temperature difference is 72.6%, which belongs to
general defects. It can be concluded that the classification is
correct, the fault grade obtained by the relative temperature
difference method is accurate, and the operation counter-
measures are given.

Isolating switch, as an interrupt device in substation,
mainly completes the conversion between circuit devices
and is a switch breaker without a special arc-extinguishing
device. Because of its lack of arc extinguishing ability, the
isolating switch is generally limited to operating without
load. However, if an oil circuit breaker is installed in the
circuit, it can also be operated with a load under certain
technical conditions. Due to a series of outage maintenance
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work in the substation, the disconnector equipment operates
frequently, and its conductive part is exposed to air, which
leads to poor contact and overheating of equipment, so the
probability of thermal failure is higher than the other two
types.

*is study is also carried out under MATLAB 2020b
platform, and its diagnosis results are shown in Figure 9, in
which the contact heads are divided into hot spots. *e
diagnosis results show that the power equipment in the
image is an isolating switch, and its relative temperature
difference is 80.2%, which is a serious defect. It can be
concluded that the classification results are correct, the fault
grade is accurate, and the relative treatment opinions are
given.

As a common connecting component in the substation
transmission line, the thermal fault of wire clamp generally
has the following reasons: improper operation of hydraulic
wire clamp during hydraulic installation leads to a thermal
fault; bolt clamp in daily operation or maintenance of bolt
fastening is not in place; or vibration phenomenon in op-
eration leads to poor contact of clamp caused by thermal
failure.

*e diagnosis results of the disconnector under MAT-
LAB 2020b platform in this study are shown in Figure 10.

Relative temperature
difference method

Normal operation of
equipment

Critical defect

Serious defect

General defect

yes

yes

yes

No

No

No

σ3 ≥0.95

0.8<σ3<0.95

0.35<σ3<0.8

Figure 7: Diagnostic flow of device clamp.

Table 1: Determination of relative temperature difference of current heating equipment.

Type of equipment
Relative temperature difference fault range

General fault type Major thermal failure Emergency thermal failure
SF6 circuit breaker ≥20% ≥80% ≥95%
Vacuum circuit breaker ≥20% ≥80% ≥95%
Oil-filled casing ≥20% ≥80% ≥95%
High-voltage switchgear ≥35% ≥80% 95%
Isolating switch ≥35% ≥80% ≥95%
Other conductive equipment ≥35% ≥80% ≥95%

Relative temperature
difference method

Normal operation of
equipment

Critical defect

Serious defect

General defect

yes

yes

yes

No

No

No

σ1 ≥95

0.8≤σ1<0.95

0.2≤ σ1 <0.8

Figure 5: Diagnostic flow of high-pressure casing.

Relative temperature
difference method

Normal operation of
equipment

Critical defect

Serious defect

General defect

yes

yes

yes

No

No

No

σ2 ≥0.95

0.8<σ2<0.95

0.35<σ2<0.8

Figure 6: Diagnostic flow of disconnector.
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It can be seen from the above figure that the joint part of
the wire clamp is obviously heated in the infrared image, and
the diagnosis result shows that the power equipment in the
image is an equipment wire clamp, and its relative tem-
perature difference is 88.3%, which is a serious defect. It can
be concluded that the classification result is correct, and the
accurate fault level is also given, and there are relative
treatment opinions.

4.3.4. Recognition Accuracy of Classification Experiment.
In this experiment, the infrared image classification rec-
ognizer based on HOG-SVM proposed in this paper is used

to classify and identify substation equipment. *e classifi-
cation experiment flow is shown in Figure 11.

One hundred and fifty infrared images of high-voltage
bushing, 100 isolating switches, and 100 wire clamps in
substation equipment are selected. Among them, 100 in-
frared images of high-voltage bushing, 50 infrared images of
isolating switches, and 50 infrared images of wire clamps are
taken as training samples of HOG-SVM. *e remaining 50
infrared images of high-voltage bushing, 50 isolating
switches, and 50 wire clamps are used as the images to be
classified by the HOG-SVM substation equipment classifier.

*e classification and recognition experiment of sub-
station equipment in this paper is implemented under the

Type of
equipment

High pressure
casing

Maximum
temperature 63.9°C Normal temperature

of equipment 32.0°C

Atmospheric
temperature 20.0°C

Relative
temperature

difference
72.6%

Diagnostic
results General defect Coping

treatment
Pay close
attention

Figure 8: *ermal fault diagnosis results of high-voltage casing.

Type of
equipment

Isolating
switch

Maximum
temperature 101°C Normal temperature

of equipment 36.0°C

Atmospheric
temperature
Atmospheric

20.0°C
Relative

temperature
difference

80.2%

temperature Serious
defect

Coping
treatment

Emergency
treatment

Figure 9: Disconnector thermal fault diagnosis result.
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LIBSVM toolbox of MATLAB 2016b platform. *e specific
classification steps are as follows:

(1) Firstly, the infrared image preprocessing and image
segmentation methods given in Sections 3 and 4 are
used for image denoising, image enhancement, and
image segmentation of all selected experimental
samples.

(2) *e HOG feature extraction and SVM multi-
classification training are carried out on 100 infrared
images of high-voltage sleeve, 50 isolating switches,
and 50 wire clamps.

(3) At last, the classification method of HOG-SVM is used
to classify and identify 50 images of high-voltage
bushing, isolating switch, and clamp equipment in turn.

*e classification results of each device are shown in
Table 2.

It can be seen from Table 2 and Figure 12 that the HOG-
SVM classification method is used to classify 50 infrared
images of high-pressure casing, and the classification ac-
curacy rate is 96%; the classification accuracy of isolating
switches is 90%; and the classification accuracy of clamps is
100%. *rough the comprehensive analysis of three com-
mon substation equipment, the total number of correct
classification can be calculated to be 143, and the com-
prehensive classification accuracy of the three kinds of
equipment reaches 95.3%. It can be seen that the infrared
image classification method of substation equipment based
on HOG-SVM proposed in this study has a good classifi-
cation effect.

Type of
equipment

Equipment
clamp

Maximum 
temperature

Normal temperature
of equipment

Atmospheric 
temperature

Relative
temperature
difference

Diagnostic 
results Serious defect Coping

treatment
Emergency
treatment

20.0°C

71.5°C 26.0°C

88.3%

Figure 10: *ermal fault diagnosis results of equipment clamp.

SVM
Classification

Classification and
recognition

Sample image

Model training

Image to be
classified

Feature extraction

Figure 11: SVM infrared image classification process.
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5. Conclusion

After segmenting and classifying the infrared images of the
equipment, this paper designs a fault diagnosis system for
substation equipment based on infrared thermal image
technology and realizes the accurate identification and di-
agnosis of thermal faults of three common power equip-
ment, namely, high-voltage bushing, isolating switch, and
equipment clamp. Based on the analysis of the features of the
infrared image of power equipment in feature extraction,
this paper designs a classifier for infrared power equipment
image by using SVM and realizes the recognition of three
kinds of power equipment, and the recognition accuracy
reaches the predetermined expectation. In addition, on the
basis of summarizing the types of electrical equipment faults
and their causes and characteristics, in view of how to judge
the thermal failure of equipment from the abnormal tem-
perature rise of the thermal image, through the temperature
difference discriminant method combined with infrared
image temperature data on three types of common equip-
ment in substations, the accurate diagnosis results and
corresponding treatment suggestions are obtained, which
verifies that the thermal fault diagnosis method of substation
equipment designed in this paper is of practical significance.

With the rapid evolution of related infrared technology,
it is believed that it will continue to exert its energy in the
detection of power equipment. In the future, infrared di-
agnosis technology will be highly intelligent and integrated
into the smart grid vigorously developed by State Grid.
Infrared detection devices will be used to automatically
collect infrared images, automatically process image infor-
mation to diagnose faulty equipment, and upload them to
the control terminal for the overall deployment of staff to
carry out efficient detection and maintenance operations. In
this paper, the classification and thermal fault diagnosis of
substation equipment based on infrared images are basically
realized. However, due to the limited time, there are still
some shortcomings. For example, the number of infrared
power equipment data sets collected is insufficient, which

leads to the inability to classify equipment images more
accurately. *is is the place that needs to be improved in the
future.

Data Availability

*e experimental data used to support the findings of this
study are available from the corresponding author upon
request.

Conflicts of Interest

*e authors declare that they have no conflicts of interest
regarding this work.

References

[1] H. Yanjun, C. Honggang, Z. Taoyun et al., “Design of
transformer secondary voltage drop on-line monitoring
system based on Internet of things,” IOP Conference Series:
Materials Science and Engineering, vol. 677, no. 5, Article ID
052028, 2019.

[2] C. Li, Z. Yu, and M. Zhuo, “Research on fault detection
method of infrared thermal imaging for power equipment
based on deep learning,” IOP Conference Series: Earth and
Environmental Science, vol. 714, no. 4, Article ID 042045,
2021.

[3] X. Gao, H. Liu, L. Du, and T. Wu, “Study on the online status
monitoring technology of intelligent substation virtual circuit
based on comprehensive evaluation and recognitionmethod,”
Dianli Xitong Baohu yu Kongzhi/Power System Protection and
Control, vol. 47, no. 3, pp. 182–188, 2019.

[4] S. Fan, T. Li, Y. Liu, Y. Gong, and K. Yu, “Infrared image-
based detection method of electrical equipment overheating
area in substation,” E3S Web of Conferences, vol. 185, no. 10,
Article ID 01034, 2020.

[5] X. Zhao, Z. Peng, and S. Zhao, “Substation electric power
equipment detection based on patrol robots,” Artificial Life
and Robotics, vol. 25, no. 385–386, 2020.

[6] Q. Yu, H. Liu, Q. He, G. Zhang, Z. Zhang, and X. Zhang,
“Research on pressure-based detection technology for partial
overheat insulation defect of oil-less power equipment,” IOP
Conference Series: Earth and Environmental Science, vol. 632,
Article ID 042009, 2021.

[7] A. Kadechkar, J. R. Riba, M. Moreno-Eguilaz, and J. Sanllehı́,
“Real-time wireless, contactless, and coreless monitoring of
the current distribution in substation conductors for fault
diagnosis,” IEEE Sensors Journal, vol. 5, pp. 1693–1700, 2018.

[8] F. Bahri and H. Hasini, “Flow and heat dissipation analysis in
transformer substation with minimal ventilation using CFD,”
International Journal of Engineering & Technology, vol. 7,
no. 4, pp. 327–332, 2018.

[9] P. Shang, H. Dong, X. Li, and W. Ren, “Research on fault
diagnosis method of 750kV substation based on Bayesian
network and fault recording information fusion,” Journal of

Table 2: Substation equipment classification results based on HOG-SVM.

High-pressure casing Isolating switch Wire clamp
Total number of samples 150 100 100
Number of training samples 100 50 50
Number of samples to be classified 50 50 50
Correct classification number 48 45 50

84

86

88

90

92

94

96

98

100

(%
)

High pressure casing Isolating switch Wire clamp

Figure 12: Classification accuracy.

12 Scientific Programming



Physics: Conference Series, vol. 1550, no. 5, p. 5, Article ID
052020, 2020.

[10] S. Biricik and H. Komurcugil, “*ree-level hysteresis current
control strategy for three-phase four-switch shunt active fil-
ters,” IET Power Electronics, vol. 9, no. 8, pp. 1732–1740, 2016.

[11] Z. Lu, T. Wang, J. Zhang, T. Jin, and S. Lu, “Research and
application of substation site maintenance assistant safety
management system based on computer control system,”
Journal of Physics: Conference Series, vol. 1574, Article ID
012112, 2020.

[12] A. Nasiri, A. Taheri-Garavand, M. Omid, and
G. M. Carlomagno, “Intelligent fault diagnosis of cooling
radiator based on deep learning analysis of infrared thermal
images,” Applied 9ermal Engineering, vol. 163, Article ID
114410, 2019.

[13] F. Hu, H. Chen, and X. Wang, “An intuitionistic kernel-based
fuzzy C-means clustering algorithm with local information
for power equipment image segmentation,” IEEE Access,
vol. 8, pp. 4500–4514, 2020.

[14] M. A. Basaran, B. Simonetti, and A. A. Basaran, “Quantifi-
cation of qualitative assessments using computing with words:
in framework of fuzzy set theory,” Soft Computing, vol. 24,
no. 18, pp. 13565–13577, 2020.

[15] J. Fang, X. Song, N. Yao, and M. Shi, “Application of FCM
Algorithm combined with articial neural network in TBM
operation data,” Computer Modeling in Engineering and
Sciences, vol. 126, no. 1, pp. 397–417, 2021.

[16] M. Chen, C. Tang, M. Xu, and Z. Lei, “Binarization of optical
fringe patterns with intensity inhomogeneities based on
modified FCM algorithm,” Optics and Lasers in Engineering,
vol. 123, pp. 14–19, 2019.

[17] X. Zhao, H. Wei, H. Wang, T. Zhu, and K. Zhang, “3D-CNN-
based feature extraction of ground-based cloud images for
direct normal irradiance prediction,” Solar Energy, vol. 181,
pp. 510–518, 2019.

[18] L. Wang, J. Gui, Z. M. Lu, and C. Liu, “Fast pedestrian de-
tection and tracking based ON vibe combined hog-svm
scheme,” International Journal of Innovative Computing In-
formation and Control, vol. 15, no. 6, pp. 2305–2320, 2019.

[19] X. Zhang, T. Xue, and H. Eugene Stanley, “Comparison of
econometric models and artificial neural networks algorithms
for the prediction of baltic dry index,” IEEE Access, vol. 7,
pp. 1647–1657, 2019.

[20] G. Chen and S. Li, “Research on location fusion of spatial
geological disaster based on fuzzy SVM,” Computer Com-
munications, vol. 153, pp. 538–544, 2020.

[21] G. Chen, X. Xie, and S. Li, “Research on complex classification
algorithm of breast cancer chip based on SVM-RFE gene
feature screening,” Complexity, vol. 2020, Article ID 1342874,
12 pages, 2020.

Scientific Programming 13



Research Article
Application of QR Code Online Testing Technology in Nursing
Teaching in Colleges and Universities

Hai-yan Zheng 1 and Xing-cheng Ran2,3

1Nursing School, Hexi University, Zhangye, Gansu Province, 734000, China
2"e School of Information Science and Engineering, Lanzhou University, Lanzhou, 730000, Gansu Province, China
3Information Construction Management Service Center, Hexi University, Zhangye, 734000, Gansu Province, China

Correspondence should be addressed to Hai-yan Zheng; lzu_zhenghy@lzu.edu.cn

Received 19 October 2021; Revised 8 November 2021; Accepted 13 November 2021; Published 17 December 2021

Academic Editor: Bai Yuan Ding

Copyright © 2021 Hai-yan Zheng and Xing-cheng Ran. .is is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in anymedium, provided the original work is
properly cited.

In view of the current situation that the nursing teaching content is lacking pertinence and cannot effectively cultivate students’
critical thinking, this paper puts forward the application analysis of two-dimensional code online testing technology in nursing
teaching in colleges and universities. .rough the analysis of two-dimensional code recognition technology architecture and
common application fields, an intelligent nursing teaching platform for two-dimensional code online testing technology was
designed. Systematically, we summarize the advantages of intelligent nursing teaching platform, use flash and 3D technology to
complete the virtualization of nursing teaching scene, and use XML technology to update and save teaching resources; we further
build an intelligent nursing teaching platform by using the basic plate, nursing station plate, ward plate, dispensing room plate,
and case and operation review plate. .e experimental results show that under the two-dimensional code online test technology,
the nursing teaching method in colleges and universities has strong teaching resource processing efficiency, improves the
operation level of students’ nursing technology, and effectively cultivates the academic thinking of nursing students, which is of
great significance to the progress of nursing teaching.

1. Introduction

Nursing teaching is the extension and expansion of higher
education. It is an important period for nursing interns to
organically combine theoretical knowledge and practical
skills into clinical practice, cultivate their corresponding
professional competence, and make a smooth transition
from school stage to clinical stage [1, 2]. With the advent of
the era of information globalization and the rapid devel-
opment of new media forms that provide information and
entertainment to users through terminals such as computers,
mobile phones, and digital televisions, the pace of learning
and life of modern people has become more rapid and
convenient. With the wide application of smart phones,
college students put forward new requirements for nursing
teaching in colleges and universities [3, 4]. In the evaluation
system of college teachers, it is required to increase the

evaluation of teaching technology design and development
ability in order to improve the teacher teaching evaluation
system. It can be seen that college teachers need to use the
newmedia platform to improve the quality of teaching work,
whether it is the requirements of student groups or the
education and teaching system. In recent years, educational
experts, teachers, and students in educational practice are
trying to explore new educational ideas and methods based
on network. Teachers’ new media ability not only includes
the operation and use of various hardware equipment but
also should flexibly use hardware to design and develop new
teaching methods and display and transmit the teaching
content to school students or social learners through various
electronic media. .e interaction in the classroom is not
only the interaction of language, gestures, and looks between
teachers and students, but also the interaction between
teachers and media technology, students and media
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technology. .erefore, the combination of traditional
teaching mode and modern mobile information technology
has become an inevitable trend.

Traditional nursing teaching uses teachers to teach at
fixed places and at fixed times, which can complete the
specified teaching tasks. However, due to the large number
of students and the large classroom area, the traditional desk
teaching has the disadvantages of poor teaching interaction,
and it is not easy to eliminate skipping classes. .e teaching
method is boring [5–7]; therefore, two-dimensional code
online testing technology is applied to guide nursing
teaching in colleges and universities. .rough the analysis of
the basic application principle of two-dimensional code
recognition technology, the focus of nursing teaching in
colleges and universities is determined, the application
database of multiplatform information nursing teaching is
constructed, and the application principle of multiplatform
information teaching in nursing teaching is determined [8],
according to which the multiplatform information teaching
is carried out. Relying on the intelligent nursing teaching
platform for a systematic evaluation of each student,
according to different assessment, results will be divided into
different types of students, according to different types of
targeted interest training and targeted interest guidance, to
build a concise internal medicine nursing system, so that
college students have a comprehensive understanding of
internal medicine nursing. Breaking the traditional teaching
method of fixed time and fixed place, relying on two-di-
mensional code online testing technology, training different
types of students, assigning different homework at the same
time, relying on the multiplatform information supervision
system, supervising students in class, eliminating truancy,
not finishing homework on time, and other phenomena are
considered. We construct student-student learning group
and student-teacher learning group to discuss nursing
knowledge, increase communication with internal medicine
nursing staff, and explain nursing according to the actual
situation. We also complete the application analysis of two-
dimensional code online testing technology in nursing
teaching in colleges and universities.

2. Basic Application Principle of Two-
Dimensional Code Recognition Technology

2.1. Architecture Analysis of QRCode Recognition Technology.
In the process of practical application of QR code recog-
nition technology [9, 10], data information can be recorded
according to a certain plane distribution law through specific
geometric figures, which belongs to a kind of bar code. .e
recognition process mainly realizes the automatic recogni-
tion of symbols by using the corresponding binary rules.
Before the generation of two-dimensional code identifica-
tion technology [11], the widely used one-dimensional code
must be matched with the corresponding computer database
in order to read the data information in the one-dimensional
code and can only identify the product identification, while
the two-dimensional code identification technology can
realize the detailed description of the product. Figure 1 is a
schematic diagram of QR code composition.

At present, common QR code formats include PDF486,
MaxiCode, Han Xin code, Aztec code, and QR code. Among
them, QR code matrix is the most commonly used format in
the industry, and the QR code in this format is called fast
response code. As can be seen from Figure 1, the QR code
has a square structure as a whole, and the patterns can be
roughly divided into three types: positioning graphics, data
storage graphics, and various organization units. .e figure
for positioning is the “back” character pattern in Figure 1,
which is mainly used to realize the positioning in the rec-
ognition process. In the process of scanning the QR code, the
user does not need to align the graphics and can effectively
extract the relevant information in the QR code at any
scanning angle. In QR code recognition technology, the
storage form of data information is usually distributed
according to matrix. In addition to supporting corre-
sponding data and text information, it also supports the
storage and display of various audio, video, and image
information.

2.2. Common Application Fields of QR Code Recognition
Technology. At present, QR code recognition technology has
been widely used. According to different business forms of
application, it can be divided into read type and main read
type [12]. When the two-dimensional code recognition
technology is applied in the read business field, the business
information can generate the corresponding two-dimen-
sional code graphics through different encryption and
compilation methods. Send the graphics to the user’s mobile
data terminal, and the user can scan the QR code graphics
with professional identification software. After obtaining the
identification authority, the user can extract the corre-
sponding information, which is often used as the transaction
voucher for various applications [13, 14].When applying QR
code recognition technology in the main reading business
field, users can install the corresponding QR code pro-
duction client, scan the QR code on read-only media and
other similar media, and obtain all information stored in the
QR code graphics after decoding. At the same time, someQR
codes also contain corresponding applications. .rough
scanning, you can directly open the corresponding programs
to realize the functions of fast browsing of web pages and fast
query of graphics and text.

In nursing teaching, the teacher assessment system re-
quires to increase the assessment of teaching technology
design and development ability and improve the teacher
teaching evaluation system. Whether for students or the

Pattern for 
positioning

Data storage

Component unit

Figure 1: Schematic diagram of QR code composition.
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requirements of education and teaching system, college
teachers need to use two-dimensional code recognition
technology to improve teaching quality. Experts in the field
of education, educational practitioners, teachers, and stu-
dents are trying new ideas and methods of network edu-
cation. .e teaching content is presented to school students
or social learners through two-dimensional code recognition
technology, so that it can be displayed and disseminated.

3. Construction of Intelligent Nursing
Teaching Platform

In order to help students effectively realize the role trans-
formation from nursing students to interns and then nurses
and follow the trend of the times, an intelligent nursing
teaching platform for QR code online testing technology is
designed. Its multiplatform information-based teaching
interest exploration system is shown in Figure 2.

As can be seen from Figure 2, multiplatform informa-
tion-based teaching interest mining starts from students’
consciousness, analyzes the behaviors that can stimulate
teaching interest, classifies students into five categories,
designs personalized teaching platform and personalized
teaching model, and puts forward the design of personalized
learning platform on this basis, so as to complete the
multiplatform information-based teaching interest mining
system, .e specific design contents are as follows. As a new
storage medium, the intelligent nursing teaching platform
based on two-dimensional code online testing technology
carries a large amount of information, small volume, low
cost, and simple production. In addition, it is convenient for
users to store two-dimensional code into mobile phones and
use fragment time to learn and consolidate at any time.
College students in the new era like innovation and are no
longer confined to the traditional methods of teaching
nursing in colleges and universities. .e application of QR
code in nursing teaching activities in colleges and univer-
sities meets the development requirements of the times and
is worthy of clinical application and promotion.

3.1. Platform Design Concept. According to the different
modes of users entering virtual reality (VR) and the dif-
ferences of immersion level, combined with the research
results of researchers at home and abroad in the field of VR
and the real situation of its application in education, VR is
divided into four categories: desktop VR, immersive VR,
augmented reality VR, and distributed VR.

.e platform should focus on simulating the real op-
erating environment and process, not simply simulating the
visual experience. Using the intelligent nursing teaching
platform [15, 16], teachers can more thoroughly teach the
operation process under the real nursing state and actively
update teaching resources such as drugs and cases. Students
can review and evaluate their learning results by themselves.

3.2. Development Environment. .e key function of the
platform is to standardize the nursing process and enhance
students’ ability to consult and analyze real cases. .e

platform is developed by using the current relatively com-
plete flash integrated extensible markup language (XML)
technology. Flash is a kind of animation software with rich
animation content, short time, and strong interaction. It is
widely used in web animation design. However, the appli-
cation platform developed by flash also has some defects: it
cannot be directly connected with the database, resulting in
poor applicability of the platform application in data update.
XML technology can take structural analysis of documents
and information for transmitting and saving data. XML
technology can operate and be applied independently of the
database for lightweight data storage. Coupling flash and
XML technology can make the nursing platform under QR
code online testing technology have a better feeling of use.

3.3. Platform Teaching Resource Compression Algorithm.
By compressing the data of teaching resources, it is con-
venient to complete the timely interaction between teachers
and students and the efficient learning of students. Com-
pression rate and compression deviation are the funda-
mental elements to weigh the compression of nursing
teaching resources [17–19]. .e resource compression ratio
is the ratio of the number of compressed data to the number
before compression, and the result is

η �
Nb − Ne

Nb

× 100%. (1)

Set a total of Nb nodes in curve F and record them as

F � f1, f2, . . . , fNb  � x1, y1( , x2, y2( , . . . , xNb, yNb(  .

(2)

.e fixed resource compression ratio (0≤ η≤ 1) is equal
to the number of nodes Ne and Ne � Nb × (1 − η) of the

Student awareness

Personalized 
classification

behavior analysis

Class A
student

Class B
student

Personalized 
teaching platform

Personalized teaching 
mechanism

Personalized 
learning platform

Class C
student

Class D
student

Class E
student

Figure 2: Interest exploration system ofmultiplatform information
teaching.
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curve after compression, keeping Ne always an integer.
Compress the curve F into a curve F′ with Ne nodes and
minimize the compression deviation E.

.us, the compressed curve F′ is expressed as

F′ � f1′, f2′, . . . , fNe′ . (3)

It can be seen that F′ is a subset of F, and any point in
curve F′ belongs to curve F. In the process of curve com-
pression, the initial point and end point of the curve shall be
saved to obtain

f1′ � f1 , fNe
′ � fNb. (4)

.e total displacement compression E is regarded as
the evaluation criterion of compression deviation. If the
connecting straight line T between point fi and point fj in
the initial curve F is y � ax + b, the distance from the point
fk(xk, yk) between the point fi and the point fj in the
initial curve F to the straight line T is d. If some curves in
curve F are compressed into subsegments of curve F′, the
compression deviation generated is

E fs
′, fs+1′(  � E fi, fj  � 

j�1

k�i+1

yk − axk − b( 
2

1 + a
2

. (5)

Calculate the curve F′ after the compression of nursing
teaching resources [20, 21], that is, each node of Ne in curve
F′, and minimize the value of compression deviation
function:

E(F′) � min 

Ne−1

s�1
E fs
′, fs+1′( . (6)

.e fundamental theorem of dynamic programming
algorithm is to resolve the problem to be solved intomultiple
subproblems, calculate the subproblems in advance, and
then obtain the calculation results of the original problem
from the solutions of many subproblems. For the optimi-
zation calculation of the deviation function of the com-
pression of nursing teaching resources in the platform [22],
first set a two-dimensional state spaceΩ without continuous
relationship, and establish the correlation between the
number of nodes Nb of curve F before compression and the
number of subsegments of curve F′ after compression. If the
number of F′ subsegments of the compressed curve is H, the
expression of state space Ω is

Ω � nb, h( |nb � 1, 2, . . . , Nb; h � 0, 1, . . . , H . (7)

.e random point (nb, h) of the state spaceΩ represents
the compression optimization of the curve f1, f2, . . . , fnb

 

with nb nodes. .e compressed curve contains h subseg-
ments; that is, ne � h + 1 nodes..erefore, the final solution
state of the nursing resource compression problem is
(Nb, H), and the compressed curve F′ is a line from state
(0, 1) to state (Nb, H), which is recorded as P. In the state
spaceΩ, the cost function D(nb, h) of the state (nb, h) is also
set, which is the compression deviation of the curve
f1, f2, . . . , fnb  with nb nodes that becomes h subsegments
after compression.

.e process of calculating the minimum deviation is to
find the best path from state (0, 1) to (Nb, H). Simplify the
state space Ω and obtain the following boundary function
constraints:

L(h) �
h + 1
Nb

,

R(h) �
1

Nb − H + h
,

B nb(  �
1

nb − Nb + H
,

T nb(  �
nb − 1
H − 1

.

(8)

.e solution process of resource compression optimi-
zation problem is described by the following recursive an-
alytical formula:

D nb, h(  � min
L(h−1)≤j<nb

D jh − 1(  + E fj, fnb
  ,

A nb, h(  � argmin
L(h−1)≤j<nb

D jh − 1(  + E


fj, fnb
  .

(9)

In order to improve the compression speed of nursing
teaching resources [23–25], an improved method of adap-
tively modifying the search range is designed. A reference
compression path is derived by Douglas–Peucker method
and expressed as formula (10), and then the next iteration
calculation is carried out by virtue of the reference path P,
and the last calculation result is used as the reference of the
next iteration.

P � p(0), p(1), . . . , p(H) . (10)

Construct the lowest deviation search space Ω′ and
enhance the search rate. Since the reference path has been
obtained in the previous step, the path can be used to create a
search strip to reduce the search range. .e corner shape of
each point in the path is different; that is, the compression
degree is not equal..e search strip width W will be adjusted
adaptively according to the change of compression degree.
.e boundary function of the improved search space Ω′ is
described as

L(h) �
max h + 1, h +(p(h) − p(h − 1)) × H/Nb 

h + 1
,

R(h) �
min Nb, h + 2 ×(p(h) − p(h − 1)) × H/Nb 

Nb, H � h
.

(11)

.e key of the improved method lies in the compression
deviation and searching for the minimum compression
deviation. For each node, the deviation from other nodes
shall be calculated, and the complexity of its calculation time
shall be set toO(WNb2/H)..ere are WH state space points
in the process of resource compression..e time complexity
of minimum deviation search is set to O(WNb/H).
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.erefore, it is obtained that the time complexity of nursing
teaching resource compression under QR code online
testing technology is O(Nb2W2/H).

.rough the above process, the compression of nursing
teaching resources can be completed in the shortest time
[26], which not only ensures the stability and fluency of the
platform, but also solves the practical problem of small
memory of the mobile terminal.

3.4. PlatformDesign Process. Based on the real investigation
and research and the guidance of relevant experts, the
platform planning and design process is shown in Figure 3.
After logging into the platform, the user selects the nursing
time, browses the patient’s condition information and
relevant nursing planning, and matches the patient with
reasonable medication time according to the nursing
planning and cases and patient’s physical condition
[27, 28]. .e design process refers to the real nursing
process and records all the operation behaviors of users in
the process as a powerful voucher for follow-up
investigation.

3.5. Platform Structure Implementation. Using browser/
server mode structure and modular design strategy, the
global platform functions are divided into basic plate,
nursing station plate, ward plate, dispensing room plate, case
and operation review plate, as shown in Figure 4.

In the whole platform, the basic plate is the most critical.
Its design principle is based on the complete investigation of
the real nursing environment and process [29, 30]. It uses
system analysis to extract public attributes for several ap-
plication goals and program goals and envisages the scal-
ability of the platform in the future. .e basic section
includes the environmental variables required to initialize
the platform, adjust user operation records, and extract basic
data such as department and examination indicators
according to the real nursing situation of the hospital
[31, 32].

.e nursing station plate, ward plate, dispensing room
plate, case plate, and other plates present independent
characteristics, which can provide students with corre-
sponding nursing data under simulated ward detailed en-
vironmental conditions [33–35]. Such sections use the
information stored in a large number of XML files. Dis-
pensing room and ward are the core communication plates,
including communication between patients and nursing
students and drug matching [36]. .e platform will record
the user’s operations in all sections as the basis for the final
assessment.

.e operation review section compares the existing data
such as cases and medical orders according to the operation
records of the platform users, comprehensively judges the
user’s global simulation process, finds out the wrong be-
havior and missing nursing process, and gives corre-
sponding reminder information, so as to complete the
application analysis of QR code online testing technology in
nursing teaching in colleges and universities.

4. Experimental Analysis

In order to ensure the effectiveness of the two-dimen-
sional code online testing technology proposed in this
paper in college nursing teaching, simulation experiments
were carried out. In the process of experiment, students
studying in the course of internal medicine nursing in
colleges and universities were taken as experimental ob-
jects, and numerical quantification was carried out for
students studying in the course of internal medicine
nursing in colleges and universities, which was conducive
to the rapid progress of simulation experiment. .e dif-
ferent learning abilities and the difficulty of learning
knowledge points of the experimental objects are simu-
lated and quantified. According to the quantitative results,
the simulation experiments of educational interest cul-
tivation, educational diversity, and educational interac-
tion are carried out. .rough the experimental
demonstration of interest cultivation, educational diver-
sity and interaction, the effectiveness of the application
analysis of the two-dimensional code online test tech-
nology proposed in this paper in nursing teaching in
colleges and universities is verified. In order to ensure the
preciseness of the experiment, the traditional teaching
method is used as the comparison object, the traditional
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Figure 3: Platform planning and design process.
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teaching method is quantified, the results of two simu-
lation experiments are compared, and the experimental
data are presented in the same data chart.

4.1. Data Preparation. In order to ensure the accuracy of the
simulation experiment process and set the experimental
parameters of the test, in this simulation experiment, stu-
dents of internal medicine nursing courses in colleges and
universities were used as experimental objects, using two
different teaching methods to carry out the simulation ex-
periment of cultivating educational interest and educational
diversity and analyzing the simulation experiment results.
Because the analysis results and analysis methods obtained
by different methods are different, it is necessary to ensure
the consistency of experimental environment parameters in
the experimental process. .e experimental data setting
results in this paper are shown in Table 1.

4.2. Simulation Experiment of Cultivating Educational
Interest. .e data of 6000 students were quantified to
construct different learning ability parameter values, with
the unit of D. From 0 to 1.0 d, 0.1d to 0.2 d are class A
students, 0.3 d to 0.4 d are class B students, 0.5 d to 0.6 d are
class C students, 0.7 d to 0.8 d are class D students, and 0.9 d
to 1.0 d are class E students. According to different types of
students and different learning abilities, the simulation
experiment of cultivating educational interest is carried out
in three environments: simple, moderate, and difficult. In the
process of experiment, we should pay attention to the
quantification of students and the quantitative expression of
the nature of simulated experiment. Because interest is a
subjective parameter, human consciousness is heavy, and
different quantitative methods lead to different conclusions.
.erefore, Jeffrey Hall’s interest analysis model is used in the
simulation experiment of educational interest cultivation,
and the interest simulation constant is used as the parameter
to quantify interest, with % as the parameter unit. .e
analysis principle is to construct different internal medicine
nursing teaching options and use students with different
learning abilities to click, judge, and click the modules they
are interested in according to the degree of difficulty. If the
number of clicks is high, it is considered that there is strong
interest. On the contrary, the interest in medical nursing is
relatively flat. Using the same personnel and the same
quantization mechanism, build the same learning ability as
the abscissa and the interest simulation constant as the
ordinate. .e experiment is simple, moderate, and difficult.
.e experimental results are recorded in the simulation
experiment result curve of educational interest cultivation.
During the experiment, because the analysis results cannot
be directly compared by using two different education and
teaching methods, the third-party analysis and recording
software is used to record and analyze the experimental
process and results, and the results are displayed in the curve
of the experimental comparison results. In the simulation
experiment result curve, the analysis function is used to
eliminate the uncertainty caused by the factors of simulation
laboratory personnel operation and simulation computer

equipment. .e simulation experiment of cultivating edu-
cational interest is carried out only for different experi-
mental objects using different education and teaching
methods. .e comparison curve of the simulation experi-
ment results of educational interest cultivation is obtained,
and the comparison curve of the experimental results is
shown in Figure 5.

By analyzing the comparison curve of the simulation
experiment results of educational interest cultivation in
Figure 5, it is concluded that the teaching application
method proposed in this paper is more obvious than the
traditional teaching method, and the improvement of stu-
dents’ interest is more prominent in different stages. In the
simple experimental environment, with the traditional
teaching method, the learning ability increases from 0 to
0.5 d, and the interest simulation constant increases by 10%
for each 0.1d increase in learning ability, of which the 0 to
0.5 d range is class A weariness, class B passive, and class C
mechanical students. However, in general, class A, class B,
and class C students have low ability to cultivate interest in
traditional teaching methods. .e average interest simula-
tion constant of the three types of students is 55%. Culti-
vating interest is not ideal. When the learning ability exceeds
0.6 d, the interest simulation constant is higher than 80% on
average, indicating that the simulation experiment is in a
simple state, which has little impact on the interest of classD
enterprising students and class E autonomous students, and
can obtain high interest through traditional education
methods. It is concluded that the traditional teaching
method is not obvious enough to cultivate interest in stu-
dents with low learning ability. .is paper puts forward the
teaching application method. In a simple simulation envi-
ronment, the overall change is moderate and close to a
straight line, indicating that the change of learning ability
has no obvious change on interest behavior. Students with
poor learning ability also have high learning interest. When
the learning ability is 0.1d, the interest simulation constant of
the teaching application proposed in this paper is 80%,
which is close to the learning ability of 0.6 d in the traditional
teaching method. .is paper puts forward the teaching
application. When the learning ability exceeds 0.6 d, the
interest simulation constant is greater than 86%. Compared
with the traditional teaching method, the interest simulation
constant of the same type of students is increased by at least
6%. At the same time, this paper puts forward teaching
application methods. Different types of students have similar
interests, the span of interest constant is small, and the
overall operation is good. However, traditional teaching
methods are easy to cause interest polarization, resulting in
academic performance polarization. Class E and classD have
better academic performance, and class C, class B, and class
A have poor academic performance; it shows that the
teaching method proposed in this paper plays a positive role
in promoting students’ interest in a simple simulation
environment.

When the simulated experimental environment is
moderate and difficult, using traditional teaching methods,
students with different learning abilities have different
specific manifestations of interest. Under the moderate
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experimental simulated environment, the curve trend is
basically similar to that under the simple environment, but
the interest simulation constant is lower than that under the
simple environment. Under the moderate difficulty, the
learning ability is before 0.7 d, rise in restricted line. When
the learning ability is 0.7 d, the interest simulation parameter
is 55%. In the range of 0 to 0.7 d, the learning ability is
improved by 0.1d and the interest simulation constant is
increased by 5%. When the learning ability is greater than
0.7 d, the interest simulation constant presents a stable state
of 55%. Similarly, it has a greater impact on class A, class B,
and class C students and less impact on class D and class E
students, but the interest simulation constants of classD and
class E students are not good enough at this time. In the
difficult experimental environment, the traditional teaching
methods improve linearly as a whole and have different
effects on different types of students. When the learning
ability is 0.4 d, the interest simulation constant decreases
briefly. .e highest interest simulation constant is 50%. In
the range of learning ability from 0 to 0.6 d, the interest
simulation constant increases in stages, and two growth
platforms appear. Class A, class B, and class C students with
learning ability ranging from 0 to 0.6 d have low interest..e
learning ability increases linearly from 0.6 d to 1.0 d. For
every 0.1d increase in learning ability, the interest simulation
constant increases by about 5%, and the overall performance
is poor. In this paper, the simulation constant of interest in
teaching application is proposed, which is basically con-
sistent with the curve in simple case. .e average interest
simulation constant in difficult environment is 2.5%

different from that in moderate environment, and the av-
erage interest simulation constant in moderate environment
is 2.0% different from that in simple environment. .e
overall curve is stable. .e minimum interest simulation
constant in complex environment is 75% and the maximum
interest simulation constant is 89%. In moderate environ-
ment, the lowest environmental simulation constant is 78%,
and the highest interest simulation constant is 91%.

.e weighted calculation by the third-party analysis
software shows that, under the simple environment, the
interest simulation constant of the traditional teaching
method is 63%; under the moderate environment, the in-
terest simulation constant of the traditional teachingmethod
is 41%; and under the difficult environment, the interest
simulation constant of the traditional teaching method is
35% and the average interest simulation constant is 46.3%.
.en it is considered that the interest simulation constant of
traditional teaching methods is 46.3%. In a simple envi-
ronment, this paper proposes that the interest simulation
constant of applied teaching methods is 96%. In a moderate
environment, this paper proposes that the interest simula-
tion constant of applied teaching methods is 93%. In a
difficult environment, this paper proposes that the interest
simulation constant of applied teaching methods is 90%, and
the arithmetic weighted analysis takes the average interest
simulation constant as 93%. .en it is considered that the
interest simulation constant of the applied teaching method
proposed in this paper is 93%. It is concluded that the
application of internal medicine nursing teaching in colleges
and universities is done using more traditional teaching
methods, which improves students’ interest in internal
medicine nursing courses by 46.7%, and promotes students’
continuous learning.

4.3. Educational Diversity Simulation Experiment.
Similarly, the data of 6000 students are quantified to con-
struct different learning ability parameter values, with the
unit of d. From 0 to 1.0 d, similarly, 0.1d to 0.2 d are class A
students, 0.3 d to 0.4 d are class B students, 0.5 d to 0.6 d are
class C students, 0.7 d to 0.8 d are class D students, and 0.9 d
to 1.0 d are class E students. According to different types of
students and different learning abilities, educational diver-
sity simulation experiments are carried out in three envi-
ronments: simple, moderate, and difficult. .e teaching
diversity index is used as the experimental measurement
standard. Its teaching diversity index includes the richness of
teaching resources, the ways students obtain knowledge
points, and teachers’ teaching methods. .e richness of the
three teaching resources, the ways students obtain knowl-
edge points, and teachers’ teaching methods are quantified
to judge the size of teaching diversity. It is the teaching

Table 1: Experimental parameter setting.

Project Execution range/parameters Remarks
Number of students 6000 Male : Female� 1 :1
Analog quantization parameters 0.1–1.0 Normal distribution
Student level Colleges and universities Students majoring in internal medicine nursing
Test difficulty 0.4,0.7,0.9 Simple, moderate, and difficult
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Figure 5: Comparison curve of simulation experiment results of
educational interest cultivation.

Scientific Programming 7



diversity index, in %. At the same time, due to the different
abilities of students, the acceptable diversity index is also
different, so the comparison curve of educational diversity
simulation experiment results is obtained. At the same time,
the same personnel and the same quantitative mechanism
are used to build the same learning ability as the abscissa.
.e experiment is simple, moderate, and difficult. .e ex-
perimental results are recorded in the comparison curve of
educational diversity simulation experiment results. .e
comparison curve of educational diversity simulation ex-
periment results is shown in Figure 6. During the experi-
ment, the same as above, the third-party analysis and
recording software is used to record and analyze the ex-
perimental process and results, and the results are displayed
in the comparison result curve of this experiment. .e
analysis function is used to eliminate the uncertainty caused
by the operation of simulation laboratory personnel and
simulation computer equipment. .e educational diversity
simulation experiment is carried out only for different ed-
ucational and teaching methods and different experimental
objects.

By analyzing the comparison curve of the simulation
experiment results of educational diversity in Figure 6, it is
concluded that the teaching application method proposed in
this paper has significantly improved the educational di-
versity as a whole and made outstanding progress in dif-
ferent stages compared with the traditional teaching
method. Under the simple experimental environment,
students with different learning abilities received different
diversity indexes and showed volatility. When the learning
ability increases from 0 to 0.2 d, the diversity index increases
linearly, which means that the teaching diversity of class A
students increases briefly under the traditional teaching
methods, and the highest teaching diversity index is 42%.
When the learning ability is from 0.2 d to 0.3 d, the teaching
diversity index tends to decline. When the learning ability is
from 0.3 d to 0.5 d, the teaching diversity index increases
rapidly, and its teaching diversity index is 42%. At the same
time, it decreases rapidly and improves rapidly. Under the
traditional teaching methods, the diversity of students with
different learning abilities is low, up to 42%. When the
experimental environment is moderate, the change of
teaching diversity index curve is similar to that of simple
environment, both of which have uncertainty and volatility.
.e highest teaching diversity index is no more than 38%,
which appears when the learning ability is 0.5 d and 0.7 d,
respectively, representing class C and class D students with
moderate learning ability. Students with poor learning
ability and high learning ability perform mediocrely in the
teaching diversity index under the traditional teaching
methods. When the simulation experiment environment is
difficult, the teaching diversity curve of traditional teaching
methods moves down as a whole, with the highest teaching
diversity index of 28% and the lowest teaching diversity
index of 12%. Under the three simulation experiment en-
vironments, the separation of the three curves is obvious and
the overall span is large, indicating that the teaching diversity
of traditional teaching methods is poor. For example, when
the learning ability is 0.2 d, the educational diversity index is

42% in simple simulation environment, 25% in moderate
simulation environment, and 20% in difficult simulation
environment. When the learning ability is 0.7 d, the edu-
cational diversity index is 42% in simple simulation envi-
ronment, 27% in moderate simulation environment, and
12% in difficult simulation environment. It shows that
traditional educational methods are not suitable for diversity
teaching in difficult environment.

In this paper, the teaching application method is pro-
posed. Under the condition of simple simulation experi-
ment, the change range of teaching diversity index curve is
unknown and tends to a straight line. .e lowest teaching
diversity index appears when the learning ability is 0.6 d, and
the teaching diversity index is 85%; the highest teaching
diversity index appears when the learning ability is 1.0 d, and
the teaching diversity index is 95%; and the average change
of teaching diversity index is 85% to 90%. In the moderate
simulation environment, this paper puts forward the
teaching application method, teaching diversity index, and
the curve change which is basically the same as that in the
simple simulation environment. .e lowest teaching di-
versity index appears when the learning ability is 0.2 d, 0.6 d,
and 0.8 d, and the teaching diversity index is 82%; the highest
teaching diversity index appears when the learning ability is
1.0 d, and the teaching diversity index is 92%; and the av-
erage change of teaching diversity index is 82% to 90%. .e
lowest point of teaching diversity index appears in multiple
positions, which shows that the teaching application method
proposed in this paper changes gently in a moderate en-
vironment. In the difficult simulation environment, this
paper puts forward the teaching application method and the
teaching diversity index, which is basically similar to the
change curve under the simple and moderate simulation
experimental environment. .e lowest teaching diversity
index appears when the learning ability is 0.3 d, and the
teaching diversity index is 81%; the highest teaching di-
versity index appears when the learning ability is 1.0 d, and
the teaching diversity index is 90%, and the average change
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Figure 6: Comparison curve of simulation experiment results of
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of teaching diversity index is between 80% and 90%. Under
different simulated experimental environments, the three
curves are intertwined. .e overall change of the curve is
stable, which shows that the teaching application method
proposed in this paper has a good embodiment in teaching
diversity and can provide diverse teaching modes for stu-
dents with different learning abilities, improving their
learning ability and academic performance.

.e weighted calculation by the third-party analysis
software shows that in a simple environment, the teaching
diversity index is 36%; in a moderate environment, the
teaching diversity index is 29%; in a difficult environment,
the teaching diversity index is 22%; and the arithmetic
weighted analysis takes the average teaching diversity index
as 29%; then, it is considered that the teaching diversity
index of traditional teaching methods is 29%. In a simple
environment, this paper proposes that the teaching diversity
index of applied teaching methods is 84%. In a moderate
environment, this paper proposes that the teaching diversity
index of applied teaching methods is 83%. In a difficult
environment, this paper proposes that the teaching diversity
index of applied teaching methods is 84%, and the average
teaching diversity index is 83.67%..en it is considered that
the teaching diversity index of applied teaching methods
proposed in this paper is 83.67%. It is concluded that the
application of internal medicine nursing teaching in colleges
and universities is 54.67% higher than the traditional
teaching methods.

5. Conclusion

.is paper puts forward the application analysis of two-
dimensional code online testing technology in nursing
teaching in colleges and universities. .rough the difficulties
of nursing teaching in higher vocational colleges and the
construction of multiplatform information-based teaching
system, relying on multiplatform information-based
teaching system, we can promote students’ interest in in-
ternal medicine nursing. Relying on different types of
evaluation of students, carry out diversified teaching and
targeted assignment. At the same time, use the multiplat-
form information-based teaching supervision system to
prevent students from skipping classes and not completing
their homework on time. Establish different types of learning
groups, and construct the communication mechanism with
in-service internal medicine nurses, so as to improve the
teaching level of internal medicine nursing in higher vo-
cational colleges and realize the research of this paper. .e
experimental data show that the method designed in this
paper is highly effective.

.ere are still improvements in the actual operation
process, which are discussed and analyzed as follows:

(1) .e quality of nursing teaching video in QR code is
difficult to guarantee. .e video recording must be
carried out in the daily working environment to
make students feel more situational. .e operators
must move smoothly and be standardized; the
commentators must enunciate clearly, use standard

terms, and focus on interpretation of key contents,
and each video recording shall be simplified as much
as possible and controlled within about 5min. .e
produced video must be sent to the teaching de-
partment or nursing department of the hospital for
review before use.

(2) Teachers tend to weaken their teaching dominance
over students. .e application of QR code online
testing technology is a teaching mode dominated by
students’ autonomous learning and teachers.
Teachers play an important role in supervising and
guiding students’ learning process, which can be
further studied in the future.
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With the development of cloud computing and distributed cluster technology, the concept of big data has been expanded and
extended in terms of capacity and value, and machine learning technology has also received unprecedented attention in recent years.
Traditional machine learning algorithms cannot solve the problem of effective parallelization, so a parallelization support vector
machine based on Spark big data platform is proposed. Firstly, the big data platform is designed with Lambda architecture, which is
divided into three layers: Batch Layer, Serving Layer, and Speed Layer. Secondly, in order to improve the training efficiency of support
vector machines on large-scale data, when merging two support vector machines, the “special points” other than support vectors are
considered, that is, the points where the nonsupport vectors in one subset violate the training results of the other subset, and a cross-
validationmerging algorithm is proposed.(en, a parallelized support vectormachine based on cross-validation is proposed, and the
parallelization process of the support vector machine is realized on the Spark platform. Finally, experiments on different datasets
verify the effectiveness and stability of the proposed method. Experimental results show that the proposed parallelized support vector
machine has outstanding performance in speed-up ratio, training time, and prediction accuracy.

1. Introduction

As the mainstream part of today’s media industry, images
and videos are rich in information and easy to understand,
which makes them an indispensable part of life. Computer
vision analysis is also the key development direction of the
Internet communication industry at present. For example,
character recognition has great application value in many
scenes, such as vehicle license plate detection, image-text
conversion, image content translation, and image search.
However, because the precision of text recognition tech-
nology is not ideal, its application scenarios are relatively
simple, such as content search in images [1–6].

2. Literature Review

With the increasing amount of data, how to efficiently store,
organize, and analyze these massive data has become a hot
issue for both academia and industry. Distributed com-
puting, which can distribute computing tasks on a large
number of computers connected together through the

network and cooperate with each other to complete com-
puting tasks, is expected to become an effective means to
solve this problem [1–7].

Faced with the pressure brought by the storage and
calculation of big data, Google proposed and designed its
own distributed file storage system GFS (Google FileSystem)
[8, 9] in 2003, which used a large number of cheap com-
mercial computers as distributed clusters to store and
manage large-scale data. Later, it published MapReduce, a
distributed parallel computing technology, and Bigtable, a
distributed storage framework for structured data, which
were applied to fast parallel processing of large-scale data.
(en Apache implemented the open-source distributed file
system HDFS (Hadoop Distributed File System) and the
distributed computing engine Apache Hadoop MapReduce
as the storage and computing solutions of big data, re-
spectively. With the contribution of the open-source com-
munity, many projects around it are constantly emerging,
such as Hive, a data warehouse tool originated from
Facebook, HBase, a column-based distributed open-source
database, and of course, big data projects such as Pig, a data
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stream-based processing framework, and ZooKeeper, a
distributed coordination framework [10–13]. In 2009,
MateiZaharia founded Spark’s big data processing and
computing framework based on memory computing at the
University of California, Berkeley. Compared with the
previous MapReduce framework, the intermediate results of
computation are kept in memory and the optimization of
execution plan based on DAG (Directed Acyclic Graph)
makes Spark process data in parallel faster than MapReduce.
It also provides support for Hadoop components and Hive
and supports SQL-like large-scale structured data calcula-
tion and query [14, 15].

(e real significance of big data lies not in having a huge
amount of data but in mining valuable information for
people and how to use it. (erefore, data mining and ar-
tificial intelligence based on big data are the ultimate
destination of big data. Machine learning provides a variety
of learning algorithms and models for data mining and
artificial intelligence and has been applied in the fields of
urban management, finance, entertainment, security,
medical care, and so on, which has produced great influ-
ence and important value on people’s lives. As an im-
portant supervised learning algorithm, support vector
machine (SVM) has a complete mathematical theory and
has been widely used in the fields of text recognition and
speech recognition. However, because its ultimate learning
problem is to solve a convex quadratic programming
problem, the corresponding time complexity and space
complexity are relatively high. With the continuous growth
of training data, the space occupation and training time of
stand-alone training will increase dramatically, which is
not suitable for model training on big data. (is also di-
rectly leads to the fact that SVM is usually used to solve
small sample problems, which limits its application and
analysis on big data.

How to use the distributed parallel technology of big data
to improve the training efficiency of SVM on big data has
become a very meaningful research direction. Spark is a
mature distributed parallel computing framework for big
data at present, and it is of practical significance to realize
parallel SVM based on Spark to solve the application in
large-scale data. (erefore, the purpose of this study is to
accelerate the training process of SVM on large-scale data
while maintaining certain model accuracy.

When faced with a large training set, the whole training
process of SVM needs a lot of memory. Jindal et al. [16]
proposed that, by eliminating nonsupport vectors step by step,
the storage space required in the training process was reduced,
and each time a part of samples were selected as the training set,
the support vectors obtained by training were combined with
the samples that most seriously violated the training results
among the remaining samples as a new training set. Aslahi-
Shahri et al. [17] put forward the idea based on decomposition,
which decomposes a relatively large quadratic programming
problem into several relatively small subproblems, solves only
one subproblem at a time, and iterates until the global optimal
solution is obtained, thus obtaining the trainingmodel of SVM.
Chen et al. [18] proposed a fast implementation algorithm
based on this strategy-a series of minimum optimization

algorithms, which only considered the optimization problem of
two variables at a time until all the variables met the re-
quirements. (is algorithm has also become a widely used
SVM tool LIBSVM. Xu et al. [19] put forward an incremental
algorithm similar to the block algorithm, which takes the
training scale tolerated by the single training algorithm as an
increment and combines it with the support vector of the
previous sample for training until all the training samples are
processed.

3. Literature Review

Although the above algorithms have different effects on
speeding up SVM training and reducing memory usage,
these strategies still have their limitations when the scale of
training data reaches a certain level. (erefore, how to solve
SVM in parallel has become a hot research direction. Cao
et al. [20] proposed a parallel SVM algorithm based on the
distributedmemory system. Das et al. [21] proposed Cascade
SVM based on cascade and feedback architecture. In the
initial stage, the support vector machine randomly divides
the whole training set into even subsets. Experiments show
that since each layer of SVM training can be carried out in
parallel and a large number of nonsupport vectors can be
filtered in the initial stage, it can effectively reduce the
training time on large-scale data. On the basis of group
training, Singh and Jaiswal [22] proposed a parallel SVM
algorithm based on Hadoop. In the prediction stage, the
distance between the point to be predicted and the center of
each subset is calculated, and the nearest subset model is
used to predict it. Although the training time has been
shortened to the extreme, the generalization ability of the
algorithm remains to be discussed.

Aiming at the problem that the prediction accuracy of
traditional Cascade SVM is lower than that of single
machine training, the merging algorithm based on sup-
port vector is improved, and the process of realizing
parallelized support vector machine on Spark platform
[23] is studied. Firstly, based on the HDFS distributed file
system and Spark distributed computing engine, a three-
tier architecture of the machine learning platform is
constructed. (en, aiming at the problem that only a
single support vector is considered when merging two
support vector machines, when merging two support
vector machines, “special points” and support vectors are
taken as the input of the next layer, and a parallelized
support vector machine based on cross-validation is
proposed. Finally, by deploying HDFS and Spark clusters,
the traditional cascade support vector machine and the
proposed support vector machine are compared in real
environment in terms of acceleration ratio, training time,
and prediction accuracy.

4. Overall Architecture of Machine
Learning Platform

4.1. Spark Architecture Ideas. Spark operation mode ab-
stracts the memory through the technology of Resilient
Distributed Datasets (RDD) [24], realizes the data exchange
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of the whole memory, and greatly improves the speed of
frequent iteration and other operations. (e schematic di-
agram of the Spark operation process is shown in Figure 1.

(e most important reason why the Spark platform can
realize iteration in memory is that RDD is adopted, which is
also the greatest advantage of the Spark platform. In this
paper, sample points are stored in RDD of computing nodes
in the Spark platform, which greatly reduces the time of
reading and writing interaction with hard disk. Spark, as a
common engine for large-scale data processing, uses master-
slave node management mode to complete data processing
tasks together, but in terms of functional structure, master-
slave nodes have the same computing capability, and its
main structure is shown in Figure 2.

In addition to this master-slave node cooperative
working mode, the Spark platform has another advantage
that most data operations are completed in RDD of platform
node memory, which greatly improves data access efficiency.

4.2. Overall Platform Architecture. Modeling in big data
scenarios usually has two basic requirements: one is mod-
eling with real-time data flow, and the other is modeling with
mass data analysis. At present, these two requirements have
their own solutions. However, in common applications,
these two requirements are generated at the same time. For
example, a website of a recommendation system requires not
only mining large-capacity historical data but also real-time
modeling for quick feedback of users’ clicks and purchases.
In order to meet this challenge, many projects adopt the
form of hybrid architecture, which is called Lambda ar-
chitecture [25]. Lambda architecture provides a series of
clear architectural design principles for mixed and diverse
data scenes (which need batch processing and real-time or
streaming data processing), which are mainly divided into
three layers, Batch Layer, Serving Layer, and Speed Layer, as
shown in Figure 3.

In the design of distributed Spark recommendation
scheme, HDFS distributed file system based on Parquet data
storage is used for data storage [26], and Spark SQL is used
for database table query. (e recommendation scheme
analyzes the user’s preferences by studying the user’s dy-
namic and static data (including friend information, his-
torical search information, interests and hobbies
information, and registration information) and completes
personalized recommendations. (e core module of the
overall platform architecture is the recommendation engine
module, which adopts the recommendation scheme based
on the parallel SVM algorithm. (e overall architecture of
the Spark-based platform is shown in Figure 4.

For example, for the recommendation task of e-com-
merce websites, the system needs to analyze the historical
preferences of current users on the one hand and generate
real-time recommendations based on the feedback of
browsing and clicking behaviors of current users on the
other hand. First, at a fixed time, the batch processing layer
will analyze all the historical data collected at present and
obtain the user and project models of the recommendation
system by matrix decomposition of the large-scale user

feedback matrix of the current historical records. (e de-
composition target is calculated as follows [27]:

R � U × V
T
, (1)

whereU is the user interest matrix andV is the project theme
matrix.

(e decomposed user interest matrix and project theme
matrix are stored in the database and then inform the service
layer to update the user interest index and theme feature
index.When users browse the website and generate feedback
such as browsing products, clicking links, and searching for
products, the system will quickly collect these data and store
them in the batch processing layer and the speed layer,
respectively. At this time, the batch processing layer is still in
the data accumulation stage, while the speed layer can
quickly update the decomposition model online in memory,
give a new list of product recommendations, and return to
the website recommendation page.

5. Parallel Support Vector Machine
Based on Spark

(e traditional Cascade SVM based on decomposition
provides a new idea for the parallel solution of support
vector machine, which improves the training efficiency on
large-scale datasets and achieves certain model accuracy.
However, compared with stand-alone training, there is still a
certain loss. Without changing the overall architecture of
Cascade SVM, this paper studies the impact of merging
algorithm on the accuracy of the final model and proposes a
parallelized support vector machine model based on cross-
validation.

5.1. Merge Algorithm of Cross-Validation. (e basic idea of
the traditional Cascade SVM is to decompose the global
support vector machine solving process into several sub-
problems of support vector machine, then merge the models
on these subproblems in pairs by using a tree-like form, and
finally get a global solution. (e merging algorithm of
Cascade SVM only considers the support vectors on two
subsets, but this local support vector cannot completely
contain two subsets as global support vectors on a training
set, so in every small merging process, the loss will be
gradually enlarged with the increase of iteration layers,
resulting in the ultimate loss of model accuracy, which is
reflected in the number of support vectors of the final model
and the prediction accuracy of the test set.

Cross-validation [28] is often used to evaluate the
generalization ability and reliability of a model or algorithm.
In the related fields of machine learning, its basic idea is to
group the original training data, one of which is used as a
training set and the other as a verification set or a test set,
train the corresponding model by using the training set, and
verify the model by using the test set as an index to evaluate
the learning algorithm. In the learning process of the support
vector machine, the prediction accuracy obtained by cross-
validation is usually used to measure the selection of pa-
rameters in the learning process. Here, we do not care about
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the prediction accuracy of the model on the training set to
the test set but care about those “special points” in the test set
that violate the training results on the training set.

Considering the merging of two support vector ma-
chines, TD1 and TD2, respectively, represent two datasets,
SVM1 and SVM2, respectively represent the support vector
machines trained on the two datasets, and (w∗TD1

, b∗TD1
) and

(w∗TD2
, b∗TD2

) represent their respective classification hy-
perplanes, respectively. From the point of view of SVM2,
although SVM2 will not misclassify x1 and x2 , these points
are located between the boundary planes of SVM2, which
may become a new subset, which means that adding these
points will produce a new support vector machine model.
From the point of view of geometric space, the distance
between these points and the classification hyperplane of
SVM2 is small. Because of the relationship between function
interval and geometric interval, adjusting parameters of the
hyperplane in equal proportion will not affect the size of the
geometric interval. In the process of establishing the interval
maximization problem, the functional interval of the interval
boundary hyperplane with respect to the classification hy-
perplane is defined as 1.(erefore, the points in TD1 located
between the boundary of TD2 interval satisfy formula (2)
and formula (3).

0≤
y w
∗
TD2

· x + b
∗
TD2

 

w
∗
TD2

�����

�����
≤

1
w
∗
TD2

�����

�����
, (x, y) ∈ TD1. (2)

0≤y w
∗
TD2

· x + b
∗
TD2

 ≤ 1, (x, y) ∈ TD1. (3)

(erefore, the merging algorithm of cross-validation is
to take each training subset as a training set and a test set,
respectively. When merging two support vector machines,
we should not only consider the support vectors on the two
subsets but also consider these “special points.” In addition

to considering each support vector machine, the new
merging algorithm also needs to consider the KKT condi-
tions (Karush–Kuhn–Tucker conditions) of nonsupport
vectors in a subset. (erefore, the merged support vector
machine is a better model on two subtraining sets, and each
merging is a local optimum, and this local optimum will also
get a global optimum in layer-by-layer iteration.

5.2. Implementation FlowBased on Spark. (e process of the
proposed parallel SVM is similar to that of the traditional
Cascade SVM, except that the merging algorithm based on
cross-validation is adopted when merging the two SVMs.
(e specific implementation process is shown in Figure 5.

Initially, the dataset on HDFS is randomly divided
with restrictions to ensure that the ratio of positive and
negative samples in each divided subset is equal so as to
avoid the reduction of the global support vector in the first
layer caused by extreme cases. In the same way, all the
training subsets are encapsulated in an RDD, and each
training subset corresponds to a partition by setting
partitions. (en, the data corresponding to each partition
is trained in parallel by foreachPartition operation. After
the training process of all subsets is completed, the
support vector (SV) and nonsupport vector (NoSV) ob-
tained by each training are copied to HDFS to be used as
the data input of the next layer, or the two support vector
machines are prepared for cross-verifying and merging
data.

When the two support vector machines are merged, not
only is the support vector merged as the input of the next
layer, but also the cross-validation is completed through the
parallel prediction process.(e points where the nonsupport
vector in each subset violates the model in another subset are
screened out, and these points are combined with the
support vector as the input of the next layer, corresponding
to the Across Validation and Merge stage in Figure 5.
Similarly, all training sets in the next layer can be trained in
parallel by setting partitions. In this way, after many iter-
ations, the cross-validation parallelized SVM trained model
is obtained.

(e prediction process in the whole training process is
not to predict the labels of the test set samples but to filter out
the “special points” that the nonsupport vectors in one
training set violate the model of another training set; that is,
the points that satisfy formula (2) or formula (3) need to be
filtered out. Compared with the training process, the pre-
diction process of support vector machine is relatively
simple, so formula (4) needs to be obtained, and the form of
kernel function is formula (5).

F(x) � w
∗
x + b
∗
. (4)

F(x) � 

NS

i�1
αiyiK xi, x(  + b

∗
, (5)

where x denotes a point to be predicted, (w∗, b∗) denotes an
SVM model on a certain training set, NS denotes a support
vector on the model, K(xi, x) denotes the kernel function
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value of the point to be predicted and the support vector, and
αi denotes the Lagrange coefficient corresponding to the
support vector.

6. Experimental Results and Analysis

6.1. Experimental Environment and Dataset. (ere are 6
machines in the cluster environment, and the hardware
configuration parameters are shown in Table 1. Spark ver-
sion 0.9.0 is installed on all machines, the Hadoop version is
1.0.1, and the JDK environment is OpenJDK 1.7.0 64-bit
version. Hadoop and Spark environment configuration
parameters are shown in Table 2.

In the configuration of Hadoop and Spark, the experi-
ment mainly focuses on memory usage. In Hadoop, the
maximum number of map tasks that can run simultaneously
is 16, the maximum number of reduced tasks is 2, and each
task can occupy up to 4GB of memory. In Spark, the
computing memory of each node is 20G, which is mainly the
space occupied by computing data and RDD linear de-
pendency storage. (e experimental dataset is the Movie-
Lens dataset provided by the School of Computer Science
and Engineering, University of Minnesota (https://
grouplens.org/datasets/movielens/), which contains infor-
mation of 6,000 users and 4,000 movies and is the most
commonly used test dataset for the recommendation system.

6.2. Speed-Up Ratio. In the aspect of parallelization pro-
gramming, an important performance index is the speed-up
ratio, which is described by the following formula:

S �
Ta

Ts

, (6)

where Ta is the running time required by the serial program
and Ts is the running time after parallelization.

It is difficult to obtain a perfect linear acceleration
ratio for parallelized programs. However, with the in-
crease of the problem scale, the proportion of non-
parallelizable parts in the program will gradually decrease.
(erefore, when the total parallel execution time of the
program is assumed to be constant, the parallelized
program can still obtain a good linear acceleration ratio.
(e speed-up ratio of Hadoop and Spark with different
numbers of nodes is shown in Figure 6.

It can be seen from Figure 6 that the Spark-based
parallelized support vector machine has good horizontal
scalability. With the increase of the number of computing
nodes, more computing resources are put into the task, and
the running time of the computing task can show an obvious
downward trend.(e result of the speed-up ratio reflects the
efficiency improvement of parallelization. (erefore, Spark-
based parallelization SVM can greatly improve the efficiency
of the program running.
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6.3. Prediction Accuracy and Training Time. In the experi-
ment, the training time and prediction accuracy of LIBSVM,
Cascade SVM, and our proposed parallel SVM are com-
pared. (e MovieLens dataset is randomly divided into 7
subdatasets. (e prediction accuracy ratio of the three al-
gorithms on each dataset is shown in Figure 7.

For 7 subdatasets, the prediction accuracy of cross-
validation parallelized SVM is higher than that of Cascade
SVM, and it is very close to the prediction accuracy of single
machine training. (e prediction accuracy of cross-valida-
tion parallelized SVM is almost the same as that of single
machine training, and it has been improved compared with
layered support vector machine. (e biggest reason is that
the merging algorithm based on cross-validation adds more
training data, and these data are very likely to be global

support vectors. Comparison of training time on 7 datasets is
shown in Table 3.

It can be seen from Table 3 that when the scale of the
training set is small, the training time of Cascade SVM and
proposed SVM is longer than that of stand-alone SVM
because the data scale is small and stand-alone SVM can
train to get the final model in a very short time, while
Cascade SVM and proposed SVM take longer training time
than stand-alone training because each layer needs to
communicate with the next layer. However, with the in-
crease of data scale, the advantages of hierarchical divide-
and-conquer are manifested. (e training time of Cascade
SVM and the proposed SVM is shorter than that of a single
machine, and compared with Cascade SVM, the training
time of the proposed SVM will be reduced.

Table 1: Hardware configuration.

Number Node name CPU Internal storage capacity (GB) Hard disc capacity
1 Master i7-3820 8-Core 64 1 TB
2 Slave01 E31230 8-Core 32 500GB
3 Slave02 E31230 8-Core 32 500GB
4 Slave03 E31230 8-Core 32 500GB
5 Slave04 i5-2300 4-Core 32 500GB
6 Slave05 i5-2300 4-Core 32 500GB

Table 2: Configuration of test cluster.

Number Node name Hadoop’s configuration Spark’s configuration
1 Master

dfs.replication� 3; map.tasks.maximum� 16; reduce.tasks.maximum� 2; child.java.
opts� -Xmx4096M SPARK_MEM� 20g

2 Slave01
3 Slave02
4 Slave03
5 Slave04
6 Slave05

Number of nodes

2
1

10

100

1000
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Figure 6: Experimental comparison of speed-up ratio.
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7. Conclusions

(is paper proposes cross-validation parallelized SVM based
on the Spark big data platform. Firstly, based on the HDFS
distributed file system and Spark distributed computing engine,
a three-tier architecture of machine learning platform is
constructed.(en, themerging algorithm based on the support
vector is improved, “special points” and support vector are
taken as the input of the next layer, and a parallel SVM based
on cross-validation is proposed. Experimental results show that
the prediction accuracy of the proposed parallelized SVM is
higher than that of Cascade SVM, it is very close to the pre-
diction accuracy of single machine training, and the training
time is further reduced. Further research will be carried out to
solve the problem of excessive differences in subdatasets caused
by randomly dividing datasets.
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Investors make capital investment by buying stocks and expect to get a certain income from the stock market. When buying stocks,
they need to draw up investment plans based on various information such as stock market historical transaction data and related
news data of listed companies and collect and analyze these data. )e data are relatively cumbersome and require a lot of time and
effort. If you only rely on subjective analysis, the reference factors are often not comprehensive enough. At the same time, Internet
social media, such as the speech in stock forums, also affect the judgment and behavior of investors, and investor sentiment will have a
positive or negative effect on the stock market.)is has an impact on the trend of stock prices.)erefore, this article proposes a stock
market prediction model that uses data preprocessing technology based on past stock market transaction data to establish a stock
market prediction model, and secondly, an image description generation model based on a generative confrontation network is
designed.)emodel includes a generator and a discriminator. A time-varying preattention mechanism is proposed in the generator.
)ismechanism allows each image feature to pay attention to the image features of other stockmarkets to predict stockmarket trends
so that the decoder can better understand the relational information in the image.)e discriminator is based on the recurrent neural
network and considers the degree of matching between the input sentence and the 4 reference sentences and the image features.
Experiments show that the accuracy of the model is higher than that of the stock pretrend forecast model based on historical data,
which proves the effectiveness of the data used in this paper in the stock price trend forecast.

1. Introduction

Generative Adversarial Network (GAN) is a new neural
network architecture born in recent years [1]. A traditional
neural network is usually composed of an input layer, several
hidden layers, and an output layer. In the context of the
generation task, the output layer directly outputs the gen-
erated results. For the image description generation task of
stock market prediction trend, the goal of generation is a
highly flexible language description. Compared with the
maximum likelihood estimation, the structure of the gen-
eration confrontation network can provide more flexible and
diverse results [2]. In addition to the generation confron-
tation, the network can overcome the exposure bias problem
caused by the maximum likelihood estimation in the se-
quence generation task. )erefore, the stock market trend

prediction image description model based on the generation
of the confrontation network has a good research value.

2. Related Work

Most of the current research papers on text-generated im-
ages are based on Generative Adversarial Networks. In 2016,
Reed [3, 4] and others first proposed the problem of gen-
erating images based on GAN text descriptions. )e article
proposed to extract effective semantic information from text
descriptions, and the method of letting the computer rec-
ognize, by generating an adversarial neural network, pro-
duces an image that is more consistent with the text content.
Subsequently, Reed [5] and others proposed a Generative
Adversarial What-Where Network (GAWWN). )e article
proposed a Generative Adversarial What-Where Network
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model that takes text information, position, and posture as
conditions. )is method enriches the details of image
generation but increases the difficulty of the training process.
Zhang [6] and others proposed the Stacked Generative
Adversarial Network Architecture (StackGAN). )e article
proposed the use of two Generative Adversarial Networks to
achieve text-to-image generation because when the gener-
ator is just a simple upsampling method, it cannot improve
the quality of the generated samples, so StackGAN’s task of
generating text images is divided into two stages. )e first
stage generates images with lower accuracy. )is stage is
mainly used to generate basic information such as the
outline, background, and color of the image. In the second
stage, the output samples of the first stage are used as input
to generate high-quality high-definition images, and the
detailed information lost in the generated samples is
complemented. Zhang [7–9] and others proposed the
StackGAN++model on the basis of previous research. In the
paper, the Generative Adversarial Network was designed to
be similar to a tree structure, and multiple generative neural
networks and adversarial neural networks were trained in
parallel, which effectively reduced the model’s training time.

)is paper designs a stock market trend prediction stock
market trend image description generationmodel based on a
generative confrontation network. )e model includes a
generator and a discriminator. )e generator proposes a
time-varying preattention mechanism, which allows each
stock market trend to predict the stock market trend. Image
features pay attention to other image features to introduce
the relationship between different image regions so that the
decoder can better understand the relationship information
in the stock market trend prediction stock market trend
image. )e discriminator takes the recurrent neural network
as the main body and considers the input sentence and the
degree of matching between the reference sentences and the
image features of the stock market trend.

3. Related Theoretical Methods for Generating
Confrontation Networks

Generative Adversarial Network is a neural network that
uses unsupervised learning methods. It does not require
complex processing of input data and is very suitable for
processing data with large amounts of data and incomplete
information. )e basic structure of the generative con-
frontation network includes a generator and a discriminator.
)e generator is generally composed of a multilayer neural
network, which reconstructs the data obtained by random
sampling in a certain way to be consistent with the sample
dimension. When the characteristics of the generated stock
market trend prediction image need to be restricted, a
control vector is added to the data and input to the judg-
ment. In the device, finally update the network with the
judgment result, as shown in Figure 1 [10–12].

GAWWNuses a pair of generators and discriminators to
build a model, introduces bounding box conditions and key
point information to control the pose and position of the
subject in the composite image, and generates a 128×128

resolution image. Figure 2 shows a typical GAN framework
in the field of image generation.

4. Generating the Model of Stock Market
Forecast Trend Image Based on the
Generative Confrontation Network

)is section discusses the specific structure of the stock
market prediction trend image generation model based on
the generative confrontation network and the training
method of the network. Figure 3 shows the overall archi-
tecture of the model. )is section is divided into three parts:
generating network, discriminating network, and training
method.

4.1. Generating Network

4.1.1. Encoder. In the model, the encoder uses a deep re-
sidual neural network (Resnet). )e residual neural network
is an improvement of the traditional neural network. After
the traditional neural network reaches a certain depth, it is
difficult to increase the depth to obtain performance im-
provement. )e residual neural network greatly deepens the
depth of the network by increasing the residual connection.
For the encoder, in terms of tasks, the residual network can
also better extract feature vectors from the data. )e prin-
ciple and structure of the residual network are explained as
follows [13–15].

)e starting point of the residual network is to solve the
problem that the single-layer neural network is difficult to fit
the unit mapping. Assuming that the input of the network is
X and the fitting target is H (X), experiments show that,
under the condition of H (X)�X, fitting is very difficult, so
the residual network introduces a new fitting target F (X)�H
(X)−X. At this time, the fitting goal of H (X)�X is
equivalent to that of F (X)� 0. )is fitting is easy to achieve,
so the fitting goal can be obtained as F (X)�H (X) +X, as
shown in Figure 4(a).

In the figure, the first linear transformation and acti-
vation function is equivalent to a layer of the neural network,
and the function of the subsequent linear transformation is
to transform the dimension to be the same as the input. )e
main contribution of the residual network is to increase a
path from input to output. )e learning of the original
objective function is transformed into the learning of the
residual. )e addition of residuals allows the neural network
to train normally after reaching a depth of tens of layers and
achieve better performance than networks with fewer layers.
In practical applications, in order to further deepen the
network depth, Resnet also uses a structure called a bot-
tleneck building block [16], which is shown in Figure 4(b).

Each box in the figure represents a convolution opera-
tion. )e input of the block is a piece of data with 256
channels, after a convolution operation with a convolution
window of 1× 1 and a convolution kernel of 64, the function
of this step is to reduce the dimensionality of the data, and
the data continues to pass through a convolution window to
3× 3. )e convolution kernel is a convolution operation of
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64, and finally, after a convolution operation with a con-
volution window of 1× 1 and a convolution kernel of 256,
the data dimension is restored to 256 channels, and the data
after the restored dimension is the same as the original data.
Add the restored dimension data to the original data, that is,
convert the original pixel feature data to more specific and
physical features and then solve the classification )is block
structure is the basic structure in Resnet, and extremely deep
networks are stacked by this block. )e experiment in this
paper uses the 101-layer Resnet, denoted as Resnet-101, and
its complete structure is shown in Table 1.

First, input the historical raw stock market data to do
preliminary convolution and pooling. After the data passes
through multiple bottleneck building blocks, each matrix in
the table corresponds to the above basic block structure.
Except for the number and step size of the convolution kernel,
the others are consistent with the above example. After the
matrix, ×N represents stacking N of the same structure. )e
output after all block operations is 7× 7× 2048, as 49 2048-
dimensional stock market trend image spatial feature vectors,
and each feature vector is linearly transformed into D-di-
mensional feature vectors used by the model [17–19].
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Figure 2: A typical GAN framework in the field of image generation. (a) Stacked. (b) Multidiscriminator. (c) Progressive. (d) Nested.
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Figure 1: )e structure diagram of the generated confrontation network.
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4.1.2. Time-Varying Preattention Mechanism. )e attention
mechanisms used in previous research work, such as com-
monly used soft attention and top-down attention, directly use
the data spatial features extracted from the deep convolutional
network, and the final attention vector is expressed in the form
of the weighted sum of all feature vectors. However, some
studies have pointed out that although convolutional neural
networks and fully connected networks have achieved excellent
results in many tasks of predicting stock market trend images,
even simple reasoning about relationships in stock market
trend images is difficult for them. Relational reasoning ability is
very important in the image description task of predicting stock
market trends. A simple image description of predicting stock
market trends may only contain entities and attributes, but a
slightly more complicated description often involves the

association between entities or attributes. )e lack of relational
reasoning capabilities of convolutional neural networks means
that the encoder only extracts the local spatial information of
the data but does not include the correlation between these
pieces of information. In this case, if the attentionmechanism is
only a simple image feature weighted sum, it is difficult to fully
express the relationship in the image, and considering that the
image information predicting the stock market trend that the
decoder can access only comes from the attention mechanism,
the decoder may not be able to accurately understand the
relationship in the image predicting the stock market trend.

)ere are rich relationships in predicting stock market
trend images. )e relationship between any two data trends
is intricate. Such a large number of relationships lead to a
large number of relationships in the aggregate feature vector,
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Figure 4: Schematic diagram of residual neural network. (a) Schematic diagram of residual learning. (b) Bottleneck building block structure.
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which makes it difficult for the decoder to determine if the
required relationship is not limited. What relationship is im-
portant, so it is necessary to limit the relationship considered in
the preattention mechanism. What kind of relationship is re-
quired cannot be determined in advance. It should be deter-
mined by the sentence that you want to describe or has been
described. )at is, a semantic context is needed to help the
preattentionmechanismfind the required relationship.Here, the
semantic context vector is represented as h2

t−1, and its source will
be introduced in the next section. )is context vector changes
with time because everymoment a newword is generated, which
affects the content to be described next and the corresponding
preattention mechanism aggregate feature vector [20, 21].

It is also time-varying, so it is called time-dependent
preattention (TDPA). After introducing the semantic con-
text h2

i−1, the formula is as follows:

ati � w
T
ptanh Wvp + Wspvi + Whph

2
i−1 1T

 ,

αti � softmax ati( ,

v
’
ti � 

L

j�1
αtijvj,

(1)

where 1 ∈ RL is an L-dimensional all-one vector and
Wvp ∈ RL×D, Wsp ∈ RL×D, whp ∈ RL×D, and wp ∈ RL are
parameters to be learned.

v’ti contains the relationship information between vj and
other feature vectors. Connect it with the image feature
vector vi and describe the features of this area at the current
moment through a fully connected network:

vti � MLP vti
′; vi ( . (2)

Figure 5 shows the above process.

4.1.3. Decoder. Inspired by some previous research work
using hierarchical LSTM (hierarchical LSTM), this paper
designs a hierarchical LSTM combined with a time-varying

preattention mechanism as a decoder. )e advantage of
hierarchical LSTM is that it has multiple LSTM units, and
the special LSTM units can be used to encode the infor-
mation required by the attention mechanism, which helps
to better play the role of the time-varying preattention
mechanism. In the overall framework, the decoder contains
the following parts: a preattention module, which is re-
sponsible for generating aggregate feature vectors; an at-
tention module, which helps LSTM pay attention to the
aggregate feature vectors; 2 LSTM units, one of which is
used to encode the attention module , the required in-
formation, one for text generation; MLP and softmax layers
Figure 6 shows the complete decoder framework.

)e following describes the specific work of each module
one by one.

)e bottom LSTM: the function of this LSTM unit is to
encode the information required by the attention mecha-
nism from the memory of the network, the current input,
and the global image features, so its input is the hidden state
of the top LSTM at the previous moment h2

t−1, the currently
input word vector x_t, and the average image feature
v � 1/LΣLi�1vi, these vectors are connected and input into the

Table 1: Complete structure of Resnet-101.

Operate Output dimension
Resize and crop 224× 224× 3
7× 7 convolution, convolution kernel 64, step size 2 112×112× 64
3× 3 max pooling, step size 2 56× 56× 64
1 × 1 64
3 × 3 64
1 × 1 256

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ × 3 56× 56× 256

1 × 1 128
3 × 3 128
1 × 1 512

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ × 4 28× 28× 512

1 × 1 256
3 × 3 256
1 × 1 1024

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ × 23 14×14×1024

1 × 1 512
3 × 3 512
1 × 1 2048

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ × 3 7× 7× 2048

Average pooling, 1000-dimensional fully connected network, softmax 1000.
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Figure 5: )e structure of the time-varying preattention
mechanism.
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bottom LSTM, and the bottom LSTM combines its own
memory to get the output.

Preattention layer: this layer includes the use of pre-
attention mechanism to generate aggregated and predicted
stock market trend image features and the use of the un-
derlying LSTM output information to guide the generation
of attention to aggregate predicted stock market trend image
features. )e hidden state h2

t−1 of the top LSTM at the
previous moment encodes all the semantic information
generated before, which is used in preattention, that is, in the
previous section:

Ut � preattention V, h
2
i−1 . (3)

)e output Ut contains the relational information and
the image features of aggregated and predicted stock
market trends. )en another attention module will notice
the local special image feature Ut according to the hidden
state h1

t of the underlying LSTM, that is, do the following
calculation:

ai � w
T
a tanh WuaUt + Whah

2
t 1T

 ,

αt � softmax at( ,

zt � 
L

i�1
αtiUti.

(4)

Among them, 1 ∈ RL is an L-dimensional all-one vector,
Wua ∈ RL×D, Wha ∈ RL×M, and wa ∈ RL are the parameters
to be learned, and zt is on Ut attention vector.

)e top LSTM: the function of this LSTM unit is to
integrate the attention vector zt and the output information
h1

i of the bottom LSTM and combine its own memory to
generate the information of the next word:

h
2
t � LSTM h

1
t ; zt , h

2
t−1 , (5)

where h2
t ∈ RM represents the hidden state of the top LSTM

at time t.

MLP and softmax layers: the hidden state h2
t of the top

LSTM becomes a probability distribution through a single-
layer fully connected network and softmax function.

Pt � softmax MLP h
2
t  . (6)

Interpret this probability distribution as the distribution
on the dictionary, and then you can get the generated words
at the current moment by sampling.

4.2.Discriminating theNetwork. )ediscriminator is used to
distinguish whether a sentence is a real data description or
generated by a model. )erefore, the input of the dis-
criminator is a sentence and a set of data, and the output is
the probability P that the sentence is a true description of the
predicted data image. Each group of data in the training data
has 5 description sentences, 4 of which are randomly se-
lected as reference sentences and 1 is used as a positive
sample to train the discriminator.

Figure 7 shows the architecture of the discriminator. )e
input sentence (denoted as in) will first be mapped to the
word vector sequence for neural network processing and
then input into an LSTMword by word, and the hidden state
of the LSTM at the last moment will be taken out as the
sentence encoding vector of the input sentence, denoted as

hin � LSTM sin( . (7)

For the 4 reference sentences (denoted as si
ref � 1, 2, 3, 4),

the same LSTM module is used to do the same processing,
and they are, respectively, turned into corresponding sen-
tence encoding vectors:

h
i
ref � LSTM s

i
ref . (8)

Each reference sentence encoding vector is connected to
the input sentence encoding vector and the data global
feature vector and then input to a fully connected network.
)e data global feature vector is the average of all the feature
vectors. )is fully connected network contains 3 layers, and
each layer is used. In addition to the residual connection, the
activation function of the last layer is the sigmoid function,
which is used to map the input to a value between 0 and 1. It
is interpreted as the probability of the input sentence and the
image under the auxiliary reference of the reference
sentence:

P
i

� σ MLP v; hin; h
i
ref  . (9)

)en take the maximum of the 4 probabilities as the
probability that the input sentence is the true description of
the image, namely,

P � max
i

P
i
. (10)

4.3. TrainingMethod. )is section discusses how to train the
generative network and the discriminant network because
when training the generative network, you will encounter a
discrete problem, which makes the gradient unable to be
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Figure 6: Decoding architecture.
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backpropagated. )is section introduces a reinforcement
learning framework and uses the policy gradient method in
reinforcement learning to solve this problem. Discuss the
training objectives and training algorithms of the generated
network and the discriminant network through the rein-
forcement learning side.

4.3.1. Reinforcement Learning. Reinforcement learning is a
decision-making model that describes how to seek the largest
long-term reward in the interaction between the subject and
the environment. )ere are several key concepts in rein-
forcement learning. )e agent in reinforcement learning has
the ability to act, where the action is the interaction with the
environment, and the action will get new observations from
the environment and change the subject’s state (state, a
specific state corresponds to a specific reward (reward) ob-
tained from the environment). Use the symbols a, o, s, and r to
represent actions, observations, states, and rewards; then, a
series of behavior history can be expressed as

o1, r1, a1, · · · , at−1, ot, rt. (11)

)e subscript represents time. )is sequence represents
the observation O1, the reward r1 is obtained, and the action
a1 is performed, the observation is changed toO2, the reward
r2 is received, and the action a2 is performed, and the
observation is changed to o3, the process is repeated until the
action at −1 is observed and the observation is changed to ot,
and reward rt is obtained. State s is a summary of the entire
behavior history, namely,

st � f o1, r1, a1, · · · , at−1, ot, rt( . (12)

In many reinforcement learning tasks, it is assumed that
the environment is fully observable (full observability); that
is, the subject can observe the complete current environ-
mental state, and the state can be determined by current
observations, namely,

st � f ot( . (13)

In reinforcement learning, the main body contains one
or more parts of policy, value function, and model.

Strategy refers to the method of determining action from
the state, which is divided into deterministic strategy and
random strategy. )e mathematical representation of a
deterministic strategy is

a � π(s). (14)

)emathematical representation of randomness strategy
is

π(a|s) � P at � a|st � s( . (15)

Here, π represents the strategy.
)e value function is used to estimate the value of a

specific action in a certain state. Unlike rewards, rewards are
obtained with the state and are short-term benefits at the
current moment, while the value function focuses on the fact
that an action will bring how many long-term rewards. )e
value function can be defined as

Q
π
(s, a) � E rt+1 + crt+2 + c

2
rt+3 + · · · |s, a . (16)

Among them, c is a conversion factor between 0 and 1
because future rewards are uncertain, and discounts need to
be discounted until now. )e longer the reward, the greater
the uncertainty and the greater the discount.

)emodel is the prediction of the state and reward of the
environment at the next moment under the current state and
the selected action. )e mathematical description is

P
a
ss′ � P st+1 � s′|st � s, at � a( , (17)

R
a
s � E rt+1|st � s, at � a( . (18)

Formula (17) expresses the probability of transition to
state s′ after taking action a in state s, and formula (18)
expresses the expected value of environmental rewards after
taking action a in state s.

Subjects can be roughly divided into three categories
according to their composition: (1) policy based, such as
policy gradient and actor-critic algorithm; (2) value based,
such as Q-learning; (3) model based.

4.3.2. Train Discriminant Grid and Generating Grid. Use θ
and w for all the parameters contained in the generator and
discriminator, respectively. To represent, the generator is
represented by the symbol Gθ, and the discriminator is
represented by the symbol Dw. )en, discuss how to train
these two networks.

In the traditional training method, the goal of the
training generator Gθ is to maximize the likelihood of
generating the true description sentence y � y1, y2, . . . , yT 

corresponding to the predicted data image in a given set of
data. )e objective function at this time is

LXE(θ) � −
1
N


y

 T
i�1log P yi|y1: i−1, I, θ( . (19)

MLP&Sigmoid

LSTM LSTM

Reference function
1, 2, 3, 4

P

Max

Input function

Data
characteristics

the same one

Figure 7: Discriminator architecture.
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Likelihood here is equivalent to an artificially set model
evaluation index, but as described in Section 1, this index has
obvious flaws. )e design of the generative confrontation
network introduces the idea of confrontation in the neural
network by introducing a discriminator Dw. To determine
whether a sample is real or generated by the generator, the
discriminator Dw in fact plays a role in evaluating the quality
of the samples generated by the generator. It can be seen as
an evaluation method for generators, scoring the samples
generated by the generator to help improve the generator.
)is evaluation method is not obtained by setting rules but
has the ability to self-learn and progress. A simple strategy is
used when training the discriminator: the real sample is
good, give 1 point; the generated sample is bad, give 0 points;
this paper uses the least square loss function to train the
discriminator:

min
w

1
2
Ey∼Preal

Dw(y, I) − 1( 
2

  +
1
2
Ey∼Pfake

Dw(y, I)( 
2

 ,

(20)

where Preal is the distribution of the real language de-
scription corresponding to image I and Pfake is the distri-
bution of the language description of the generator
corresponding to the image I. In the image description task,
the work of the discriminator includes two aspects. On the
one hand, it judges whether the generated sentence meets
the natural language specification, and on the other hand, it
judges whether the generated sentence semantically matches
the image. )erefore, in the above formula, introduce ad-
ditional items to require the discriminator to learn the
matching relationship between sentence semantics and
images. )e final optimization goal is

min
w

1
2
Ey∼Preal

Dw(y, I) − 1( 
2

  +
α
2

Ey∼Pfake
Dw(y, I)( 

2
 

+
β
2
Ey∼Punm

Dw(y, I)( 
2

 .

(21)

Among them, Punm represents the distribution of image I
that does not match but comes from the real language
description, and α and β are hyperparameters. )is objective
function can be optimized by the backpropagation
algorithm.

For the generator, the goal of optimization is to make the
samples generated by themselves get high scores under the
evaluation index of the discriminator. According to the
original design of the adversarial network, the goal of op-
timization should be

min
θ

1
2
EI Dw Gθ(I), I(  − 1( 

2
 . (22)

However, this optimization goal cannot be trained by
backpropagation. )is is because the generator Gθ(I) (ap-
proximately needs to sample the output distribution when
generating words). )is process is not differentiable, causing
the gradient signal of the loss function to fail to generate.)e
output of the generator continues to propagate back, so the

parameters of the generator cannot be updated through
backpropagation. In order to solve this problem, this paper
introduces a reinforcement learning method in the training.

First, explain the data description model as a rein-
forcement learning problem. Because every word generated
is known, the problem of data description is a completely
observable problem, so no distinction is made between
observation and state. )e main body in reinforcement
learning is the generator in the confrontation network. )e
action at is the word yt generated by the generator at each
moment, and the state st is the generated word sequence
y1: t−1. )e intermediate state is not obtained. Only when the
complete sentence is generated, the reward is obtained, and
the reward for the complete sentence is the score given by the
discriminator.

)en determine the strategy, value estimation function,
and model included in the subject. )e meaning of the
strategy is how to generate the distribution of the next word
according to the state (the generated word sequence), that is,
the output distribution of the generator model
Gθ(yt+1|y1: t, I) approximately. )e value estimation func-
tion is represented by QGθ(st, yt+1, I) approximately, which
means that starting from the state st, select the action yt+1,
and follow the strategy Gθ. Generate words, the long-term
cumulative rewards are obtained, and the calculation of this
reward depends on the data I. In the model, under the
current state y1: t−1 and the selected action yt, the state and
reward at the next moment are determined. In this way, the
original Generative Adversarial Network structure is
interpreted as a reinforcement learning model. )en, set the
generator’s optimization goal to start from the initial state, 0,
and follow the generator’s strategy to generate the sentence
with the largest expected cumulative reward, namely,

L(θ) � 
y1

Gθ y1|s0, I( Q
Ge s0, y1, I( . (23)

In order to train the generator, it is necessary to obtain
the gradient of the optimization target to the network pa-
rameters and use the policy gradient to solve this problem.

Introduce the symbol VGe st, I to represent the expected
cumulative reward of the state st under the strategy Ge,
namely,

V
Ge st, I � 

yt+1

Gθ yt+1|st, I( Q
Ge st, yt+1, I(  � Q

Ge st−1, yt, I( .

(24)

Derivation of the objective function is as follows:

∇θL(θ) � ∇θ 
y1

Gθ y1|s0, I( Q
Ge s0, y1, I( ⎡⎢⎢⎣ ⎤⎥⎥⎦

� Ey1: t−1 ∼ Gθ

yt

∇θGθ yt|st−1, I( Q
Ge st−1, yt, I(  .

(25)

Formula (25) gives an estimate of the target gradient,
where the expectation can be approximated by sampling,
and the gradient descent method can be used to train the
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generator after the gradient is obtained. Gθ in the formula
only defines complete sentences. For incomplete sentences,
let it share the same value of Gθ with complete sentences. At
this time,

∇θL(θ) �
1
T



T

t�1
Eyt ∼ Gθ yt|st−1 ,I( )

Dw y1：T，I( ∇θlog Gθ yt|st−1, I(  .

(26)

In order to reduce the variance of the estimated gradient,
consider not adding the reference term b at the end of the
gradient estimation, as long as b has nothing to do with W :
T; then,

∇θL(θ) �
1
T



T

t�1
Eyt ∼ Gθ yt|st−1 ,I( )

Dw y1：T，I(  − b ∇θlog Gθ yt|st−1, I( .

(27)

For the selection of b, this paper uses the self-critical
benchmark Dw(y1: T, I) proposed in,” where y1: T is the
sentence obtained by the current model using the inference
method. )e inference method can choose greedy decoding,
beam search, and so on. )e greedy decoding method is
selected in the paper. From this formula, if the quality of the
sampled sentence is better than the quality of the greedy
decoding during the training process, then the probability of
generating such a sentence is increased. If the sentence is
sampled, the quality is worse than greedy decoding, thus
reducing the probability of generating such a sentence. If the
generator is well trained at this time, the quality of the
sampled sentence and the sentence of greedy decoding
should be better. If the generator is poorly trained at this
time, then the quality of the sampled sentence and the
sentence of greedy decoding should be relatively poor, so the
self-criticism benchmark can always be maintained at the
level near the sampled sentence, so the variance of the es-
timated gradient can be effectively reduced.

Now it is possible to train the entire adversarial network,
but after starting the adversarial training, the generator and
the discriminator need to be pretrained because if the
pretraining is not done, the quality of the samples generated
by the generator is very poor, and the discriminator is easy to
distinguish. Given a very low score, the generator can only
learn which samples are bad but cannot learn good samples,
so themaximum likelihood estimation is used to pretrain the
generator and the discriminator, respectively. After the
pretraining is completed, the generator and the discrimi-
nator are trained alternately until the two converge. Algo-
rithm 1 shows the complete training process.

5. Model Application and Result Analysis

5.1. Experimental Environment andData Set Research Object.
Randomly select a number of stocks in the A-share market
to carry out the price prediction experiment, verify the
basic data generation through the database, and finally
select all the daily data of the stock market since 2020,

including the opening price, closing price, highest price,
and lowest price. )e selected indicators mainly include
opening price, closing price, highest price, lowest price,
trading volume, total trading value, etc. Research methods:
according to the key indicators of investors’ attention, the
14-day RSI, 10-day CR, 10-day BR, WR difference from the
previous day, 10-day BIAS, MACD value, 9-day KDJ value,
ROC difference, price change, and price, economic indi-
cators such as the range of change and the range of change
in trading volume are used as data characteristics in-
spection criteria to simulate the psychological state of
investors. At the same time, the selection of technical in-
dicators is constantly evaluated and adjusted to ensure the
validity of data features. Using the LSTM-GAN network,
adjust the network structure through continuous experi-
mentation (number of hidden layers, number of hidden
layer neurons, weight initialization method of each layer,
excitation function used by each network layer, dropout
function setting, model training iteration number, iteration
Batch_size, and other parameters) to predict the increase in
the closing price of the stock market. Today’s closing price
increase � (today’s closing price-yesterday’s closing price)/
yesterday’s closing price. Howmany days’ data are used as a
window to predict the next day’s stock price increase data
requires careful consideration. After a large number of
experimental tests, the final model uses the data of the
previous 14 days to predict the closing price increase on the
15th day, and the positive or negative increase value in-
formation represents the rise or fall of the closing price of
the stock market. )rough this method, the stock price rise
and fall predictions are made, and at the same time, a rise
value is obtained as a reference. n represents the number of
data records in the training set.

5.2. Using the Model to Conduct Experiments on Important
A-Share Indexes. Among the A shares, 30 stock markets
were randomly selected. Each stock market selected about
700 data, which is the historical stock market data since
2020. Among them, 80% of the data are used as training data
to train the model, and the remaining 20% are used as test
data to evaluate the model. )e BP neural network is used to
predict 30 stocks.

)e forecast accuracy rates of each stock market are
51.33%, 52.94%, 54.19%, 58.21%, 51.20%, 52.94%, 56.39%,
54.55%, 55.56%, 51.47%, 55.15%, 53.91%, 50.86%, 52.10%,
51.89%, 53.23%, 53.79, 54.41%, 55.56%, 54.81%, 53.68%,
56.81%, 51.13%, 57.01%, 52.59%, 55.45%, 51.47%, 52.94%,
51.47%, and 52.94%, the highest of which is 58.21% and the
minimum is 50.8%. )e average forecast accuracy rate of all
stock markets is 53.67%, as shown in Figure 8.

)e same stock market data directly use the LSTM-GAN
model; after the tuning process, the average accuracy rate
obtained is 54.03%, as shown in Figure 9.)e accuracy of the
stock price fluctuations predicted by the two is roughly the
same, with a slight difference. Comparison of results ob-
tained by LSTM reveals that the BP network has a weak
advantage, which also verifies the potential of LSTM in stock
market forecasting.
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First, use the data of the Shanghai Composite Index to
train the model. )e parameter tuning of the model is all
carried out around the Shanghai Composite Index. When a
relatively satisfactory result is achieved, the model will be
used to verify other large-cap indexes, such as Shenzhen
Component Index, Shanghai and Shenzhen 300, and Small
andMedium-Sized Index. Because these indexes are not easy

to be manipulated by “bookmakers,” and their stock prices
and transaction data can more reflect investors’ judgments
on the market, these large-cap indexes are more suitable for
evaluating forecasting models. Specific experimental results
are shown in the following.

5.2.1. Shanghai Composite Index. )e data set uses the
historical daily data of the Shenzhen Component Index from
April 1, 2009, to February 27, 2020, 1894 strip. Considering
that historical stock market data before 2009 did not have
much reference value, especially the economic crisis in 2008,
data collection began in 2009. 75% of the data is used as
training data, and the remaining 25% is used for verification
testing.

Daily line data include a total of 1921 data: training set,
1447; test set, 474.

After 20 iterations, the predicted result is shown in
Figure 10:

5.3. Experimental Results. )e experimental results prove
that the designed LSTM-GAN regression prediction model
is effective. And the accuracy of the model after tuning for a
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Figure 8: BP network closing price forecast results.
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Figure 9:)e forecast result of the closing price after BP is changed
to LSTM-GAN.

Input: generator Ge, discriminator Dw. Training data <stock market, real trend> collection;
Output: Trained generator Ge, discriminator Dw

(1) Randomly initialize generator Ge, discriminator Dw

(2) Use the objective function announcement (19) to pretrain the generator Ge;
(3) Use the generator Ge to generate the stock market trend prediction graph, and use three kinds of data <stock market, real trend>,
<stock market, generated trend>, and <stock market, unmatched real trend> to train the discriminator Dw according to the
objective function (21)

(4) repeat
(5) for g-turn times do
(6) Use generator Ge to generate sentence y1: r

(7) Estimate the gradient according to formulas 3–45 and update the parameters of the generator Ge

(8) end for
(9) for g-turn times do
(10) Use the generator Ge to generate the image description, use three kinds of data <stock market, real trend>, <stock market,

generated trend>, and <stock market, unmatched real trend> to train the discriminator Dw according to the objective function
formula (25)

(11) end for
(12) until generator Ge, discriminator Dw converges

ALGORITHM 1: A network training algorithm for stock prediction trend image generation based on a generative confrontation network.
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single stock market reaches 61.603%. Moreover, without
modifying the model parameters, it is applied to other large-
cap indexes, and its average accuracy rate exceeds 60%,
which fully verifies the effectiveness and universality of the
designed model for the A-share large-cap index. )e po-
tential of LSTM in stock market forecasting is worthy of in-
depth study and exploration. At the same time, another
innovative point of the experiment is that the regression
prediction value is the predicted value of the closing price
increase, and the average predicted increase error value is
also obtained during the process of training the model,
which can be provided to investors for reference.

)rough experiments, it can also be shown that although
China’s stock market is a policy market, its rise and fall are
more affected by policies, and stock price data will have a
certain “singularity,” but the market index is relatively stable
and quite measurable.

6. Conclusion

)is paper systematically expounds on the theoretical basis
of Generative Adversarial Networks in deep learning and
applies these two models to the stock market to predict the
ups and downs of A-share stocks in the next day. )e main
research results of this paper are as follows.

First, from the perspective of deep learning, while in-
troducing neural networks, this paper also clarifies how
LSTM-GAN neural networks solve the shortcomings of
traditional BP neural networks one by one.

Second, apply deep learning technology to the stock
price prediction. Take historical transaction data as input
data and use the LSTM-GAN model to predict the rise and
fall (up, adjustment, and fall) of stocks. )e prediction
accuracy of the model reached 60%.

Compared with the traditional neural network, the av-
erage error of this new network method is smaller, and in
most cases, the relative error is better than the traditional
neural network. However, there are still deficiencies in the

experiment process that need to be improved. Although the
prediction model based on the generative confrontation
network introduces a preattention mechanism, it solves the
problem of difficulty in convergence and difficulty in training
and avoids the problem of nonconvergence and collapse of
the algorithm in the budget process. However, this model is
compared with other generative models. )e GAN model
does not need to be modeled in advance. In the case of more
pixels, the model is too free to cause uncontrollable problems.
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)e dataset can be accessed upon request to the author.
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In order to enhance the load balance in the big data storage process and improve the storage efficiency, an intelligent classification
method of low occupancy big data based on grid index is studied. A low occupancy big data classification platform was built, the
infrastructure layer was designed using grid technology, grid basic services were provided through grid systemmanagement nodes
and grid public service nodes, and grid application services were provided using local resource servers and enterprise grid
application services. Based on each server node in the infrastructure layer, the basic management layer provides load forecasting,
image backup, and other functional services. -e application interface layer includes the interfaces required for the connection
between the platform and each server node, and the advanced access layer provides the human-computer interaction interface for
the operation of the platform. Finally, based on the obtained main structure, the depth confidence network is constructed by
stacking several RBM layers, the new samples are expanded by adding adjacent values to obtain the mean value, and the depth
confidence network is used to classify them. -e experimental results show that the load of different virtual machines in the low
occupancy big data storage process is less than 40%, and the load of each virtual machine is basically the same, indicating that this
method can enhance the load balance in the data storage process and improve the storage efficiency.

1. Introduction

In the process of operation and development, enterprise
networks will accumulate a large number of low occupancy
big data [1, 2]. Effective analysis of this low occupancy big
data can obtain implicit data and knowledge, resulting in
data value added and providing and attaching a variety of
services [3, 4], which shows that low occupancy big data is
very key. -ese low occupancy big data are stored in the
form of message file or database and rise exponentially [5],
so high-quality storage methods are required. Intelligent
classification technology is a very important big data
management technology. At present, it has been successfully
used in various fields, but the problems of high occupancy
rate and low classification efficiency of traditional big data
classification are still difficult to solve. In view of the above
phenomena, scholars at home and abroad have put forward
the following solutions.

In [6] with the rapid development of sensing and digital
technology, network physical system is regarded as the most
feasible platform to improve architectural design and
management. It investigates the possibility of integrating
energy management system with network physical system to
form energy network physical system to promote building
energy management. However, due to the dynamics of
building occupants, minimizing energy consumption while
realizing the architectural function of energy network
physical system is a challenge. Because occupant behavior is
the main source of uncertainty in energy management,
ignoring it will usually lead to energy waste caused by
overheating and undercooling, as well as discomfort caused
by insufficient heat and ventilation services. In order to
alleviate this uncertainty, an energy network physical system
related to occupancy is proposed, which combines occu-
pancy detection based on WiFi probe. -e framework uses
integrated classification algorithm to extract three forms of
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occupancy information. It creates a data interface con-
necting the energy management system and the network
physical system and realizes automatic occupancy detection
and interpretation by assembling multiple weak classifiers
forWiFi signals. A validation experiment was conducted in a
large office to check the performance of the proposed
network physical system occupying linked energy. Experi-
mental and simulation results show that the proposed model
can save about 26.4% of refrigeration and ventilation energy
consumption with appropriate classifiers and occupancy data
types. However, this method does not conduct in-depth re-
search on data classification methods. In [7] in complex image
environment, text detection and location from natural images
embedded with text is still a challenging problem. Foreground
object segmentation and classification are common methods
for this task. -erefore, component level target classification in
a clutter environment is an important subproblem. Proper
extraction of foreground objects can achieve effective classi-
fication, so as to improve the performance of text detection. A
feature vector based on equidistant pixel area distribution is
proposed for text/nontext classification. -e generated feature
descriptor is script invariant and is very effective in the actual
scene. Five different pattern classifiers are used to evaluate the
proposed feature set on our data set. -e experimental results
show that the classification accuracy of the feature set is more
than 86% regardless of the script. However, this method only
classifies image data and has high limitations. Reference [8]
uses three kinds of random forest classifiers to solve the
problem of anomaly classification of sensor data. Consider the
sensor deployment scenario specifically, where the sensor fields
of view may overlap. According to the sensor type, we design
signal features in time, frequency, and space-time domain.-e
results show that the proposed random forest classifier has
higher true positive rate and lower false positive rate than
unsupervised k-means method and random forest classifier
with single signal energy feature. However, the classification
effect of this method for low occupancy data is still unknown.

Grid technology can transform different computer re-
sources distributed in a wide range of space into a computing
power and data processing power characterized by universality,
standardization, accuracy, and economy, so as to realize wide
area resource sharing [9]. In essence, grid technology can be
understood as maximizing the use of existing resources
(software and hardware) in the network, meeting the storage,
sharing and calculation of data and resources, improving the
problem of resource island [10], and realizing the value-added
network resources. Grid technology is widely used in data
storage fields such as e-commerce, academic research, and so
on. Based on this, this paper studies the low occupancy big data
classification method based on grid technology and uses grid
technology to integrate low occupancy big data and realize
high-quality storage of low occupancy big data.

2. Low Occupancy Big Data Processing
and Classification

2.1. Big Data Preprocessing Stage. Multisource network data
is massive and high-dimensional. Cross-source classification

algorithm feature extraction of multisource network data
needs dimension reduction function. For multisource het-
erogeneous data, the traditional dimensionality reduction
method can not determine the dimensionality of all kinds of
data. -e amount of data contained in multisource het-
erogeneous data is high, and its workload is also high.
Feature extraction methods with high computational effi-
ciency are needed.

Incremental orthogonal component analysis (IOCA) is
selected to reduce the dimension and extract features of
multisource network data, so as to improve the time
complexity of massive multisource network data classifi-
cation. IOCA method does not need to set a fixed target
dimension, and the target dimension can be adjusted
according to the changes of input data in the learning
process [11]. Using this method to preprocess massive data
will form better orthogonal components and avoid data
redundancy and good compression dimension.

IOCA method can use the prefetched multisource net-
work data to obtain the orthogonal component space
d1, d2, · · · , dn  that can automatically determine the di-
mension, so as to realize the rapid dimensionality reduction
of multisource network data. -e dimensionality reduction
of multisource network data needs to be realized through the
following two steps:

(1) Let the existing new data be represented by φk+1 and
the learned orthogonal component space be repre-
sented by D � d1, d2, · · · , dk , and calculate the new
potential orthogonal component dk+1 possibly gen-
erated by φk+1 and the linear independence between
them.

(2) Set the adaptive threshold, and use the set adaptive
threshold to judge whether dk+1 can be used as a new
orthogonal component added to D.

-e specific calculation process of extracting data fea-
tures by IOCA method is as follows:

(1) Initialize the orthogonal component space D � ∅
with the initial dimension k � dim(D) � 0.

(2) Use xj to represent the new input data and meet
j> k.

(3) Use ri,k+1 to represent the eigenvector and calculate
ri,k+1 � xT

j di.
(4) Calculate dk+1′ � xj − 

k
i�1 ri,k+1di.

(5) Calculate rk+1,k+1 � ‖dk+1′‖2.
(6) Calculate dk+1 � dk+1′/rk+1,k+1.
(7) g represents the original data dimension. When

rk+1,k+1/‖xj‖≥ dim(D)/g, it means that dk+1 belongs
to the new orthogonal component. At this time, dk+1
is added to D.

(8) Let k � k + 1 repeat the above process until all data
preprocessing is completed.

-e features of multisource network data are extracted
by using the corresponding orthogonal space to obtain
multiple groups of feature vectors with lower dimensions
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[12]. -e feature vectors with lower dimensions are sent to
the multicore learning support vector machine classifier to
realize the cross-source classification of multisource network
data.

2.2. Intelligent Classification Algorithm Selection. Support
vector machine is a machine learning method based on
structural risk minimization principle and statistical
learning theory [13], and support vector machine has good
generalization performance. Support vector machine real-
izes multisource network data classification by searching the
optimal hyperplane [14]. -e solution formula of the op-
timal hyperplane obtained through the quadratic optimi-
zation problem is as follows:

min
1
2
‖w‖

2
+ C

N

i�1
ξi

s.t.yi[(w, x) + b]≥ 1 − ξi

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(1)

In formula (1), ‖w‖2 and ξi represent the regularization
term and the relaxation variable measuring the training
error of the sample, respectively. -e smaller the value of
ξi, the lower the training error. At this time, the support
vector machine has higher classification accuracy; C

represents the penalty coefficient of the balance adjust-
ment parameter between the training error and the reg-
ularization term. -e smaller the value, the lower the
degree of penalty error classification; (w, x) + b � 0 rep-
resents the hyperplane to be solved, and w and b represent
the normal vector and offset of the hyperplane,
respectively.

2.2.1. Multicore Learning Method. Multisource heteroge-
neous data can replace a single kernel with multiple
kernels to improve the interpretability of decision
function and the classification performance of support
vector machine classifier [15, 16]. -e convex combi-
nation formula based on kernel function K(x, x′) is as
follows:

K x, x′(  � 
M

m�1
smKm x, x′( . (2)

In formula (2), sm ≥ 0, 
M
m�1 sm � 1. M and Km represent

the total number of cores and the number of positive definite
cores M in the same input space χ, respectively. -e classical
kernel with different parameters is represented by each basic
kernel Km.

-rough the above process, the weight sm is selected to
replace the data representation of the kernel.

Based on the gradient descent of the target value of
support vector machine, the gradient descent of support
vector machine solver is used to determine the combi-
nation of different problem kernels, that is, multicore
learning method. -e multicore learning is realized by
clarifying the coefficient sm  of the learning process of the

decision function. -e multicore learning formula is as
follows:

min
fm{ },b,ξ,s

1
2



M

m�1

1
sm

fm

����
����
2
Hm

+ C
l

i�1
ξi

s.t. yi 

M

m�1
fm xi(  + yib≥ 1 − ξi,∀i

ξi ≥ 0,∀i



M

m�1
sm � 1, sm ≥ 0,∀m

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(3)

In formula (3), C> 0 and ξi ≥ 0 represent the penalty
coefficient and relaxation variable, respectively, and l rep-
resents the number of samples. When sm � 0, the square
norm ‖fm‖Hm

of fm in each sm control objective function
needs to be 0 so that the objective value is limited.

Let the Lagrange function exist as follows:

L �
1
2



M

m�1
fm

����
����
2
Hm

+ C
l

i�1
ξi + 

l

i�1
αi

1 − ξi − yi 

M

m�1
fm xi(  − yib

⎛⎝ ⎞⎠

− 
l

i�1
viξi + λ 

M

m�1
sm − 1⎛⎝ ⎞⎠ − 

M

m�1
ηmsm.

(4)

In formula (4), both αi and vi represent Lagrange
multipliers related to support vector machine problems.
Both λ and ηm represent Lagrange multipliers related to
constraints on sm.

Relative to the original variable, set the Lagrange
function gradient to 0, substitute the set optimization
conditions into the Lagrange function, and obtain the dual
problem formula as follows:

max
α

−
1
2



l

i,j�1
αiαjyiyj 

M

m�1
smKm xi, xj  + 

l

i�1
αi

s.t. 
l

i�1
αiyj � 0

C≥ αi ≥ 0,∀i

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(5)

-e formula (5) is transformed into the dual formula of
standard support vector machine by using kernel combi-
nation K(xi, xj) � m�1smKm(xi, xj). J(s) is used to rep-
resent the optimal objective function of cross-source
classification of multisource network data. Multicore
learning has strong duality, so J(s) can be used as the
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objective function of the dual problem of formula (5) at the
same time. Select the descending direction S of the gradient
descent method and update s through the obtained J(s)

gradient. -e updating process is s⟵ s + cS, where c

represents the step size. It is necessary to search the max-
imum allowable step according to the descent direction S to
judge whether there is a decrease in the target value. When
the target value decreases, s needs to be updated. Repeat the
above process until the target value does not decrease.

2.2.2. Support Vector Machine Classification of Multicore
Learning. Support vector machine needs to use the com-
bination of multiple binary classifiers to solve the multiclass
classification problem. Suppose that the category in the
massive multisource network data is q, and the number of
binary classification tasks is q(q − 1)/2 through pairing the
categories with the number of q. Send the multisource
network data to the trained support vector machine clas-
sifier, and finally obtain the classification results with the
number of q(q − 1)/2.

Use J(s) to represent the target value of cross-source
classification of multisource network data, search for the
kernel combination that can jointly optimize all decision
functions as an even number [17], and obtain the objective
function of optimizing cross-source classification of mul-
tisource network data according to kernel weight sm  as
follows:

J(s) � 
q∈Q

Jq(s).
(6)

In formula (6), Q and Jq(s), respectively, represent all
binary classifier sets to be considered and the target value of
support vector machine for binary classification problems
related to binary classifier. -e Lagrange multipliers of each
binary classification problem are obtained according to the
gradient descent method, and the kernel combination of all
binary classification problems is obtained, that is, the sum of
maximized intervals, so as to realize the cross-source clas-
sification of multisource network data.

3. Build a Big Data Classification Platformwith
Low Occupancy

-e low occupancy big data classification platform based on
grid technology is composed of four parts: advanced access
layer, application interface layer, basic management layer,
and infrastructure layer, as shown in Figure 1.

Using the open grid services architecture (OGSA) and
GT3 toolkit, build the infrastructure layer of the low oc-
cupancy big data private cloud platform on the basis of
ensuring the low occupancy big data system structure.
Develop the basic management layer, application interface
layer, and advanced access layer according to the actual
application requirements of low occupancy big data storage.

-e infrastructure layer is the foundation of the physical and
storage devices in the low occupancy big data system classifi-
cation platform, which mainly includes four parts: grid system
management node, grid public service node, local resource

server, and enterprise grid application service [7, 18]. Each part
of the equipment is scattered, and some types of server
equipment have a large number and scattered locations.
-erefore, WAN connection is adopted between different
server devices [19].

-e main function of the basic management layer is to
use integrated or distributed control to manage the col-
laborative operation of all storage devices in the low oc-
cupancy big data private cloud, complete the optimal
utilization of resources, and build a work contradiction
mechanism for problems such as workflow contradiction. At
the same time, this layer is also responsible for data backup,
data encryption, and data disaster recovery in the process of
low occupancy big data classification.

-e application interface layer includes all interfaces
used by the low occupancy big data classification platform to
connect with other equipment and servers and provides
interfaces and corresponding services to power management
institutions at all levels according to the actual application
requirements and corresponding levels of different power
enterprises. -e user can successfully log into the platform
by inputting the corresponding account password through
the public interface of the low occupancy big data classifi-
cation platform and collect the corresponding data resources
according to the account level authority.

-e main function of the advanced access layer is to
provide the low occupancy big data classification platform
with the interface required for operation. On the basis of
ensuring the primary application of low occupancy big data
classification, the advanced application is developed
according to the actual application requirements of power
enterprises to realize the interpersonal interaction function.

3.1. Hardware Design

3.1.1. Infrastructure Layer. Grid technology has a wide
range of applications and can be effectively deployed on
LAN, Wan, and Internet [20]. In order to meet the internal
low occupancy big data sharing of power enterprises, a low
occupancy big data network including shared areas is
established by using grid technology. -e application of
grid technology can ensure the safe access and sharing of
different low occupancy big data resources in the grid
system.

-e high-speed network inside the power enterprise is used
to connect different application system servers, database servers,
storage backup servers, and other servers. Set up the grid op-
erating system, set up professional grid scheduling servers,
registration servers, server pools, and other devices, and inte-
grate these servers and devices into a grid system to build a low
occupancy big data grid. Using the open grid service archi-
tecture and GT3 toolkit, build the infrastructure layer of the low
occupancy big data private cloud platform on the basis of
ensuring the low occupancy big data system structure. -e
infrastructure layer grid is shown in Figure 2.

-e infrastructure layer designed by using grid tech-
nology includes grid basic services provided by grid system
management node and grid public service node, grid
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application services provided by local resource server, and
enterprise grid application services.

Dispatching coordination server, registration server, and
other servers and equipment that realize basic grid technology

form a grid systemmanagement node, and different servers are
equipped with hot standby machines to ensure their unin-
terrupted operation [21, 22]. -e main function of each server
in the grid system management node is to provide basic grid
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Figure 1: Overall structure of low occupancy big data classification platform.
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Figure 2: Infrastructure layer construction based on grid technology.
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services and ensure the effective work of the grid system.
Dispatching coordination server is themain component of grid
technology and is responsible for controlling and coordinating
all grid operations and services.

Storage server, computing server, and instance pool form a
grid common service node [23]. -e main function of the
storage server is to provide data storage services in the grid,
which has the characteristics of high capacity and reliability.-e
computing server usually adopts high-performance computer,
which has high-precision computing performance.-e instance
pool contains different services in the grid, such as web services
(the basis for building grid services) and public services.

As the infrastructure of grid technology, local resource
server is mainly composed of heterogeneous systems such as
application system and automatic office system [24].

Enterprise grid application service is an advanced service
that defines and implements different grid applications
according to the needs of power enterprises based on the
foundation and public services provided by public service
nodes. Based on the concept of grid, different computing
resources and storage resources in low occupancy big data
grid can be realized through grid services.

3.1.2. Basic Management. -e basic management layer in-
cludes various functional modules applied in the process of
low occupancy big data classification, such as load prediction
module, image backup module, data security module,
physical host module, etc. -e structure hierarchy of each
functional module is shown in Figure 3.

3.1.3. Load Forecasting Layer. Based on the application re-
quirements of low occupancy big data classification platform, it
is necessary not only to provide the historical load change trend
of virtual machine (storage server) to power enterprises, but also
to display the load prediction results of virtual machine to power
enterprises, so as tomeet the purpose of diversified application of
low occupancy big data resources [25, 26]. Using load fore-
casting, you can apply for an appropriate amount of virtual
machines to balance the load before the virtual machine load
reaches the upper limit [27], so as to alleviate the access pressure.
When the virtual machine load forecast is lower than a certain
load value within a certain time, the virtual machine can be
recovered to improve the utilization rate of the virtual machine
and meet the requirements of environmental protection.

Load forecasting is based on the load monitoring results.
After preliminary processing, the load monitoring results are
calculated by BP neural network [28], and the prediction results
are obtained. -e prediction results are stored in the database
and displayed through the interface in the advanced access
layer. -e load forecasting process is shown in Figure 4.

3.1.4. Image Backup Module. -e main function of the
image backup module is to backup each virtual machine in
the low occupancy big data classification platform within a
fixed time under the control of the timer, so as to restore the
virtual machine in case the platform cannot run due to an
accident. -e image backup process is shown in Figure 5.

In the process of image backup, it is necessary to judge
whether the virtual machine has image backup. If so, delete
the old image backup and build a new image backup to
ensure the uniqueness of image backup.

3.2. Software Optimization. Based on the above hardware
platform, the low occupancy data after part 2 training and
classification are input into the deep confidence network to
optimize the software part of the low occupancy big data
classification platform.

3.2.1. RBM Training. In the process of classifying big data
with low occupancy in complex scenes by using depth
confidence network, the depth confidence network is ob-
tained by stacking several RBM (restricted Boltzmann
machine) layers [29], and each RBM layer is trained sepa-
rately by contrast divergence method.

RBM includes visible layer and hidden layer, which are
represented by v and h, respectively. -e connection weight
only exists in v and h nodes, and there is no connection weight
between nodes of each layer. Under the condition that v is
known, all h nodes have conditional independence. When v is
input, h can be obtained based on conditional probability, and v

can also be obtained according to h. Under the condition of
optimizing the internal parameters of RBM, if the v′ obtained by
h is the same as the initial v, it indicates that the obtained h is
another description form of v.

As a standard energy model, the energy function of RBM
can be described by

E(v, h) � −
m

i�1


n

j�1
wijvihj − 

m

i�1
aivi − 

m

i�1
bjhj. (7)

In formula (7), wij, ai, and bj represent the weight
between E and R and the offset between them, respectively.
Based on the joint configuration energy function shown in
formula (7), the joint probability [30, 31] of v and h can be
obtained. -e formula is described as follows:

P(v, h) �
e

− E(v,h)

v,he
−E(v,h)

. (8)

Since there is no connection between nodes in the layer in
RBM, the conditional probability can be obtained according to
the joint probability. -e formula is described as follows:

P(v) �
he

− E(v,h)

v,he
−E(v,h)

,

P(h) �
ve

− E(v,h)

v,he
−E(v,h)

,

P(v|h) �
e

− E(v,h)

ve
−E(v,h)

,

P(h|v) �
e

− E(v,h)

he
−E(v,h)

.

(9)
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After obtaining the conditional probability of RBM
network, in order to make the Gibbs distribution described
infinitely approximate to the fitting input data [32], it is
necessary to learn (w, a, b) and other parameters. Generally,
the parameter solution is obtained by solving the upper
likelihood limit of the input sample.

In view of the long training time, the contrast divergence
method can be used to improve the training efficiency. In
this method, the gradient of the number likelihood function
is solved by two approximations: (1) the average summation
in the gradient calculation process is approximately replaced
by the samples obtained in the conditional distribution; (2)
Gibbs sampling was performed only once. -e algorithm
based on contrast divergence can obtain the optimization
results of (w, a, b) and other parameters at a faster speed, so
as to realize RBM network training.

3.2.2. Classification Process Based on Deep Confidence
Network. -e main feature of the deep confidence network
is that it requires a large number of training samples.
-erefore, when using the deep confidence network to di-
vide the categories of low occupancy big data, it is necessary
to reconstruct the data, expand the samples, and reduce the
dimension of the samples [33].

When expanding samples, new samples can be obtained
by adding adjacent to each other to find the mean. -is
method not only improves the number of training samples,
but also considers the spatial correlation of samples. -e
specific process is described as follows:

Calculate the adjacent sumof each and its surrounding four
directions, and divide the sum by 3 to obtain 4 times the
number of new samples in the original low occupancy big data.

-e same category of big data with low occupancy rate is
relatively unified.-erefore, optimizing the input data based
on spatial combination can greatly improve the classification
accuracy of deep confidence network. If the input is simply
added to the surrounding neighbors through training, the
dimension and redundancy will be improved.

In order to reduce the dimension on the basis of spatial
combination, principal component analysis or self-encoder
is used to reduce the dimension of object metadata. -e
former method mainly reduces the dimension of linear data
and the latter method mainly reduces the dimension of
unstructured data. Compared with the two dimensionality
reduction methods, the self-encoder can maximize the
protection of the characteristics of low occupancy big data
metadata, while the principal component analysis method
can describe the data through fewer dimensions [34, 35].

-e image after expanding the sample data and di-
mensionality reduction is used as the input of the first RBM
visible layer of the depth confidence network, and several
training depth confidence networks are randomly
determined.

RBM layer training is to obtain parameter values
through iteration, so as to describe low occupancy big data in
other ways. -e activation probability of the j-th node of the
hidden layer in RBM can be obtained through formulas
(8)–(10). -e formula is described as follows:
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P hj � 1|v  �
1

1 + exp − 
i

wijvi − bj) .
(10)

Meanwhile, under the condition that h is known, the
activation probability of the i-th node can be described by

P vi � 1|h(  �
1

1 + exp − 
j

wijhj − ai) .⎛⎝ (11)

-e training is carried out according to the contrast
divergence method, and the (w, a, b) isoparametric value in
the RBM layer can be obtained after several iterations. Under
this condition, h1 is another way to describe big data with
low occupancy.

Taking h1 as the RBM input of the next layer and
implementing iterative training in the same way, h2, h3, · · ·

will be obtained, and the corresponding (w, a, b) iso-
parametric values in each layer can be obtained. -e pre-
training process of the deep confidence network model can
be realized through the layer-by-layer training process.

In order to obtain higher classification accuracy, a BP
layer optimization parameter is introduced after the last
hidden layer. If d and yl are used to represent the expected
classification result and the final hidden layer output result,
respectively, the residual of the two is determined by

δ(l)
� − d − y

l
 y

l 1 − y
l

 , (12)

δ(l) is transmitted from back to front. In each layer of
l � nl − 1, nl − 2, · · ·, δ(l) is determined as

δ(l)
� w

(l)
 

T
δ(l+1)

y
l 1 − y

l
 . (13)

Determine the partial derivatives of w and b according to
δ(l) of each layer:

∇w(l)
J � y

lδ(l+1)
,

∇b(l)
J � δ(l+1)

.
(14)

After obtaining the partial derivative, the weights of w

and b can be updated. After several iterations, the depth
confidence network model optimization after pretraining
can be realized, and the low occupancy big data classification
method based on grid technology can be realized.

4. Experimental Analysis

In order to verify the effectiveness of the low occupancy big
data classification method based on grid technology, taking
the low occupancy data of an enterprise network in China as
the research object, the low occupancy big data classification
test was carried out using this method. -e test results are as
follows.

4.1. Experimental Environment and Parameter Setting.
-e experimental environment is the hardware environment
of Intel Celeron Turing 1GHz CPU and 384mb SD memory

and the software environment of Matlab6.1. -e simulation
system includes data interference module, resource sched-
uling module, and task generation module. Based on the
composition of the above parts, ms-coco data set is used as
the data acquisition source, and 1000 task data are arbitrarily
taken in the data set. At the same time, the task data is
proposed to be stored in the simulation system, and the data
bytes are controlled between [256∼568 kb]. -e experiment
termination condition was set to 300 times. -e simulation
algorithm parameters in this paper are shown in Table 1.

4.2. Virtual Machine Load Prediction Results. Using this
method, according to the load of the research object in the
past 30 days, the load trend in the next 5 days is predicted
and compared with the current load. -e results are shown
in Figure 6.

According to the analysis of Figure 6, the load prediction
results of this method in the storage platform during the
implementation of low occupancy big data classification are
basically consistent with the actual load, which shows that
this method can accurately predict the load in the low oc-
cupancy big data storage process, make use of load balancing
control, and meet the actual application requirements of the
research object.

4.3. Load Balancing Test. -e experiment verifies the load
balancing performance of this method in the process of low
occupancy big data classification with two indicators of load
balancing and response time. -e results are shown in
Figure 7.

By analyzing Figure 7(a), it can be seen that the load of
different virtual machines is less than 40% and the load of
each virtual machine is basically the same in the process of
low occupancy big data classification of the research object
by using the method in this paper. By analyzing Figure 7(b),
it can be seen that the response time of different virtual
machines in the process of big data classification with low
occupancy is controlled between 0.5 s and 0.7 s. -is shows
that the load balancing degree is high in the process of low
occupancy big data classification, and the classification ef-
ficiency can be significantly improved through load
balancing.

4.4. Storage SynchronizationTest. Storage synchronization is
one of the key indexes to evaluate the performance of storage
methods. -e storage performance of this method is verified

Table 1: Parameter setting.

Parameter name Numerical value
-reshold —
Initial data One
Node communication radius 11m
Number of iterations 19 times
Test duration 50 μm
Transmission speed 15Gb/s
Data overhead size 7984B
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by taking the storage synchronization as the index, and the
results are shown in Table 2.

-e calculation formula of bit error rate W is as follows:

W �
M

Mz

× 100%. (15)

In the above formula, M and Mz, respectively, represent
the error code and the total number of codes input in the
process of power application data input.

Analysis of Table 2 shows that when the low occupancy
big data input frequency gradually increases, the synchro-
nization bit error rate of this method under the condition of
different number of virtual machines shows an upward trend
with the increase of data input frequency. When the number

of virtual machines is 10, the synchronization error rate of
this method basically maintains a linear upward trend in the
low occupancy big data input frequency. When the input
data frequency reaches 100Hz, the synchronization error
rate of this method is 0.013%. When the number of virtual
machines rises to 30, the synchronization error rate of the
method in this paper is basically the same as that under the
condition of 10 virtual machines. When the number of
virtual machines increases to 50, the synchronization error
rate of this method increases obviously, and when the data
input frequency is less than 70Hz, the synchronization error
rate fluctuation of this method is small. When the data input
frequency reaches more than 80Hz, the synchronization
error rate of this method increases rapidly. When the input
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Figure 6: Load prediction results of this method. (a) Load in the last 30 days. (b) Forecast results for the next five days.
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data frequency reaches 100Hz, the synchronization error
rate of this method is 0.089%.-is shows that the number of
virtual machines and low occupancy big data input fre-
quency have a significant impact on the synchronization bit
error rate of this method. When the number of virtual
machines is 30, it can ensure that the synchronization bit
error rate is low and meets the application needs of power
enterprises.

4.5. Storage Comparison. Storage capacity is one of the
main indicators to verify the data storage method. Under
the same network environment and hardware facility
environment, compare the storage capacity of the research
object in the low occupancy big data storage process
before and after using this method. -e results are shown
in Table 3.

According to the analysis in Table 3, from the perspective
of average storage capacity, the average storage capacity of
the research object data before using this method is
365.50W/s, and after using this method, the average storage
capacity increases by 88.25W/s. From the perspective of
storage volume fluctuation, the data storage volume in the
low occupancy big data storage process has obvious fluc-
tuation before using this method. After using this method,
the data storage volume in the low occupancy big data
storage process is relatively stable. -e experimental results

show that this method can effectively improve the storage
capacity of large data with low occupancy and optimize the
storage process.

5. Conclusion

High-precision classification of low occupancy data helps to
achieve efficient network transmission and improve data
utilization. -erefore, aiming at the problems of low effi-
ciency and large space of intelligent classification of low
occupancy big data, this paper proposes an intelligent
classification method of low occupancy big data based on
grid index. -e main contents and process of this paper are
as follows:

(1) Feature selection of big data is done by constructing
intelligent classification model.

(2) Build a low occupancy big data intelligent classifi-
cation platform based on grid index technology.

(3) -e constructed depth confidence network model is
trained, and the selected features are intelligently
classified.

(4) Simulation results show that this method has the
advantages of high classification efficiency and low
occupancy in the intelligent classification of low
occupancy big data based on grid index.

Table 2: Storage synchronization test results.

Low occupancy big data input frequency/Hz
Synchronous bit error rate/%

10 virtual machines 30 virtual machines 50 virtual machines
10 0.004 0.004 0.013
20 0.006 0.005 0.013
30 0.007 0.005 0.01
40 0.006 0.007 0.012
50 0.008 0.008 0.014
60 0.008 0.009 0.013
70 0.008 0.01 0.014
80 0.01 0.12 0.063
90 0.012 0.012 0.078
100 0.013 0.014 0.089

Table 3: Comparison results of storage capacity.

Storage time (s)
Storage capacity (W)

Before using this method After adopting the method in this paper
10 372 456
20 349 461
30 361 459
40 377 452
50 360 448
60 355 451
70 373 450
80 348 446
90 380 453
100 370 460
110 352 452
120 389 457
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Modulation recognition of communication signals plays an important role in both civil and military uses. Neural network-based
modulation recognition methods can extract high-level abstract features which can be adopted for classification of modulation
types. Compared with traditional recognition methods based on manually defined features, they have the advantage of higher
recognition rate. However, in actual modulation recognition scenarios, due to inaccurate estimation of receiving parameters and
other reasons, the input signal samples for modulation recognition may have large phase, frequency offsets, and time scale
changes. Existing deep learning-based modulation recognition methods have not considered the influences brought by the above
issues, thus resulting in a decreased recognition rate. A modulation recognition method based on the spatial transformation
network is proposed in this paper. In the proposed network, some prior models for synchronization in communication are
introduced, and the priori models are realized through the spatial transformation subnetwork, so as to reduce the influence of
phase, frequency offsets, and time scale differences. Experiments on simulated datasets prove that compared with the traditional
CNN, ResNet, and the CLDNN, the recognition rate of the proposed method has increased by 8.0%, 5.8%, and 4.6%, respectively,
when the signal-to-noise ratio is greater than 0. Moreover, the proposed network is also easier to train. )e training time required
for convergence has reduced by 4.5% and 80.7% compared to the ResNet and CLDNN, respectively.

1. Introduction

Modulation recognition of communication signals plays an
important role in both civil andmilitary applications. In civil
use, modulation recognition technology is the basis for both
the communication parties to automatically adjust the
modulation type according to the current channel condi-
tions or transmission quality, i.e., adaptive communication.
In military applications, especially when receiving signals
blindly, it is often impossible to know the relevant infor-
mation of the received signal in advance, especially the
information of modulation type. However, for further
processing, the modulation type should be known in ad-
vance in many military applications.

For current modulation recognition technologies, there
are mainly two types of methods: traditional methods and
deep learning-based methods. )e two methods are intro-
duced as follows. In traditional methods, the features of the

signal are manually defined, such as spectral characteristics,
instantaneous feature statistics, high-order moments, high-
order cumulants, and so on [1–3]. )en, classification
models can be established according to classic classifiers,
such as decision tree (DT), support vector machine (SVM),
and so on. )e advantage for the type of methods is that the
manually defined features can have better theoretical sup-
port. Because they have clear physical meanings, the syn-
chronization parameters of the signal can be analyzed and
extracted in the process of modulation recognition. )e
shortcomings for this type of methods are mainly as follows:
(1) there is a lack of generalization ability, which affects the
extraction of features under different channel conditions,
resulting in a decrease in accuracy; (2) when there are many
modulation types for recognition, the methods will also lead
to a decline in the recognition rate due to limited number of
manual features. For methods based on deep learning, the
features for modulation recognition are automatically
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extracted through training sample adopting deep neural
networks, which can effectively avoid the shortcomings of
traditional methods and achieve a higher recognition rate.
However, deep learning-based methods also have short-
comings, such as the lack of interpretability of features and
the inability to estimate signal parameters, such as symbol
rate, in the process of modulation recognition.

Artificial intelligence has been successfully applied in the
field of image and natural language processing (NLP). As the
modulation recognition problem can be transferred to an
image recognition problem, deep learning-based modula-
tion recognition has also become a research hot spot. )e
following publications have summarized the application of
deep learning in modulation recognition. References [4–6]
directly adopt baseband samples for modulation recogni-
tion, which assumes that the input contains the same
number of symbols. )e effects of different neural network
structures on modulation recognition rates are compared.
)e authors in [7, 8] adopt the constellation diagram for
modulation recognition after preprocessing. )e pre-
processing includes procedures such as sampling time
synchronization and symbol rate synchronization. Note that
there are blind estimation processes in the preprocessing,
including symbol rate estimation, frequency offset estima-
tion, and so on.)e author in [2] directly assumes that under
the condition of cooperative communication, the phase jitter
has been eliminated, and the symbol synchronization has
been completed. )e convolutional neural network is then
adopted for modulation recognition.

From the aforementioned modulation recognition
methods, the influence of different symbol rates, frequencies,
and phase offsets is eliminated through the receiving syn-
chronization process under both cooperative communica-
tion condition and blind receiving condition. However, in
real application, due to the inaccurate estimation of blind
receiving parameters, the input signal samples for modu-
lation recognition still have large phase and frequency offsets
and different time scales. Existing deep learning modulation
recognition methods have not taken the mentioned situa-
tions into consideration, which can lead to a decrease in the
modulation accuracy. A novel modulation recognition
method based on the spatial transformation network is
proposed in this paper. In the network, prior models for
synchronization in communication are introduced, and the
priori models are realized through the spatial transformation
subnetwork, which can reduce the phase and frequency
offsets. )e influence of different time scales or the number
of symbols on modulation recognition can also be reduced.
)rough the simulation dataset generated adopting gnur-
adio [9, 10], the experiments are carried out. )e difference
between the proposed method and the spatial transformer-
based method in [11] is threefold. (1) )e structure of the
parameter regression module is different. )e paper has
adopted both time and frequency-domain samples as input,
which have better ability to extract features from both
domains. (2) )e paper has given more details about the
spatial transformer-based model. (3) For the model, the
training process has added the supervision of symbol rate
according to the baseline symbol rate model. )erefore, the

proposed method has the ability for symbol rate estimation.
Overall, the paper can be regarded as an improvement of
[11], which has better parameter regression capability and
ability for symbol rate estimation. )e results show that in
the presence of different symbol rates and different fre-
quency offsets and phase offsets, the proposed method has a
recognition rate of 8.3%, 4.9%, and 5.2% higher compared
with the traditional CNN, ResNet, and CLDNN, but the
training convergence time has reduced by 3.5%, 27%, and
85%, respectively.

2. Methods

)e overall structure of the proposed method is shown in
Figure 1. In the proposed network, the spatial transfor-
mation subnetwork is inserted into the traditional con-
volutional neural network, where other parts are similar to
the traditional convolutional neural network. )e structure
of the spatial transformation subnetwork is also shown in
Figure 1, which is mainly composed of three substructures:
the parameter regression estimation module, the time
compensation module, and the phase frequency offset
compensation module. Among them, the parameter re-
gression estimation module is composed of a few con-
volutional layers, the input of which is the feature extracted
by the previous layer. )e output of the last convolutional
layer can output some parameter estimations. In our
implementation, these parameters include time scaling pa-
rameters, frequency offset, and phase offset parameters. )e
dimension of the output parameters is 5, where the time
compensation-related dimension is 3, and the phase fre-
quency offset compensation-related dimension is 2. )e
design of output parameters is related to the subsequent
parameter-based transformation model, which will be dis-
cussed in detail in the following section. )e time com-
pensation module adopts the time-related parameters to
perform the corresponding transformations on the input
samples, thereby compensating for problems introduced by
different number of symbols in the signal sample. For the
frequency and phase offsets, they are compensated according
to the phase and frequency offsets estimations obtained by
the parameter regression module. )e compensated samples
are then adopted to identify the modulation type. )e fol-
lowing is a detailed discussion of the proposed spatial
transformation-based method.

2.1. &e Parameter Regression Module. )e function of the
parameter regression estimation module is to estimate the
parameters for subsequent transformation. )e estimated
parameters can transform the samples accordingly to
compensate for the time offset, scale changes, frequency
offset, and phase offset of the input signal samples. In
modulation recognition, the mentioned parameters have an
impact on the accuracy of modulation recognition. )e cost
function of the recognition network also has a correlation
with the mentioned parameters. )erefore, the parameter
can be estimated through network training. In addition, in
order to enable more direct extract of frequency-based
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features, the frequency spectrum of the signal is also adopted
as input to the network. )is can better guide the network to
learn the frequency-domain-based features, thereby avoid-
ing the time-frequency domain conversion learning in the
neural network. )e structure of the parameter regression
estimation module is shown in Figure 2. )e time-domain
and frequency-domain-based signals go through two feature
extraction networks, respectively. )en, the obtained feature
vectors are joined to form a larger feature vector. Another
feature extraction network is added with input of the vector
to obtain the estimation of the 5-dimension transformation
parameters. Features A, B, and C are made of two con-
volutional layers and an all connected layer. In the model,
there are in total 9 layers in depth. However, there are
parallel layers in the model.

2.2. &e Time Compensation Module. In real scenario
modulation recognition applications, the signal samples may
have different time scales and frequency offsets. For the
explanation convenience, it is assumed that the signal
samples have been already converted to baseband and the
signal-to-noise ratio is high. For neural network input, al-
though the length of the signal samples or the number of
sampling points are the same, the following situations may
exist: (1) due to different SPS (samples per symbol), there are
different numbers of symbols in the signal sample with the
same number of sampling point; for example, if one signal
sample has SPS twice as the other, the number of symbols is
also twice; (2) the number of symbols in the signal samples is
the same, but the position of the signal starting point is
different.)e difference can be regarded as the offset in time.
)e factors of time offset and different numbers of symbols
in the signal samples may cause the decrease of the mod-
ulation recognition rate. )erefore, after the time offset and
time scale transformation parameters are obtained through
parameter regression, the corresponding model is adopted
to transform the signal samples. )e transformation can
compensate the time scale and offset, thereby reducing the
effects in recognition rate. )e transformation herein is

based on the two-dimension affine transformation in the
field of image processing [11, 12]:
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where xs, ys denote the pixel position of the original image,
xt, yt denote the positions of the transformed image, and
θ1 ∼ θ6 are the transformation parameters. In the afore-
mentioned transformation, translation, rotation, and scaling
are all included. In our application, since there is only
translation and scaling in time, the transformation model
can be simplified as follows:
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After simplification, only 3 parameters are adopted to for
translation (representing the offset in time) and scaling (rep-
resenting the change in scale due to the difference in symbol
rate). Note that xs, ys denote the position of the input signal
feature and xt, yt denote the position of the transformed signal
feature. After the transformation, the corresponding original
coordinate position may be a decimal number and can exceed
the range of feature dimension. )erefore, in practical appli-
cations, it is also necessary to interpolate for the value of the
feature in the following equation, and the value of at position l

after interpolation can be written as
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where Vt
l represents the value at the corresponding position l

after interpolation, I and J denote the dimensions of the
features, Vs

ij denotes the value of the input feature at the
position of ij, k(.) represents the metric between two var-
iables defined by the kernel function, Φx and Φy represent
the corresponding kernel functions, and xs

l and ys
l denote

the corresponding position of the input after the simplified
affine transformation at position l. Note that here the po-
sition may be decimal. Generally speaking, if bilinear
transformation is selected as the corresponding kernel
function, the above equation can be written as

V
t
l � 

I

i



J

j

V
s
ij max 0, x

s
l − i


 max 0, y

s
l − j


 . (4)

)e above equation can be regarded as the weighted
average of the values near the position before the simplified
affine transformation [13, 14]. Overall, the corresponding
position can be obtained through affine transformation, and
the value of the corresponding position can be obtained
through bilinear interpolation. According to the mentioned
processes, the feature output after time translation and
scaling can be obtained. Figure 3 shows the processing flow
of the time compensation module. It can be seen that the
position of the output domain xt, yt is subjected to affine
transformation according to the estimated parameters to
obtain the position in the corresponding input domain xs, ys

firstly. )en, the values at different positions in the output
domain can be obtained through interpolation. Since the
calculation of the bilinear transformation is differentiable,
the time compensation module can be trained through the
network.

For the training process, the supervision of symbol rate is
added for enhancing parameter regression. As a matter of
fact, the parameters of θ1 and θ3 represent the time scaling,
which is symbol rate related. If the symbol rate is equal to the
baseline symbol rate, then the parameter should be

θ1 � 1,

θ3 � 1.
(5)

During the training, we added the following loss to the
overall loss function:

θ1 − θ



2

+ θ3 − θ



2
, (6)

where θ1 and θ3 represent the estimated parameters and θ
represents the actual relative symbol rate. Note that for each
input sample, the value of θ is different. )en, in the testing
process, after the parameters θ1 and θ3 are acquired. )e
actual symbol rate can be estimated as

θ1 + θ3( ∗ θbase
2

, (7)

where θbase denotes the baseline symbol rate signal.

2.3. &e Phase Offset Compensation Module. )e phase and
frequency offset compensation is more intuitive, and it is
processed directly according to the following equation:

xout � xin ∗ exp nθ4 + θ5( j( . (8)

Assuming that the processing of the above formula is
complex value based, where xin is the input and xout is the
output, the parameter θ4 represents the frequency offset
estimation, the parameter θ5 represents the phase offset
estimation, and n represents the time. In real imple-
mentation, since the input data are IQ time domain based,
which can be regarded as the real and imaginary parts of
complex values, the actual transformation can be written as

xout � x
I
in + jx

Q
in ∗ cos nθ4 + θ5( (  + j sin nθ4 + θ5( .

(9)

)e corresponding real part output is

x
I
out � x

I
in ∗ cos nθ4 + θ5(  − x

Q
in ∗ sin nθ4 + θ5( . (10)

)e corresponding imaginary part output is

x
Q
out � x

Q
in ∗ cos nθ4 + θ5(  + x

I
in ∗ sin nθ4 + θ5( . (11)

As the transformation is also differentiable, the network
can be trained. For the frequency compensation module, the
number of n can be estimated. Adopting the estimation of n,
the relative SPS can be estimated according to the original
samples.

3. Experiments

In this paper, the spatial transformation network is adopted
for modulation recognition, which takes into account dif-
ferent time scales, frequencies, and phase offsets in the
model.)e following describes the experimental process and
results from the aspects of experimental dataset generation
and method comparisons.

3.1. Dataset Generation. In order to verify the effectiveness
of the proposed method, the open-source software radio
platform gnuradio [15] is adopted for generating the dataset.
)e generated dataset contains 11 different modulation
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Figure 3: )e processing flow of the time compensation module.

4 Scientific Programming



types, including digital modulation types for BPSK, QPSK,
8PSK, PAM4, QAM16, QAM64, and CPFSK and analog
modulation types for GFSK, AM-DSB, AM-SSB, and FM.
When generating the dataset, the methods in [9] are adopted
for reference. )e source for the dataset includes real text
and audio sources. For generation of modulated signals,
including BPSK, QPSK, 8PSK, PAM4, QAM16, and
QAM64, a root raised cosine filter is adopted to shape the
transmitted signal to obtain a baseband modulated signal.
For the GFSK signal, Gaussian filter is adopted for shaping,
and the analog frequency modulation signal is adopted to
obtain the corresponding two frequency peaks. After the
modulated signals are generated, they are truncated in time
to generate signal samples, in order to obtain samples of the
same length. )e dimension of the sample is 2∗128, where 2
denotes the IQ channels and 128 denotes number of sam-
pling points in time. In the process of dataset generation,
different from the dataset in [9], the different frequency
offset and time scale changes are added. For frequency
offsets, the related frequency offset parameter is set in the
channel function dynamic_channel_model in gnuradio.
Figure 4 shows the normalized frequency comparison of the
same 8PSK signal with and without frequency offset. It can
be seen that the frequency offset of the baseband signal can
be generated by the frequency offset parameter in the
channel model. In practical applications, such frequency
offsets are prevalent due to inaccurate signal detection. In
our experiment, we have adopted the open-source RadioML
dataset for modulation recognition. In the dataset, we have
additional added different frequency offsets and time scales
adopting the gnuradio software. In the software, there are
multirate signal processing modules for decimation and
interpolation.

)e scale changes are generated by changing the SPS ac-
cordingly. In Figure 5, the signal sample for the 8PSK mod-
ulation type is shown, and the corresponding dimension of the
sample is 2 ∗ 128. In the figure, the upper one has set SPS to 4,
and the bottom one has set the SPS to 6. It can be seen that the
two signal samples contain different numbers of symbols,
which are 6 and 4, respectively.)is figure can intuitively show
the problemof different time scales under the samemodulation
mode. )e problems of different SPS are common in actual
situations due to different signal bandwidths.

After the dataset is generated according to the above
method, each signal sample is normalized according to the
sample energy. )en, the dataset is split randomly into 50%
for training and 50% for testing.

3.2. Method Comparisons. In order to fully illustrate the
effectiveness of the proposed method, the recognition rate of
the proposed method is compared with that of several
classical neural network-based methods. )e recognition
rate of different methods under different signal-to-noise
ratio conditions is shown in Figure 6. From the statistics in
Table 1, it can be seen that when the signal-to-noise ratio is
greater than 0, the recognition rate of the proposed method
in this paper is 8.0%, 5.8%, and 4.6% higher than that of the
traditional CNN, ResNet, and CLDNN, respectively [16].

Table 2 lists the comparisons of the total number of
parameters and the training convergence time between the
proposed method in this paper and the traditional CNN,
ResNet, and CLDNN. It can be seen that, compared with
the classic CNN, the proposed method has increased the
number of network parameters by about 300% due to the
addition of the parameter regression module, the time
compensation module, and the phase frequency offset
compensation module. However, as the proposed network
structure is designed with a priori time scale change and
frequency phase offset model, it is easier to train. )e
training time required for convergence is reduced by 4.5%
and 80.7% compared to the ResNet and CLDNN, which has
fully demonstrated the effectiveness of the proposed
method.

without frequency offset
with frequency offset

-80

-70

-60

-50

-40

-30

-20

-10

0

dB

-0.5 0 0.5 1-1
normalized frequency

Figure 4: )e comparison of the spectra with and without fre-
quency offset for the 8PSK signal (noting that here the FFT is with
128 samples).
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3.3. SPSEstimation. As mentioned, from the estimation of n
in the phase and frequency offset compensation module, the
SPS of the signal sample can be estimated. )e SPS esti-
mation accuracy of the proposed method can reach 98.8%.
)is is another advantage over other deep neural network-
based methods, which are not able to extract knowledge on
SPS on the signal samples. Noting that as the estimated n
can be a decimal number, the original estimated SPS can
also be decimal. For the accuracy statistics, the estimated
SPS are rounded. For the training process, the supervision
of symbol rate is added for enhancing parameter regres-
sion. For the experiment, we have chosen the SPS 4 as the
baseline symbol rate model. For both training and testing,
the symbol rate ranges from 2 to 8. )en, ground truth
parameter of θ1 and θ3 should be in the range of 0.5 to 2
accordingly.

4. Conclusions

Blind signal modulation recognition has great application
potential in both civil and military uses. For real scenario
modulation recognition applications, signals of the same
modulation type may have encountered the effects of dif-
ferent time scales and frequency offsets. A modulation
recognition method based on spatial transformation net-
work is proposed in this paper. Compared with the classic
CNN recognition network, a parameter regression estima-
tion module, a time compensation module, and phase fre-
quency offset compensation module are added. Among
them, the parameter regression module can estimate the
time scale transformation parameters (3 dimensions) and
the frequency and phase offset parameters (2 dimensions).
)e time compensation module and the phase frequency
offset compensation module can perform the corresponding
compensational transformations on the original signal
samples according to the estimated parameters. )rough the
open-source software radio gnuradio, the experimental
dataset is generated. )e dataset includes signal samples of
11 modulation types with different signal-to-noise ratios,
different SPS, and different frequency offsets. Experiments
adopting the generated dataset prove that compared with the
traditional CNN, ResNet, and CLDNN, the recognition rate
of the proposed method has increased by 8.0%, 5.8%, and
4.6%, respectively, when the signal-to-noise ratio is greater
than 0. Moreover, the proposed network in this paper is
easier to train, and the training time required for conver-
gence has reduced by 4.5% and 80% compared with the
ResNet and CLDNN, respectively.
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.e analysis of the frontier issues of the English language teaching method in China is of great guidance for English language
teaching. Based on the ontology model of English teaching domain, the knowledge map of English teaching in colleges and
universities is constructed by fusing heterogeneous English subject data from multiple sources. Firstly, we obtain domain
knowledge from relevant websites and existing documents through web crawlers and other techniques and clean the data based on
BERTmodel; then, we use Word2Vec to judge the similarity between the research directions of characters and solve the entity
alignment problem; based on the scientific knowledge map theory, we count the frequency of keywords in each year and analyze
them to describe the association and union between keywords. It can explain the current situation and trend, rise and fall,
disciplinary growth points, and breakthroughs of ELT. .rough keyword analysis, the hot issues mainly revolve around ELT,
English teaching, college English, grammar-translation method, curriculum reform, and so forth, to realize the quick query and
resource statistics of ELT basic data, in order to promote the subsequent English discipline assessment work to be completed
more efficiently.

1. Introduction

Since the birth of English in the 17th century, discussions,
reforms, and researches on teaching methods have been in
full swing [1]. At the same time, English teaching theory has
been greatly enriched. Since the reform and opening up, the
situation of English teaching in China has undergone great
changes [2]. .e traditional grammar-translation method
has been broken, and some new teaching methods from
abroad have been introduced and brought in, which has
injected vitality into English teaching. English teaching
workers have been actively involved in the reform, research,
and practice of English teaching methods, and the face of
English teaching has become a new one. However, many
English teachers also reflect that while they are encouraged
by the good situation of English teaching since the reform
and opening up, they are always “circling” around the
foreign teaching methods, resulting in, to some extent, some
misunderstandings in the research and practice of English

teaching methods. In order to make the reform of English
teaching to get out of the misunderstanding and go further
and really receive effective results, it is necessary to make a
serious analysis and comparison of English teaching
methods, so as to provide scientific guidance for English
teaching [3]. Knowledge mapping is an emerging research
field developed on the basis of citation analysis theory and
information visualization technology. It displays the de-
velopment process and structural relationship of scientific
knowledge in a visual way by visualizing the complex sci-
entific knowledge field through data mining, information
processing, knowledge measurement, and graphical draw-
ing, reveals scientific knowledge and its activity law, and
shows the knowledge structure relationship and evolution
law. .rough scientific knowledge mapping, the authors,
keywords, abstracts, and references contained in the liter-
ature are analyzed in two-dimensional horizontal and ver-
tical time, and the research development path of the field and
its frontier hot issues are visually analyzed [4].
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In recent years, the problem of information visualization
has received more and more attention [5]. People want to
analyze a large amount of data at a deeper level and have no
way to do so, so people want to analyze it at a deeper level in
order to make better use of it. Knowledge mapping can
graphically display the overall image, affinity, and evolution
law of frontier fields that are difficult to obtain by personal
experience alone and has become an important tool for
grasping the development dynamics of disciplines, the di-
rection of disciplinary research, and assisting scientific and
technological decision-making. .e study in [6] introduced
CiteSpace to China, which has rapidly created a boom in
related research. CiteSpace is a Java application for identi-
fying and visualizing new trends and developments in sci-
entific research in the scientific literature and has become an
influential information visualization software application in
the field of information analysis.

Competition among universities is mainly based on
discipline competition, and the strength of a discipline can
represent the level of the institution to some extent. .e
assessment of disciplines can help in effectively and com-
prehensively understanding the current status of discipline
construction, and, through the correct assessment of dis-
ciplines, problems in construction can be identified, so as to
further clarify the direction of the discipline and achieve
better development [7]. Since the results of discipline
construction involve many aspects, storing and displaying
information about the discipline in the form of scattered
documents and web resources cannot show the correlation
between all data comprehensively, and it is difficult to dig
out the information statistics and potential relationships,
which is not conducive to the subsequent evaluation work.

As a new and efficient knowledge organization method
in the era of big data, knowledge map can fuse and correlate
heterogeneous data from multiple sources based on graphs
[8]. In this paper, we apply the knowledgemap technology to
the field of English teaching in colleges and universities;
firstly, we obtain the domain knowledge related to English
teaching from the resource-rich data sources such as
knowledge networks, university official websites, and dis-
cipline assessment documents through the method of web
crawlers and rule mapping. With the possible problem of
impurity data, a fine-tuned BERT (Bidirectional Encoder
Representations from Transformers) model is used to
classify the data. By searching the keywords of ELT and the
frequency of occurrence by year and analyzing them, the
association and combination between the keywords are
described, which can explain the current status and trends,
the rise and fall of ELT research, the growth points, and
breakthroughs of the discipline. Visualization mapping can
clearly show the changes of ELT method in a certain time
period and the process of its change.

2. Related Knowledge and Research Ideas

.e concept of knowledge map was first introduced by
Google in 2012, with the aim of improving the quality of
search engine results and enhancing the user search expe-
rience. According to the different coverage, the knowledge

map can be divided into general knowledgemap and domain
knowledge map. Among them, the general knowledge map
has a wider coverage, covering a lot of common knowledge
in the real world, and some well-known large-scale general
knowledge maps are DBpedia, Wikidata, Freebase, and so
forth [9, 10]. .ese knowledge maps are very large in scale,
but the quality of extracted knowledge is not strict, and the
structure of the knowledge of each domain is simple, so they
do not perform well when applied to specific domains.
Domain knowledge maps are built for specific domains and
have very strict requirements on the accuracy and depth of
knowledge in the domain and can provide good support for
the upper layer applications in the target domain. Knowl-
edge maps have been used inmedical, e-commerce, and legal
fields, such as chatting bots based on knowledge maps for
users to learn about healthcare and drugs [11] and designing
inference rules to provide reference for sentencing in similar
cases based on the constructed knowledge maps of legal
documents of theft cases [12].

.e knowledge map model is based on the graph
structure G�(V.E) in graph theory, where V is the set of
vertices and E is the set of edges. .e knowledge map can be
perceived as a factual knowledge, which can be represented
as a triple (H, r, t), where h is the head entity, t is the tail
entity, and r is the relationship between the two entities. In
constructing the knowledge map, there are twomain ways to
construct the knowledge map, top-down and bottom-up.
.e top-down approach refers to extracting the relevant
ontology and pattern information directly from the high-
quality dataset, while the bottom-up approach refers to
extracting the resource patterns from the collected large
amount of data and then selecting the ones with high
confidence as the basis for the subsequent knowledge map
construction [13]. For some more mature domains with
complete knowledge systems, the top-down approach is
usually adopted; that is, the schema ontology is defined first,
and then knowledge is extracted using supervised, semi-
supervised, and unsupervised methods, and finally the do-
main knowledge map is improved by combining knowledge
fusion and knowledge inference mechanisms.

.e general construction process of knowledge map is as
follows: firstly, we determine the knowledge representation
model; then we select different technical means to acquire
knowledge according to different sources of data and import
it into the knowledge map database; then we make com-
prehensive use of knowledge fusion, knowledge inference,
and knowledge mining technologies to improve the scale
and quality of the constructed knowledge map; finally, we
design effective knowledge access and presentation channels
according to different requirements of target scenarios, as
shown in Figure 1, such as human-computer interaction and
Q&A, graph visualization and analysis, and similar
recommendation.

3. ELT Ontology Construction

Ontology defines the class set, relationship set, attribute set,
and so forth of the knowledge map, which mainly em-
phasizes the relationship between concepts and is the
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management of the schema layer of the knowledge map. By
constructing an ontology model, entities, relationships, and
entity attributes can be constrained and standardized as a
guide for subsequent knowledge extraction and organization
[14]. In this paper, we use the ELT Computer Science and
Technology 4th round discipline assessment brief as the
main knowledge source, combine with specific ELT domain
related websites, use OWL language as the ontology de-
scription language, and use Protégé ontology development
tool to complete the construction of ELT ontology in
universities.

.e concepts included in the ELT ontology and the
structure of their relationships are shown in Figure 2 using
the OntoGraf tool in Protégé. In this ontology model, there
are 10 categories: teachers, alumni, students, foreign stu-
dents, institutions, national projects, provincial projects,
journal papers, conference papers, and patents, and the
subcategories are related to each other through various
relationships. .e ontology represents the relationships
between concepts as semantic relationships, which are also
called object attributes in Protégé, including generic se-
mantic relationships and custom semantic relationships
[15]. .e ontology constructed in this paper contains a
variety of custom semantic relations, and the related con-
cepts and their detailed descriptions are shown in Table 1.

4. ELT Knowledge Mapping Construction

4.1. Knowledge Acquisition. In the process of knowledge
map construction, data is a very important underlying
support, and only by obtaining a large amount of data in the
research domain can we build a good quality knowledge
map. Generally, the knowledge sources used to build the
knowledge map can be structured data, semistructured data,
unstructured data, IoT sensors, and artificial crowdsourcing
[16]. It is found that the data in the field of English teaching
in universities are mainly distributed in electronic docu-
ments and various websites, such as subject evaluation
documents, university official websites, and national
knowledge infrastructures, which cover different types of
subject area data, including teachers’ information, papers,
patents, and research projects, respectively. .erefore, this

paper mainly obtains domain knowledge from the sources
shown in Table 2.

For the structured data stored in the form of table
documents, such as the English teaching assessment profile,
a mapping-based information extraction method can be
used; that is, first establish a one-to-one mapping between
the table header fields to be extracted and the data attributes
in the subject ontology constructed above, and then use the
vocabulary defined in the ontology to describe the extracted
structured information, thus preventing the occurrence of
synonymy between attribute names; complete the extraction
of data from the target table cell.

In order to crawl the data stored in the Internet web
pages, the content organization of different web pages varies
greatly, so it is necessary to develop specific crawling
methods according to different target websites. Requests
downloads a web page through an initial URL, parses the
content of the tags contained in it with a web page parsing
library, and obtains a new URL to crawl in turn [7]. Sele-
nium, on the other hand, runs directly in the browser by
simulating user actions, such as clicking buttons and typing
text, to achieve the correct jumping between web pages [17].
.e different implementation principles also determine the
advantages and disadvantages of each type of crawler and
their respective scenarios: Requests is fast, but the crawl is
interrupted when the URL of the jumped page is not
available, so it is suitable when the target URL is available;
when the target URL is not available directly, Selenium can
be used for page jumping, but it has the disadvantage that it
needs to wait for the browser to open and load. When the
target URL is not available, Selenium can be used for page
jumping.

In this paper, we propose a web crawler algorithm that
can flexibly invoke the above two tools according to the
different forms of web page organization to obtain the target
data while improving the crawling efficiency as much as
possible. .e specific crawler workflow is shown in Figure 3.

.e algorithm needs to determine the organization of the
jump URLs on the web page after the crawling starts. For
example, for the official website of a university, the faculty
list page usually contains the URL of the faculty details page,
so we can crawl it by the following steps: (1) Starting from
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Figure 1: Overall build process.
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the URL of the faculty list page, we obtain the content of the
page through Requests library. (2) According to the defined
page extraction rules, we extract the URL of the faculty
details page and put it into the URL queue to be crawled. If
the URL is incomplete, the missing fields are added
according to the URL construction of similar pages. (3)
Download the details page according to the queue of URLs
to be crawled, extract the target data from it, and save it to

the data storage file. (4) .e whole process is executed
cyclically until all URLs in the queue are crawled [18]. For
some websites that cannot get the URL of the jump page
directly, such as China Knowledge Network, the Selenium
tool can be chosen to crawl, and the process is as follows: (1)
Configure the URL address and related parameters, and call
Selenium’s web driver to open the browser page. (2)Wait for
the page to finish loading, locate the search box and button

Table 1: Table of custom semantic relations.

Association concept Semantic relation Associated concept Semantic relation description
Teacher Teach in Institutions Teach at
Teacher Graduated from Institutions Graduated from
Alumnus Graduated from Institutions Graduated from
Students in our school Study in Institutions Study in
Overseas students Study in Institutions Study in
Teacher Author in Journal papers Publish one’s thesis
Teacher Author in Conference papers Publish one’s thesis
Teacher Lead National projects Host the project
Teacher Lead Provincial and ministerial projects Host the project
Teacher Participate in National projects Participation project
Teacher Participate in Provincial and ministerial projects Participation project
Teacher Inventor in Patent Invention patent

Table 2: Statistics of various data volumes before and after cleaning.

Data category Before cleaning After cleaning
Paper 3297 3208
Patent 1189 1150
Teacher 87 89
Institutions 35 36

owl: Thing

Conference Papers

Journal Papers

Provincial and
ministerial projects 

National projects

Patent

Institutions Overseas students

Students in our
school 

Alumnus

Teacher

Figure 2: Ontology model of subject knowledge mapping.
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elements, and, after completing the input of search condi-
tions, simulate. (3) After the page is loaded successfully, use
XPath to extract the target data and perform the data
persistence operation. (4) Repeat the previously mentioned
process until the number of crawlers is satisfied or all pages
are crawled.

4.2. Knowledge Integration. When fusing knowledge from
different sources, the problem of instance heterogeneity
may arise; that is, entities with the same name may point
to different objects, while entities with different names
may point to the same object. .erefore, if so, construct
corresponding alignment relationships between the en-
tities to complete the knowledge fusion. In the process of
constructing the knowledge map, the ambiguity of
characters may arise in the process of collecting data
related to English teaching in universities from data
sources such as Knowledge Network and SooPAT. For
example, the research results published by university
teachers at different time points, such as papers and in-
vention patents, are determined as different person

entities due to job transfer, or the teachers with the same
name in the same university are incorrectly pointed to the
same entity, resulting in incorrect statistics of research
results. .erefore, in order to build an accurate knowledge
map of English teaching in universities, we need to design
a suitable entity alignment algorithm to solve the above
problems.

.e algorithm firstly extracts the renamed characters
from multiple data sources to obtain the set of entities to be
aligned; then, the basic information of the characters, in-
cluding gender, ethnicity, date of birth, and other attributes
that cannot be easily changed, is used for preliminary
screening; finally, based on the set of keywords in the
published papers or patent applications of the characters, the
corresponding word vectors are obtained using Word2Vec
and the cosine similarity between the word vectors is cal-
culated [19]. If the similarity exceeds a defined threshold, it
can be considered that both of them have the same research
direction and refer to the same entity.

In order to determine the similarity threshold, the fol-
lowing experiment is designed to investigate. Firstly, we
select some university teachers’ papers as the original data,
and each teacher randomly selects 3 papers’ keywords to
form his or her research keyword set, and suppose that the
length of a teacher’s research keyword set is m; then the set
can be expressed as

Ks1, Ks2, . . . , Ksm . (1)

.e remaining papers of the faculty member are then
compared with this set, and the set of keywords for com-
parison is assumed to be n if the remaining papers contain n
keywords:

Kt1, Kt2, . . . , Ktm . (2)

After that, the Word2Vec model is used to obtain the
word vector of the keyword set, and the word vector of the
keyword set in the research direction is represented as

Ks1, Ks2, . . . , Ksm . (3)

.e word vector of the set of contrasted keywords is
represented as

Kt1, Kt2, . . . , Ktn . (4)

Finally, the mean value of the cosine of the word vector
between the two sets of keywords is calculated as the sim-
ilarity between the paper and the corresponding faculty
research direction:

similarity �


n
j�1 

m
k�1 cos Vsk, Vtj 

n × m
. (5)

.e cosine function cos(∙) between two word vectors is
defined as
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where L is the dimension of the word vector obtained by
Word2Vec and Vi is the i-th component of the word vector.

In this paper, a total of 2400 sets of test data were
randomly selected, and the final distribution of the keyword
similarity values is shown in Figure 4. From Figure 4, we can
see that the keyword similarity of papers with the same
research direction is above 0.5, so the similarity threshold is
set to 0.5 in the entity alignment algorithm.

In order to verify the feasibility of the algorithm,
several teachers with the same name but different research
directions were selected and their published papers were
crawled from the Internet, and the set of keywords of
papers of the same teacher was taken as the positive data
and the set of keywords of papers of different teachers was
taken as the negative data. .en 200, 400, 600, and 800
pieces of data were randomly selected and the accuracy
was analyzed and calculated with the results of manual
annotation [20]. .e experimental results are shown in
Table 3. .e accuracy rates of the four random tests are
above 90%, which indicates that the Word2Vec-based
character entity alignment method identifies less erro-
neous data and can be used in the knowledge fusion
scenario of university subject areas.

4.3.Knowledge Storage. After cleaning and aligning the data,
its content and format have met the requirements of subject
knowledge map construction, and the next step is to import
the data into the underlying database. Neo4j is a high-
performance nonrelational graph database that stores data
on a very large network, which is very suitable for storing
knowledge maps based on graph structures [21]. In this
paper, we import various types of data into Neo4j in the form
of nodes and edges by using the operations provided by the
Py2Neo third-party library supported by Python and can
perform corresponding operations such as adding, deleting,
and checking.

.e data scale statistics of the finalized subject knowl-
edge map are shown in Table 4. .e various types of
knowledge in the map for a large and complex multi-
relationship network are helpful for the subsequent
implementation of various functions and performance
optimization.

5. Visualization System Implementation

In this paper, we develop a visualization system for teaching
English in higher education based on the above knowledge
mapping, which is implemented in a B/S (Browser/Server)
front-end and back-end model and built with Python’s Flask
framework. In the front end, ECharts tool is used to visualize
the data [22], and the subject domain knowledge is visu-
alized in various forms such as text and force-oriented
diagrams.

5.1. System Functions. .e functions of this visualization
system mainly include basic information query, keyword
search, and progressive search and semantic search, which
can complete the search and display of knowledge from

multiple dimensions such as entities, attributes, and
relationships.

.e purpose of the basic information query function is to
count all entities and relationships related to the queried
entity and then represent the entity relationships in the form
of a force-oriented graph through a graphical interface. At
the same time, a recommendation algorithm conforming to
the storage structure of the graph database is used to select
some similar entities with the highest similarity to the
queried entity as recommendations that may be of interest to
the user.

.is function consists of two main data processing
modules: direct query and similar recommendation. In the
direct query module, the corresponding matching paths
are constructed based on the user input [5], and then all
the related entities and their relationships are found from
the Neo4j graph database by Cypher statements. In the
similar recommendation module [23], we first construct
the multihop matching path “(qe:Stype)-[r1]-(e)-[r2]-
(me:Stype),” where qe refers to the queried entity, me
refers to the matched entity, Stype indicates that they are
of the same data type, and r1, r2, and e represent the
relationships and entities that do not make specific re-
quirements. After that, all the matched entities and their
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Figure 4: Keyword similarity distribution.

Table 3: Character entity alignment test results.

Number of data
pieces

Number of correct
classifications

Accuracy
(%)

200 189 94.50
400 367 91.75
600 560 93.33
800 741 92.63

Table 4: ELT knowledge mapping data statistics.

Element Type Total quantity
Entity 10 3504
Relationship 24 4668
Attribute 39 22584
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corresponding paths are counted and ranked in
descending order, and the top-k entities are selected as
similar recommendations (the value of k in this paper is 3;
i.e., at most 3 similar entities are recommended). Finally,
the node and link types and label values are determined
from the obtained data attribute values and passed to the
drawing function of ECharts to complete the drawing and
display of the graph.

Figure 5 shows the results of the information search by
entering “English teaching,” which includes a description of
the nodes of the various entities directly related to this entity
and the relationships between them and also suggests the
most relevant entities of the same type for the user: “English
test,” “English teachers,” and “New Oriental.” .e force-
oriented diagram supports zooming in and out and moving
the graph, and when clicking on the category tabs at the top
of the interface, all entity nodes in that category can be
hidden or reproduced, making it easy for users to observe
and count.

.e keyword search function displays all entity nodes
related to the input keywords and supports the task of
multikeyword search. .e system first uses the HIT LTP
language processing tool to annotate the user input key-
words with lexical types, including people, time, and nouns,
and then constructs the corresponding regular expressions
based on the lexical distribution to find the eligible entities
from the knowledge map [24].

For example, when multiple keywords are entered as
“neural network,” “recognition,” and “2019,” the LTP lexical
annotation module labels them as “n,” “v,” and “nt,” and the
corresponding regular expressions are “(? �. ∗[ god ][ warp ][
net ][ network ]). ∗,” “(? �. ∗[ knowledge ][ other ]). ∗,” and
“(? �. ∗ [2][0] [1], [8]). ∗.” .ese regular expressions are then
used as attribute fields to form a Cypher statement to retrieve
the entities that satisfy the conditions, and the final result is
shown in Figure 6.

Semantic search can be used to match the user’s real
intention by mining the semantic meaning behind the
input question. In the process of semantic search, the input
questions and defined question templates are first divided
by using the LTP word division tool, which usually may
overdivide the entities and concepts in the proprietary
domain [25] and cause troubles in the subsequent search.
.en, each question template and the input question are
combined to perform one-hot coding to obtain the word
vector representation of this template and the input
question, and the highest similarity is selected as the type of
the input question by calculating the cosine similarity
between the two word vectors. Finally, the relevant data
based on the template and the question keywords are
returned to the front-end interface for integration and
display.

Figure 7 shows the search results of the question “the
coauthored journal papers of Ms. Zheng Qiumei and Ms.
Huang Tingpei,” and the interface shows the coauthored
journal papers and the collaboration between the two
teachers through graphical drawings, which achieves the
goal of semantic search [26, 27].

5.2. System Performance Evaluation. In order to verify
whether the performance of the system can meet the re-
quirements of users, a dozen of English teaching staffs were
invited to test the system after it was built. .e testers par-
ticipating in the testing process were divided into two groups
according to the different testing methods: one group adopted
the α-testing method; that is, the participants were given
certain instructions and instructions on how to use the system,
mainly to verify the reliability of the visualization system; the
other group adopted the β-testing method, in which the
participants were allowed to explore the functions of the system
on their own without any guidance and help, mainly to verify
the robustness and ease of use of the system. .e overall
feedback from the α-testing group was that the system had a
wide range of data coverage and was user-friendly and reliable,
while the overall feedback from the β-testing groupwas that the
system was easy to use and operate, and no anomalies were
generated. As shown in Figure 8, the average satisfaction rate of
all test participants was 91.67%.

Chinese foreign language teaching has made remarkable
achievements, but the traditional English major training
mode aims to create tool-oriented talents, and such English
talents can no longer meet the demand for English talents in
today’s social development. .erefore, the curriculum of
English majors must be reformed, and the new training
objectives and training mode should be based on the culti-
vation of complex English talents with innovative quality. A
foreign language university in northeast China has reformed
the CBI curriculum for college English majors. Content-
dependent teaching reform is guided by the content-de-
pendent teaching theory, and a curriculum system that in-
tegrates content-dependent courses and skill-based course in
the basic stage of English majors has been built. After the
curriculum reform, students’ competencies were significantly
improved, and experimental studies showed that content-
dependent teaching achieved better results in terms of lan-
guage knowledge teaching, language skill development, and
subject knowledge transfer compared to language skill-ori-
ented teaching and better achieved the overall teaching ob-
jectives specified in the national syllabus [1].
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6. Conclusions

In this paper, we present a complete domain knowledge map
construction scheme in the field of English teaching in
colleges and universities and demonstrate the usability of the
scheme through experimental results. For multisource
heterogeneous domain data, we design a data acquisition
method based on a combination of rule-based mapping and
improved web crawlers and then use a BERT classification
model after fine-tuning to clean and filter the data. In the
fusion of knowledge from different sources, a Word2Vec-
based entity alignment method is proposed to effectively
solve the data conflict problem in the fusion process. Finally,
knowledge is imported into Neo4j graph database for
storage, and the implementation of English teaching visu-
alization system is completed based on this knowledge map,
which provides convenient and fast resource query and
relationship display services for future discipline assessment
work. Since the data sources of ELT include some un-
structured data, the knowledge extraction method of un-
structured text will be improved in the follow-up work to
make the constructed subject knowledge map more
comprehensive.
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With the rapid development of computer science, a large number of images and an explosive amount of information make it
difficult to filter and effectively extract information. )is article focuses on the inability of effective detection and recognition of
English text content to conduct research, which is useful for improving the application of intelligent analysis significance. )is
paper studies how to improve the neural network model to improve the efficiency of image text detection and recognition under
complex background. )e main research work is as follows: (1) An improved CTPN multidirectional text detection algorithm is
proposed, and the algorithm is applied to the multidirectional text detection and recognition system. It uses the multiangle
rotation of the image to be detected, then fuses the candidate text boxes detected by the CTPN network, and uses the fusion
strategy to find the best area of the text. )is algorithm solves the problem that the CTPN network can only detect the text in the
approximate horizontal direction. (2) An improved CRNN text recognition algorithm is proposed. )e algorithm is based on
CRNN and combines traditional text features and depth features at the same time, making it possible to recognize occluded text.
)e algorithm was tested on the IC13 and SVTdata sets. Compared with the CRNN algorithm, the recognition accuracy has been
improved, and the detection and recognition accuracy has increased by 0.065.)is paper verifies the effectiveness of the improved
algorithm model on multiple data sets, which can effectively detect various English texts, and greatly improves the detection and
recognition performance of the original algorithm.

1. Introduction

With the rise and popularity of the Internet of )ings, there
will be a huge amount of data every day, these data with the
development and change of society. However, with the rapid
growth of data volume, there will be a large number of data
that is difficult to understand and difficult to manage, in-
cluding pictures and video image data accounting for a
considerable proportion. )e image not only contains the
shape, color, and other underlying information, but also
contains the text and other high-level semantic information,
which plays an indispensable role in the analysis and uti-
lization of the image. In order to solve the problem of
multidirectional text detection, the SegLink [1] algorithm
cuts the text into smaller text blocks that are easier to detect
and then connects the small text blocks into complete text
areas. TextBoxes [2] algorithm, with SSD as the basic
framework, adjusts the text area candidate box’s length and

width ratio and convolution core into rectangles, proposing
an end-to-end text detector, so that it is more suitable for
detecting slender lines of text. Mask TextSpotter [3–5] al-
gorithm, in order to solve the problem of text that can detect
any shape, combines FPN network, Fast RCNN network,
and RPN network and introduces the idea of segmentation
to propose an end-to-end text detection and recognition
algorithm. )e neural network model under deep learning
can automatically extract image features, refine the feature
matrix through special convolution and pooling operations,
and automatically optimize network parameters. At the
same time, with the help of high-performance computing
platforms and large-scale data sets, methods based on deep
learning have made great breakthroughs in the field of
computer vision in recent years and are currently the main
technical direction for studying text recognition problems
from all walks of life. Aiming at the unique structure of
Chinese characters, this paper uses convolutional neural
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network to achieve effective overcoming of interference with
natural scenes and to detect and recognize scene text.

2. Improved CTPN English Text
Detection Algorithm

English text detection refers to extracting the text area in the
image.)ere are many ways to extract, including rectangular
box extraction, polygon extraction, and pixel-level extrac-
tion.)is paper draws on themultiscale network structure of
inception and designs an improved English text detection
algorithm based on CTPN. )e algorithm uses a multiscale
convolution structure to extract English text features and
uses adaptive text lines to improve the CTPN algorithm. Use
the improved convolutional neural network based on in-
ception to extract the features of the input image, use the
RPN to obtain the feature sequence, and input the feature
sequence to the bidirectional long and short period memory
network to achieve feature fusion, and then input each
feature after fusion into two to predict the position and
confidence of the text in the parallel fully connected net-
work, and finally stitch the obtained text area to get the final
text area. It can better adapt to the detection of English text
and improve the detection efficiency of English text [4] as
shown in Figure 1.

2.1. CTPN Algorithm. )e CTPN algorithm is a text pro-
posal network that combines a convolutional neural network
and a recurrent neural network. )is algorithm introduces
the recurrent neural network to the task of English text
detection for the first time. It can directly locate the English
text sequence in the convolutional layer to a certain extent.
)e above solves the limitations of traditional character
detection methods [5–8]. )e main structure of CTPN is
shown in Figure 2:

CTPN converts the problem of English text detection
into a series of fine-grained texts and proposes a new anchor
box regression mechanism based on the RPN network. First,
the English text area is subdivided into each small area, and
then the area of each area is predicted. )e vertical position
of the English text and the confidence of the text finally
obtain a priori information of the position of the text area
with high precision. )e algorithm uses a recurrent neural
network to connect the convolutional feature maps. )is
seamless connection allows the network to obtain the
context information of the English text line, so that it can
detect more challenging text lines.)e algorithm can process
multiscale English text in a single process, avoiding sub-
sequent filtering and refinement operations [6, 9, 10].

)e advantage of the CTPN algorithm: )e English text
box that needs to be detected is divided into a series of small
text boxes with a fixedwidth,making the detection horizontal.

2.2. English Text Detection Model

2.2.1. Input Image Preprocessing. )e input picture size and
the number of channels are not the same. In order to make it
conform to the structure of the network, the input picture

needs to be converted into a single-channel image and its
size is scaled to 32×100.

2.2.2. Sequence Feature Extraction Based on CNN.
Sequence recognition models can be divided into explicit
segmentation models and implicit segmentation models, as
shown in Figure 3. )e main challenge of traditional text
recognition algorithms based on explicit segmentation
models is the correct segmentation at the pixel or character
level. )e quality of the segmentation effect directly affects
the subsequent recognition effect. However, implicit seg-
mentation only needs to perform simple segmentation on
the sample, and there is no requirement for the quality and
accuracy of character-level segmentation. A word is a
continuous string. In many natural scenes, there may be
interfering factors such as adhesion or uneven lighting
between characters, which makes it impossible for us to
correctly segment each character. )erefore, we adopt the
method of implicit segmentation and use CNN to slide the
window on the image to extract the feature sequence [11].

Since the length of the words existing in nature generally
does not exceed 26, a total of 26 subwindows are extracted as
input.)e window size of CNN is 32×25, and the sliding step
size is 3.)e sequence feature extracted by CNN is expressed
as x � x1, x2 . . . xT , where T� 26.

)e CNN model of the sequence feature extraction part
is based on the structure of the VGG-Very Deep network,
but the final full link layer is removed, as shown in Table 1.
CNN extracts sequence features from the left-to-right sliding
window. )e feature at each moment is the union of all the
feature maps corresponding to the window position, and it is
pulled into a column vector as the final input feature with a
dimension of 512.

2.2.3. Processing of Context Information Based on Two-Way
LSTM. CNN is based on the interdependence of the se-
quence features extracted by hidden segmentation and
contains rich context information, which will greatly im-
prove the recognition effect of fuzzy, nonuniform illumi-
nation and occluded words [11]. At the same time, RNN has
a powerful ability for sequence learning. For the problems of
RNN, we use LSTM here to replace it.

LSTM is directional; it only uses past contextual in-
formation, but for word pictures, the contextual infor-
mation before and after it is meaningful for recognition.
)erefore, similar to [46], we merge two LSTMs, one of
which is used for forward propagation and the other is used
for backward propagation to realize a two-way LSTM. )e
abstraction level of the deep network structure is higher
than that of the shallow network, and it has achieved re-
markable results in the task of speech recognition.
)erefore, this method also uses two-way LSTM to process
the sequence. Each layer of LSTM has 512 memory cell
modules, which correspond to the dimensions of the
features extracted by CNN.)e input layer has a total of 512
neurons, which are fully connected to their hidden layer.
After the hidden layer, they are fully connected to the
output layer. )en softmax is used to classify them. )ere
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are 36 categories (including ten numbers from 0 to 9 and
twenty-six English letters from a to z that are not case
sensitive). )e result of the bidirectional LSTM prediction
output is y � y1, y2 · · · yT , and its length is the same as the
length of the input sequence feature.

2.2.4. CTC-Based Transcription. CTC is specifically
designed for sequence labeling tasks, especially those input
sequences that are difficult to segment into specific targets.
In our recognition network, the CTC layer is directly
connected to the output of LSTM, and its effect is similar to
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Table 1: )e structure and parameters of convolutional neural network.

Type Number of channels Nuclear size Step size Padding size
Convolutional layer 1 64 3×3 1 1
Maximum pooling layer 1 2×2 2
Convolutional layer 2 128 3×3 1 1
Maximum pooling layer 2 2×2 2
Convolutional layer 3 256 3×3 1 1
Convolutional layer 4 256 3×3 1 1
Maximum pooling layer 3 1×2 2
Convolutional layer 5 512 3×3 1 1
Convolutional layer 6 512 3×3 1 1
Maximum pooling layer 4 1×2 2
Convolutional layer 7 512 2×2 1
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the output layer of LSTM. It not only eliminates the need for
presegmentation of the input image [12], but also allows us
to achieve end-to-end training by minimizing the loss
function.

2.3.Overall FrameworkDescriptionandAlgorithmEvaluation

2.3.1. Overall Framework Description. Assuming that N
pictures are entered, then we have the following.

(1) First, scale N pictures to the same size, and normalize
the pixels to the range of [−0.5,0.5] to ensure that
gradient descent can be used to accelerate training.

(2) Input the normalized picture into the improved
inception network, extract the feature map with
multiple receptive fields, and the size of the obtained
feature map is N×C×H×W.

(3) )en use a 3×1 convolution window to slide on the
featuremap. Each sliding window generates k anchor
boxes on the original image and obtains a feature
vector of size N×C to represent the features of the
original image area.

(4) )e feature vector of each row is used as a set of
feature sequences and input into the two-way long-
and short-term memory network for encoding. )e
encoded features incorporate contextual
information.

(5) Input the encoded features into two parallel fully
connected networks, and predict 2k confidence
scores and 2k vertical regression box positions.

(6) In the training phase, in order to facilitate the cal-
culation of IOU, the original English text line
splicing method of CTPN is still used. During the
test, in order to obtain a more accurate proposal area
for the slanted English text, the improved text line
splicing method proposed in this paper is used.

(7) Use the improved NMS algorithm to suppress the
regression box to obtain the optimal English text
prediction box, and use the perspective transfor-
mation to correct the English text box as the input of
the English text recognition network. )e entire
network is composed of multiple parts cascaded, but
through ingenious construction, the various mod-
ules are combined into a whole, so that the network
can be mapped from end to end. In the process of
training, the network extracts features from the
original picture without complicated preprocessing.

2.3.2. Algorithm Evaluation. )e performance evaluation
of the proposed algorithm is carried out by using the
competition evaluation criteria corresponding to the
IC15 database, which is measured by dividing the area of
the overlapping part of the inspection result rectangle
and the ground-truth rectangle by the area of the union
part. )e evaluation indicators used are recall rate,
training speed, and prediction speed.

3. Improved CRNN English Text
Recognition Algorithm

For scanned English text, traditional optical character rec-
ognition and other algorithms have become mature, but
natural scene text is still very challenging due to the in-
terference of complex backgrounds, fonts, lighting, textures,
and viewing angles. After text detection, a series of long texts
are obtained. Recognize these long texts. )is chapter uses
the CRNN algorithm to unify the feature extraction, se-
quence modeling, and transcription of the long image into a
framework to realize the end-to-end recognition algorithm
of the image. )e CRNN algorithm has the characteristics of
end-to-end training, recognition of any length, undefined
vocabulary recognition, lightweight structure, and strong
generalization ability [13].

)e network architecture of CRNN consists of three
parts in total, including a convolutional network used to
extract features, a recurrent network used to identify se-
quence information, and a CTC layer used to transcribe and
map the final label.

)e processing process is as follows: the input English
text image is passed through the convolutional layer to
obtain a series of feature maps, these feature maps are
compressed into features acceptable to the recurrent net-
work, these features are predicted by frame, and then they
are decoded and transcribed by CTC.

A sequence of labels is in the same format.)e whole can
be jointly trained through a loss function.)e network ar-
chitecture of the CRNN algorithm is shown in Figure 4. )e
algorithm is as follows.

In this chapter, on the CRNN network infrastructure, the
role of increasing the antineural network layer is to artificially
increase the learning difficulty of the algorithm, so as to
achieve the function of the algorithm to recognize the oc-
cluded text, improve the recognition accuracy of the algo-
rithm, and increase the robustness of the algorithm [14]. At
the same time, the transcription layer adopts the combination
of CTC and attention mechanism to improve the accuracy of
transcoding. )e structure diagram of the improved CRNN
text recognition algorithm is shown in Figure 5.

3.1. Feature Extraction Layer. Based on the VGG16 im-
proved convolutional neural network to construct the
convolutional layer, use the convolutional neural network to
extract. Enter the text characteristics of the English text
image. When inputting the network, the height of the En-
glish text image needs to be scaled to a fixed value, such as 32
pixels, and the width is proportional. )en, the feature map
extracted by the convolutional network is expanded from left
to right in columns, converted into a feature sequence, and
input to the antineural network layer [15].

3.2. Against the Neural Network Layer. Use the VGG16
network pair to counter the network to share features, but
not to share parameters. )e feature map generated by the
VGG16 network is used as input, and the mask is gen-
erated through the mask network. )e mask is used to
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determine which parts of the feature map should be
subtracted to generate a masked feature map, and then
send it to the classifier for judgment. )e mask will au-
tomatically make corresponding adjustments according to
the loss function. First, train the iterative CRNN network
about 10,000 times. First, get a model that can basically be
recognized; second, train the adversarial neural network
separately to predict specific occluded parts. It first divides
the feature map into 9 grids. In order to generate training
information against the neural network, these 9 grids are
occluded in sequence, and the grid with the largest
classification loss after occlusion is the grid that is most
worthy of occlusion. )e training loss function of the
antineural network is to classify and judge these 9 grids,
and whether each grid is the most worthy of occlusion, so
the output is a graph composed of classification proba-
bilities. When using the output results, take the 1/2 pixels
with the highest probability of being classified as “most
worthy of occlusion” and randomly select 1/3 of these
pixels for occlusion, and the remaining 2/3 without oc-
clusion, to increase a certain random factor. Finally, the
adversarial neural network and CRNN are jointly trained,

and inspired by reinforcement learning, they focus on
training the binarization mask that significantly reduces
the classification effect.

3.3. Feature Fusion Layer. Extract the HOG feature and LBP
feature of the text line image, and fuse them with the mask
feature extracted in the previous step to generate a fusion
feature map.

3.4. Cyclic Network Layer. Input the feature matrix into the
two-way LSTM network to extract the sequence features of
the text.

3.5. Transcription Layer. )e essence of text recognition is a
translation process, which converts an image sequence into a
text sequence. )e conversion system consists of two parts.
)e feature extraction of the text image is completed before
and the features are encoded.)en the last step is to generate
a feature decoder to convert features into text. )erefore, the
conditional probability can be defined:

English text 
image

Convolutional 
layer 
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Feature m
ap
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Figure 4: )e network architecture of the CRNN algorithm.
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log p(y|x) � 
m

j�1
log p yj|y<j, s . (1)

)is article uses the structure of encoding and decoding
to realize the recognition of the text. Specifically, each
character decoded can be converted into a probability:

p yj|y<j, s  � softmax g hj  . (2)

g(hj) is the conversion function, hj is the hidden unit of
the RNN, and the calculation method is

hj � f hj−1, s . (3)

)e function f(hj−1, s) uses the output of the hidden layer
at the previous moment to calculate the current hidden state.

)e model based on attention mechanism decoding
directly predicts the output of the entire sequence without
conditional independence, sexual hypothesis. Using the
attention mechanism to decode without building a char-
acter-level language model at the output end, compared with
CTC, the calculation speed and the recognition rate have
been significantly improved. )e model can be defined by
the following recursive equation, using the previously cal-
culated label sequence. Predict the probability distribution of
the label at the current moment: the specific process is
shown in equations (4)–(6):

P(y|x) � 
u

P yu|x，y1: u−1( , (4)

h � Encoder(x), (5)

yu � AttentionDecoder h, y1: u−1( . (6)

In practice, CTCdecoding only considers the feature vector
at the current moment, which is very restrictive, but there is no
contextual information obtained. Supplement: therefore, the
sequence obtained is not necessarily globally optimal. )e
attention mechanism scans all encoding vectors and calculates
the value of each feature as shown in Figure 6. Weights, using
global information for decoding, with lack of constraints, lead
to excessive freedom in the decoding stage and slow network
convergence. )is paper uses the multitask loss function
method to jointly train CTC and attention; using CTC as the
attention a priori constraint [16], the loss function is as follows:

LMTL � λLCTC +(1 − λ)LAttention. (7)

Practice has proved that the grid convergence speed of
the joint training of CTC and attention mechanism is faster,
and the accuracy of decoding is greatly improved.

4. Algorithm Simulation Test and
Result Analysis

In order to evaluate the improved CRNN English text de-
tection and recognition algorithm, experiments were con-
ducted on the standard data set of English text detection and
recognition.

4.1. Experimental Design

4.1.1. Training Set. )e training set used by the algorithm in
this chapter is the Mjsynth data set. )is data set is a synthetic
data set published by Jaderberg et al. At present, the number
of English text images used in this data set has reached more
than 9 million, which provides sufficient training samples for
users to train. )e data set contains nearly 90,000 labels. )e
algorithm in this chapter was trained on the Mjsynth data set
and tested on the standard English text detection and rec-
ognition benchmark data set. )e specific conditions of the
Mjsynth training set are shown in Table 2.

It should be pointed out that when training the model,
first iterate the CRNN network on the Mjsynth data set
10,000 times, then train the improved CRNN text detection
and recognition network, and finally train the entire model.

4.1.2. Test Set. )e algorithm in this chapter selects the
benchmark data set ICDAR 2013 (IC13) and Street View
Text (SVT) as the test set. ICDAR2013 (IC13) was proposed
for scene text detection in the ICDAR 2013 Robust Reading
Competition. It contains high-resolution images, 229
training images, and 233 test images, including English text.
)e comment is a rectangular box of words. It contains 1015
actual cropped word images.)e SVTtest data set consists of
249 Street View images collected from Google Street View.
647 word images were cut out from them. Each word image
has a 50-word dictionary. )is test set mainly tests English
text [17–21].

at

Context vector 

Attention Layer

Ct Global align weights

ht

ht
`

yt

hs
`

Figure 6: Attention mechanism.

Table 2: Mjsynth data set.

Category Quantity
Total image 8919273
Number of images in the training set 7224612
Number of images in validation set 802734
Number of images in the test set 891927
LABEL type 88172
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4.2. Result Analysis

4.2.1. Analysis of English Text Detection and Recognition
Results. )e optimization function uses the Adam opti-
mizer, which can directly optimize the algorithm for end-to-
end training, and each labeled anchor point needs to be
calculated in advance before entering the model. Using
momentum of 0.9 and weight decay of 0.0005, batch data is
1024, period is 50000, and each period is 50 steps. In the first
16000 iterations, the learning rate is set to 0.0001. On the
core of Conv1D, after several experiments, 5 was finally
adopted as the parameter. In the ICDAR2013 data set, the
Conv1D kernel uses 7 as a parameter.

Because the feature extractor uses the VGG16 model, the
transfer learning method is introduced here. Load the
training weights of ImageNet directly into the VGG16
model. At the same time, some public text data sets are used
to pretrain the model. In this way, when training self-labeled
data, the overall loss has a starting point of about 1.3. )e
front-end network adopts VGG, and two cases where the
loop module adopts LSTM and Conv1D are, respectively,
tested. Also use 10,000 pictures as an experiment and train
for 50,000 cycles. Training loss is recorded every 10 cycles.

In order to verify the performance of the model on the
public data set, several algorithms were verified on the
ICDAR2019 data set. )e results are shown in Table 3.

It can be seen from 4.2 that, in the process of comparing
the three models, no matter which data set, the accuracy rate

and recall rate in the evaluation index are relatively close,
which is acceptable in engineering. )e training speed is a
qualitative leap in the Conv1D model. )is speed-up can
speed up model iteration and accelerate the prediction
process. )e final effect is shown in Figures 7 and 8.

4.2.2. Analysis of English Text Recognition Results. )e
English text recognition experiment data uses 1 million
English pictures, and the optimization function uses the
SGD optimizer. Each batch of data uses 2048 pictures. Each
cycle has 500 steps. )e learning rate is divided into three
stages: 0.004, 0.0004, and 0.00004. Both GRU and Conv1D
use 40 cycles, and LSTM uses 50 cycles. First, experiments
were conducted on the feature extraction network, using a
shallow structure similar to VGG pairs and experimenting
with different architectures of recurrent networks, using
LSTM and GRU, respectively. )e experimental process loss
is shown in Figures 9(a) and 9(b). )e coordinate is the
function loss, and the abscissa is the period. Conv1D loss
and acc are shown in Figures 10(a) and 10(b). In
Figure 10(b), the ordinate is the accuracy of the verification
set, and the abscissa is the period.

In the experiment, it was found that the accuracy rate is
basically the same, but the training speed is very different.
Here, we use 1 million pieces of data with a width of 286
pixels and a height of 32 pixels, and the training time is 95%
accurate. )e training time of each cycle is shown in Table 4.

Table 3: Time table consumed by different models.

Model structure Recall rate (%) Training speed (hours) Forecast speed (seconds)
CTPN_convID 90.86 2.9 1–1.6
CTPN_LSTM 92.22 4.6 1.3–2.5
EAST 89.73 4 1.2–2

(a) (b)

Figure 7: Original image of text detection. (a) Test sample 1. (b) Test sample 2.
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(a) (b)

Figure 8: Text detection effect diagram. (a) Identification sample 1. (b) Identification sample 2.
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Figure 9: LSTM and GRU training curve. (a) LSTM loss curve. (b) GRU loss curve.
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Figure 10: Conv1D training curve. (a) Conv1D loss curve. (b) Conv1D acc curve.
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From Table 4, it can be found that the training du-
ration of a single cycle of Conv1D is the smallest, which is
6.4 times higher than that of LSTM, while the cycle is
reduced by one-third. Compared to the fastest GRU
structure in the RNN structure, it is also 3.2 times faster.
And from the loss curves in Figures 9(a) and 9(b) and
10(a), it can be seen that when the same loss function is
used, the loss images are similar. It can be shown that the
model can accomplish the task well under the current data
set. )e highest accuracy rate of the final experiment is
shown in Table 5.

)e final result is shown in Figure 11.

5. Conclusion

)is paper studies how to improve the neural networkmodel
to improve the efficiency of text detection and recognition of
English text images. )e main research work is as follows.

In the aspect of English text detection, an improved
CTPN multidirectional English text detection algorithm is
proposed to solve the problem that the CTPN network can
only detect the text in the approximate horizontal direction.
)e algorithm consists of a preprocessing model, a CTPN
network English text positioning model, and a text box
fusion model. Using the proposed text box fusion algorithm,

Table 4: Cycle structure diagram.

Model structure Accuracy (%) Life cycle Training time per cycle (minutes)
LSTM 95 48 32
GRU 95 32 17
convID 95 36 5

Table 5: Accuracy test table.

Model structure Accuracy (%) Life cycle Training time per cycle (minutes)
LSTM 98.38 59 32
GRU 98.38 41 17
convID 98.36 37 5

Figure 11: English text recognition graphics.
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multiple candidate boxes obtained by CTPN are fused to
obtain the best text box. Experiments show that, compared
with the CTPN algorithm, the accuracy of this algorithm
increases by 0.07, the recall rate increases by 0.217, and the
comprehensive index increases by 0.16, which proves that
the algorithm can detect multidirectional English text and
has a higher detection accuracy.

In terms of natural scene text recognition, an improved
CRNN English text recognition algorithm is proposed. )e
algorithm is based on the CRNN model. On the basis of the
model, the adversarial network and fusion features are added
to enable the recognition of occluded English text. )e al-
gorithm was tested on the IC13 and SVT data sets. Com-
pared with the original CRNN model, this algorithm has a
higher recognition accuracy. Especially on the SVT data set,
the accuracy is increased by 0.065 without the constraint
dictionary. It is proved that the algorithm can effectively
recognize the occluded English text.

)is paper uses the transfer training CRNN model with
better English recognition effect to realize the variable length
recognition of Chinese and English texts. And the recog-
nition accuracy rate of 97.85% was obtained on the verifi-
cation set. Since the recognition result of the entire English
text line is a string with no spaces, this paper uses Viterbi
algorithm to segment the English text string in order to
present a better readable effect. )is paper compares and
analyzes the final detection and recognition results with the
results of CTPN and DenseNet models and has obtained
significant advantages in accuracy and test speed.

For the text detection algorithm proposed in this article,
it is found that there is a high time complexity and space
complexity, which will occupy a large amount of computing
resources during detection. When running on embedded
hardware such as treemold, it can not meet the requirements
at all, so the model needs to be further compressed in the
future.
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)e dataset can be accessed upon request to the author.
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Financial text-based risk prediction is an important subset for financial analysis. ,rough automatic analysis of public financial
comments, fundamentals on current financial expectations can be evaluated. A deep learning method for financial risk prediction
based on sentiment classification is proposed in this paper. ,e proposed method consists of two steps. Firstly, the abstract of the
financial message is extracted according to the seq2seq model. During the extraction process, the seq2seq model can cope with the
situation of different input message lengths. After the abstraction, invalid information in the financial messages can be effectively
filtered, thus accelerating the subsequent sentiment classification step. ,e sentiment classification step is performed through the
GRU model according to the abstracted texts. ,e proposed method has the following advantages: (1) it can handle financial
messages of different lengths; (2) it can filter out the invalid information of financial messages; (3) because the extracted abstract is
more refined, it can speed up the subsequent sentiment classification step; and (4) it has better sentiment classification accuracy.
,e proposedmethod in this paper is then verified through financial message dataset from the financial social network StockTwits.
By comparing the classification performances, it can be seen that compared with the classical SVM and LSTM methods, the
proposed method in this paper can improve the accuracy of sentiment classification by 5.57% and 2.58%, respectively.

1. Introduction

Despite having new tools and algorithms, financial market
analysis is still a complex subject. ,e main purpose for
financial market analysis is to assist investors in making
decisions by analyzing the price fluctuations of the financial
products. Financial risk analysis is a subtopic for financial
market analysis, which can be adopted to predict the future
price trends of financial products, and it is a hot topic of
current research. Traditional financial analysis methods can
be divided into two categories: fundamental analysis [1–3]
and technical analysis [4–6]. Among them, fundamental
analysis is to predict the future by studying the basic at-
tributes of the company, which is suitable for relatively long-
term forecasts. Technical analysis does not explicitly con-
sider the company’s internal and external characteristics but
directly predicts the future through price fluctuations.
Technical analysts believe that price fluctuations include all
fundamental factors. Technical analysis models price fluc-
tuations into time series and transforms them into pattern

recognition problems. With the in-depth application of
machine learning in financial analysis in recent years, an
effective financial analysis method has become more and
more popular; that is, by mining important features from
financial messages, such as financial news [7, 8], financial
comments [9, 10], and social networks [11, 12], the senti-
ment tendency for a large number of users or authors can be
evaluated, thereby capable of predicting financial prices. ,e
mentioned method not only has the factors in fundamental
analysis but also has the advantages of automatic technical
analysis, which has been a research hotspot in recent years.

With the accumulation of data samples in the financial
text field, financial message sentiment analysis based on deep
learning becomes possible. ,rough the deep neural net-
works, the public’s sentiment tendency for individual stocks
or the overall economic situation can be obtained. ,ere are
usually two categories of the sentiment tendency: bullish and
bearish. ,e authors in [13] conducted a research on the
correlation between financial sentiment tendency and fi-
nancial conditions in reality. ,e conclusion points out that
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through the Pearson correlation test, the public’s financial
sentiment tendencies and the reality financial situation
(including market closing price, trading volume, and so on)
have a strong correlation, which can be adopted for financial
risk prediction.

,e methods of financial message sentiment analysis can
generally be divided into two categories: one is the tradi-
tional machine learning based and the other is deep learning
based. For the methods based on traditional machine
learning, the authors in [14, 15] proposed to classify the
financial message through the support vector machine
(SVM). In the classification process, the message is repre-
sented by the bag-of-words (BoW) approach. Traditional
classifiers also include multinomial Näıve Bayes (mNB),
random forest (RF), and so on [16–19]. Traditional machine
learning-based methods only extract shallow features in the
messages for classification, which is often not as good as that
based on deep learning. For the sentiment classification
method based on deep learning, a large number of labeled
samples can be adopted to automatically extract more ab-
stract and deeper level features from the financial messages,
thus having more accurate sentiment estimation.

Financial message-based sentiment estimation methods
adopting deep learning can be divided into three categories
according to the different neural networks. ,e first type of
method adopts the convolutional neural networks (CNNs)
[20]. In the CNN, deep level feature information can be
extracted through the convolutional layer, thus making it
effective for a wide range of applications in deep image
processing. However, as the CNN-based method cannot use
the correlation or the context information in themessages, the
accuracy for sentiment classification is limited. ,e second
type of method is based on the recurrent neural network
(RNN). In this type, the RNN is adopted, which can effectively
make use of the context information for financial sentiment
classification. ,e RNN-based method usually has better
classification performance than the CNN-based ones. Hiew
et al. [21] adopted the long-short term memory (LSTM)
network to classify financial messages, which can obtain a
better classification performance. ,e publication in [22]
compared the classification results of various RNNs in detail,
including the simple RNN, LSTM, stacked LSTM, gated re-
current unit (GRU), stacked GRU, bi-directional LSTM, bi-
directional GRU, and so on. ,e following conclusions are
obtained according to the comparisons: LSTM and its vari-
ations have better classification performance. ,e publication
has also proved that in these classifiers, different optimizers,
such as rmsprop, Adam, and so on, have similar accuracy. For
the third type of method, financial message sentiment analysis
is carried out through transfer learning. By using a large
number of messages in other text domain with sentiment tags
and a small number of messages in the financial domain,
transfer learning can be adopted to solve the problem of lack
of training samples. In [23], transfer learning was carried out
by fine-tuning. ,e convolutional neural network is pre-
trained through source domain samples, and then the fi-
nancial domain messages are adopted to fine-tune the
parameters. In actual implementation, all parameters can be
recalculated during the pretraining process. For fine-tuning,

only the high-level parameters are variable, while the low-level
parameters are frozen. ,is can make the network quickly
adapt to the samples in the financial message domain. ,e
authors in [24] proposed to perform transfer learning through
stacked denoising autoencoder (SDA). Firstly, the shared
feature space in source message domains and financial
message domains is extracted through the SDA. ,en, the
shared feature vector can be used to perform the financial
message sentiment classification through other classifiers. In
[25], transfer learning was carried out adopting adversarial
learning.,rough the gradient reversal module, the sentiment
classifier and the data domain classifier are adopted for
adversarial learning, so as to obtain shared feature repre-
sentations of different data domains.

A new method for financial sentiment classification is
proposed in this paper.,emethod is deep learning based and
has two steps. Firstly, an abstract for the financial messages can
be extracted according to the seq2seq model. During the
extraction process, the situation of text input with different
lengths can be dealt with. After the extraction, invalid in-
formation in financial messages can be effectively filtered out,
which is favorable for the subsequent classification. ,e
sentiment classification step is then performed through the
GRUmodel according to the extracted abstracts.,e proposed
method has the advantage of coping with the situation of
different message lengths. ,e extracted abstract can be
regarded as a refinement of the raw message, which can filter
out the invalid information of financial messages. As a result, it
can speed up the subsequent sentiment classification process
and can bring better sentiment classification accuracy. ,e
proposed method in this paper is verified through financial
message dataset from the financial social network StockTwits.
By comparing the classification performances, the results show
that compared with the classical SVM and LSTMmethods, the
proposed method in this paper can improve the accuracy of
sentiment classification by 5.57% and 2.58%, respectively.

2. Methods

,e overall structure of the proposed method in this paper is
shown in Figure 1. It can be seen that the proposed method
mainly consists of two steps. (1) Firstly, the abstract of the
input financial message is extracted through the seq2seq
model, noting that the extracted abstract has a fixed length.
(2) ,e abstract is then adopted for sentiment classification
through the GRUmodel.,e results for the classification are
twofold: bullish and bearish. ,e two-step method in this
paper has the following advantages: (1) the seq2seq model
can effectively be adopted to extract valid information from
the financial messages, and the redundant information ir-
relevant to classification can be filtered out; and (2) the
extracted abstract has a limited length and thus can accel-
erate the subsequent recognition. According to the above
two steps, the proposed method will be discussed as follows.

2.1. Seq2seq Model-Based Message Abstraction. ,e seq2seq
model has a relatively mature application in the translation
task in the field of natural language processing (NLP). Since
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there exists similarity between the translation task and the
abstract extraction task, the seq2seq model can also be
adopted for abstract extraction. In this section, the char-
acteristics of the seq2seq model are introduced firstly, and
then the application of the seq2seq model in abstract ex-
traction is introduced in detail.

,e seq2seq model was proposed in [26], which can
cope with the situation of different input and output se-
quence lengths. ,erefore, it is suitable for translation tasks
in NLP. ,e basic structure of the seq2seq model is shown
in Figure 2, which has an encoder-decoder structure. In this
structure, the input of one language is encoded into a vector
through the RNN, and then the vector is used as the input
of the decoding RNN. ,en, the output obtained is another
language after translation. ,e biggest advantage of this
model is that it can cope with the input of varying lengths
and can learn the mapping relationship between two dif-
ferent domains. ,erefore, it is also suitable for abstract
extraction herein, that is, from the original financial
message domain to the financial abstract domain.

In our implementation, the adoption of the seq2seq
model to financial abstract extraction mainly has the fol-
lowing key points:

(1) Word embedding: due to the huge number of words
in the financial message domain, direct one-hot
encoding may result in large representation dimen-
sions and a huge amount of training parameters,
which makes it unsuitable for practical applications.
,erefore, it is necessary to introduce the word
embedding technology for reducing the dimension-
ality of the word representation vector. Traditional
word embedding methods include the word2vec
method, which uses words in the corpus to represent
words according to a certain model, such as con-
tinuous bag of words (CBOW). After adopting the
CBOW model, the obtained word has a lower di-
mensionality and can better reflect the similarity of
the words in the word vector space [27, 28]. Figure 3
shows a schematic diagram of the training samples in
the CBOW model. It can be seen that the training
samples effectively contain the relevant information of
the context, so that the word embedding after training
can indicate the relevant information of the context.

(2) Encoder-decoder structure: the basic encoder-de-
coder model is shown in Figure 2. In the encoder
model, the output is a context vector, which has a low
dimension and can effectively summarize the input
sequence (in this paper, the input denotes the fi-
nancial message sequence). ,e decoder can then
output another sequence according to this vector.
,is sequence can make full use of the context vector
information to generate a correlation with the
original sequence. Generally speaking, the men-
tioned encoder and decoder have a similar structure
and can both adopt the long-short term memory
(LSTM) units to form the RNN. ,is can make the
mentioned RNN capable of memory learning,
according to its sequence input and output.

(3) Attention mechanism: the seq2seq model based on the
attention mechanism herein is shown in Figure 4. ,e
seq2seq model based on the attention mechanism has
been described in detail in [29]. ,e attention mech-
anism can solve the problem of information loss in the
traditional seq2seq model, that is, when the input se-
quence is long while the context vector dimension is
limited, the context vector from the encoder can lose
more information, resulting in inaccurate output.
In the above figure, ai denotes the word embedding
representation of the input financial message se-
quence, which is pretrained according to the pre-
mentioned CBOW model. bi represents the output
abstract word embedding representation, and ci

denotes the context vector, which can be considered
as the encoded information of the input sequence.
,e subscript i denotes the index of the input.
Among them, the input length is variable, while the
length of the abstract is fixed. In the model, both the
encoder and decoder only contain one LSTM layer.
,e key to the seq2seq model based on the attention
mechanism is to calculate the new context vector ci

according to the following formula:

financial message input

seq2seq model

fixed-length
abstract

GRU based classifier

sentiment of bullish or bearish

Step 2:
GRU model based sentiment classification

Step 1:
seq2seq model based abstract extraction

Figure 1: ,e block diagram of the proposed sentiment classifi-
cation method based on financial messages.

neural network
based encoder

neural network
based decoder

context vector

sequencial based input

sequencial based input

Figure 2: ,e structure of the traditional seq2seq model.
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ci � 
T

j�1
αijhj, (1)

where hj denotes the hidden variable corresponding
to each output of the encoder, the subscript j denotes
the output index, and αij denotes the attention
weight, which is determined by eij:

αij �
exp eij


T
k�1 exp eik

, (2)

where eij is jointly determined by the hidden vari-
ables of the encoder sj and decoder hj at different
times, which can be expressed as

eij � get score sj, hj , (3)

where the function of get_score(.) is a scoring
function, and different strategies can correspond to
different scoring functions.

(4) Predication mechanism: after the training of the
seq2seqmodel, it is necessary to predict the output of
the abstract through the input. In the seq2seq model,
the output of the previous state will affect the sub-
sequent output. ,erefore, if the greedy algorithm is
always adopted to calculate the word with the highest
output probability, errors may exist, which will affect
the overall quality of the abstract. ,e BeamSearch
algorithm [30] can be used to calculate several se-
quences with the largest continuous output proba-
bility to avoid accidental output errors of the decoder
from affecting the overall sequence output.

2.2. GRU-Based Sentiment Classification. ,e GRU-based
model is essentially an instance of the RNN model. ,e
RNN model can obtain the input correlations of sequence
input by expanding the calculation graph in the time
domain. In the expansion, as the input at different times is
processed by the same RNN calculation unit, which shares
the same weights, the network is capable of context
learning. However, due to the weight sharing and the time
expansion characteristics, the RNN tends to have serious
gradient disappearance and gradient explosion problems.
In order to solve the aforementioned problem and to make
the RNN more practical, gated recurrent neural network
(gated RNN) was proposed in [31]. In the gated RNN, the
calculation through time expansion is redesigned, so that
the network can not only accumulate the information of
the previous time but also gradually forget the less im-
portant information at previous times, thereby reducing
redundancy. ,e most commonly adopted gating unit is
the LSTM gating unit. As shown in Figure 5, each LSTM
gating unit contains three gates: input gate, forget gate, and
output gate. ,e input gate processes the input data as
follows:

it � σ Wi · ht−1, vt  + bi( , (4)

where ht−1 represents the output of the gating unit from the
previous moment t− 1, which can also be regarded as the
context vector, vt represents the input at the current moment
t, σ(.) denotes the sigmoid activation function, and Wi and
bi denote the parameters of the cell. ,e output gate sep-
arately processes the output of the current unit ot and the
context vector ht from the current unit to the next unit:

ot � σ Wo. ht−1, vt  + bo( ,

ht � ot ∗ tanh Ct( ,
(5)

where Ct represents the state obtained from the forget gate.
,e processing of the forget gate can be expressed by the
following formulas.

Ct � ft ∗Ct−1 + it ∗ Ct,

Ct � tanh WC. ht−1, vt  + bC( .
(6)

,e LSTM gating unit is widely adopted in RNNs be-
cause it can effectively avoid the problem of gradient dis-
appearance or explosion. However, since one LSTM includes
the above three different gate operations, the training cost is
still relatively high.

word A word B word C word D

word A word B word C

word A word B word C word D

training samplescorpus

known A and C, to predict B

known A, C and D to predict B

known A, B, D and E to predict Cword E

Figure 3: Schematic diagram of the training text in the CBOW model.

LSTM LSTM LSTM…

LSTM LSTM LSTM…

ci

bib2b1

aia2a1

attention mechanism

encoder

decoder

context
vector

Figure 4: ,e seq2seq model based on attention mechanism.
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In this paper, gated recurrence unit (GRU) [32] is
adopted to replace the traditional LSTM unit.,e GRU is an
improvement to the LSTM. It contains only two gate-based
processes: reset gate and update gate. Its block diagram is
shown in Figure 6. ,e update gate of the GRU contains the
functions of the input gate and the forget gate in the LSTM
unit.

,e restart gate:

rt � σ Wr. ht−1, xt ( . (7)

,e update gate:

zt � σ Wr. ht−1, xt ( . (8)

,e output of the GRU is

ht � 1 − zt( ∗ ht−1 + zt ∗ ht. (9)

Among them, ht can be denoted as
ht � tanh W. rt ∗ ht−1, xt ( . (10)

3. Results and Discussion

In order to verify the effectiveness of the proposed method,
the text messages from the financial social network Stock-
Twits is adopted for verification. In this platform, users can
post short messages and annotate the messages. ,ere are
two types of tags: bullish and bearish. In order to facilitate
method comparisons, similar to the experiments in [22],
messages from May to September in 2019 are selected to
form the corresponding dataset, which has 12 stocks. ,e
dataset contains a total of about 55,000 labeled samples, of
which about 39,000 are classified as bullish and about 16,000
are classified as bearish. In our implementation, 80% of the
samples are randomly selected to be the training dataset, and
the remaining 20% are selected to be the testing dataset.

3.1. 2e Effects of Different Parameters over Classification
Accuracy. According to the proposed method, the abstract
is firstly extracted through the seq2seq model, and then

sentiment classification is performed according to the
extracted abstract. In the above process, different parameter
choices will produce different performances. In this section,
experiments are conducted on different parameters, and the
impact of three different parameter selections on classifi-
cation accuracy is studied. ,e parameters are threefold: (1)
,e dimension of the vector in the word embedding, the
chosen dimension is 16, 32, and 64, respectively, noting that
these dimensions are commonly seen vector representation
dimensions for word embedding. (2) ,e length of the
extracted abstract, the sequence length, varies from 8 to 64,
with a step of 8. (3) ,e number of hidden units in the GRU
cell. ,e following describes the experimental results of the
three different parameter selections.

Table 1 shows the classification accuracy corresponding
to the three different dimensions of the word embedding
representation vectors. It can be seen that in the experiment,
when the dimension of the representation vector is 64, the
recognition accuracy rate can reach the maximum, which is
81.33%. Compared with the dimensions of 32 and 16, the
recognition rate has improved by 0.10% and 15.43%, re-
spectively. It can be seen that when the dimension of the
representation vector changes from 32 to 64 dimensions, the
effect on the classification accuracy is not obvious. Based on
the comprehensive consideration of the classification ac-
curacy and the computational burden, the dimension of the
word embedding representation vector is selected as 32.

Figure 7 shows the effect of different lengths of the
abstract sequence on the classification accuracy. Note that
here the length of the extracted abstract herein is fixed. In the
experiment, the sequence length is changed from 8 to 64,
with a step of 8. As can be seen from the figure, generally
speaking, the classification accuracy increases with the in-
crease of the sequence length. When changing range is from
8 to 40, the increase in recognition accuracy is more obvious.
When the dimension of the sequence length is greater than
40, the increase in recognition accuracy becomes less sig-
nificant. When the sequence length is 40, compared to the
sequence length of 8, the recognition rate is increased by
43.63%. When the sequence length is 64, compared to the

σ σ σtanh

+×

× ×

tanh

Ct-1

ht-1

vt ht

Ct

ht

input gate

forget gate

output gate

Figure 5: ,e schematic diagram of the traditional LSTM gating
unit.

σ σ tanh

× ×

× +

-1

reset gate

update gate
ht-1

vt

ht

Figure 6: ,e schematic diagram of GRU.
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sequence length of 40, the recognition rate is increased by
2.43%. In this paper, considering the limited increase in the
recognition rate and the increase in the computational cost,
the final abstract sequence length is selected as 40.

Table 2 gives the influence of the number of hidden units
in the GRU cells on the recognition accuracy. It can be seen
that when the number of hidden units is 64, the recognition
accuracy rate is significantly improved compared to the
hidden unit number of 16 and 32. But when compared to the
number of 128, the improvement in recognition rate is
insignificant. ,erefore, the number of hidden neurons
adopted herein is selected as 64.

3.2. Method Comparisons. ,e proposed method extracts
the abstract of financial messages, which can reduce the
influence of redundant information on subsequent classi-
fication on one hand, and on the other hand, sentiment
classification can be accelerated since the input length is
reduced. ,e proposed method in this paper is compared
with two representative methods. One of the methods is
based on the traditional SVM classifier. ,e other method is
based on deep learning, which has two obvious differences
from the proposedmethod: (1) the original financial message
is directly adopted as the input without abstract extraction
and (2) in the sentiment classification step, the gating unit
used is the LSTM unit. ,e correct rate of classification
corresponding to the three methods is shown in Table 3. It
can be seen that the proposed method has a relatively ob-
vious improvement in the accuracy. Compared with the
SVM and LSTM methods, the accuracy of sentiment clas-
sification is improved by 5.57% and 2.58%, respectively.

In order to fully illustrate the effectiveness of the pro-
posed method, it is compared with the following two
methods with different strategies. In strategy one: without
abstract extraction, the GRU gating unit is directly adopted
for classification. In strategy two, where abstract extraction is
performed, LSTM is adopted for classification instead of
GRU. ,e results of the comparison are shown in Table 4. It
can be seen that after abstract extraction, the classification
accuracy has been significantly improved, which has in-
creased by approximately 2.87%. ,is can fully illustrate the
effectiveness of the abstract extraction strategy, which can
filter out redundant information in the original financial
message and extract effective information for sentiment
classification. Using GRU instead of LSTM for classification
can have a similar classification recognition rate. However,
the model using GRU is easier to train than using LSTM. In
this paper, the model training time has reduced by about
48%.

4. Conclusions

A newmethod for financial sentiment classification based on
deep learning is proposed in this paper. ,e proposed
method has two steps. (1) ,e abstract in the financial
messages is extracted according to the seq2seq model. ,e
extraction process can deal with the situation of text input
with different lengths. After extraction, invalid information
in financial messages can be effectively filtered out, and the
subsequent classification can be accelerated. (2) After the
abstract extraction, sentiment classification is performed
through the GRU model according to the abstracts. ,e
proposed method in this paper is verified through financial
message dataset from the financial social network
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Figure 7: ,e impact of different abstract sequence lengths on the
classification accuracy.

Table 1: ,e effect of different word embedding vector dimensions
over the classification accuracy.

Vector dimension Accuracy (%)
16 65.90
32 81.23
64 81.33

Table 2: ,e effect of different hidden neuron numbers over the
classification accuracy.

Hidden neuron Accuracy (%)
16 74.76
32 76.70
64 81.23
128 82.43

Table 3: Comparison of the classification accuracy of the proposed
method, the traditional SVM method, and the method based on
LSTM.

Method Accuracy (%)
Proposed 81.23
SVM based 75.66
LSTM based 78.65

Table 4: ,e influence of two different strategies (strategy one:
without abstract extraction; strategy two: adopting GRU instead of
LSTM).

Method Accuracy (%)
Proposed 81.23
Strategy one 78.36
Strategy two 80.98
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StockTwits. ,e results show that compared with the clas-
sical SVM and LSTM methods, the proposed method in this
paper can improve the accuracy of sentiment classification
by 5.57% and 2.58%, respectively. Moreover, the effective-
ness of the proposed method can be proved with the strategy
of adopting abstract extraction and adopting GRU. Com-
pared with the strategy of not extracting abstract, the rec-
ognition rate is improved by 2.87%. After adopting GRU
instead of LSTM, the training time of the model has reduced
by about 48%.

Data Availability

,e data adopted in the paper are available on the following
website: https://stocktwits.com.
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(e quality of English teaching cannot be separated from the students’s accumulation and mastery of vocabulary, and sufficient
vocabulary can ensure that students feel easy and comfortable in the language application. However, there are still some problems
in teaching English vocabulary in colleges and universities, such as single presentation method, lack of real context, and other
difficulties. With the rapid development of mobile Internet, the share of smart mobile devices among college students has
increased, which in turn has laid the foundation for the development of new learning modes. (e mobile terminal-mediated
learning mode in English classroom teaching has become a hot topic of research nowadays, of which English vocabulary teaching
has become a typical example. (is paper is designed as a system model of edge computing, in which the user terminal device can
connect wirelessly with each MECS and offload the tasks to be processed on the MECS, which helps the user terminal device to
process and return the results to the user terminal device.(e research in this paper also provides a basis for students’ independent
and lifelong learning of English words and for schools’ information technology to serve English vocabulary teaching and learning.

1. Introduction

Today, we are in an era of high informationization and
globalization; how to efficiently collect and process infor-
mation has become a necessary skill [1]. (ere are three
components to any language: phonology, vocabulary, and
grammar. Michael Lewis said that language is made up of
grammatical words, not lexicalized grammar.(is shows the
importance of the English vocabulary in English language
teaching [2]. However, although experts and front-line
English teachers have put forward many strategies to reform
teaching in junior high schools over the years, such as
contextual teaching method and game teaching method, it is
difficult for these vocabulary teaching methods to give full
play to their theoretical advantages in the context of tra-
ditional teaching and to achieve efficient English vocabulary
teaching efficiency [3].

(e contemporary junior high school students are in an
era of network and information technology, and the

communication between them has long been not. (ey no
longer stay on paper or face-to-face mode, but a kind of
instant communication mode [4]. Mobile terminals such as
smartphones and tablet PCs have become popular, and
mobile terminal-based English learning third-party ap-
plications have become increasingly popular [3], such as
Apps for listening, speaking, reading, and writing, and have
emerged in large numbers [5]. Mobile terminals have in-
comparable advantages of traditional vocabulary teaching,
such as portability and no time and space limitations, and
[6] believes that vocabulary learning is a continuous
process with a lifelong nature, and the application of
mobile terminals to junior high-school English vocabulary
teaching is to cultivate secondary school students’ lifelong
ability to learn English vocabulary. What are the impacts of
mobile terminals on English vocabulary teaching in junior
high schools and what are the corresponding strategies to
face these impacts? (is is a question that needs to be
addressed.
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(rough this study, the author hopes that the majority
of English teachers will fully realize the magnitude of the
impact of mobile terminals on junior high school English
vocabulary teaching in the era of instant communication
and given the characteristics of learning and communi-
cation of junior high school students in that era [7]. At the
same time, the research in this paper provides a basis for
students’ independent and lifelong learning of English
words, and a basis for the construction of information
technology in schools to serve the teaching of English
vocabulary.

(e study also provides a basis for students’ independent
and lifelong learning of English vocabulary and for the
construction of information technology in schools to serve
English vocabulary teaching and learning.

(e contributions of this paper are as follows:

(1) (is paper is designed as a system model of edge
computing. (e user terminal equipment can
wirelessly connect with each MECS and unload the
tasks to be unloaded to MECs for processing. MECs
help the user terminal equipment process and return
the results to the user terminal equipment.

(2) Mobile learning and mobile education are analyzed
and summarized. Learning with mobile terminal
equipment is a new learning method. With the
support of network communication, learners can
accept learning anytime and anywhere, and then
cultivate learners’ awareness, attitude, and habit of
lifelong learning.

(3) A large number of experiments have been performed
to verify that the problems of college English vo-
cabulary teaching are more concentrated, and show
new trends and characteristics, which are summa-
rized by the lack of attention and investment in
English vocabulary teaching.

2. Development Status of Mobile Teaching and
Learning at Home and Abroad

2.1. Foreign Research Status and Results. In recent years,
research on the main areas of mobile learning is growing
rapidly, mainly focusing on the feasibility of mobile learning,
the development of mobile learning resources, the con-
struction of WAP education sites, and short message ser-
vices, and as an effective aid to lifelong and collaborative
learning [8]. (e main areas of research in recent years are
growing rapidly, mainly focusing on the feasibility of mobile
learning, the development of mobile learning resources, the
construction of WAP education sites, short message services
and as an effective aid to lifelong learning and collaborative
learning [9].

Keegan divides distance learning into three stages
according to the form and means of learning: distance
learning, e-learning, and M-learning [10]. Compared with
the theories of Nipper (Denmark), Bytes (UK), and Taylor
(Australia) on “three developmental eras of distance
learning,” Keegan’s theory solves the problem of coexistence
of distance learning, e-learning, and mobile learning [11].

Professor Mike Sharples, President of the International
Academy for Mobile Learning (IAML) [12–14] discussed
how lifelong learning and mobile learning can contribute to
each other, what mobile learning means for the traditional
classroom, and how to use it to design classroom activities.
(e study in [15] proposed centralized management for the
current situation of mobile learning resources in China and
established quality specifications and interoperability
standards.

3. Related Work

At present, domestic research is still mainly theoretical,
mainly in the basic theory and an overview of mobile
learning, technical support, resource development, appli-
cation objects, and teaching models. In 2008, RongHuai
Huang and Jyri Salomaa edited the first domestic mono-
graph on mobile learning: “Mobile Learning - (eory -
Current Situation - Trends,” which comprehensively in-
troduced the theory and characteristics of mobile learning
and technology, sorted out domestic and foreign mobile
learning cases and projects, and explained various appli-
cation models [16]. Finally, it outlooks its future develop-
ment. After that, scholars in China have published treatises
on mobile learning, such as “Mobile Learning (eory and
Practice” edited by [17].

In 2008, Jiaoqing Mo explored and researched the de-
velopment technology of the mobile learning system, aiming
to build a mobile learning system based on the JZME/JZEE
platform and GPRS network, in order to extend the ap-
plication of the web-based learning system in the wireless
field [18].

In terms of resource development, the study in [8]
designed a case study of English word learning resources
based on NET mobile development technology in “Design
and Research of Mobile Learning and its Resources,” based
on the discussion of the theory of mobile learning resources
and its special features. (e study in [19] in “Research on the
Design of Fragmentary Learning Resources in Mobile
Learning,” through the analysis of a large amount of data to
derive based on the clustering results, explored the feasibility
and specific design strategies of fragmented learning re-
sources in mobile learning.

In terms of the application target, it is mainly focused on
two parts: one part is school students, covering students of
different ages including young children, primary and sec-
ondary school students, students in higher education in-
stitutions, college students, and graduate students [20]. (e
study in [21] explored the impact of mobile learning on
higher education and the countermeasures in teaching re-
sources construction and teaching process management.(e
study in [22] conducted a survey on the current situation of
mobile learning for adult learners. In terms of teaching
mode, due to the characteristics of English learning, the
application of mobile terminals to English learning has
incomparable advantages. (e study in [23] proposed four
models of mobile learning in “(e Application of Mobile
Learning in College English Vocabulary Learning.” (e
study in [24] discussed the content selection, teaching
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process, and evaluation of mobile learning and analyzed the
details of the application of mobile learning mode in high
school English.

(e study in [25] used the UTAUTmodel as the basis to
empirically analyze the factors influencing college students’
acceptance of mobile learning through a questionnaire
survey of 593 college students at Beihang University and
multiple regression. (e study in [26] empirically analyzed
the demand formobile learning by sampling college students
from Nanjing, Beijing, Shanghai, and other universities
across China. (e study in [27] studied the application of
mobile learning in vocational education by taking the ex-
ample of “Microcontroller Principle Technology.” (e study
in [28] studied the application of mobile education in
medical examination teaching.

3.1. Related Concept Definition

3.1.1. Mobile Learning and Mobile Education. (ere is no
uniform definition of mobile learning [15]. Chara and
Figueiredo, in the context of distance education, define
mobile learning as the ability to use any device, at anytime,
anywhere, to receive learning. As an extension of online
education, mobile learning not only has the basic charac-
teristics of online education, but also has its own unique
characteristics, as follows:

(1) Networked: mobile learning is realized through the
access of mobile terminals to the network. So mobile
learning has the characteristics of network
education.

(2) Universality: with the continuous development of
technology, mobile terminals such as smartphones
have flooded into our lives and become popular,
providing material support for the popularization of
mobile learning and contributing to the realization
of educational equity.

(3) Ubiquity: the so-called ubiquity is 3A (anyone,
anytime, anywhere).

(4) Personalization: mobile learning can provide per-
sonalized education services according to learners’
own learning styles and interests, and is also con-
ducive to teachers’ personalized teaching and hier-
archical teaching [17].

(5) Hypermedia: the learning resources of mobile
learning are digital contents, presented in the form of
multimedia (such as text, pictures, audio, and video).

According to Professor Cui Guangzuo of Peking Uni-
versity and others, “Mobile education refers to the more
convenient and flexible interactive teaching and learning
activities by students and teachers through the use of mobile
devices (such as cell phones), relying on the current rela-
tively mature wireless mobile network, international inter-
connection network and multimedia technology.”

In the United States and Europe, mobile learning is
referred to as m-learning, short for mobile learning, or
mobile education, short for M-education. Mobile

education is education delivered by means of mobile
learning.

3.1.2. Mobile Terminals. Mobile terminal refers to a com-
puter device that can be used on the move, including cell
phones, laptops, and POS machines in a broad sense. But
most of the time, it refers to smartphone and tablet personal
computer. Smartphone users can install third-party appli-
cations such as education, shopping, and gaming applica-
tions, depending on the operating system, so that their
functions can be expanded [22].

3.1.3. *ird-Party Applications (Apps). (ird-party appli-
cations for smartphones (the full name is application, ab-
breviated as App). From system security, communication,
audio-visual, photography and video, travel, and hotel to
education and learning, a wide variety of Apps are available
to meet the needs of cell phone users for personalized
software.

3.1.4. System Scenes. Figure 1 shows the system model of
edge computing, where the user end device can connect
wirelessly with each MECS and offload the tasks to be
processed on the MECS, and the MECS helps the user end
device to process and return the results to the user end
device.

In this paper, we assume that the system consists of 1
user terminal device and nMECSs. (e user terminal device
has m tasks to be processed, which can be offloaded to the
MECS for processing or processed locally. (e set of MECS
is modeled as mecsj � (fj, PD

j , rsj), and the j-th MECS is
modeled as fj , where PD

j is the processing power of the j-th
MECS. (e user terminal device will be modeled as
JUser � (fc

1, P1, PU), where fc
1 represents the computing

power of the user terminal device.
(e task set of the user terminal device is modeled as

TASK � task1, tank2, . . . , taskm , and the i-th task is
modeled as taski � (Ui, Di, p, rs

i ), where Ui denotes the data
volume of the i-th task, Di denotes the data volume of the
i-th task processing result, p denotes the number of CPU
cycles required by the CPU of the user terminal device or
MECS to process each bit of task, and rs

i denotes the number
of MECS resources required to process the i-th task. (e
offloading decision of m tasks is represented as a vector
X � x1, x2, . . . , xm , which means that the i-th task is ex-
ecuted locally [25].

(is paper makes the following basic assumptions:

(1) Each task of the user terminal device cannot be split,
and there is no dependency between the tasks.

(2) (e user terminal device can send tasks to the
corresponding MECS for processing through dif-
ferent channels in parallel.

(3) (e states of the channel during the process of
uploading tasks to the MECS and returning the
processing results to the user terminal device are the
same.

Scientific Programming 3
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(4) (e computing power of the user terminal device
and the MECS remains stable during the task
processing.

(5) MECS is a multithreaded server; that is, MECS can
handle multiple user terminal device tasks
simultaneously.

(6) (e system is in a quasi-static environment; that is,
the number of tasks remains constant when the user
terminal device is offloading tasks, but the number of
tasks of the user terminal device changes at different
time periods.

3.1.5. Energy Consumption. Assume that the energy con-
sumption of the i-th task of the user terminal device pro-
cessed at the user terminal device is E1

i
, which is given as

follows:

E
1
i � t

1
i ∗P1. (1)

(e second category is the energy consumption gen-
erated by the user terminal device when offloading tasks to
MECS for processing, which includes the transmission
energy generated by the local user terminal device when the
user terminal device sends tasks to MECS, the energy
consumption generated by MECS when processing tasks of
the user terminal device, and the energy consumption
generated by MECS when returning calculation results to
the user terminal device. (erefore, this paper mainly
considers the energy consumption generated by the local
user terminal device when uploading data to MECS and
assumes that the energy consumption of the user terminal
device when uploading the i-th task is EU

i , which is given as
follows:

E
U
i � P

U ∗ t
U
i . (2)

(en, the energy consumption of the system to process
the i-th task Ei is the computational energy consumption of

the user terminal device to process the task and the energy
consumption generated by uploading the task of MECS,
which is as follows:

Ei � 1 − si( ∗E
1
i + si ∗E

U
i . (3)

(erefore, the energy consumption E generated by the
system is given in the following equation:

E � 
m

i�1
Ei. (4)

3.1.6. Problem Model. In edge computing scenarios, latency
and energy consumption are the two most commonly used
metrics to measure the performance of offloading schemes.
In this paper, delay and energy consumption are considered
together, and since delay and energy consumption are of
different magnitude, they need to be normalized. Assuming
that the size of the particle swarm optimized for this problem
is N, the delay and energy consumption of the system for the
kth offloading policy to handle the user terminal device task
are Ek and Tk

′, and the normalized results Tk
′ and TE

′ are
given in the following equations:

Tk
′ �

Tk − Tmin

Tmax − Tmin
, Tmin ≠Tmax,

1, Tmin � Tmax,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(5)

Ek
′ �

Ek − Emin

Emax − Emin
, Emin ≠Emax,

1, Emin � Emax,

⎧⎪⎪⎨

⎪⎪⎩
(6)

where Tmin, Tmax, Emin, and Emax denote the minimum delay,
maximum delay, minimum energy consumption, and max-
imum energy consumption generated under all offloading
policies, respectively [10]. Assume that the total overhead of
processing user terminal device tasks in this system under the
kth offload policy is W(Xk), which is given as follows:

W Xk(  � λ∗ Tk
′ +(1 − λ)∗Ek

′. (7)

Here, the weight λ ∈ [0, 1].
In this paper, the objective is to minimize the weighted

sum of system delay and energy consumption, which is
defined as the problem of P：

P: mink�1 N Xk( 

s.t. 
m

i�1

φj

i r
s
i ≤ rsj,

⎧⎪⎪⎨

⎪⎪⎩
(8)

where equation (8) indicates that the sum of computing re-
sources allocated by the j-thMECS to user terminal device tasks
cannot exceed the total resources owned by the j-th MECS.

3.1.7. Case Test. Mobile learning and mobile education.
(ere is no unified definition of mobile learning and mobile
education, but Finnish scholars define mobile learning as a

Wireless
access base

station 

User terminal equipment

Edge
server 1 

Edge
server 2 

Edge
server 3 Edge server n 

Figure 1: System model in edge computing scenario.
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new type of learning method that uses mobile devices for
learning due to the increase of people’s geospatial mobility
and flexible learning needs. In China, mobile learning
mainly refers to the use of modernmobile devices, supported
by the guarantee of network communication, so that learners
can receive learning anytime and anywhere, and then de-
velop the awareness, attitude, and habit of lifelong learning
[1].

As shown in Figure 2, no physical tests, such as mobile
terminals, are allowed. A mobile terminal is a computer
device that can be used on the move. Broadly speaking, it
includes cell phones, tablets, and laptops. In most cases, it
refers to smartphones and tablets. Speakerphones and tablets
can be installed with different apps according to users’ needs,
which can be mainly divided into three applications such as
education, shopping, and games. (ese are also the most
used and widely used programs in the study life of students
and social people.

Again, as shown in Figure 3 that the existing vocabulary
teaching mode is more traditional, even comparable to
compulsory and high school teaching, and lacks innovation
and flexibility in the selection of ways and means. In par-
ticular, the focus is on the effect of memorization, while there
is no targeted response to the penetration of the compre-
hension link, resulting in students’ fear and denigration of
vocabulary learning. (e monolithic teaching mechanism

not only lacks the corresponding contextual guarantee, but
also is highly susceptible to forgetting [3].

As shown in Figure 4, there is a double impact on the
communication between teachers and students. First of all,
in the past, teachers had absolute authority in English
classroom vocabulary learning, and students’ main position
could not be guaranteed, and generally, one-way com-
munication between teachers and students was the main
focus. In particular, it increases the opportunities for
teachers to listen to students and communicate demo-
cratically, thus helping students to build their knowledge of
vocabulary learning and stimulate their potential. Second,
with the popularity of mobile terminals, teachers and
students can effectively communicate with each other in
real time by using WeChat, Weibo, QQ, and other Apps,
which not only bring the psychological distance between
teachers and students closer, but also personalize the
learning environment and provide solutions to different
chemical situations according to the students’ needs, which
makes the status between teachers and students equal and
the students’ resistance gradually disappears. Finally, in-
stant messaging software can easily extend classroom
teaching to after-school one-to-one or one-to-many, es-
pecially on the basis of text, and the use of voice tone can
enter the virtual classroom scenario, which in turn plays a
role in enhancing the visual effect of students, and this
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Figure 2: Different test results.
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emotional resonance is unmatched by previous commu-
nication mechanisms.

4. Conclusions

With the rapid development of mobile Internet, the share of
smart mobile devices among college students has increased,
thus laying the foundation for the development of new
learning modes. (e use of mobile devices as a medium for
learning in English classroom teaching has become a hot
topic of research, and English vocabulary teaching has be-
come a typical example. (is paper is designed as a system
model of edge computing, in which the user terminal device
can connect wirelessly with each MECS and offload the tasks
to be processed on the MECS, which helps the user terminal
device to process and return the results to the user terminal
device. (e research in this paper also provides a basis for
students’ independent and lifelong learning of English
words, and schools’ information technology to serve English
vocabulary teaching and learning.
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In the Web 2.0 era, the problem of uneven quality and overload of online reviews is very serious, and the cognitive cost of
obtaining valuable content from them is getting higher and higher. ,is paper explores an effective solution to address comment
overload by means of information recommendation in order to improve the utilization of online information and information
service quality. ,is paper proposes a review ranking recommendation scheme that focuses on the information quality of reviews
and places more emphasis on satisfying users’ personal information need. ,e paper’s approach is used to extract and rank low-
frequency keywords that appear only once in the comment set. ,e more useful the extracted phrases are, the more useful this
review will be and the higher the usefulness votes will be, which can reflect the actual situation of this product more objectively and
accurately and facilitate better consumption decisions for consumers. ,e experimental results show that users’ satisfaction with
the perceived usefulness of the reviews is jointly influenced by the information quality of Meituan’s reviews and users’ individual
information needs; the recommendation strategy achieves the organic integration of the two, and the evaluation results under
three different recommendation modes show that compared with “interest recommendation” and “utility recommendation,” the
satisfaction score of “fusion recommendation” is the highest

1. Introduction

With the rapid growth of the Internet and e-commerce
platforms in recent years, the usefulness of online reviews
has become an important influencing factor in consumer
decision making [1]. Online reviews are users’ evalua-
tions and experience after experiencing commercial
products and services and providing valuable informa-
tion to other users. Users can learn about merchants’
products and services through online reviews, which help
them make better consumer decisions and reduce the
reference cost of products and services. ,e famous Ju-
piter Research company, through years of research and

analysis, found that 75% of consumers refer to reviews on
the Internet before spending money on dining, travel, and
accommodation, purchasing goods, parent-child play-
grounds, and many other things. ,e same is true in
China, with platforms such as Taobao, Jingdong, Mei-
tuan, and Where to Go [2]. Due to the openness of the
Internet, the cost of posting online reviews is very low,
and a lot of spam and false information make the quality
of information in reviews vary, resulting in a large
number of reviews, which is noisy and difficult to dis-
tinguish, and there are many ways of reviews and dif-
ferent language expressions, and some reviews do not
bring us useful reference value [3].
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“Taobao” uses whether there is a picture, whether there is
a follow-up review, and the rating of the product as the
filtering criteria; “public review network” blocks untrust-
worthy content based on user feedback; “Douban” and
“Amazon” use user votes to sort reviews [4]. ,ese filtering
strategies focus on information quality and help users
quickly access useful information by placing high-quality
reviews at the top. Nevertheless, these filtering strategies do
not focus on satisfying individual users’ needs [5]. ,e
adoption of information by individuals, besides being
influenced by the quality of information, is related to in-
dividual information need, and people will care more about
whether the information they receive contains content of
interest to them. Especially when the amount of information
exceeds one’s cognitive load, people browse quickly and
hope to find the content they are interested in as soon as
possible.

In this paper, we propose a low-frequency keyword
extraction method for review usefulness voting. ,e main
purpose is to identify low-frequency keywords from the
reviews of Meituan and to provide consumers with more
choices and decisions through the study of usefulness voting,
instead of just looking at the star rating given by users as the
judgment index (usually five stars). ,erefore, the identifi-
cation and extraction of low-frequency keywords become a
major difficulty for us, which mainly has the following three
problems:

(1) ,e cohesiveness among the parts of low-frequency
keywords is weak, and it is impossible to calculate the
mutual information among them.

(2) Since the combination of low-frequency keywords is
evaluated randomly from the perspective of proba-
bility, it is difficult to use machine learning methods
by means of labeling.

(3) Low-frequency keywords also have the problem of
representation, because of the low number of oc-
currences and the lack of contextual information. It
is difficult to represent them by existing represen-
tation methods (e.g., Word2Vector).

Based on the above difficulties, there are still no more
studies on the effectiveness of comment voting, which will
become a key topic for our research.

2. Related Work

2.1. A Study of Reviewing Ranking and Recommendation
Based on Reviewing Utility. ,e essence of the review
ranking is to evaluate the utility of reviews and generate a
Top N recommendation list based on the utility evaluation.
In recent studies, [6] used fuzzy hierarchical analysis and
weighted gray correlation analysis to predict the review
utility, rank the reviews accordingly, and select the reviews
with high information content for final recommendation.
Jiang and Mccomas [7] used K-means algorithm to rank the
review utility and then optimize the review ranking. Korde
[8] calculated the credibility of reviews based on the number
of “feature-opinion” pairs in the reviews and then invited

users to evaluate the Top N reviews by questionnaire. Wen-
Hsiang et al. [9] concluded that the authors’ historical re-
views reflect the quality of his or her published reviews and
they modeled them based on the authors’ previous reviews
and incorporated them into the review model. It can be seen
that the ranking and recommendation of reviews are mainly
based on the calculation of evaluation metrics. In these
studies, the evaluation metrics focus on a series of elements
such as the information and content of the review, the
credibility, the level of the writer, and the overall perceived
utility of the reading group, which play a crucial role in
identifying high-quality reviews.

A recent study, however, points out that the above
evaluation indicators reflect only the quality of review in-
formation in terms of data reliability and do not emphasize
the applicability of review information to the target infor-
mation users [10]. Researchers argue that the evaluation of
the perceived utility of online reviews is a kind of infor-
mation quality assessment based on the user’s perspective,
which takes the user’s subjective perception as the starting
point to explore the utility of information and requires
individuals to systematically assess the functional perfor-
mance of information based on their personal experience
[4, 5]. ,erefore, user reviews in the online environment
should not only be high-quality information that meets the
standards but also focus on the degree to which the review
information meets the needs and expectations of users and
the value it brings to them [11]. ,ere is no shortage of
researchers who hold the same view. Hubertrajan and Dhas
[12] explores product recommendations, and they argue that
the validity of reviews should take consumers’ individual
preferences into account and look for high-quality reviews
that match consumers’ personal preferences. Ravi et al. [13]
analyzed the quality of cloud service reviews on different
online platforms to achieve review recommendations by
calculating the similarity between the reviewer’s personal
information and the background information of the in-
formation seekers of the cloud service platform. All these
studies take a personalized perspective to study the perceived
value of reviews.

2.2. Research on Review-Based Recommendation Systems.
Recommendation is an effective way to solve information
overload, and, by probing users’ information needs, rec-
ommendation systems can achieve information push ori-
ented to personal interests and alleviate the distress caused
by overloaded information [14]. ,e core of product rec-
ommendation system is to build an effective user and
product model. Since review information is rich in users’
evaluation of products, it has become a hot research topic in
recent years to distill users’ preferences and build user
models from them and introduce them into recommen-
dation systems. Mousavi et al. [15] classified the relevant
research into three categories: lexical item recommendation,
rating recommendation, and feature recommendation from
the perspective of user modeling.

,e lexical item-based recommendation is classified as
content recommendation, which directly uses the review text
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to model users and products. Seker et al. [16] extracted
lexical items from users’ published reviews and generates a
user model with TF-IDF (term frequency-inverse document
frequency) as lexical item weights, and the product model is
based on the review set of the target product and finally
makes recommendations based on the content similarity
between the two. ,e literature recommendation system of
[17] models the user based on the literature he has read,
characterizes the lexical items with word vectors, and cal-
culates the similarity between the user and the recom-
mendation target (literature) up to the semantic level.

,e collaborative recommendation mechanism used in
rating recommendation requires the generation of a “user-
rating” matrix, but the matrix sparsity problem has been a
bottleneck in the performance improvement of collaborative
recommendation systems. One of the solutions is to use the
text data of reviews to predict users’ ratings of products and
then improve the “user-rating” matrix to improve the system
performance. In [18], sentiment analysis was used to predict
users’ ratings of products based on their reviews, and a user
model was built based on “predicted ratings” for product
recommendation. Hiroshi [19] further improved the quality
of the model by weighting the user ratings with the product
theme information contained in the condensed reviews. Liu
et al. [20] proposed a hybrid recommendation algorithm
that integrates user ratings, sentiment, and product content
and then recommended products by filling in the space
“user-rating” matrix.

In summary, online reviews have been emphasized as an
important information source for mining users’ interests
and preferences in recent research on recommendation
systems. Collaborative recommendation strategies that use
user reviews to generate user models or enhance the quality
of the “user-rating” matrix by predicting user ratings of
products are commonly adopted. ,ese users and product
models obtained from review text learning are characterized
as hidden vectors, and probabilistic topic models and deep
learning algorithms are widely used to improve modeling
quality.

3. Model Methodology

In this paper, we discuss the identification and extraction of
low-frequency keywords. ,e comments in the dataset are
first segmented into sentences, trained by neural network
model, clustered to generate the word structure of keywords,
followed by word structure ranking, keyword extraction, and
then the low-frequency keywords are ranked in the same
phrase pattern according to the topic relevance of Meituan
comments to achieve the low-frequency keywords we want
to extract [21]. ,e specific framework is shown in Figure 1.

3.1.WordSenseStructureGeneration. Word sense structure
generation is based on the methods of word clustering or
classification in natural language processing. ,e three
following methods are commonly used: ,e first method
is using external knowledge bases (e.g., WorldNet,
HowNet, Cyc) to obtain semantic categories of words

directly [22]. ,e disadvantage of this method is that the
knowledge base is difficult to build and difficult to update.
,e second method is using classifiers in machine
learning to identify the word classes of words. ,is
method requires a certain number of datasets to be la-
beled and the classifier to be trained. ,is method is
difficult to apply when there are many classes of words.
,e third method is using unsupervised clustering
method. ,is method uses a large unlabeled dataset for
training and automatically clusters words into different
categories using contextual information of word occur-
rences. ,e clustering method is relatively weak, but the
training data is easy to obtain and the number of word
categories can be chosen flexibly.

We use a word clustering approach based on natural
language processing, which maps individual words in a
comment to a semantic vector space. In this space, the
Eulerian distances of semantically similar words are also
close to each other. ,e Eulerian distances are then used to
cluster words that belong to the same word class and are
semantically similar. Each word class is represented by a
label, which represents the semantic meaning of the word
class in the semantic space. ,en, the semantic structure of
the keywords is generated by replacing all the words in the
candidate keywords with the labels. ,e specific represen-
tation is given by the following equation:

y(t) � g(v f(U w(t))), (1)

where w(t) and y(t) denote the input and output layers,
respectively, and s(t)� f (Uw(t-RRB)) denotes the hidden
layer.

3.2. Lexical Structure Ordering. In documents, the semantic
structure has a high frequency of occurrence compared to
low-frequency keywords and can be used to determine
whether a semantic structure is valid or not [23]. ,e se-
mantic structure of a keyword can be obtained by word
structure generation, which indicates the usage pattern of
the keyword. If the number of word clusters is k and the
allowed semantic structure length is n, the number of se-
mantic structures of possible parameters is kn.

,e number of occurrences of low-frequency keywords
is very low in all comments, and the contextual information
is sparse. Each low-frequency keyword corresponds to a
semantic structure containing many keywords.,e ranking
of the semantic structures can be done using various
ranking methods. We mainly use the number of keywords
corresponding to each semantic structure as the evaluation
index.

3.3. Keyword Sorting. Because the contextual information of
low-frequency keywords is sparse, it is difficult to use
contextual information to rank different low-frequency
keywords under a single lexical structure. We use the
contextual information of each word in the document set to
rank the low-frequency keywords. For example, in the re-
view of Meituan, “the peanuts in this Meituan are delicious...
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and the milk tastes good.” If “peanuts and milk” are a low-
frequency keyword, the frequency of occurrence is low and
the contextual information is sparse. However, the words
“peanut” and “milk” appear more frequently in the docu-
ment. Using contextual information of these words in the
entire document set, the words can be ranked according to
their relevance to the document topic. In order to rank the
low-frequency keywords, we first generate a vector of Vi

keywords, which is given by the following equation:

Vi �  wi ∈ Pi

Vwi

Vwi

�����

�����1

, (2)

where Pi denotes the currently ranked keyword, wi denotes
the words that form part of the keyword, and Vwi

denotes the
vector consisting of the contextual information (word fea-
tures around which the word occurs multiple times) of word
wi in the document set.,en, the rating of Vi can be given by
the following equation:

Scoring Vi, Vt|Vb(  �
Vi − Vb



∗

Vt − Vb




Vi − Vb|2|Vt − Vb

����
����2

, (3)

where Vt is the word frequency vector produced by the
manually selected document clusters after document clus-
tering, indicating the topics related to the usefulness of the
USM. Vb shows the background vector generated from the
word frequencies in the entire document set. ,e ranking of
low-frequency keywords can be obtained by calculating the
score of each keyword on vector Vi separately.

3.4. Commenting and User Model Building under 8eme
Space. In the process of LDA topic modeling [24], the
“document - topic” probability distribution matrix is ob-
tained simultaneously, and we denote θ as Review−MAXi×k,
with i corresponding to the number of documents in the
comment corpus andK the number of topics.,e row vector

of Review−MAXi×k is the description of the probability
distribution of comment r in the topic space, as in the
following equation:

r · topicprofile � p1, p2, . . . , pk . (4)

,e user model is also built on the hidden topic space.
For this purpose, a set of product feature words Interest_set
is used to describe the user’s interest, from which the user
selects the word items he/she cares about, and the algorithm
maps the sequence of the selected word items to the hidden
topic space. ,e modeling process is divided into 3 steps:

(i) Step 1: set Interest_set to generate user interest
descriptions based on feature words selected by
users.

(ii) Based on the LDA clustering results and the clas-
sification of cell phone features by e-commerce
platform, the feature words describing the perfor-
mance of cell phones are divided into 8 topics,
namely, “screen effect, network signal, appearance
design, photography, audio and video entertain-
ment, operation performance, cost performance,
and battery life,” from which users select the fea-
tures they are interested in. For example, if user u is
concerned about the “appearance” and “battery
performance” of the cell phone, he selects a topic
descriptor from the corresponding topic to char-
acterize u, with u.feature_profile� { battery, battery
life, appearance, appearance, screen, body, size, ...}.
,e canonical expression is in equation (5), where
Topic(f ) corresponds to the set of topic words under
the user’s topic of interest, with mapping u.fea-
ture_profile to the LDA hidden topic space.

u.featureprofile � ti|ti ∈ Topic(f), f ∈ Interest−set,

i � 1, 2, . . . , m}.

(5)

Keyword 
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word meaning 

structure

Semantic structure 
generation

Sorting of word 
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Document
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Document 
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Figure 1: Framework of low-frequency keyword extraction.
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(iii) Step 2: word vector representation of user interest.
(iv) A word vector is a distributed representation of

words obtained based on shallow neural network
learning by representing words as an N-dimen-
sional high-density real vector, where the word
items correspond to a point in the N-dimensional
space and the spacing of the points reflects the
potential semantic relationships between the word
items. Before mapping user interests based on
feature words to the topic space, the study intro-
duces word vectors by first converting u.featur-
e_profile into a word vector matrix u · vecMAXm×v

for word vector dimensionality. ,e user interest
model based on word vector description can convey
the semantic meaning and improve the recom-
mendation accuracy. ,e u · vecMAXm×v matrix
representation also facilitates the mapping of the
user model to the topic space, where the user in-
terest and review models are based on the same
topic space; that is, they can be regarded as two
points in the space, and their correlation is directly
calculated by the distance formula. ,e word vector
introduced in the study is an open-source Chinese
pretraining model of Beijing Normal University
[25]. ,e training corpus of this word vector is
“Baidu Encyclopedia” with a corpus size of 4.1G
and a vector space dimension of 300.

(v) Step 3: user interest model in topic space. Topic t is
expressed by the probability distribution of “topic -
lexical items” generated by LDA clustering, as
shown in the following equation:

t · featureprofile � 〈fi, wi〉, i � 1, 2, . . . , n , (6)

where fi are the feature words describing topic t, wi are the
weight of fi, and n is the number of feature words. Cor-
respondingly, the word vector matrix of topic t is established
as t · vecMAXm×v. Under the word vector space, the interest
matrix of u is multiplied with the transpose matrix of topic t,
while incorporating the topic feature word weight matrix�

Wn×v � [w1, w2, . . . , wn]T, and finally the maximum value of
the matrix operation is taken as the semantic relevance of u
and t. ,e correlation of user u with K topics is calculated
according to equation (7), and the user interest model under
topic space is generated as shown in equation (8):

Sim1 � Max u · vec−MAVm×v(

× t · vec −MAXn×v
T

× Wn×l,
(7)

u · topicprofile$ � Sim1, Sim2, . . . , SimK . (8)

4. Experiment and Conclusion

4.1. Experimental Data. In this experiment, we extract data
from Meituan, the largest merchant review site in China,
which includes 23 areas such as restaurants, shopping
centers, hotels, and travel [26]. ,e Meituan data contain

984,502 Meituan reviews and 584,762 non-Meituan reviews.
We focus on the reviews related to Meituan in the Meituan
dataset and classify them into two categories based on their
usefulness: first, useful reviews, of which 449,437 reviews
have a usefulness value> 0; second, useless reviews, of which
535,065 reviews have a usefulness value� 0.

4.2.ExperimentalProcedure. In this paper, we focus on three
aspects: candidate word generation, phrase filtering, and
phrase scoring. Finally, we verify the effectiveness of our
experiments by determining the percentage of usefulness of
the extracted low-frequency keywords in the comments and
whether they are useful for users’ selection and decision
making. ,e following is a detailed introduction in three
parts.

4.3. Candidate Word Generation. In modern generative
linguistics, it is difficult to separate function words from
content-related words. Our main work is to use function
words as boundaries to form candidate words. ,e steps are
as follows:

(1) In the document, each comment is first separated by
a punctuation mark, such as｛,.; ！？:｝.

(2) ,e LIWC2015 dictionary contains 19,281 dis-
continued words, and we use the LIWC2015 dic-
tionary to check for separating comments, and if they
are in the dictionary, we use them as boundaries to
generate candidate phrases [27].

(3) Generated candidate phrases are exported to obtain
the candidate phrases of the whole corpus. In order
to reduce the noise and complexity of the experi-
ment, we check whether the above problems occur
by using the lexicon dictionary (the word list of
lexicon dictionary contains 67,725 words) and dis-
card the candidate phrases directly if they are not in
this list [28]. By using the above two screening steps,
we end up with 1,078,414 phrases in the Meituan
dataset, with 31,093,419 occurrences. ,e distribu-
tion of phrase types is shown in Figure 2.

A represents the whole corpus, B represents the useful
data comments of Meituan, and C represents useless data
comments of Meituan.,e percentages of candidate phrases
with more than 9 occurrences are 6.27%, 6.98%, and 7.49%,
respectively, while the percentages of only 1 occurrence are
71.7%, 71.12%, and 70.01%, respectively. ,is shows that
removing low-frequency phrases will lose a lot of useful
information, which is not conducive to better text infor-
mation extraction and the evaluation of the usefulness of the
Mission’s comments.

4.4. Phrase Filter. ,is experiment focuses on the usefulness
of the reviews of Meituan. In order to verify that low-fre-
quency keywords contain a lot of important information and
great research significance, the three following processes will
be used to filter the candidate phrases [29, 30]. (1) High-
frequency words can increase the accuracy of the
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representation. ,erefore, in order to support word
grouping, phrases with less than N� 300 word occurrences
are removed. (2) In the experiment, to simplify the dis-
cussion, only the filtered comments containing phrases
consisting of two words will be studied. (3) Since the goal of
the experiment is to study low-frequency keywords, only
phrases that occur once are discussed.

,rough the above phrase filtering, there are 327, 345,
120, 828, 78, and 247 phrases left in A, B, and C datasets,
respectively, and their percentages are 30.35%, 25.61%, and
23.58% respectively. ,e final filtering results are shown in
Figure 3.

4.5.PhraseRating. ,ephrase score is very important for the
whole keyword extraction. ,rough the above phrase fil-
tering, we finally obtained 199,075Meituan phrases that only
appeared once in the text and contained only two words [31].
,e whole Meituan phrase database is represented by a
distribution of trained words, and K-means clustering is
performed; that is, according to the similarity principle, data
objects with high similarity are classified into the same class
clusters, and data objects with high dissimilarity are clas-
sified into different class clusters, where K represents the
number of class clusters and means represents the mean
value of data objects in the class clusters. ,e clusters are
divided into 200 groups, and each group is identified by the
label range of “C000–C199.” In order to reduce the noise,
reduce the processing difficulty, and achieve better classi-
fication effect, 20,277 useful phrases and 16,362 useless
phrases of Meituan were generated by replacing the
extracted keywords with word labels. Since we mainly focus
on the usefulness of Meituan reviews, here, we only list the
usefulness categories. ,e details are shown in Table 1.

C15 for fruit, C155 for sweets, C51 for flavor phrases,
C63 for meat or cereals, C125 for emotional adverbs, C152

for price or affect adjectives, and C149 mostly for words that
describe the environment.

In this paper, we collect 2013–2014 USG usefulness
reviews, and, in order to rank low-frequency words with the
same phrase pattern, we define a target vector Vt, which
represents the textual topic relevance of the dataset, and the
identification algorithm about low-frequency keywords is
shown in Table 2.

4.6. ExperimentalConclusions. From the experiment, we can
get the distribution of usefulness comments of Meituan, so
we can see that the usefulness votes with 5 or more oc-
currences only account for 6.08% of the whole Meituan
comments, while those with 1 occurrences account for
52.78% of the whole usefulness votes. ,e low-frequency
words are mostly words that objectively express the dining
experience, such as “quite affordable, unforgettable, and very
cold.” ,e higher the “usefulness” vote is, the more valuable
the review is and the more useful the phrases it contains; the
high-frequency words are mostly words about Meituan
entities, such as “steak salad, Meituan seats, cheese bread.”
,e lower the “usefulness” vote, the lower the value of the
comment and the more useless the phrases included. ,e
distribution of “usefulness” votes is shown in Table 3.

,is experiment not only shows that ignoring low-fre-
quency keywords will lose a lot of important information but
also verifies that our proposed method has made great
progress in dealing with low-frequency keywords and has
achieved good results in the restaurant usefulness poll,
providing consumers with accurate and useful information
in a more objective way.

Model parameter setting: for the LDA model, the value
of the subject number K, which is related to α and β of the
model, is critical. K is used as the optimization parameter
and the value is determined experimentally. Figure 4 shows
the clustering effects of the three modeling schemes with
different K values. Overall, with increasing K, Avg_similarity
tends to decrease, indicating that the intertopic similarity
decreases and the stability of the clustering structure in-
creases. On the contrary, KL dispersion increases gradually,
indicating that the intertopic differences are widened and the
internal cohesion is increased. With increasing K, the two
metrics gradually converge. Specifically for the three
modeling schemes, both sets of indicators show that the
clustering effect of “synonymous feature word normaliza-
tion” is significantly better than that of “noun+ verb” and
“feature word.” ,erefore, the topic clustering scheme of
“synonymous feature word normalization” was adopted in
the subsequent experiments. According to the experimental
results (see Figure 4), the clustering model is the best. KL
scatter� 8.267, Avg_similarity� 0.05, and finally K� 13.

Clustering results: Figure 5 shows the clustering results
generated by pyLDAvis for K� 13. On the whole, the themes
are well distributed, and most of them are clearly distin-
guished, with a few overlapping (themes 4 and 5, themes 1
and 2). For this reason, the following treatment was per-
formed: for each topic clustered, the topic words were
ranked in descending order of probability, and the top 8
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Figure 2: Distribution of phrase types.
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words were used to describe the topic semantics. If a word
appears in more than one topic at the same time, it will be
assigned to the topic with the highest weight value. For
example, “battery capacity” appears in both topic 4 and topic
12, but the weight value under topic 12 (0.052) is higher than

that under topic 4 (0.019), so it is placed under topic 12.
Clustered subject terms were adjusted to better clarify the
meaning of the topics. According to the list of topic words of
each topic, the 13 topics were assigned to 9 feature categories
of “operation performance, screen effect, network signal,
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Figure 3: Phrase filtering distribution.

Table 1: Example of phrase grouping.

Phrase Give an example
C15–C155 Cucumber frozen cake, grape mousse, cherry milkshake, peanut milk, peach crisp, almond milk
C155–C155 Cream cookies, dessert custard, cotton mousse cheese pudding, cream sundae, walnut biscuits
C15–C51 Pumpkin mustard, peanut seasoning, blackberry jam, fruity butter, cherry jam, strawberry jam
C63–C63 Pork sausage, sausage Tujia, diced chicken with vegetables, beef fried rice, pineapple corn, sausage cheese
C129–C152 Very cheap, very attractive, very bad, absolutely bad, full of taste, ridiculous
C129–C149 Very quiet, comfortable, elegant, slightly high-grade, energetic, super luxurious and very cold

Table 2: Model corresponding algorithm.

Input: a group of low-frequency phrases in the phrase pattern, all comments of the whole corpus
Output: low-frequency keyword sorting list: L0
1) Divide the comments into restaurants and backgrounds
2) Divide restaurant comments into usefulness and uselessness
3) Generate target vector Vt and background vector Vh

4) Perform the algorithm and calculate the scoring value
5) Arrange L in ascending order L0

Table 3: Distribution of “usefulness” votes.

Number of comments Comment on “usefulness” low-frequency words/item Number of comments Comment on “usefulness”
low-frequency words/item

1 237225 6 7859
2 104578 7 5247
3 46587 8 3567
4 23458 9 2549
5 13256 10 1478
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appearance design, photography, audio and video enter-
tainment, cost performance, battery life, and others” by
referring to the settings of cell phone feature indexes in
digital websites, and the feature word set of user interest
selection was generated accordingly, Interest_set, used for
user modeling.

5. Conclusions

,e study uses a probabilistic topic model to construct a user
interest model in the topic space and incorporate it into the
review perceived value calculation model, based on which a
review recommendation strategy that integrates user interest
and review utility is proposed, and the effectiveness of the
recommendation strategy is tested by an online evaluation
system. For the user model, the feature words characterizing

user interest are treated with equal weights, but, during the
testing process, it is found that users focus on product
performance, and subsequent research can set weights for
the feature words describing user interest to build a more
refined user interest model.

,e follow-up research is also prepared to introduce
deep learning algorithms to explore user modeling in depth,
extract user features from user comments, and improve the
personalized recommendation algorithm.
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+ere are many drawbacks such as clustering, background updating, inaccurate testing results, and low anti-interference
performance in traditional moving target detection theory. In our study, a background subtraction method to automatically
capture the basketball shooting trajectory was used to eliminate the drawbacks of the fixed-point shooting system such as
cumbersome installation and time and manpower consumption. It also can improve the accuracy and efficiency of moving target
detection. We also synthetically compared to common methods including the optical flow method and interframe difference
method. Results showed that the background subtraction method has better accuracy with an accuracy rate over about 90% than
the interframe subtraction method (88%) and the optimal flow method (85%) and presents excellent robustness with considering
variable speed and nonrigid objects. Meanwhile, the automatic detection system for basketball shooting based on background
subtraction is built by coupling background subtraction with detection characteristics. +e system detection speed built is further
accelerated, and the image denoising is improved.+e trajectory error rate is about 0.3, 0.4, and 0.5 for the background subtraction
method, interframe subtraction method, and optimal flow method, respectively.

1. Introduction

In recent years, with the development of computer vision
technology and video surveillance, the moving target de-
tection technology (MTT), a significant part of them, has
gradually attracted researchers’ attention and also has been
widely applied in different domains such as defense and
security monitoring [1–3]. MTT is a technology which can
separate variable parts from a video image on the basis of
image segmentation with geometric and statistical features.
Results from MTT can provide interesting regions for an
object’s identification, track, position, and behavior analysis.
MTT has been regarded as a novel technology with high
work efficiency and manpower-saving [4]. Multiobject in-
formation can be obtained from the video image sequence
compared to the stationary image sequence when using
MTT to test an object. In a stationary scenario, the image

subtraction method has been regarded as one of the best
efficient methods because we can easily obtain the back-
ground reference model with a net and nonvariable target in
the stationary scenario. Meanwhile, a real-time update
background reference model used the current frame image
so that the background model can adapt scenario variation.
As for the moving scenario, both the moving compensatory
procedures of background and detection methods applied in
the stationary scenario are needed to test the moving target
in the image due to its complicated variation [5].

Currently, MTT methods have been improved and/or
innovated with the development of computer vision tech-
nology [6]. +e development regular for MTT can be gen-
eralized as follows: (1) the optimal flow method on the basis
of optimal flow technology, the interframe difference
method on the basis of subtraction image, and the back-
ground subtraction method. Background difference and
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interframe difference have been known as the most popular
detection methods in the application visual image procedure
system; (2) continuous improvement in traditional detection
methods. As for drawbacks for traditional methods, some
methods based on improvement make results more stable,
more practical, and more real time. On the other hand,
combining different MTTs, shortcomings from the indi-
vidual method can be made up to each other; (3) a new
algorithm will appear continuously. With the progress and
innovation of digital image procedure technology and
computer vision technology, some more efficient, advanced,
and more robust algorithms on the basis of old methods
have been presented. +ese methods can adapt environ-
mental variation, noise, and shadow interference. Also, these
algorithms can promote the progress of the application of
MTT in practice; (4) more robust, easier, real-time detection
results and common applications. We should have knowl-
edge that there are still more challenges in applying these
MTTs [7]. For example, if we are urging to reach its real-time
function, its accuracy may decrease, and vice versa. +e
reason of cause of this contradictory phenomenon may be
owing to common knowledge that high accuracy usually
accompanies with a large calculation procedure which
caused worse real-time performance; similarly, good real
time will decrease its accuracy due to low anti-interference
skill. +ese contradictory attributes of MTTs lead to the
individual method making sense only in a particular sce-
nario. Coping with these contradictory problems of MTTs
has been a challenge for researchers in the theory research
field.

+ere are an increasing number of MTTs with the im-
provement of theory on the basis of traditional MTTs. For
instance, the optimal flow method [8], interframe difference
method [9], and background subtraction method [10] have
been widely used in different research fields due to their
respective advantage. +e optimal flow method tests objects
more accurately and is reasonable for testing a moving
target. +e most typical algorithm of optimal flow is the
Lucas–Kanade (L–K) and Horm–Schunck (H–S) algorithm.
With the increasing calculation skill of computers in recent
years, a large number of optimal flow technologies have been
appeared. For example, Liu et al. [11] presented an optimal
flow feature-based robust gait-characterizing method, and
they obtained a reasonable conclusion. Zhu et al. [12]
provided an L–K improvement-based method and applied it
into mileage calculation. Lee et al. [13] measured cable
elongation at break based on the improved L–K optical flow
method. Interframe subtraction can test and segment a
moving target according to video sport information between
neighboring frame images because image information be-
tween neighboring frames from a video image contains
much moving target information. However, we should ac-
knowledge that the original interframe method still has
drawbacks. For example, when grayscale and texture in
neighboring frames are similar with each other, this method
can only obtain the target’s edge contour, target moving
information, however, which cannot be completely detected
using the original method. Moreover, when the target moves
at a high speed, the background occlusion variable area will

become large between neighboring frames, which will lead to
misjudgment of the occlusion background as the target,
which further impacts, to some extent, the feature parameter
extraction of target and moving target segmentation.
+erefore, many researchers improved the original inter-
frame subtraction method. For instance, Yuan Hang and
Wang [14] used 3 interframe subtractions to investigate a
moving target. Zheng et al. [15] detected and tracked the
human body by combining 3 interframe subtractions with
the mean-shift method. +e theory of the background
subtractionmethod is similar with the interframementioned
above; the difference between them is that the background
subtraction method need not use neighboring frames, but
builds a background reference model which is subtracted
from the current image’s frame to detect the moving target.
In other words, the selection of the background reference
model is vital for completely segmenting moving regions;
meanwhile, due to its real-time performance in the video
image sequence, the background subtraction method is the
most popular method to detect moving target information.

After basketing, the capture of the trajectory brings
many difficulties due to the particularity of its movement
characteristics. In our study, we used the background
subtraction method coupled with an automatic capture
system to detect the basketball trajectory for the offsetting
efficiency mentioned above; meanwhile, we also applied the
optimal flow method and interframe approach to detect
basketball trajectory information to compare them with the
background subtraction method. +e basketball shooting
trajectory is parabolic, and the background subtraction
method can meet the conditions of basketball trajectory
capture in any scene. Traditional methods of capturing the
trajectory of basketball shots usually lead to unsatisfactory
effects due to improper sample selection. +erefore, in our
study, the Gaussian mixture model background difference
method is used to improve the traditional method and the
accuracy of capturing motion trajectories in complex scenes.
+e method can effectively improve the accuracy of the
automatic capture of basketball shooting trajectories and
also the adaptability to complex scenes and improve the
limitations of the capture method.

2. Theory of the Algorithm of Background
Subtraction, Interframe, and Optimal
Flow Methods

2.1. Background Subtraction Method. +e core theory of
background subtraction is matching the current frame with
the reference image from the background model and then
calculating the similarity value between the image point and
that in the background model. +e mathematical expression
is as follows:

ptarget �
1 pcurrent(x, y) − pbackground(x, y)


≥T,

0 pcurrent(x, y) − pbackground(x, y)


<T,

⎧⎪⎨

⎪⎩
(1)

where point (x,y) is the pixel value in any position, x�0,. . ...,
H-1,y�0,. . ..,V-1, where H and V represent the horizontal
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and vertical resolution, respectively, pcurrent(x, y),
pbackground(x, y) is the pixel value in the current frame and
the pixel value in the background model in the point (x, y),
respectively; and T represents the segmentation threshold.
When ptarget is 1, it means presports attractions are in point
(x,y) and 0 means at the background point. If the grayscale
value of the background reference point is over that of an
unknown point, then it can be regarded as presports at-
traction, and the background point otherwise.

In order to extract quickly and accurately the position
and outlook feature of the basketball from the video/image
sequence, a binarization procedure is used for the grayscale
image. In this procedure, the selection of segmentation
threshold is first in the process of binarization. Currently,
there are many methods to accomplish the selection of
threshold ( Table 1).

2.1.1. Background Model. As we all know, the scenario
environment will change with timemoving, so it is necessary
to the real-time update background model. In recent years, a
lot of methods have been used to update the model (see
Table 2). +ese methods were usually improved and opti-
mized on the basis of original theory.

After constructing the background model and then
subtracting each pixel in the video image sequence from the
background model built, if the pixel value exists in the same
location between the image sequence and background
model, the pixel point is regarded as a background point,
and as a moving target otherwise. In our design procedure,
we first build the background model based on the former
m-1 frame from image sequence information and then
subtract the current image from the image sequence in the
background model, and finally, final image information over
the threshold can be obtained. However, the image sequence
over the threshold is not complete due to noise; therefore, we
need to eliminate its noise using morphology theory. +e
detailed procedure is shown in Figure 1.

2.2. Interframe Subtraction Algorithm. +e interframe sub-
traction method subtracts pixels between continuous 2 or 3
frames from the video image sequence and then compares
those with the threshold preset to extract moving regions
from image information. In common situations, excepting
for an interested moving target, other objects are static in
scenarios of the image sequence.+erefore, variation of parts
in the image is only caused by moving parts. However, in
fact, the moving target usually exists in a complicated en-
vironment, where much noise exists; therefore, we need to
eliminate noise like the background subtractionmethod.+e
process of the method is shown in Figure 2.

In the detection procedure, Dm(x, y) is obtained by
subtracting (m−1)-th from the m-th frame according to
equation (2), and then, if its value is over the threshold, the
image value is 1; otherwise, it is 0. +e details of the
mathematical expression are as follows:

Dm(x, y) � Fx(x, y) − Fm−1(x, y)


,

Bm(x, y) �
1, Dm(x, y)>T,

0, Dm(x, y)≤T,

⎧⎨

⎩

(2)

+ere are many studies combining the background with
interframe to detect moving target information.

2.3. Optimal Flow Method. Chen et al. [19] proposed the
optimal flow concept in the 1950s; they projected an object
in a three-dimensional space on a two-dimensional plane;
once the object moved, an optimal flow field was formed in
the scenario, where the location of the target can be judged
by comparing the variation of pixels between neighboring
frames. If the grayscale value of image sequence between
neighboring frames in the projected image is unchanged and
the image in each frame sequence is continuous, it satisfies
the following equation:

I(x, y, t) � I(+dx , y + dy , t + dt), (3)

where I(x, y, t) represents the grayscale value at position (x,
y) and time t.

Taylor’s expansion of equation (3) is

Ix

dx

dt
+ Iy

dy

dt
+ It � 0, (4)

where Ix, Iy, and It represent the partial differential forms of
the grayscale value in position (x, y) at time t, respectively.
Equation (4) is the moving status of the target we have
aimed. +e method is applied in many fields by researchers.
Zhou et al. [20] deeply analyzed and improved the problem
of detecting moving targets by the L–K optical flow method
based on the optical flow algorithm.

Some hypotheses for the optimal flow method should be
pointed: (1) constant brightness: the brightness value (pixel
gray value) of a pixel changed with time, and the color of
adjacent frames can remain unchanged. +is is the basic
setting of the optical flow method; all optical flow methods
must meet it; (2) continuous time: continuous “small
movement,” time changes will not cause drastic changes in
the location. In this way, the gray value change caused by the
position change between adjacent frames can be used to
obtain the deviation of the gray value to the position. All
optical flow methods must meet it; and (3) spatial consis-
tency: the pixels of the same subimage have the same
motion.

Of course, we should point these three methods have
their own advantages and disadvantages (see Table 3).
Comparing the other two methods, the background sub-
traction method is priorly suggested by a large number of
scholars. In our study, we compared the three methods’
performance in basketball shooting trajectory detection to
judge the best detection methods for basketball shooting
trajectory.
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Table 1: Selection methods’ comparison of segmentation threshold for the binarization procedure.

Names Description Mathematical expression Reference

Maximum entropy Entropy maximum between presports attraction and
background point T � argmax[Hf(T) + Hb(T)] Kapur et al. [16]

Mean grayscale
All of the pixel point values are added up in the image and then
divided by the number of all of pixels, and the average value is

considered as threshold
T � 

n�L
n�0 f(i, j)/N Timo P Kaivosoja

et al. [17]

Maximum
intraclass variation

Maximum variation for the average grayscale value between the
foreground region and whole image δ2 � P0(u0 − u)2 + P1(u1 − u)2 Mhenni et al. [18]

Table 2: Methods used to update background models.

Method
name Description Characteristics

Median Median value between continuous multiple-frame sequences as
the grayscale value of pixel in fixed time scales Inconveniently obtains time sequence

Mean As to the “median” method but the average value of frame
sequence as the pixel value

Sensitive to light variation in the environment and
dynamic background

Kalman
filter

Predicts image transform results on the basis of Kalman filter
theory

Long time to eliminate noise and uncontrollable
procedure process

Single Gauss Takes each grayscale value of pixel as the stochastic variable, and
the whole process follows Gauss distribution

Convenient calculation process, but bad performance in
a complicated scenario

Multiple
Gauss

Superimposes a single Gauss process, multimodal situation in a
complicated scenario

More model to superimpose and complies with a
complicated scenario

Nuclear
density

A nonparameter method estimates the current pixel value in a
certain moment using nuclear density function

Prior distribution is not needed to know before
calculating the density function of the sample

Start

Current frame image

Pretreat current frame image

Update
background

model finished

If static
background

Update background model using
former image

Motion compensation

Subtract current image from
reference image

foreground image/background
image segmentation, extract moving

regions

Moving target image

Finish

N

N

Y

Figure 1: Background algorithm procedure for noise elimination.
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3. Characteristics of Basketball Shooting

In order to detect the basketball shooting trajectory accu-
rately, we first need to know about the feature of basketball
shooting; after identifying the characteristics of shooting, the
position of the capture device can be further set. +e feature
can be concluded as follows:

(1) +e shot will spin after the shot or when the board is
scratched

(2) +e direction of shooting on the board may be right,
middle, left, and line of shooting in any positions

(3) Under conditions of the shooting goal, the diameter
of basketball changes from big to small

(4) When the basketball touches the hoop or backboard,
the ball will be shaped

3.1. Device Installation. +e selection of a capture device is
extremely important to accurately detect the basketball
shooting trajectory. +ere are a lot of devices to choose for
obtaining data such as cameras and sensor devices. In our

study, we chose sensors which were set on the athlete body
and board to obtain data of the basketball shooting tra-
jectory. Combining the comparison results with the bas-
ketball sports environment and sports characteristics, we
chose the sexual sensor to complete the design. It is highly
adaptable for environmental factors and low cost, suitable
for the basketball environment. Because of its dependence
on smaller environmental factors, its robustness is also more
stable.+erefore, we used this sensor to complete the design.
Among inertial sensors, MEMS sensors have the advantages
of wireless transmission, low cost, superior trajectory cap-
ture effect, and convenient operation, which are widely used.
+erefore, in this design, the MEMS inertial sex sensor
completes our design. +ere are 3 parts in the trajectory
capture framework: the trajectory collector, repeater, and
server. According to the abovementioned framework, a fixed
trajectory collector was installed on the basketball stadium,
collecting the trajectory of the basketball movement to
complete the capture work. To ensure the stability of the
process of the trajectory capture, we designed the repeater.
+e repeater is responsible for the track processing and
forwarding of trace data. In the design process of this

Video image
data

Pretreat data

First m
frame

First m-1
frame

Difference
Dichotomy

Morphological
filtering

Moving target

Figure 2: Noise eliminating procedure of the interframe method.

Table 3: +ree detection algorithm methods’ comparison between each other.

Optimal flow Interframe subtraction Background subtraction
Detection results Whole region Target contour Whole region
Algorithm complexity Big Small Decided by the background model
Applicable scene Camera position can change Camera position must be fixed Camera position must be fixed
Robustness Poor Good Little good
Advantages Extent applicable field Easy to compute Complete segmentation and low complexity
Disadvantages Slow computing speed Incomplete detection target Need to update the background model
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repeater, charging is used for power supply to the ARM1176-
S core processor, Bluetooth communication transmitter set
up, and wireless network communication interface.

Samsung ARM1176 core is used to process the data
received by the repeater. +e trajectory collector, repeater,
and server were connected to form a network of shooting
trajectory capture equipment. After this network is set up
and fixed, adopting a one-to-many topology, the entire
network is divided into 2 layers to ensure the real time and
continuity of the capture process.

3.2. Data Preprocessing. In this design process, in order to
ensure the real-time capture of trajectory images, inertial
sensors were used to capture the trajectory of the shooting
on the basis of shooting action. In addition, to install a fixed
collector on the backboard, a miniature inertial sensor was
installed on the body to ensure the accuracy of trajectory
acquisition. According to human kinematics, the corre-
sponding human skeleton model was established on the
basis of shooting motion capture. Based on the waist and
legs, all the human body postures of the joint take the root
node as the origin, and the inertial sensor was placed on the
athlete’s forearm, and the corresponding position and rel-
ative posture of the human body were used to capture the
shooting action. Reading the sensor data of the human body
model through the abovementioned settings and according
to the movement data of these nodes, the collection time of
the backboard collector was adjusted. After a person wears
the sensor, in order to ensure the accuracy of motion
capture, it is adjusted through the server interface. After
setting data, collection results were uploaded in the inertial
sensor, driving the repeater, transferring sensor information,
and exercise information into the txt file format. +e
abovementioned data were stored in the server for pro-
cessing the data.

In the process of basketball sports collection, even the
standardized sports process and sophisticated collection
equipment cannot directly obtain the data of the shooting
trajectory. +e data obtained in the abovementioned steps
mainly include the real data of human body movement, the
data generated by the gravity and material force of bas-
ketball, the noise in the sports environment, and the
transmission sensor’s inherent zero drift random noise.
Methods of noise extractionmainly include field average and
median value filter. In our study, we used the field average
method to eliminate noise.

Finally, after the preliminary work was carried out, the
basketball shooting trajectory can be finished by using three
moving target detection methods (background subtraction,
interframe subtraction, and optimal flow). +e details of the
workflow are presented in Figure 3.

3.3. Construction of the Automatic Identification System.
In our study, we combined the automatic identification
algorithm with the MATLAB application to design the
automatic detection system for basketball shooting. Firstly,
we identified hardware and software equipment of the
system using the environment of software and hardware of

the system and then constructed an interactive interface
using the GUI tool of MATLAB. Lastly, we evaluated the
performance of the automatic identification system con-
structed using twenty data groups.

Hardware devices mainly include industry cameras and
computers. +e software environment mainly includes the
development environment and operating environment.
+ese are all built through the MATLAB environment.

4. Results and Discussion

4.1. Accuracy Evaluation of the System. We evaluated the
accuracy of the system through the shooting goal which
contains false detection rate, missed detection rate, and
accuracy rate. We totally shoot the basketball 20 times;

Image capture and
pre-procession

Model
construction

Image difference

Image binarization

Morphological
processing

judgement

output

Figure 3: Workflow of the basketball shooting trajectory detection
system.
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the results can be found in Table 4. +en, we evaluated the
accuracy of the system we built through comparing with
the actual condition. Results from Figure 4 show that only
the background subtraction model’s accuracy rate
reached 90%; both the other two models’ accuracy rates
are over 85% (88% for the interframe subtraction model
and 85% for the optimal flow model). +erefore, we can
infer the ranking of performance from high to low in the
basketball shooting trajectory in the background sub-
traction model, interframe subtraction model, and op-
timal flow model.

4.2. Simulation Evaluation. In order to ensure the effec-
tiveness of our design and whether it can solve the related
problems about the original method, the realization envi-
ronment is constructed, and the research on its capture effect
is completed. A form of comparative experiment is used to
verify the capture accuracy of the designed automatic
capture method and the original trajectory capture method.

1000 images are acquired through image video sequence
acquisition. Region segmentation and feature reorganization
of the image and video sequence were performed; the in-
tensity of noise interference received is −8 dB in the progress

Table 4: Statistics of shooting a basketball for the background subtraction model/interframe subtraction model/optimal flow model.

Serial number Shooting number Shooting goal Judging the goal
1 21 9 10/10/9
2 19 7 6/6/6
3 21 6 6/5/5
4 21 5 5/4/3
5 20 7 7/7/7
6 22 4 4/2/2
7 18 7 7/5/6
8 20 8 8/6/5
9 21 9 7/6/6
10 23 6 6/4/3
11 18 7 6/6/4
12 19 6 6/5/5
13 17 8 7/6/5
14 23 7 6/5/4
15 22 6 6/5/5
16 21 2 2/1/0
17 21 5 4/3/3
18 20 7 6/5/6
19 23 6 5/4/4
20 22 4 3/2/2

0 20 40 60 80 100

False detection
rate

Missed detection

Accuracy rate

PERCENTAGE (%)

inter-frame subtraction model
optimal flow model
background subtraction model

Figure 4: Accuracy evaluation of three different models (blue: background subtraction model; orange: optimal flow model; and gray:
interframe subtraction model.
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of image acquisition. To carry out the basketball flight
trajectory tracking simulation experiment, we first collected
the basketball trajectory data and then eliminated their
noise. Lastly, juxtaposed experiment was conducted with
trajectory error (Figure 5).

Results from Figure 5 show that the best performance
between the 3 models was of the background subtraction
model with mean 0.3 error, followed by the interframe
subtraction model (0.4) and optimal flow model (0.5).

Computer vision technology is hybrid by image pro-
cession, artificial intelligence, and machine vision. In our
study, we designed an automatic detection system for
basketball trajectory using computer vision technology.
However, we should acknowledge that our system still
needed to improve due to time and other objective factors;
for example, there are false detection andmissed detection in
our experiment. We only consider one basketball in our
experiments; a multitarget problem is needed to consider.
DSP and FPGA technology should be considered into the
automatic detection system to reduce costs in future work.

5. Conclusions

In our study, we constructed an automatic identification
system on the basis of the GUI tool of MATLAB application
for basketball shooting trajectory detection based on the
background subtraction method. Meanwhile, we also
compared the model with the other two models, the
interframe subtraction model and optimal flow model. We
first performed a comparative experiment: the basketball
was practically shot 20 times, and the shooting number and
the shooting number of shooting goal were recorded. In-
dustry cameras, sensors, and computers were used to collect
data about basketball shooting. +e basketball shooting
trajectory was judged using the automatic detection system
on the basis of the background subtraction method com-
pared to the practical experiment. Moreover, we performed a
simulation experiment in order to meet the validity and
accuracy of the automatic detection system we have built.
Accuracy evaluation with false detection rate, missed rate,

and accuracy rate was compared to practical experiment of
20 times shooting. In our simulation experiment, we eval-
uated the trajectory error rate on the basis of trajectory data
sequence from 1000 images which were used to extract the
gray pixel feature value. +e results show that compared to
the other two methods (interframe subtraction method and
optimal flow method), the background subtraction method
has better accuracy (average 95%) and real-time perfor-
mance for trajectory detection, is more robust for detecting
the target with uncertain moving speed, and is nonrigid. In
the simulation experiment, the average trajectory error rate
reached 0.3, 0.4, and 0.5 for the background subtraction
method, interframe subtraction method, and optimal slow
method, respectively.
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With the continuous progress of science and technology, the sport of roller skating has developed rapidly and the technical level
of the game has become higher and higher. Its sport performance has been rapidly improved. However, China’s roller skating is
relatively late, and there is still a certain gap compared with many Western developed countries. In order to improve the
performance of China’s roller skating, this study takes the representative Chinese and foreign excellent speed skaters as the
research object and compares the sprinting technology of Chinese and foreign excellent speed skaters by using image
measurement and image analysis to obtain the kinematic parameters and data of the athletes’ sprinting technology in the
competition state. In view of the problem that the current video target tracking algorithm is easy to follow multiple targets, a
video multiobject detection and tracking algorithm with improved tracking learning detection (TLD) is studied with the skater
in the video as the research object. For the lost target, the prediction function of Kalman filter algorithm is used to track the
trajectory of the typical target in the video, and the trajectory tracked by Kalman filter algorithm is used to compensate the lost
part of TLD algorithm, so as to obtain the complete trajectory of the typical target in the video to improve the accuracy of video
multiobject tracking. Since the existing trajectory prediction algorithms have the limitation of poor accuracy, a social-long
short-term memory (Social-LSTM) network-based video typical target trajectory prediction algorithm is proposed to predict
the trajectory sequences of typical targets to be detected by incorporating the contextual environment information and the
interaction relationship between multiple target trajectories into the Social-LSTM network. *e simulation results show that
the proposed trajectory prediction algorithm outperforms the traditional LSTM algorithm, Hidden Markov Model Algorithm,
and Hybrid Gaussian model algorithm, which is helpful to improve the accuracy of video roller skater target trajectory
prediction, and the tracking success rate is 0.98.

1. Introduction

“Roller skating is also called roller skating; it is an ice sport
in the land auxiliary training process gradually evolved in
the formation of sport.” With the continuous development
and growth of sports, roller skating has also been flour-
ishing, and the new projects of modern roller skating have
emerged and diversified, developing different forms of
sports such as speed skating, roller skating ball, extreme
roller skating, and figure skating, which are popular among
people [1]. *e International Roller Derby Federation was
officially admitted as a member of the International
Olympic Committee (IOC) at the IOC Session held in
Prague, Czechoslovakia, in 2007 [2]. Speed skating is a

sport that uses roller skates or skating tools on the field or
road to determine victory or defeat by speed, and as a
component of roller skating, it is the sport that best reflects
the characteristics of roller skating, such as competitive-
ness, skill, and fierce confrontation [3]. Speed skating is a
relatively young sport, but in many Western countries,
speed skating has been popularized.

At present, the world of speed skating has reached a
fairly high level of competition, and sport performance is
constantly improving [4]. In China, the sport of roller
skating is in a maturing stage, and there is a big gap
compared to many countries, especially in Western Europe.
Although, in recent years, China’s speed skating project has
been developed rapidly, especially in the long-distance
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project with very good results, such as a gold and a silver
medal won by China’s players in the World Roller Skating
Championships marathon competition, relative to some
high level countries, our gap is still very obvious [5, 6]. For
example, in the men’s individual time trial of the World
Roller Skating Championships in 2007, our athlete He Xin
only ranked first and did not enter the final. *erefore, it is
very meaningful to study the short-distance project of speed
skating in China, which can, on the one hand, provide
certain training theoretical reference for China’s speed
skating coaches, so as to improve the technical level of
China’s speed skaters in the short-distance project and
improve the sports performance, on the other hand, provide
help for the popularization of China’s speed skating tech-
nology, and can promote the further development of China’s
speed skating sport. It can also promote the further devel-
opment of speed skating in China and play an indirect role in
the implementation of the latest national fitness program in
China [7, 8].

Because the individual time trial start has a certain
uniqueness and the project is a competitive race project to
determine the winner of the race, the start is particularly
important and the individual time trial start is characterized
by speed roller skaters not listening to the gunshot of the
starter to start [9], but according to their own preparation in
the coincidental seconds of time to decide to start, when the
electronic timer infrared of the electronic timer is cut off by
the runner’s wheel, the timer will automatically calculate
time [10]. *is way, it is very advantageous for the runner,
and there is sufficient time to self-adjust and to adjust the
body to the best state, so that it is more conducive to start
after the maximum impulse to start, with the shortest time to
get speed.*e sprint is an acceleration process after the start;
the purpose is to quickly reach the dynamic from the static
state, in the shortest time and the most energy-efficient way
to get the best speed. It has a very important role in the
generation of initial speed, so the study of sprinting tech-
nology is very important [11]. *e technical movements in
the sprinting process are very complicated, and the details of
each technical movement are changed in the short-sprinting
stage, such as body posture, pedal angle, stride frequency,
stride length, and joint angle. *ese elements are the key to
the sprinting technique, and the changes of these elements
will directly affect the athletic level of the runner, and they
interact with each other and are interrelated, the chain
reaction of several factors.

2. Related Work

2.1. Starting Technique. “*e kinematics of the knife starting
technique of China’s excellent male speed skating athletes
research” in [12] reveals the athletes in the starting phase of
the lower limbs of the ice stirring process contained in the
kinematic law, to enrich the technical theory of speed
skating, for teaching, training, and scientific research to
provide reference basis short-track speed skating starting
technology analysis; the article introduced the short-track
speed skating is China’s dominant project, and the work in
[13, 14] introduces that short-track speed skating is the

dominant sport in China, especially the female athletes have
long been the world leaders in this sport.*eir advantage lies
in the starting phase, which is highlighted in the reaction
speed, explosive power, and starting technique. In the
training through continuous summary, the starting tech-
nology should have a deeper understanding. In [15], through
the analysis of the domestic and foreign excellent mobili-
zation starting technology, an in-depth description of the
short-track speed skating starting technology essentials and
its training methods is given. Combined with the compe-
tition rules of the project, it puts forward rationalized
suggestions to give full play to its characteristics and ad-
vantage [16]. *e Key Points of Starting Technique and
Training for Short-Distance Projects of Youth Speed Skaters
“sums up that youth athletes should seize the key technical
points in training practice and constantly improve training
methods and means in order to improve the starting
technique level continuously. A Trial on Starting Technique
of Claypool Ice Skating” predicts that, with the improvement
of technical proficiency and mastery, there is potential for
the Claypool Ice Skaters to improve their starting perfor-
mance again [17].

2.2. Sports Biomechanics Research. “Biomechanical Analysis
of Starting Techniques of Excellent Speed Skaters” in [18] is a
comparative analysis of the old and new ice skate starting
techniques of domestic excellent speed skaters using pho-
tomechanical methods, and the following conclusions are
drawn. At present, the distance from the center of gravity
projection to the front support point of the new type of ice
skate standing start by our athletes is large at the moment of
starting, and the forward leaning angle and back pedaling
angle of the new type of ice skate are generally large. Angle
and backstroke angle are generally large, which leads to the
instantaneous horizontal speed drop of the athletes’ sprint
phase. Athletes are using high-frequency skating to quickly
complete the sprint phase and into the gliding phase [19].
*is article starts from the comparative photomechanical
analysis of the old and new ice skating starting techniques of
domestic outstanding speed skaters, trying to find out the
photomechanical parameters and respective characteristics
of both, in order to improve the speed skating starting
technique and improve the speed skating training level. “A
Comparative Study on the Starting Movements of Chinese
and Japanese Men’s Speed Skaters in Meters” in [20] aims to
reveal the characteristics of the starting movements of
Chinese and Japanese athletes. *e authors came to the
result that the Chinese athletes’ starting preparatory posture
has small support point spacing and small front stability
angle and their center of gravity is more forward, which
creates favorable conditions for completing the transition
from the static state to the fast starting stirring state, and
their stability is slightly lower than that of Japanese athletes.
Kinematic analysis of an excellent speed skater Yu Feng-
tong’s starting technique in [21] shows that a higher stride
frequency in the starting phase is an important factor for Yu
Fengtong’s fast starting speed. In the starting process, the
center of gravity is less fluctuating, and the angle of stirrups
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is closer to the angle of forward leaning of the upper body so
that a larger center of gravity speed is obtained, and the
starting stirrups are completed with a higher frequency [22].

2.3. Algorithm of 'is Paper. In this paper, we propose a
video multiobject detection and tracking algorithm based on
improved TLD to obtain the complete trajectories of moving
targets. *e moving trajectory data are analyzed, and a
Social-LSTM-based video typical target prediction algorithm
is proposed to improve the accuracy of prediction by
combining contextual feature information.

2.4. Improved TLD-Based Video Multiobject Detection and
Tracking Algorithm. Video target trajectory acquisition
mainly includes video target detection and video target
tracking, detecting the position of video targets [23]. *en,
the video targets are tracked and the position of video targets
in each image frame is marked to form the motion trajectory
of targets in the video. Video target trajectory acquisition
methods can be mainly classified into tracking methods
based on deep learning combined with correlation filtering,
tracking methods based on prediction, and tracking
methods based on optical flow [24]. *e classical algorithms
corresponding to the three methods are efficient convolution
operator ECO [25] algorithm for tracking combined with
depth features and correlation filtering [13], Kalman filtering
algorithm, and Lucas–Kanade (LK) [26] optical flow algo-
rithm. Although these three algorithms can detect video
target trajectories in a specific environment well, there are
still some problems in detecting video target trajectories.

Robust tracking algorithms need to be designed in
complex scenes to solve the unavoidable problems in
practical applications such as lighting changes and obstacle
occlusion. Depth features obtained by deep learning
methods are more accurate than traditional manual features,
but the tracking real-time performance is low. Correlation
filtering transforms the computation to the frequency do-
main, which substantially improves the tracking speed.
Combining deep learning with correlation filtering can fully
utilize the advantages of both methods.

When there are multiple targets in a video scene, ef-
fective tracking of multiple targets is not feasible by relying
solely on one of the current tracking algorithms [15]. It is
necessary to select a reasonable tracking algorithm from the
current mainstream tracking algorithms and combine sev-
eral different tracking algorithms to complement the ad-
vantages and disadvantages to study and design the moving
target trajectory tracking algorithm.

*e TLD algorithm is a kind of tracking-while-detecting
algorithm; when there are occluding objects in the video, the
target will not be detected and lost; when there are no
occluding objects, the algorithm is a stable and effective
algorithm. In order to improve the accuracy of video target
tracking, this paper proposes a video multiobject trajectory
acquisition algorithm with improved TLD to track and
obtain the running behavior trajectory of the target in the
case of target movement. *e TLD algorithm is used as the
basic tracking algorithm, and the Kalman filtering algorithm

is used as the auxiliary tracking algorithm. *e trajectory
obtained by the Kalman filtering algorithm is used to
supplement themissing part of the trajectory obtained by the
TLD algorithm, and the complete trajectory of the video
target is obtained. *e specific steps of the algorithm are as
follows:

Step 1: video is input.
Step 2: TLD algorithm and Kalman filtering algorithm
are initialized.
Step 3: the video target is tracked and detected using the
TLD algorithm, and it is determined whether the target
profile is detected in the current video frame; if so, Step
4 is executed; otherwise, the state equation of the
Kalman prediction stage is updated, and Step 6 is
executed.
Step 4: it is determined whether the detected target
contour is complete; if so, Step 5 is executed; otherwise,
the equation of state in the Kalman prediction phase is
updated and Step 6.1 is executed.
Step 5: the training parameters are updated in the TLD
learning model.
Step 6: the location of the video target is recorded, and
it is determined whether the video is finished. If the
video is over, the video target trajectory data are output;
otherwise, Step 1 is executed.

2.5. Video Target Trajectory Prediction Algorithm Incorpo-
rating Contextual Features. Motion trajectories of video
typical targets have temporal dependencies between adjacent
frames, while different motion targets may have mutual
effects in the same frame. If these two problems cannot be
solved reasonably, the accuracy of video typical target
motion trajectory prediction will be affected. In order to
solve the abovementioned problems, this paper proposes a
Social-LSTM-based algorithm for video target trajectory
prediction [27]. *e algorithm uses LSTM to process the
temporal relationship between the same type target motion
trajectory in different video frames. When dealing with
multiple typical targets, the LSTM is used to predict the
trajectory of each target separately, and a social-pooling
layer is added between multiple LSTMs to deal with the
interaction between multiple targets, so as to predict the
trajectory of the typical targets of the video more accurately.

2.6. Social-LSTM Construction Method. Social-LSTM is an
improvement of LSTM, which is a network model that adds
an S-Pooling to the LSTM structure to predict the trajectory
of a target considering the influence of neighboring targets
in the same frame on its trajectory.*is S-Pooling allows the
LSTMs of spatial proximal sequences to share the hidden
states of each network with each other. *e Social-LSTM
model effectively considers the influence of video typical
target running rules and other targets in the same scene and
jointly predicts themotion trajectories of all typical targets in
that scene [28]. *e structure of the Social-LSTM network is
shown in Figure 1. In Figure 1, hi (i� 1, . . ., n) denotes the
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predicted trajectory of the LSTM corresponding to the ith
video target in the same scene and n is the number of video
targets in the same scene and is the hidden state of the ith
video target in the same scene.

Figure 1 represents an LSTM neural network, and each
LSTM is used to predict the trajectory of a typical target in the
video. Since LSTM networks use unsupervised learning, each
LSTM needs to learn historical trajectory data to obtain its
weight parameters and use the network to predict the co-
ordinate trajectory of the video target at future moments.
Since the trajectory of a target in a video may be affected by
the motion of its neighboring targets, this paper connects the
LSTM network of the target to be detected with the LSTM
network of its neighboring targets through an S-Pooling layer
to form a new network, namely, Social-LSTM, and uses this
network to predict the trajectory of the target to be detected.

*e role of S-Pooling is to translate the influence of its
neighboring targets on the motion of the target to be pre-
dicted (i.e., contextual information), Ht

i and Ht
i the formula

is given by

H
t
i(m, n, :) � 

j∈Ni
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t
j − x

t
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i h
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where Ht
i represents the hiding state of the ith video target

corresponding to the LSTM network at time t; Imn(x, y)

represents the indication function. If the trajectory coor-
dinates (x, y) are in the (m, n) neurons of the grid, the
Imn(x, y) value is 1; (xt

i , yt
i ) represents the trajectory co-

ordinates of the ith video target at time t, (xt
i , yt

i) represents
the trajectory coordinates of the jth video target at time t,
and (xt

j − xt
i , yt

j − yt
i) represents the difference between the

trajectory coordinates of the jth and ith video at time t; Ni

represents the motion attribute of the ith adjacent video
target; and ht−1

j represents the LSTM prediction trajectory
corresponding to the jth video target at time T-1.

After calculating the hidden state of the S-Pooling layer,
the hidden state of the target to be detected and its own
motion state are fused with the S-Pooling layer to calculate
the trajectory of the target to be detected, and the calculation
formula is shown as follows:

e
t
i � ϕ x

t
i , y

t
i ;We ,

a
t
i � ϕ H

t
i ;Wa ,

h
t
i � LSTM h

t−1
i , e

t
i , a

t
i ;WLSTM ,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(2)

where We,Wa is the weight matrix of embedding;WLSTM is
the weight matrix of LSTM; at

i and et
i are the pooled social

hidden state tensor and coordinates, respectively; and ht
i

denotes the predicted LSTM trajectory of the ith video target
at time t.

*e Social-LSTM-based video target trajectory predic-
tion algorithm uses LSTM to deal with the temporal rela-
tionship of the same target motion trajectory between
different frames. When dealing with multiple targets, the
LSTM is used to predict the trajectory of each target sep-
arately, and an S-Pooling layer is added between multiple
LSTMs to deal with the interaction between multiple targets,
so that the trajectory of a typical target of the video can be
predicted more accurately [29].

Social-LSTM can take into account the influence factors
between neighboring target trajectories and add the influence
factors to S-Pooling.*is network model can take into account
the video target’s own trajectory pattern and the influence of
other neighboring targets on its trajectory and fuse the two to
predict the trajectory of the video target, which helps to im-
prove the accuracy of typical target trajectory prediction.

2.7. Contextual Feature Extraction Methods. *e biggest
difference between video and image is the possession of
temporal dimensional information. Contextual features, i.e.,
the dependence of video motion targets in the two frames
before and after the video image and the influence of other
motion targets in the same frame on the trajectory of the
target, are to be detected. In order to accurately predict the
trajectory of a typical target and eliminate the influence of
other neighboring targets on its trajectory, this paper adds an
S-Pooling to LSTM to extract the contextual features of a
typical target in the same frame, and the network can take
into account the influence of other moving targets in a grid
on its trajectory in the same frame.

Since the memory unit in the LSTM network can store
the operational status of the typical target in the previous
frames, the operational status of the typical target in the
current frame can be taken into account by the self-looping
unit in the LSTM network. In this paper, we use the memory
unit in the LSTM network to extract the dependency rela-
tionship between the typical target in the previous and the
next two frames.

2.8. Social-LSTM-Based Algorithm for Predicting the Typical
Target Trajectory of Video. In this paper, we propose a So-
cial-LSTM-based video typical target trajectory prediction

LSTM
h1

h1

h2

h2

hn-1

hn-1

hnhn

Hn-1

Hn

H1

H2

LSTM

LSTM

LSTM

LSTM

LSTM

LSTM

LSTM

S-Pooling

S-Pooling

S-Pooling

S-Pooling

Figure 1: Social-LSTM network structure.
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algorithm to predict the trajectories of typical targets in
videos. Since LSTM uses unsupervised learning, the weight
parameters in the network can only be obtained by learning
the training data. To calculate the weight parameters in this
network, a bivariate Gaussian distribution with mean
μt+1

i � (μx, μy)t+1
i

, standard deviation σt+1
i � (σx, σy)t+1

i
, and

correlation coefficient ρt+1
i is used to predict the trajectory

coordinates of the video target at t+ 1 using the hidden state,
and themean, standard deviation, and correlation coefficient
in the bivariate Gaussian distribution can be found by a
5×D order weight matrix Wp. *e calculation of the tra-
jectory of the video target at time t predicted by the hidden
state is shown as follows:

(x, y)
t
i ∼ N μt

i , σ
t
i , ρ

t
i , (3)

where (x, y)t
i denotes the trajectory coordinates of the

typical target of the video at time t predicted by using the
hidden state; N(μt

i , σ
t
i , ρ

t
i) denotes the bivariate Gaussian

distribution. *e mean, standard deviation, and correlation
coefficients of the bivariate Gaussian distribution are cal-
culated as follows:

μt
i , σ

t
i , ρ

t
i  � Wph

t
i . (4)

In order to find the weight parameters in this network,
the negative log-likelihood loss function is defined in this
paper, and the unknown weight parameters in this network
are obtained by finding the minimum value of the negative
log-likelihood loss function, and the negative log-likelihood
loss function is defined in the following form:

lossi We,W1,Wp  � − 
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ln P x
t
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t
i | μt
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t
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where lossi is the loss function of each video target trajectory;
Ts is the predicted start time; Te is the predicted end time;
and P(xt

i , yt
i , μt

i , σt
i , ρt

i) is the conditional probability of the
predicted trajectory with respect to a bivariate Gaussian
distribution [30].

Since the added S-Pooling does not introduce additional
unknown parameters, the network only needs to find the
weight parameters in the LSTM structure. Based on the
historical trajectory data of the video target and the mini-
mum value of the loss function, the unknown W1, We, and
Wp weight parameters in the LSTM structure can be found.

After the network learning is completed, the test data of
the video target trajectory is input, and the predicted tra-
jectory of the video target is derived according to equation
(4); using the predicted trajectory, the hidden state of the
video target is derived according to equation (3), and the
trajectory of its neighboring targets in the video scene is
obtained.

3. Data Preprocessing

Canny edge detection is a very popular edge detection al-
gorithm, which was proposed by [31]. It is a multistage
algorithm, i.e., it consists of multiple steps. First is image
noise reduction. We know that the gradient operator can be

used to enhance an image, essentially by enhancing the edge
contours; i.e., it is possible to detect the edges. However, they
are all heavily affected by noise. *en, our first step is to
think of removing the noise first because noise is where the
gray scale changes a lot, so it is easy to be identified as a
pseudoedge. *e purpose of doing this is to keep only strong
edge contours then. Some edges may not be closed and need
to be supplemented from the point that meets between low
and high to make the edges as closed as possible, as shown in
Figure 2.

4. Roller Derby Forecast

4.1. Analysis of the Correlation between the Sprint Phase and
Final Performance. As the individual time trial is a segment
distance project and it is a project to decide the winner of the
race by the time, the initial speed has a relatively important
impact on the final result [23]. Sprint technology is mainly
reflected in the distance of the stage after the start and before
entering the skating run. *e distance is around the new
rules of the World Skating Federation from the starting
point to the distance of entering the curve in meters. *e
correlation coefficient can directly show that the speed
skating sprint is significantly correlated with the perfor-
mance of the meter, which directly affects the performance
of the meter. *e correlation coefficient of this study can be
calculated by the sprint performance and the meter per-
formance, and the correlation coefficient, therefore, shows
that the sprint performance in speed skating has a significant
correlation with the final performance of an individual time
trial, which can directly affect the performance of this
project. It can be seen through Table 1 that our speed skaters’
sprint speed in the first meter is significantly lower than that
of the world’s best athletes, the average performance of the
world’s best speed skaters in the sprint stage in meter, and
the average performance of our speed skaters in the sprint,
which is different from the world level. *e best short-
distance skater in China, He Xin, has a worse spring than the
world average, and Liu Zhicong has a worse sprint than the
world average, so there is still some room for improvement.
*rough the improvement of technology, body strength, and
flexibility, it is possible to improve the sprint speed, which is
more conducive to the improvement of the meter
performance.

4.2. Analysis of Stride Frequency, Stride Length, and Sprint
Speed

4.2.1. Comparative Study of Step Frequency. Step frequency
is one of the important factors to determine the speed, and
step frequency is the number of times the two legs alternate
in a unit of time, mainly by the impact of factors such as
pedal time and support time; in addition, the athlete’s body
coordination, strength, flexibility, height, and many other
factors have a certain impact on the step frequency [14].

From Table 2, we can see that speed skaters are using
high-frequency isochronous techniques in the sprint phase,
which is in line with the technical characteristics of speed
skating sprint. Our skaters’ stride frequency is in
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subseconds, and the standard deviation is in subseconds.*e
analysis of the table shows that the difference between our
speed skaters and the world average is in subseconds. Al-
though the stride frequency is related to the innate indi-
vidual conditions, however, from another aspect, it reflects
that there is a certain gap between the body strength and
coordination of speed skaters in China, and the step fre-
quency of Song Qingyang in the same Asian region can
reach subseconds, and the height is in meters.

So, in comparison, our athletes are still lacking in this
area, which can be improved through the training of the
body’s first power, and there is a lot of room for im-
provement, as shown in Table 3. However, attention should
be paid to the intensity of the load in training; too much load
will affect the speed of completion of the action, if the weight
is too small, it will be difficult to realize the rapid power, and
athletes should try to experience the maximum force and
maximum speed of the feeling.

4.3. A Comparative Study of Stride Length. *e stride length
is mainly influenced by the force and speed of the stirrup,
while the height, leg length, and flexibility of the athlete are
all factors that affect the stride size. *e sport effect of
sprinting is mainly reflected through the stride speed. A
reasonable combination of stride frequency and stride
length can improve the performance of athletes in
sprinting.

Domestic and foreign outstanding athletes sprinting
stage stride length statistical comparison is as shown in
Table 4. *e stride length and stride frequency are com-
prehensive factors that determine the stride speed in the
sprinting process, which can directly reflect the effect of the
athlete’s sprinting and is one of the important indicators to
evaluate whether the speed skater’s sprinting technique is
reasonable. Excellent athletes can highlight the character-
istics of stride frequency and stride length in the competition
through training and their own physical conditions.

As shown in Figure 3, the large stride length in the game
can seize the opportunity, but from the speed skating start
after the sprint phase to analyze, the first step should not be
too large, and if the stride length is too large, it will certainly
cause the body’s center of gravity to be too high and the
pedal angle becomes large, resulting in the reduction of the
horizontal force of the pedal. *e initial speed and accel-
eration of the sprint are affected, which in turn affects the
starting speed. *e first step of the start should be small; in
the starting stirrup, the stirrup angle is small to try to make
the body thrust forward, and stirrup reaction force in the
horizontal direction of the force will be larger, conducive to
the start of a greater thrust.

In the speed skating sprint process, the position of the
foot support point is always changing; when the foot hits the
ground after the start of the stirring process, it changes to
forward skating, and the direction of power propulsion is
not backward but lateral; although inertial skating can in-
crease the stride length, but because there is not enough
inertia after the start, speed skaters in the sprint process
increase the friction coefficient between the wheel and the
track, so as to obtain a relatively high speed. However, it is
necessary to accelerate the frequency to overcome the
frictional resistance generated by the contact between the
wheels and the track, so that, in the speed skating sprint
process, the appropriate way to reduce the stride length is
more conducive to the improvement of sprint speed.
*erefore, if you keep the same pedaling force per step in the

Figure 2: Different treatment effects.

Table 1: Six male athletes from China and abroad before the results
and gamma statistics.

Full name 8m 300m
Joey 1.25 24.250
Perdo 1.22 24.265
Song Qingyang 1.27 24.499
He Xin 1.37 25.395
Liu Zhicong 1.42 25.666
Yuan Jianjin 1.40 25.622

Table 2: World’s best athletes’ sprint phase step frequency statistics
in subseconds.

Full name Step frequency
Joey 3.22
Perdo 3.25
Song Qingyang 3.46
x 3.31
S 0.26

Table 3: Domestic outstanding athletes’ sprint phase step fre-
quency statistics in subseconds.

Full name Step frequency
He Xin 2.77
Liu Zhicong 2.79
Yuan Jianjin 2.65
x 2.73
S 0.13
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sprinting phase, you can control the sprinting speed by
changing the pedaling frequency.

From a comparative analysis of Chinese and foreign
speed roller skaters’ sprint phase stride frequency, stride
length, and the first six steps of the sprint, it can be seen that
China’s outstanding male speed roller skaters have a certain
gap in the sprint phase stride frequency and stride length
compared to foreign outstanding athletes; in the first two
steps of the sprint phase after the start, the average value of
our athletes is the first step and the second step is meters,
while the first two steps of the sprint phase of foreign athletes
are relatively small. *e first two steps of the sprint phase are
relatively smaller than the first two steps of foreign athletes.
*erefore, the main factors that lead to the difference of
speed skaters’ performance in the sprint phase are stride
frequency and stride length.

4.4. Simulation Proof. In order to prove the effectiveness of
the proposed algorithm of the roller skating process arm
skating image trajectory tracking method, it is necessary to
conduct a simulation; the experimental object is selected
from 15 male excellent athletes of our school of physical
education, with professional training time of about 8 years;
these athletes in the experimental stage are without sports
injuries and are proficient in roller skating basic action
essentials and are a good representative, as shown in Fig-
ure 4. *e entire roller skating process was filmed with a

fixed camera, and the marker points were put on the roller
skating arms within 5 meters of the filing range to get a
complete roller skating action of each athlete, totaling 50
images. *e simulation is mainly implemented in the
MATLAB software environment under the Windows7
system using different methods to detect and track the
skating image targets during the skating process of skaters
[7, 17].

Firstly, the error curves of the skating arm coordinate
position and the real position of the skating arm during the
skating process under the method of this paper, the template
update method, and the least-squares line method are given,
as shown in Figure 3.

Analysis of Figure 3 shows that the corresponding co-
ordinate positions of the template update method and the
least-squares linear method deviate from the real position,
while the corresponding coordinate position tracking error
curve of the skating process of the skating arm of this paper
has a smaller error, indicating that the method of this paper
is closer to the real skating process of the skating arm
trajectory and the tracking effect is better.

*e tracking success rates of the three different methods
are compared in Table 5. *e tracking success rates (%) of
the three methods were compared, and the results are shown
in Table 5, where the tracking success rate� total number of
pixels accurately tracked N/total number of pixels in the
target area of the skating arm target.

Analysis of Table 5 shows that the tracking success rate of
the skater’s skating arm target is much higher than that of
the template update method and the least-squares linear
method, which is mainly because this method first extracts
the outline of the skater’s skating arm target, constructs the
global matching approximation function of the skating arm
target based on the position and size of the skater’s skating
arm target, and thus, determines the skating arm target
tracking success rate. *is makes the tracking success rate of
the roller skater’s roller skating arm target higher.

*e trajectory tracking experiments with the skating arm
motion target during the skating process were conducted by
this paper, the template update method and the least-squares
linear method, respectively. *e track time (s) of the three
methods is compared, and the results are shown in Figure 5.

Figure 4: Images of the skating process of the athlete.

Table 4: Domestic and foreign outstanding athletes sprinting stage
stride length statistical comparison table (m/s).

First
step Step 2 Step 3 Step 4 Step 5 Step 6

Domestic
athletes 0.42 0.55 0.69 0.93 1.25 1.32

Foreign athletes 0.33 0.46 0.84 1.22 1.38 1.46
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Figure 3: Tracking error curve of the arm coordinate position by
different methods.

Scientific Programming 7



RE
TR
AC
TE
D

*is is mainly because this method extracts the target tra-
jectory of the skater’s skating arm by estimating the Gaussian
model parameters of the skating arm differential image and
introducing the boundary detection operator to construct
the skating arm motion boundary image and then extracts
the target trajectory of the skater’s skating arm during the
skating process. Based on this, the morphological operator is
used to calculate the body ratio and tightness of the target
region of the skating arm. *is process solves the contra-
diction between the amount of computation and the amount
of information to a certain extent, which makes this paper’s
method to track the target trajectory of the skating arm
during the skating process of the skater in a shorter time.
Athletes should strengthen leg training and other links.

5. Conclusions

In this paper, we use video measurement and image analysis
to obtain kinematic parameters and data of athletes’
sprinting techniques in competition and conduct a com-
parative study on the sprinting techniques of excellent speed
skaters in China and abroad. In this paper, video multi-
objective detection and tracking algorithm with improved
TLD is investigated with the skaters in the video. *e ex-
perimental results show that the proposed trajectory pre-
diction algorithm is better than the traditional LSTM
algorithm, Markov model algorithm, and hybrid Gaussian

model algorithm, which is helpful to improve the accuracy of
target trajectory prediction of video skaters, and the tracking
success rate is 0.98.
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In basic education, timely and accurate grasp of students’ classroom learning status can provide real-time information reference
and overall evaluation for teachers and managers, which has a very important educational application value. At present, a lot of
information technology is applied in the analysis of classroom student behavior state, and the state analysis technology based on a
classroom video has the characteristics of strong timeliness, wide dimension, and large capacity, which is especially suitable for the
analysis and acquisition of students’ classroom state, and attracts the attention of major educational technology companies.
However, the current student state acquisition technology based on video analysis lacks large scenes and has low practicability,
and finally, the video-based student classroom behavior state analysis technology mainly focuses on a single behavior feature,
which cannot fully reflect the student’s classroom behavior state. In view of the above problems, this study introduces the face
recognition algorithm based on a student classroom video and its implementation process, improves the hybrid face detection
model based on a traditional model, and proposes the neural network algorithm of student expression recognition based on a
visual transformer.*e experimental results show that the proposed algorithm based on students’ classroom videos can effectively
detect students’ attention and emotional state in class.

1. Introduction

It has always been difficult for teachers and administrators to
keep track of all students’ classroom learning. In traditional
education, in order to better educate students, teachers
conduct after-class analysis through traditional methods
such as teaching diaries, teaching files, watching videos, and
homework analysis, and then provide solutions according to
the results [1]. However, the traditional after-school analysis
method not only increases the burden of teachers but also
makes it difficult to ensure the comprehensiveness, objec-
tivity, and real time of the analysis results. With the rapid
development of economy and the continuous promotion of
education informatization in all countries around the world,
teachers are in urgent need of an intelligent classroom
learning state analysis tool to help teachers get the learning
state of all students in class, deal with and display the overall
state of the classroom after class, and then reflect on and

improve their teaching process [2]. Intelligent analysis
means have important practical significance for improving
teachers’ professional level and students’ learning effect.

In recent years, education in most countries has shifted
from elite education to mass education. *e widespread
popularization of education aims at improving the quality of
education in the whole society. *e evaluation system of
classroom learning has always been accompanied by mass
education, but students’ test scores are often taken as the
absolute criterion for evaluation. As a result, we only know the
quality of the results, but do not know the causes of the results,
and we cannot find appropriate adjustment schemes to im-
prove the quality of education [3]. *e students took notes
seriously in class and actively communicated with the teacher,
which reflected that the teacher’s teaching content was at-
tractive. On the contrary, students bow their heads or look out
of the window for a long time with negative facial expressions.
*ese states indicate that they do not understand the content of
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the class or do not concentrate on the class, which indirectly
indicates that the way of teaching cannot attract students well.
Usually, school administrators do not consider students’
performance in class and only rely on students’ scores and
leaders to check the classroom situation. Such unilateral
evaluation of teachers’ teaching quality is not accurate, nor can
it help teachers to understand the real learning situation of
students. *erefore, in this case, the analysis of the classroom
teaching process of students listening to the status of education
is crucial [4].

*ere are many reasons why students’ learning efficiency is
not good in the process of classroom teaching. As the subject of
receiving knowledge in the whole process, students’ learning
status in class can be studied as an important evaluation index
of students’ learning efficiency in class. At the same time, it is
also the key factor to realize the effective teaching of teachers.
Teachers hope to master each student’s classroom learning
situation comprehensively and accurately in the classroom
teaching process, so as to make corresponding adjustments to
the teaching content and teaching progress, so as to achieve
more efficient teaching purpose. Generally speaking, if a stu-
dent listens to the teacher carefully, most of his attention is
directed toward the teacher during class; that is, he looks up
and listens attentively to the teacher, and his emotional state is
concentrated.

*e existing classroom surveillance cameras are basically
installed in the front and back of the classroom. By analyzing
the images obtained from the cameras in front of the class-
room, students’ listening status can be judged.*e detection of
students’ learning state in the classroom scenario is divided into
two steps. First, the head position of the students is detected,
and then, the head state of the students is further identified to
see whether the head is looking up to listen to the teacher or
looking down at the mobile phone or doing other things [5].
However, at present, many teachers understand students’
situation in classroom learning through classroom observation
and questioning, which often leads to the lag and one-sidedness
of classroom information transmission and feedback. In par-
ticular, with the popularity of electronic devices such as
smartphones and tablet computers, a large number of
“phubbers” have emerged in classroom teaching [6].*erefore,
the combination of statistics and analysis of students’ “head-up
rate” in class and intelligent algorithm analysis of students’
emotional state can judge students’ class concentration to a
certain extent, thus helping teachers effectively improve
classroom teaching efficiency [7].

2. Related Work

Student’s state of learning is an important index of students’
classroom learning efficiency. *e state of students’ class-
room learning generally refers to whether students look up
at the teaching content for a long time and actively com-
municate with the teacher, whether they take notes carefully,
and whether their facial expressions are in a positive or
negative state [8]. Wearable devices are invasive to some
extent and will inevitably have a certain influence on the
subjects. *ere is a gap between the data obtained and the
real state of students’ classroom behavior. In addition,

wearable devices are expensive, large in size, and compli-
cated in the process of wearing, so it is difficult to popularize
them in practical classroom education [9]. With the rapid
development of smart devices, another method to collect
video, image, voice, and other digital signals through
cameras, microphones, and other devices has become widely
popular.*is method extracts information from these digital
signals, such as students’ facial expressions, natural lan-
guage, and body posture, and finally processes, analyzes, and
integrates this information to get students’ classroom be-
havior state. *e classroom student state analysis technology
based on video images only needs to use the classroom
camera system, which is of low cost and less invasive and has
almost no influence on the learning process of students
[10, 11]. *rough the artificial intelligence algorithm, stu-
dents’ learning status can be analyzed in real time, com-
prehensively and multidimensionally. *rough the above
analysis, students’ classroom behavior, emotional state,
learning state, and other situational information in the class
can be captured by intelligent monitoring equipment and
mobile learning devices. *erefore, the current intelligent
classroom obtains students’ physiological signals and be-
havioral state data through various devices, and then collects
and analyzes these data to get the current students’ class-
room behavior state, so as to better grasp the classroom
situation and timely adjust the teaching strategy to improve
the teaching effect. [12].

With the deepening of the research, the scholars have
analyzed the research status of the analysis of students’
classroom behavior state from two aspects, physiological
signals and visual images, according to the different ways of
collecting students’ characteristics. Physiological signals
refer to when people’s inner emotions change, the body or
brain will send out one or more physiological signals;
through the collection and analysis of these physiological
signals, such as EEG signals, EMG signals, skin tempera-
ture, and eye movement, one can know the current stu-
dent’s mood and psychological state [13]. Nourbakhsh et al.
[14] proposed to detect the cognitive load level of students
by analyzing the skin signals in the time domain and
frequency domain. *ey collected the skin signals gener-
ated by learners in the process of completing learning tasks
of different difficulties in experiments and then analyzed
these skin signals in the time domain and frequency do-
main. By comparing the spectral features of skin signals in
different difficult learning tasks, we found that the fre-
quency domain features of skin signals had better identi-
fication ability for emotional cognition categories. Zhan
[15] combined pupil size, blink frequency, and blink fre-
quency with facial expression to construct the recognition
framework of learners’ emotional state. An intelligent
teaching agent evaluated students according to the arousal
dimension, interest dimension, and pleasure dimension in
the framework and then made corresponding cognitive
feedback, such as knowledge point proposal and learning
suggestion. *is combination of learners’ eye movement
tracking and facial expression recognition can enable the
intelligent teaching agent to more accurately identify the
emotional state and cognitive state of distance learners.
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Sinha et al. [12] proposed the use of brainwaves and other
physiological signals to track and detect learners’ cognitive
and emotional states during learning. *is method uses
electroencephalogram (EEG) wave signal to estimate
learners’ difficulty in understanding the learning content
and uses heart rate variability and RGS signals collected by
skin electrodes to estimate learners’ emotional state, which
is compared with learners’ current academic performance.
Zhu et al. [16] use smart wristbands of wearable devices to
extract physiological signals of learners, collect and analyze
students’ handwriting status and heart rate activity through
smart wristbands, and then obtain learners’ current cog-
nitive status. *is method adopts the method of multisignal
synthetic judgment, so the result is relatively accurate. All
of the above studies need to obtain the physiological data of
learners through wearable collection devices and analyze
the classroom behavior state of students by using different
physiological performances of people in specific states. Due
to the accuracy and specificity of physiological signals, very
accurate analysis results can be obtained. However, due to
the use of complex wearable devices, the testers will es-
tablish a psychological preset and know that they are in a
tested state, which will affect the objectivity of the results of
physiological signal analysis [17]. Moreover, the cost, size,
and deployment requirements of wearable acquisition
devices make it difficult for such classroom behavior state
analysis methods to be widely used.

*e development of image recognition depends on the
progress of image equipment (the progress of intelligent
equipment such as HIGH-DEFINITION cameras has pro-
moted the progress of image recognition research). *e
whole process has a lot of work and many links, so the final
results are often biased or even wrong. With the deepening
of research, intelligent analysis methods based on visual
images are increasing. In this method, video images are first
captured by the camera, and then, the data are input into the
algorithm to identify, record, and analyze the students’
expressions, head posture, and other explicit actions, and
finally, the current classroom behavior state of the students is
given. According to the different behavior characteristics of
students, there are mainly four methods based on face de-
tection, head posture estimation, facial expression recog-
nition, and multiple action recognition, which are discussed
next.

2.1. Methods Based on Face Detection. Fujisawa and Aihara
[13] estimated learners’ interest in learning by detecting
the transformation of face size. In the experiment, the face
detection algorithm uses the front face detector in the
OpenCv [19] open-source vision library to conduct face
detection through the camera directly above the com-
puter. *e experiment proves that the number of times the
face is close to the screen and the entertainment of the
material are closely related to the learner’s interest.
OpenCv visual open-source library contains a large
number of tools for computer vision, image processing,
behavior recognition, and other related fields. Hou et al.
[20] proposed the application of face detection technology

to the quality assessment of students’ lectures in 2016.
Haar-like face features that have been trained in OpenCv
open source visual library were selected in the experiment,
and these features were applied to the AdaBoost cascade
algorithm for face detection, and the classroom head-up
rate of students was calculated by detecting the number of
faces, and the average classroom head-up rate of students
in a fixed time was obtained.

2.2. Method Based on Head Posture Estimation. Rahman
et al. [21] proposed to track the learning state of learners
according to their head posture and the distance between
learners and Kinect. In the experiment, a Kinect motion
camera was used to obtain the information of the learner’s
head posture angle and distance depth, and then interest
expression function was constructed. *is method used a lot
of physical knowledge to calculate and then tracked the
learner’s interest.

2.3. Methods Based on Facial Expression Recognition.
Psychological research shows that positive emotions
promote cognitive activities during learning, whereas
negative emotions hinder cognitive activities. *e re-
search results of psychologist Mehrabian [22] show that
emotional information consists of 7% language, 38%
voice, and 55% facial expression, so students’ emotional
states can be obtained through the recognition and
analysis of facial expression. Feng et al. [23] used 16 Haar-
like features to extract face features, learned and trained
classifiers with the AdaBoost algorithm, and cascaded
strong classifiers to form the final expression classifier.
Facial expression recognition is carried out through the
facial expression classifier, and facial expression recog-
nition technology is brought into the remote classroom,
which realizes the facial expression recognition and
emotion judgment system under the network environ-
ment for the first time, and improves the efficiency of
online teaching and user satisfaction. Cheng et al. [24]
selected 34 feature points to define facial geometric fea-
tures. After marking feature points, Gabor wavelet was
used to extract facial feature information, and SVM
(support vector machine) was used to classify expressions
to obtain expression classifier. *e structure model of the
intelligent teaching system based on expression recog-
nition and sight tracking technology is proposed. Sun
et al. [25] obtained facial expression classification by
combining facial AU unit and third-order tensor. In the
experiment, AU facial unit was used to eliminate the
influence of individual differences on facial expression
recognition effect and improve the accuracy of facial
expression recognition. By separating facial features from
personal facial features, the function of facial recognition
and emotional intervention can be realized with high
precision. Jiang et al. [26] used a variety of algorithms to
identify and study the “confused” expressions of students
in the learning process and concluded that the random
forest algorithm has the best effect on identifying the
confused expressions of students.
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2.4. Multifeature-Based Analysis Method. With the devel-
opment of deep learning, Whitehill et al. [27] marked the
degree of participation of students as four levels and col-
lected AU units, hand movements, and head posture in-
formation of students’ faces by a gaussian wave filter and a
support vector machine. *rough the continuous training of
the audit network, it is concluded that the movements of
head lowering, side head, mouth, and eyes have great weight
in judging students’ participation. Han et al. [28] used AAM
(active appearance model) to mark face feature points and
then marked key points in the training set and utilized
principal component analysis (PCA), extracting average
shape by dimensionality reduction as shape model. *e
researchers studied the tilt of the head and the position of the
lip and eye features during class and obtains the data of
students “listening,” “understanding,” “doubt,” “resistance,”
and “disdain.” To examine each state of the head posture and
to validate a specific analysis of students’ expression, a
classroom assessment of analysis of facial expression and
head posture was conducted. Chen et al. [29] established a
random forest model to identify students’ head posture and
facial expressions and used the teacher-student interaction
platform to record the learning interaction between teachers
and students in class. Although scholars have conducted a
lot of studies, most of them are still based on traditional
networks, and there are few recent applications of deep
learning neural networks. Based on this, this study integrates
traditional methods with the latest methods.

3. Face Recognition Based on
Hybrid Architecture

Face detection is a mature aspect in the field of image
processing. Scholars have proposed various algorithms for
different data sets. *erefore, this study proposes a face
detection algorithm under the hybrid architecture based on
the characteristics of the row and column distribution of the
classroom. *e algorithm uses an algorithm with high de-
tection accuracy as the fine detection algorithm and an
algorithm with high detection speed as the rough detection
algorithm. *e algorithm calls the fine detection algorithm
and the rough detection algorithm according to different
face conditions.

3.1. Description of Algorithm. Face detection algorithm is to
use the detection window on the image-intensive multiscale
sliding and then determine whether the image in the de-
tection window is a face. *e goal of face detection is to find
the corresponding positions of all the faces in the image.*e
output of the algorithm is the coordinate of the outer
rectangle of the face in the image and may also include
posture information such as tilt angle. *e face detection
algorithm should first have a large number of samples, then
extract face features in the positive samples for learning, and

then put into the model for training and finally through the
verification results.

3.2.DataPreparation. Before face detection, we need a lot of
data to preset rules, telling the machine that images with
certain features are human faces, whereas those with other
features are nonhuman faces. *e diversity of positive
samples can make the algorithm have correct answers in
different scenarios, whereas negative samples can make the
algorithm more accurate to exclude other nonface answers
that are very close to human faces. *e diversity of datasets
can make the algorithm be used in different scenarios and
ensure the robustness of the algorithm.*e widely used ones
are shown in Table 1.

3.3. Feature Extraction. *e early template matching algo-
rithm is based on the geometric features of the face to
determine whether it is a face; with the improvement of the
algorithm, more and more facial feature methods are pro-
posed. *e Haar features proposed by Papageorgiou et al.
[34] are trained as face features by traversing images with
different Haar rectangular frames. Haar features have good
modeling ability in uneven lighting scenarios. Zhu et al. [35]
proposed the histogram of oriented gradient (HOG), which
is resistant to light changes by calculating and counting the
histogram of gradient direction in local areas of the image to
constitute features. Local binary pattern (LBP) proposed by
T. Ojala et al. describes the local texture features of images
through operators; it has significant advantages such as
rotation invariance and gray invariance. In addition, features
such as scale-invariant feature transformation and integral
channel feature are used for face detection.

3.4. Model Training. Model training is an important part of
face detection, is through the algorithm to input the face
features of the training model, and then can directly call the
model for face detection. At present, the algorithm com-
monly used for face detection is the support vector machine
algorithm, and its main principle is the sample vector
through function transformation mapping to the high-di-
mensional space and then in the high-dimensional space
mapping to find the maximum interval of the interface.
Freund proposed the AdaBoost algorithm, which is a
classical iterative optimization algorithm.*e core idea of its
application in target detection is to take the target feature as
a weak classifier, combine several weak classifiers into a
strong classifier according to certain rules, and finally
connect the strong classifier in series to carry out target
detection and classification.*en, the classical convolutional
neural network was proposed. *e convolutional neural
network could learn the features of the detected target in-
dependently and classify the detected target in the output
layer after passing through the convolutional layer and
pooling layer.
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*e hybrid face detection algorithm relies on the
steadiness of the student’s position and calls the fine and
rough face detection algorithms according to different face
conditions. At the beginning of the class, the students’ face
location information was collected for the first time through
the rough detection algorithm, and using this information,
students’ seat, that is, the static position of students, is
drawn. In the following detection process, we use the face
rough detection algorithm for the first face detection, the
detection of the face position information, and the student
static position area for comparison. If there is no face de-
tected in the student static position area, the second layer of
face fine detection algorithm is called for face detection in
the student static position area. If a student static position
area uses the fine detection algorithm to detect no face many
times, it is considered that the position of the student dis-
appeared and the student static position coordinates are
deleted. After that, students’ basic state was judged by
gesture recognition, and the algorithm structure is shown in
Figure 1.

3.5. Classroom Behavior Status Assessment. *e facial ex-
pression and head posture are combined to analyze the
classroom behavior state of the students. *e students’
expressions obtained by using the expression recognition
model of the convolutional neural network are divided into
positive emotions and negative emotions. *e head posture
estimation algorithm was used to divide the recognized
head posture of the students into nine directions, and the
attention of the students was judged by the difference
between the head posture of the target student and the head
posture of the surrounding students. In the process of
classroom teaching, students need to read books, take
notes, and answer questions constantly. *erefore, head
posture cannot completely represent students’ learning
status and can only assist other algorithms to make more
detailed judgments.

Head pose estimation (HPE) usually refers to the
identification of head position and direction parameters in a
spatial coordinate system. *e direction parameter refers to
the degree of rotation in the three coordinate axes of the
spatial coordinate system.*e three direction parameters are
yaw, pitch, and roll. Head pose estimation is to calculate the
head direction parameters by comparing the face feature
points in the digital image with the corresponding feature
points in the general 3Dmodel.*e face feature points in the
digital image are obtained by using the Dlib68 feature point

detector on the basis of face positioning, and the flow is given
next:

3.5.1. Data Acquisition and Processing. *e classroom
teaching videos of natural environment are obtained
through the camera (model), and the images are extracted by
OpenCv.*ewidth and height of images are W andH.*en,
camera calibration is carried out, where the internal pa-
rameter matrix is to transform 3D camera coordinates to 2D
homogeneous image coordinates. OpenCv camera calibra-
tion function is used to calibrate the camera. *e internal
parameters of the camera are as follows:

A �

fx 0 cx

0 fy cy

0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (1)

where fx,fy is the focal length of the camera. Generally, the
focal length of the camera selects the width and height of the
image, which cx, cy represents the offset of the camera’s
optical axis in the image coordinate system. Generally, the
center point of the image is selected.

3.5.2. Feature Detection and Head Pose Estimation. *e
mixed face detection was used to detect the face, and then,
the public Dlib68 feature point detector was used to obtain
the coordinate information of six feature points of the face:
the outer corner of the left eye and the outer corner of the
right eye, the tip of the nose, the left lip angle, the right lip
angle, and the tip of the chin. *e 2D/3D mapping was
obtained by solving the PnP (perspective-n-point) prob-
lem, and the rotation and translation vectors of the head
pose were output.*en, the student’s head pose value (X, Y,
Z) is obtained by converting the flip vector into the Euler
angle.

3.6. Attention Judgment. People’s visual attention refers to
the object or gaze direction of people’s eyes, and students’
attention can be judged by the difference in their eyes. First,
the nose tip coordinates obtained by the feature point de-
tector were used as the starting point, and the nose tip
coordinates in the 3D coordinates of the face were used as
the ending point to draw the students’ line of sight. Although
the students’ line of sight is different, but all the students are

Table 1: Face recognition dataset.

Data set Basic components

LFW [30] *e dataset includes the name of the image, the location information of the boundary box, and the location information of the
key feature points of the face in the image

FDDB [31] It is a sample picture of a face rotated and occluded by different lighting and resolution. *e 2,845 images included 5,171
annotated faces.

AFLW [32] It is a large-scale face database including multipose and multiview
COCO
[33]

COCO dataset is a large, rich object detection, segmentation, and subtitle dataset, mainly taken from complex everyday
scenes.

Scientific Programming 5



facing the blackboard, and only a very few students’ line of
sight is toward other positions in the classroom, the stu-
dents’ special behavior can be obviously judged according to
the students’ line of sight, and the students are in a state of
inattention at this time with great probability. *e students’
head posture was divided into nine directions, and the at-
tention of the students was judged by comparing the line of
sight between the target student and the surrounding
students.

3.6.1. Partitions. Get the three-dimensional coordinate of
student’s frontal head posture [X, Y, Z].

3.6.2. Euclidean Distance. *e face coordinate of the current
student is taken as the starting point, and the face coordinate
of other students in the face dataset is taken as the ending
point:

Di �

������������������

x0 − xi( 
2

+ y0 − yi( 
2



. (2)

3.6.3. Screening and Judgment. Since all the students in the
class are facing the blackboard, the eyes of the students on
both sides are not the same, so the eyes of the students on the
left side have no reference significance to the right side, and
the eyes on the right side are the same. Set the aisle distance
as A, delete the faces of the students whose D value is greater
than A in the face dataset, sort the faces of the remaining
students according to the size of Di, and get A set whose
distance from the target student is from near to far.

To judge the state of a single student, this study selected a
group of 9 people and judged the attention of the target
student by the difference between the facial orientation of
the 8 students and the target student. Eight students are
selected from the set of faces in ascending order obtained in
Step 3 for comparison. If the value of the target student’s face
orientation is the same as that of the target student’s face
direction, then the target student’s attention value is

increased by one to compare one by one and save the last
attention value. It is considered that the attention value of
students is greater than 5 and the attention rate of students
in the class is obtained by calculating the value of all students
and comparing it with the number of students.

3.7. Facial Expression Recognition. Research by psychologist
Mehrabiai shows that emotional messages consist of 7
percent of words, 38 percent of voices, and 55 percent of
facial expressions. In this study, the convolutional neural
network is used to train the facial expression recognition
model and the recognized facial expressions are divided into
positive emotions and negative emotions according to
psychology. *e expression recognition model based on the
convolutional neural network can get rid of the traditional
algorithm to extract the display features of each expression.
By combining the extraction of each expression feature with
the fuzzy classification of the network, the expression rec-
ognition model can improve the performance and gener-
alization ability.

*e network is mainly optimized based on the ResNet
network structure, because the ResNet network structure
can well extract the features of the image, and the optimi-
zation of the network structure can make the network better
extract the features of the facial region. *e overall structure
of the model can be divided into three parts: feature ex-
traction, relationship modeling, and expression classifica-
tion. *e optimized ResNet is used as the backbone network
to extract features. *e weight of the extracted feature is
calculated by a layer of self-attention mechanism, and the
weight obtained is multiplied by the feature matrix to obtain
the final feature matrix. *e eigenmatrix is then flattened
and projected onto specific dimensions as input to the
transformer. *en a transformer encoder is used to model
the relationship between face regions. *e network even-
tually calculates the expression of the input image through a
simple Softmax function. *e facial expression recognition
neural network established in this study is shown in Figure 2.
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Figure 1: Face recognition algorithm structure diagram.
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(1) Image cutting: *e MTCNN [21] model is used for
face location. According to the output results of the
MTCNN model, the face is cropped. In order to
model the relationship between nonocclusion face
regions, the cropped face region needs to be seg-
mented into uniformly segmented images with a size
of 20× 20 pixels. *ese segmented images are sent to
the feature extraction network for feature extraction.
In order to avoid the loss of boundary information in
the segmentation process, the image is divided into
overlapping image blocks in this study. Each image
block has repeated pixels with the surrounding
blocks, increasing the correlation between image
blocks. *en, these image blocks are sent into the
feature extraction network.

(2) Feature extraction: ResNet introduces identity
mapping into the network, which can solve the
problem of network model degradation and gradient
disappearance with the increase in network depth
[18], thus improving network performance. ResNet
works as follows: suppose the input is x and a certain
network layer is set as H. *e original network is
learning output h(x). After the identity mapping is
introduced, the original input x is transmitted to the
output through shortcut connections. At this point,
the network only needs to learn the residual f(x) �

h(x) − x of input and output, and the problems of
previous models can be solved through residual
learning. Feature extraction is the small-size image
after processing. If the maximum pooling operation
is still used, some global features may be lost, so

SoftPool [22] is adopted in this study to replace
maximum pooling. Compared with other pooling
operations, SoftPool can retain both global and local
information during pooling. Recognition works
better. *e calculation method of SoftPool is shown
in the following formula:

a � 
i∈R

e
ai ∗ ai

j∈Re
aj

. (3)

(3) In order to better study the facial expressions of
students, this study does not directly use Softmax for
classification, but also needs to send the extracted
features into the transformer for further feature
extraction. *erefore, the full connection layer of the
last layer is modified, and the original full connection
layer is changed into two full connection layers, 512
and 100 dimensions. Finally, the obtained 100-di-
mensional feature vectors are sent into the trans-
former as tokens for training, which can retain more
nonlinear features and effectively reduce the oc-
currence of overfitting phenomenon. *rough ex-
periments, feature extraction using SpResNet can
effectively improve the accuracy of recognition.

(4) Vision Transformer is a model proposed by Google
in 2017. Originally used in natural language pro-
cessing tasks, a transformer relies on the attention
mechanism and can make the network pay attention
to certain words selectively. Later, Carion [13] in-
troduced a transformer into the field of computer
vision and proposed an end-to-end target detection
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model, DETR. By combining CNN and transformer,
the predicted results are finally output. Google
proposed a new Vision Transformer(ViT) [19],
which migrates the transformer originally used for
NLP task into visual classification task out of the box,
using transformer instead of CNN. Finally, excellent
results have been achieved in large-scale datasets.

Unlike a traditional transformer, which receives serial-
ized tokens as input, Vision Transformer’s input is a 3D
image, *erefore, the original 3D image data x ∈ RH×W×C

need to be divided into image blocks and then the picture is
expanded into a one-dimensional vector xp ∈ RN×(p2c),
where (H, W) is the resolution of the original image, C is the
number of channels of the image, and (p2c) is the size of
each image sequence. Finally, these vectors are flattened to
the model size and the output xpe is embedded, *is is
followed by the addition of an additional classification
header to the sequence, which is a learnable embedding
vector through which classification is ultimately performed.
Since each image block has a certain position in the un-
cropped image, location coding needs to be added to the
sequence to retain location information. *e calculation
method is shown in the following formula:

z0 � x0, x
1
pe, x

2
pe, . . . , x

n
pe  + epos, (4)

where epos is position embedding and z0 is the initial input to
the transformer. *e transformer consists of multiheaded
self-attention mechanisms and MLP blocks, each of which is
followed by a LayerNorm (LN) layer. *e calculation
method for the transformer is shown as follows:

zℓ′ � MSA LN zℓ−1( (  + zℓ−1,

zl � MLP LN zℓ′( (  + zℓ′,

y � LN z
0
L ,

(5)

where L is the number of image blocks and ℓ � (1, . . . , L).
Multiheaded self-attention (MSA) is the core mechanism of
transformer. It is composed of single-headed attention
mechanism, namely, self-attention (SA). *e calculation
method of single-headed attention is shown in the following
formula:

Attention(Q, K, V) � softmax
QK

T

��
dk

 V, (6)

where Q is a query, K is a key, and V is a value. *ey are
linear variations of input tokens. dk is the dimension ofK. By
calculating the dot product, the similarity between different
tokens can be calculated, thus obtaining the global long-term
concern, which is conducive to modeling the relationship
between clipping regions. Multiheaded attention mecha-
nism is a series of K single-headed attention output, and the
calculation method is as follows:

MSA(z) � SA1(z), . . . , SAk(z) Umsa, (7)

where Umsa ∈ Rkdk×D and SA1(z) is the single-headed at-
tention mechanism.

4. Experimental Analyses

4.1. Experimental Environment. In this study, experiments
were carried out under the configuration of artificial intel-
ligence computer, and the model proposed was trained and
tested using NVIDIA Tesla V100 GPU. In the experiment, the
MTCNN model was used to conduct face alignment and face
region cropping for all images in the dataset, and then, they
were adjusted to 224× 224 size, mainly using ResNet18 as the
baseline experiment. Adam was used to optimize the model,
and the initial learning rate was set at 0.001. *e latest face
rough detection algorithm and fine detection algorithm, as
well as the hybrid face detection algorithm of this article, were
selected to detect 90 seconds of real classroom teaching video
from the detection speed and accuracy analysis. *e number,
accuracy, and speed of faces detected by each algorithm in the
detection process of 15 seconds, 30 seconds, 45 seconds, 60
seconds, 75 seconds, and 90 seconds are selected for analysis
and comparison. A represents the model of this study, B
represents the TRADITIONAL FINE detection model of
CNN, and C represents the traditional AdaBoost coarse
detection model.

4.2. Analysis of Experimental Results. From Figure 3, as time
goes by, the total number of faces detected by all models does
not change linearly, and the maximum number of faces
detected by all models decreases first and then increases
slowly. Because we randomly selected the time period, it
proved the objectivity of the experiment from the side, and
this phenomenon was consistent with real life. At the be-
ginning of the class, the students sat upright and, as the class
went on, some students began to pay attention and ac-
companied by various small movements, which led to the
fluctuation of face detection. *e total number of faces
detected by the hybrid model proposed in this study is
higher than that detected by the coarse and fine models in all
time periods, which proves that our model is still reliable
with the change of students’ posture and the passage of time.
From the results, the accuracy of the coarse detection model
is the lowest, and the precision detection is in the middle.
*e model in this article absorbs the advantages of the two
models and gets better results.

From Figure 4, the overall change of the accuracy de-
tection result is inconsistent with the experimental result of
total number of faces, among which coarse detection and
fine detection have some similarity. *e change of the al-
gorithm in this study is small as time goes by, and it is proved
from the side that the detection time length randomly se-
lected will not affect the mixed model too much. From the
perspective of the first 60 seconds, the detection accuracy of
the model in this study decreases slightly with time, whereas
that of the other two models decrease linearly. *e only
difference is that coarse detection drops to the lowest point
and begins to rise linearly after 45 seconds, whereas fine
detection moves backward by about 15 seconds compared
with coarse detection. From the point of view of the min-
imum detection accuracy, the minimum detection accuracy
of the model in this study is close to the maximum accuracy
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of rough detection, which is about 78%, and 25% higher than
the minimum accuracy of fine detection. By comparing the
above experimental results from multiple angles, the model
in this study not only achieves a good total number of faces
but also has relatively stable detection accuracy.

As can be seen from Figure 5, in the first 1/3 time points
randomly selected, the students’ attention rate is the highest
corresponding to assassin students’ concentration. After
that, the attention rate of students began to decline and
began to fluctuate slightly after a certain time. It is worth
noting that both algorithms get the lowest attention rate at

45 seconds; that is, when the class time is halfway through,
students’ attention is the lowest. In actual classroom
teaching, it is not recommended that the teacher explain the
most important content during this period, and the main
content should be concentrated in the first half of the class.
As the class size generally does not exceed 50, the number of
individual objects is small for the budget algorithm, so the
highest detection rate of the two algorithms is similar.
However, from the average result, the model in this study is
about 10% higher than the fine detection model. More
importantly, the method of judging the students’ attention
rate by the students’ position will reduce the accuracy due to
the different directions of students’ eyes. However, students’
vision can be adapted to more scenes, such as large con-
ference rooms and studio rooms, based on the difference
between target students’ and surrounding students’ vision,
without extra manual marking of students’ locations. *e
hybrid model integrates the advantages of various algo-
rithms and can be used in various situations.

Facial expression is the most direct reflection of students’
psychological emotions. In order to better test the effec-
tiveness of the model, we trained the model on a large
number of public facial expression datasets and put 3000 test
pictures from FER20L3 into the trained facial expression
recognition model for testing. *e model got seven ex-
pressions, but anger and fear were rarely seen in the
classroom. According to the psychological dichotomies
(positive and negative aspects), this paper divides seven
kinds of expressions into two categories. *e latitude of
negative emotion represents the emotional experience of the
individual showing negative or angry emotion, while the
dimension of positive emotion reflects the individual
showing positive emotion. So we classify happiness, surprise,
and neutrality as positive emotions, anger, disgust, fear, and
sadness as negative emotions.
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*e experimental results are shown in Figure 6. By
comparing the experimental results of algorithm and
manual marking, it can be concluded that the accuracy rate
of facial expression recognitionmodel for students in natural
class is 90%. More importantly, students’ positive emotions
continued to decline in the first 2/3 of the period from the
beginning of class, and their negative emotions reached the
highest level in the period from 1/2 to 5/6. *e experimental
results and analysis are in line with the actual situation, so
school administrators should timely adjust the distribution
of the classroom content according to these results, so as to
improve the learning efficiency of students in a limited time.

5. Conclusions

In education, the classroom has always been the most im-
portant occasion for students and teachers to study and
communicate, and the behavior state of students in the
classroom has also attracted academic attention and re-
search.*is study collects students’ classroom behavior state
based on video images and analyzes the evaluation methods
and shortcomings of classroom teaching at present. *e
basic methods of classroom behavior state are reviewed, face
detection algorithm and expression recognition algorithm
are introduced, and the implementation details are de-
scribed. Based on the traditional algorithm, the hybrid face
detection algorithm is improved, and a face expression
recognition model based on visual t is established for stu-
dents, and the feasibility and accuracy of the system are
verified in the public dataset. It proves that the intelligent
analysis of students’ classroom videos will help teachers and

other school administrators to make teaching scientific and
improve teaching quality. Along with the continuous de-
velopment of intelligent devices such as sensors, the phys-
iological signal and other modal information will be added
to the more video intelligent analysis of college students,
through a variety of modal signal complement each other,
will all aspects of the analysis of students’ comprehensive
emotional state, to help teachers and school administrators
scientific teaching, further improve the quality of teaching.
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With the rapid development of computer technology, the virtual scene construction technology of image processing has gradually
become a hotspot in computer research. +e application of virtual scene construction technology in the construction industry is
also expanding, with the intelligentization of architectural design and construction. With the rapid development of the industry,
virtual technology can better provide users with diversified services and experiences. +e main content of the article is as follows:
(1)+e article introduces image construction technology and analyzes the three-dimensional presentation of virtual technology in
construction design and the diversified application of virtual technology in construction design. (2) +e article introduces two
virtual scene construction techniques: one is to combine the real scene obtained by taking pictures with the virtual scene by image
technology processing to construct a natural virtual scene; the other is the use of geometric construction by architects. +e virtual
building model is drawn by the model method, and the virtual building model is thus obtained. (3) +e article chooses two
representative buildings as cases. +e virtual platform monitors and records the movement trajectory of volunteers in the virtual
environment in real time.+e experimental results show that the number and shape characteristics of the escalators in the building
all have a little impact on volunteers’ awareness. (4) +e article sets up three control groups of normal mode, fixed skin, and
variable skin. It analyzes the environmental impact of buildings from three different aspects of wind environment, thermal
environment, and light environment and proposes related control measures.

1. Introduction

With the advent of the information age, the construction
industry has also entered an intelligent field; the application
of virtual scene construction technology in the construction
industry is also expanding. +e use of virtual reality tech-
nology when designing buildings can not only visually
display the art of the building. +e effect is also a great
advantage in saving energy and labor. Huaqin et al. [1]
discussed a remote virtual platform based on VRML-JAVA
language, which is constructed and scene-oriented with
realistic and interactive information. Jin et al. [2] used virtual
reality 3D holographic projection technology to realize the
3D image imaging scene of the building suspended in the air.
+e article combines image technology with the real estate

industry, analyzes the building’s modeling and imaging
steps, improves the expressiveness of the building, and also
brings great value and development prospects to the con-
struction industry. Hou and Li [3] proposed a collision
detection strategy based on enclosure and enclosure hier-
archy to meet the performance requirements of virtual
hoisting collision detection. R. Joseph and Perera [4] in-
troduced the mechanism of applying internal and external
design structures after converting 2D drawings into 3D
building information models (BIMs). In the early stage of
construction, it is very useful to create a 3Dmodel according
to the customer’s requirements. +e article introduces the
method of 3D model creation. Pruss et al. [5] introduced a
computer-implemented method for generating building
block instructions for building block models. Guo and Chen
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[6] discussed the role and significance of AR in airport
construction projects. In the early stage of building con-
struction, designers have to apply many advanced tech-
nologies, such as image processing technology and virtual
model construction to generate virtual building models with
computers. Zhao et al. [7] produced a hierarchical model to
describe the 3D dynamic geographical process. Describing
the geographical factors that change with time during the
construction process and simulating visual scenes with
computers are of great significance to the management and
decision-making of the building. In [8], large eddy simu-
lation (LES) was performed on the airflow around various
types of block arrays to estimate the pedestrian wind en-
vironment. +e experiment selected five different arrays for
simulation.+e experimental results show that the area ratio
is an important indicator for estimating the wind envi-
ronment. We can use the area ratio to simulate the height
change of the building. Lang [9] proposed a model for es-
timating solar radiation based on existing weather records
and determining typical meteorological months and inter-
polation procedures for missing data. Kajikawa et al. [10]
discussed the benefits, limitations, and future directions of
the evaluation framework [11]. Do [12] proposed an analysis
method for building environmental service plans that are
verified throughout the year. +e service plan of building
environment service is a very important part of the whole
design.+e designed planmust meet the requirements of the
indoor environment. +e article proposes an analysis
method of building service that can meet most of the re-
quirements. Yun and Won [13] uses machine learning al-
gorithms to establish a built environment model, which can
be used to evaluate the comfort of occupants. We have
proposed an energy control measure, which can effectively
record the energy consumption of the room and record the
comfort of the residents, so as to provide a better accom-
modation environment for the owners. Ivanova [14] focused
on using anisotropic sky-viewing angle factors to estimate
the background component of incident diffuse solar radi-
ation on building facades under the orthogonal obstructed
sky. Because the Earth’s available resources are very limited,
we have to design buildings that can use solar energy.
Xueping [15] tested the 4 most commonly used heating
methods and discussed indoor thermal environmental
conditions for different heating methods. +e temperature
in the north is relatively low in winter, and many citizens
choose certain heating measures in winter. +e experiment
compares common heating methods and provides a refer-
ence for citizens to choose heating methods.

2. Virtual Reality Technology

2.1. %ree-Dimensional Presentation of Virtual Reality Tech-
nology in Architectural Design. Architectural design work is
very complicated. In the design work, designers will inev-
itably encounter some problems, such as the size of the
building being not clear enough and the structural drawings
of the building having some problems. But, the reason is that
building virtual scene construction technology can solve
these problems very well. +e design drawings are presented

in three-dimensional graphic construction technology,
which largely avoids architectural errors, facilitates designers
to find problems, and improves work efficiency.

When faced with a single two-dimensional or three-
dimensional overprofessional drawing model, the con-
struction personnel cannot make a correct understanding of
the construction operation of the building, causing devia-
tions between the design and the actual building, making the
construction impossible and causing serious losses from
many parties. Participants can immerse in the virtual space
and intuitively understand the designer’s description of the
main structure, spatial layout, and details of the building or
building group, so as to grasp the detailed requirements in
the work and avoid repeated construction problems that
cause irreparable losses to subsequent construction. +e
three-dimensional sensory presentation allows participants
to better complete the construction requirements and tasks
during construction and finally realizes the application,
economy, solidity, and beauty of the building.

Architectural designers use the immersion, interactivity,
and conception of virtual reality technology to fully integrate
with the architectural concept [16]. First, the building
participants have an immersive feeling during use. Second,
the building participants can interact with most of the
objects in the virtual environment by using sensing devices.
+is makes the complex and abstract architectural design
become concrete with the use of virtual reality technology.
+e greater advantage is that designers can communicate
with other architectural participants remotely, thereby re-
ducing time costs, breaking geographical restrictions, and
making architectural design more wide-area.

2.2. Application of Virtual Reality Technology in Architectural
Design. +e technical personnel input the engineering in-
formation and design parameters of the architectural design
into the three-dimensional modeling software through the
computer, and the three-dimensional modeling software
builds the three-dimensional architectural model and sup-
porting database based on the input data. Technicians issue
operating commands to the model drive system through the
computer, adjust the building model information, display
the progress of the building project design plan in real time,
follow up the project, and adjust the model parameters in
time. Building participants are immersed in the virtual
simulation space created by virtual reality technology and
feel the reality of the lighting changes, architectural pattern,
modeling structure, and surrounding environment in the
virtual simulation space [17]. Compared with the method of
drawing building models from ordinary drawings, the use of
virtual technology not only is environmentally friendly and
cost-saving but also allows more people to participate in the
process of architectural design and better understand ar-
chitectural details and specific construction conditions. It
provides convenience for designers to modify the archi-
tectural design plan in the later stage of construction, and at
the same time, it is convenient to save the architectural
design, which is conducive to the comparison and update of
future designs [18]. +e virtual building model is the basis
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for constructing the virtual real scene.+e size ratio between
the measurement unit of the model and the real scene and
the parameter values of the entire model all affect the final
presentation effect of the virtual real scene.

2.3. Analysis of Building Environmental Impact.
Environmental performance is reflected in the park design as
the external and internal environments of the park. +e
external environment of the park includes ecological envi-
ronment, traffic environment, outdoor functional space
created by the building, and environmental impacts around
the park. According to different time domains, environ-
mental quality assessment can be divided into environ-
mental quality review assessment, environmental quality
status assessment, and environmental quality forecast as-
sessment. Environmental quality assessment of construction
projects mainly refers to the assessment of environmental
quality status. Environmental postassessment refers to the
systematic investigation and evaluation of the actual impact
degree of the environment after the development and
construction activities are carried out, so as to test the
implementation degree and effectiveness of reducing the
impact and test the true credibility of the environmental
assessment results. To evaluate the effectiveness of the
implementation of the proposed environmental protection
countermeasures, and to analyze and discuss the influencing
factors that are not fully understood in the environmental
assessment, check the implementation degree and imple-
mentation effect of reducing the impact and test the true
credibility of the environmental assessment results. After
evaluating the effectiveness of the proposed environmental
protection measures, the fully understood environmental
impact problems are classified and studied, so as to improve
the technical methods and levels of environmental assess-
ment and implement remedial measures, thus achieving the
effect of reducing the impact.

3. Theory and Technology Based on
Image Construction

3.1. Image Deformation Technology. +e image deformation
technology can realize the excessive viewpoint, while in-
terpolating the shape and texture of the image [19], as shown
in Figure 1.

A pair of line segments can define the mapping rela-
tionship between the source image and the target image [20];
the specific algorithm is as follows: calculate PQ based on
line segment u, v, where

u �
(X − p) · (Q − P)

‖Q − P‖
2 ,

v �
(X − P) × perpendicular(Q − P)

‖Q − P‖
.

(1)

+en, find u, v based on P′Q′ and line segment X′; when
using multiple pairs of line segments, it is necessary to
perform a weighted average on the multiple offsets obtained,
as shown in Figure 2.

+e specific algorithm is as follows, for each pixel on the
target image:

Dis_Sum � (0, 0),

Weight_Sum � 0.
(2)

Calculate the offset of the line segment as

D � Xi
′ − Xi
′. (3)

Calculate the shortest distance from X to PiQi as

weight �
lengthp

(a + dist)
 

b

,

Dis_Sum+ � Di ∗weight,

Weight_Sum+ � weight.

(4)

Finally,

X′ � X +
dis_Sum

Weight_Sum
. (5)

3.2. Projection Reconstruction Algorithm. +e Euclidean
motion theory is used to explain the geometric relationship
between the two-dimensional image and the three-dimen-
sional image captured using the same camera. All points
p ∈ E3 in the space can be represented by a certain three-
dimensional coordinate point in R3:

X � X1, X2, X3 
T

�

X1

X2

X3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ ∈ R
3
. (6)

+e coordinates of p and q in space are X and Y, re-
spectively, by the vector formed by p and q:

v � Y − X ∈ R
3
. (7)

+e inner product of two vectors v, u ∈ R3 in space is

〈u, v〉 � u
T
v � u1v1 + u2v2 + u3v3 ∀u, v ∈ R

3
. (8)

+e vector product is

u × v �

u2v3 − u3v2

u3v1 − u1v3

u1v2 − u2v1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ ∈ R
3
. (9)

We define a matrix u ∈ R3×3:

u �

0 −u3 u2

u3 0 −u1

−u2 u1 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ ∈ R

3×3
. (10)

+e vector product can be expressed as

u × u � uv. (11)
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It is also necessary to introduce rigid body motion
theory, as shown in Figure 3.

+e formula can be expressed as

Xw � RwcXc + Twc. (12)

Figure 3 coordinates of point P in the camera coordinate
system are (X, Y, Z), and the two-dimensional coordinates

on the plane are X �

X

Y

Z

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ ∈ R3 [21]:

x �

x

y

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦ �
f

Z

X

Y

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦. (13)

+e homogeneous coordinate form is as follows:

Z

x

y

z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

f 0 0

0 f 0

0 0 1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

1 0 0 0

0 1 0 0

0 0 1 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

X

Y

Z

1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (14)
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Figure 2: Deformation of multiple pairs of corresponding line segments. (a) Target image. (b) Source image.

O

P

u

V X

(a)

P’

X’

O’

u

V

X

(b)

Figure 1: Deformation of a pair of corresponding line segments. (a) Target image. (b) Source image.
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where

Kf �

f 0 0

0 f 0

0 0 f

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ ∈ R
3×3

,


0

� Kf �

1 0 0 0

0 1 0 0

0 0 1 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ ∈ R
3×4

.

(15)

Let λ _�Z, and the formula can be written as

λx � Kf
0

X (16)

3.3. Uncertain Measurement of Environmental Impact.
+e environmental impact of the construction process in-
cludes building materials, construction machinery, re-
sources, and labor, which can be abstracted into
mathematical formulas [22]:

Etotal � 

I

i�0
Ei. (17)

Here, Etotal is the total emission of environmental pol-
lutants [23]:

Ei � Em + Ee + Er + El. (18)

+e formula for environmental pollutant emission per
unit amount of environmental influencing factors is

E � e × Q. (19)

During the construction process, the simulation module
provides dynamic data under the influence Qv [24]:

Qv � f(Q|). (20)

According to the environmental pollution impact as-
sessment method, the damage value of the human body,
ecology, and natural resources can be calculated:

pk � 
k


j

Ej × EFj 
k

× CFk
⎛⎝ ⎞⎠. (21)

4. Experimental Simulation

4.1. Virtual Building Scene Construction Technology.
Computer graphics technology is one of the methods of
constructing virtual scenes. We usually use the technology of
“combination of virtual and real” to construct the virtual
environment required by users [25].+e nonexistent scene is
the virtual scene. +e combination of the real scene and the
virtual scene creates the most natural virtual scene, as shown
in Figure 4.

+e virtual model can also be drawn by the architect
using the method of geometric modeling. It must be drawn
according to the real size of the building, and then, a virtual
model is constructed based on the geometric model and the
real map drawn by the architect, as shown in Figure 5.

+is section is mainly on the virtual technology and real
technology of building analysis, through the combination of

P

Z

W

x

O

Y

G=(R,t)

ox

y

z

Xw

Twc

Xc

Figure 3: Rigid body motion between the world coordinate system and its own coordinate system.
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virtual and real ways to effectively integrate the two styles,
forming a more perfect building simulation map.

4.2. Simulation Experiment. +is study selects the more
representative architectural model 1 and architectural model
2 of our country’s construction projects as cases. Archi-
tecture 1 and architecture 2 are widely distributed in our
country and have a large amount of construction; we took
photos and measurements of the case on the spot, and then,
according to the experiment, it is required to construct a
virtual simulation scene. In order to avoid the interference of
environmental factors on the experiment, when construct-
ing the virtual scene, the dimensions, position, and other

factors must be consistent with the real environment, as
shown in Figure 6.

We selected 30 volunteers to participate in the experi-
ment. +e average age of volunteers is 20–40 years, and the
proportion of males and females is not equal. +e virtual
experiment platform is used to collect volunteers’ path-
finding trajectories in building 1 and building 2, in order to
reduce certain volunteers. +e experiment error is caused by
the proficiency of the scene, so before the formal start of the
experiment, each volunteer needs to enter the venue in
advance to get familiar with the interactive process of the
virtual scene. +e specific data are shown in Table 1.

+e experiment monitors and records the movement
trajectory of volunteers in the virtual environment in real

(a) (b)

(c)

Figure 4: Building scene diagram combining virtual and real scenes. (a) Real scene image. (b) Virtual scene image. (c) Architectural scene
combining virtual and real scenes.
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time through the virtual platform. Combined with the ex-
perimental results, we can find that the volunteers’ route
selection in building 2 is more consistent, because the
number of escalators in the visible range of the volunteers is
different. When there are a large number of escalators within
the visible range, volunteers’ choices are more scattered,
such as building 1; each volunteer has a different strategy for
seeking roads. +e local characteristics of building 1 and
building 2 are shown in Table 2.

Volunteers conducted research on the overall form
cognition and local feature cognition of the scene layout.
Volunteers’ cognitive biases were mainly concentrated on
the turning angle of the horizontal channel. +e specific data
are shown in Table 3.

From Table 3, we can see that there are significant
differences in the volunteers’ awareness of the atrium
content, shape, and size characteristics of the two buildings.

Building 2 is superior to Building 1 in the number of es-
calators in the atrium. In terms of information, the infor-
mation of Building 1 is obviously better than that of
CapitaLand, in terms of atrium shape recognition, building 1
and building 2 do not show a significant difference, but
building 1 has a higher score than building 2.

4.3. Environmental Performance Analysis

4.3.1. Environmental Analysis. In order to verify the impact
of building energy consumption on the indoor environment,
we have adopted a series of measures such as ventilation and
lighting to simulate and analyze the building. +e simulated
building is in an area where the sunshine is strong and the
average temperature is medium and high. Details are set out
in Table 4, and the rate of indoor personnel in the room is
shown in Figure 7.

(a) (b)

(c)

Figure 5: Image after combining virtual and real scenes. (a) Virtual geometric model. (b) Real image. (c) Building mockup.
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(a)

(b)

Figure 6: Continued.
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Table 2: Local characteristics of building 1 and building 2.

Case study Building 1 Building 2

Ground floor
plan

Standard floor
plan

Overall
arrangement

Linear layout Circular layout
+ere are angle changes in the horizontal channel, with two

obvious turning points
+e horizontal paths intersect at an angle, forming a

unequal triangle

Atrium
features

Atrium (including escalators): 5 : 3 squares, 2 round/ellipse;
squares are arranged along the main passage; round/ellipse is at

the turning point

4 atriums (including escalators): all oval
3 are located at the vertices of the triangle and 1 is

located on the longer side

(c)

Figure 6: Building virtual map. (a) Building 1. (b) Building 2. (c) Virtual simulation scene.

Table 1: Virtual data types and their variable contents.

Category Variable content Data sources
Personal attributes Number, age, gender, virtual environment experience Experimental questionnaire
Path trajectory Path selection, path length Coordinate data, process record

Spatial cognition
Overall layout: plane configuration (geometric form, path turning angle)

Cognitive mapLocal features: atrium space (number of escalators, atrium shape, size)
Initial entrance (location label)
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4.3.2. Experimental Verification. In order to test the impact
of building energy consumption and the built environment,
we set up three control groups: normal mode, fixed skin, and
variable skin. +e normal mode is only the building itself,
and the variable skin is the additional skin in addition to the
building itself. +e building skin will have a certain impact
on the indoor thermal environment and building energy
consumption.We compared these modes, analyzed the three
environmental performances of wind environment, thermal
environment, and light environment, and recorded their
design elements and related control measures; the specific
data are shown in Table 5.

According to Figure 8, we can conclude that compared
with the normal mode, the variable skin mode has good
ventilation and relatively less energy consumption. It saves

energy to a certain extent and can also highlight its own
architectural characteristics.

+ermal environment influencing factors and control
measures are shown in Table 6.

To verify the thermal environmental impact and total
energy consumption data of the building under three dif-
ferent modes, we adopt three modes of lighting, cooling, and
heating to analyze the thermal environmental impact, as
shown in Table 7.

From Figure 9, we can see that the total energy con-
sumption of buildings in the cooling mode is the largest. In
terms of lighting, fixed skin and variable skin will increase
certain energy consumption. +e normal mode is the most
energy efficient. By comprehensive comparison, variable
skin has the highest energy-saving efficiency.

Table 3: Analysis of the test results of the atrium space awareness under different layout situations.

Atrium features Building 1 mean Standard deviation Building 2 mean Standard deviation F value Significance (P)
Number of escalators 0.52 0.51 0.85 0.37 6.90 0.011
Traits 3.36 0.99 3.15 1.19 0.45 0.506
Dimensional characteristics 3.00 1.29 1.81 0.90 14.79 0.000
Cognitive total score 6.88 1.79 5.81 1.44 5.58 0.022

Table 4: Building simulation situation.

Name Design building model
Building orientation Zhengnan
Number of indoor personnel 3 people
Air conditioning system COP Cooling 3.2, heating 1.7
Indoor temperature (°C) Summer 26, winter 18
Air changes (mechanical ventilation
ach) 1

Indoor illumination (lux) +e illuminance of the bedroom, living room, and kitchen is 300, and the rest is 150
Lighting power density (W/m2) 5
Glare index (DGI) +e bedroom, living room, and kitchen are less than 27, and the rest of the rooms are less than 28

0:
00

1:
00

2:
00

3:
00

4:
00

5:
00

6:
00

7:
00

8:
00

9:
00

10
:0

0

11
:0

0

12
:0

0

13
:0

0

14
:0

0

15
:0

0

16
:0

0

17
:0

0

18
:0

0

19
:0

0

20
:0

0

21
:0

0

22
:0

0

23
:0

0

24
:0

0:
00

Pe
rs

on
ne

l i
n 

th
e m

ar
ke

t r
at

e (
%

)

0

0.2

0.4

0.6

0.8

1

1.2

living room
Dinning room
bedroom

Figure 7: Statistic chart of staff in-room rate.
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Factors affecting the light environment and control
measures are shown in Table 8.

We introduced natural light and recorded the sunshine
in winter and summer at different locations of the building
under three different conditions, as shown in Figure 10.

We can see from Figure 10 that compared with the
normal mode, the variable skin can effectively reduce the
glare time in the room to a certain extent, can reduce the
energy consumption caused by architectural lighting, and
increase the comfort of natural lighting.

1532.66

1505.43

1497.45

1471.85

1473.35

1457.37

2070.59

2325.45

2058.65

2499.65

340.04

293.63

273.8

358.2

291.26

Variable skin

Indoor smart curtain

Variable skin

Smart ventilation for doors and windows

Normal mode

500 1000 1500 2000 2500 3000 3500 4000 45000

Lighting power
Cooling power
Heating power

Figure 8: Data statistics of different modes.

Table 5: Wind environment influencing factors and control measures.

Environmental
performance Design phase Design elements Control measures

Wind environment

Park planning

Landscape +e dominant wind direction in winter sets trees and shrubs facing the
wind

Site design +e opening direction of the open space faces the dominant summer wind
direction

Longitudinal
design

+e setting of the sunken square is conducive to controlling the winter
wind field

Park planning

Layout of the
building

Staggered arrangement of dominant winds is seen in winter
Ventilation channels are reserved for the dominant wind direction in

summer

Building space
layout

+e staggered height of the building is conducive to ventilation, and the
height difference should be controlled not to be too large to avoid sudden

wind
Architectural

form
+e sharp corners of the building’s facade should be reduced on the

windward side in winter and should be replaced with a streamlined design

Architectural
design

Main entrance
design

Roundabout design is to be done, to avoid the dominant wind direction in
winter

Landscape design +e actual situation of architectural design is combined to optimize the
wind environment of landscape design
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Table 6: +ermal environment influencing factors and control measures.

Environmental
performance

Influencing
factors Design phase Design elements Controlling factor

+ermal
environment

Sun radiation

Park planning Landscape
Increase greening rate

Design landscape water bodies
Increase shade measures

Traffic design Adopt light color series for road laying materials

Architectural
design Facade design

Control the ratio of windows to walls
Take sun protection measures
Optimize sunroof settings

Park planning Layout of the
building

Optimize building layout
In addition to meeting the sunshine requirements, the
building spacing should also consider the sunshine

requirements of the green space

Urban heat
island Site design Landscape garden

Buffer isolation zones such as water body, green space,
and vertical greening are set up with the surrounding

strong heat island environment

Personnel
activities

Park planning Traffic design
+e human-shaped area is far away from the heat

dissipation facilities such as the outdoor unit of the air
conditioner

Architectural
design

Electromechanical
design

Cooling towers, outdoor units of air conditioners, and
other heat dissipation measures take heat isolation

measures

Table 7: +ermal environment energy consumption data table under different modes.

Architecture Normal mode Fixed skin Variable skin
Lighting (kWh) 1473.35 1831.93 1532.66
Refrigeration (kWh) 2499.65 1793.94 1457.37
Heating (kWh) 291.26 541.91 340.04
Total energy consumption analysis (kWh) 4264.26 4167.77 3330.07
Energy-saving efficiency 2.26% 21.91%

Fixed skin

Variable skin

Normal mode

500 1000 1500 2000 2500 30000

Heating (kWh)
Refrigeration (kWh)
Lighting (kWh)

Figure 9: +ermal environment impact statistics under different modes.
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5. Conclusion

Starting from virtual reality technology, this paper analyzes
the influence of buildings in the environment from the
perspective of architectural model. +e main conclusions are
as follows: (1)+is paper introduces two kinds of virtual scene
construction technologies: one is to combine the real scene
obtained by taking pictures with the virtual scene by image
technology, so as to construct a natural virtual scene; the other
is that architects draw virtual building models by using
geometric modeling methods, thus obtaining virtual building
models. (2)+is paper chooses two representative buildings as
cases and monitors and records the moving track of vol-
unteers in the virtual environment in real time through the
virtual platform. +rough the experimental results, it can be
concluded that the number and shape characteristics of es-
calators in buildings have a little influence on the cognitive
degree of volunteers. (3) +is paper sets up three control
groups, commonmode, fixed skin, and variable skin, analyzes
the environmental impact of buildings from three different
aspects of wind environment, thermal environment, and light
environment, and puts forward relevant control measures.
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+eexperimental data used to support the findings of this study
are available from the corresponding author upon request.

Conflicts of Interest
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*e work of music performance system is to control the light change by identifying the emotional elements of music. *erefore,
once the identification error occurs, it will not be able to create a good stage effect. *erefore, a multimodal music emotion
recognition method based on image sequence is studied. *e emotional characteristics of music are analyzed, including acoustic
characteristics, melody characteristics, and audio characteristics, and the feature vector is constructed. *e recognition and
classification model based on neural network is trained, the weight and threshold of each layer are adjusted, and then the feature
vector is input into the trained model to realize the intelligent recognition and classification of multimodal music emotion. *e
threshold of the starting point range of a specific humming note is given by the center clipping method, which is used to eliminate
the low amplitude part of the humming note signal, extract the short-time spectral structure features and envelope features of the
pitch, and complete the multimodal music emotion recognition. *e results show that the calculated kappa coefficient k is greater
than 0.75, which shows that the recognition and classification results are in good agreement with the actual results, and the
classification and recognition accuracy is high.

1. Introduction

Music is an art form that takes sound as a means of com-
munication and then produces emotional experience. Music
can communicate emotion directly in the form of sound
movement. *e essence of music is emotion. *e specific
form of music sound wave vibration is directly related to
human emotion. According to this connection, music can be
used to describe people’s emotional activities in detail. All
music activities obey and reflect the fluctuations of people’s
inner world, whether the creators and performers vent their
emotions or the listeners accept the emotional connotation
of the music. Nowadays, digital music technology has
brought great changes to music, a traditional and classic way
of emotional communication.*e development of computer
science has brought revolutionary progress to the creation,
communication, storage, and release of music works. Es-
pecially with the continuous enrichment of computer music
materials, it has become an urgent scientific research topic to
study the emotional information of music works by using

intelligent information analysis and processing methods, so
as to make the computer have the ability to recognize and
express music emotions like people. Music appeared earlier
than language. When human beings did not use language to
express their feelings, they had learned to use music [1, 2]. It
can be said that music plays an important role in human
history, and music has been integrated into all aspects of
human life [3]. With the continuous development of science
and technology, the creation, storage, and dissemination of
music have been greatly changed. Music is an art form that
takes sound as a means of communication and then pro-
duces emotional experience. Music can directly carry out
emotional communication in the form of sound movement
[4, 5]. It can be said that the essence of music is emotion.*e
specific form of music acoustic vibration is directly related to
human emotion. According to this connection, music can be
used to describe people’s emotional activities in detail [6].
All music activities obey and reflect the fluctuations of
people’s inner world, whether the creators and performers
vent their emotions or the listeners accept the emotional
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connotation of the music. Nowadays, digital music tech-
nology has brought great changes to music, a traditional and
classic way of emotional communication. *e development
of image sequence has brought revolutionary progress to the
creation, communication, storage, and release of music
works. Generally, image sequence noise is an unpredictable
random signal. Noise is very important for image sequence
processing. It affects all links of input, acquisition and
processing of image processing, and the whole process of
output results [7, 8]. In particular, the input of image and the
suppression of acquisition noise are very key problems. If the
input is accompanied by large noise, it will inevitably affect
the whole process and output results. *erefore, a good
image sequence processing system, whether analog pro-
cessing or digital processing by computer, takes reducing the
noise of the first level as the main target [9, 10]. In particular,
with the continuous enrichment of computer music mate-
rials, it has become an important research content to use the
image sequence intelligent information analysis and pro-
cessing method to study the emotional information of music
works, so as to make the computer have the ability to
recognize and express multimodal music emotions like
people.

In this regard, relevant scholars have proposed many
studies. Reference [11] proposed the common neural
mechanism of emotion processing in music and vocalization
and compared the neural mechanisms involved in vocali-
zation and music processing, so as to observe their possible
similarities in emotional content coding. Positive and
negative emotional sounds (such as laughter and crying) and
violin music stimuli extracted by numbers are used as
stimuli, which have common melody contour and main
pitch/frequency characteristics. Reference [12] proposed
that the semantic and episodic memory of music are pro-
vided by different neural networks, and the extraction of
brain semantic memory and episodic memory is completed
by different neural networks. It is basically obtained through
language and visual space materials. Two delay identification
tasks are constructed, one containing only familiar items and
the other only unfamiliar items. For each recognition task,
the general extraction target is presented in the previous
semantic task. By comparing two perceptual control tasks
with another perceptual control task, the situational task and
semantic task are compared. Based on the above analysis, a
multimodal music emotion recognition method based on
image sequence is proposed. *e music emotion features
including acoustic features, melody features, and audio
features are analyzed, and the feature vector is constructed.
*e recognition and classification model based on neural
network is trained, the weight and threshold of each layer are
adjusted, and the feature vector is input into the trained
model to realize the intelligent recognition and classification
of multimodal music emotion. *e threshold of the starting
point range of a specific humming note is given by the center
clipping method, which is used to eliminate the low am-
plitude part of the humming note signal, extract the short-
time spectral structure features and envelope features of the
pitch, and complete the multimodal music emotion rec-
ognition. *e recognition and expression of multimodal

music emotion enable users to realize emotional human-
computer interaction through music, which enriches the
research content of human-computer interaction
technology.

2. Multimodal Music Emotion Recognition and
Classification Based on Image Sequence

In addition to the necessary music itself, a perfect music
performance is a complementary live atmosphere. In music
performance, the contrast of the on-site atmosphere is
mainly realized by lighting, which is often changed with the
emotional factors expressed in the music to assist the music
to create a good stage effect. In this context, in order to better
control the light, multimodal music emotion recognition is
very important [13–15]. *erefore, aiming at multimodal
music emotion, a classification and recognition model is
constructed to complete the research on intelligent recog-
nition and classification of multimodal music emotion in
music performance system.

2.1. Analysis of Emotional Characteristics of Multimodal
Music. *e realization of multimodal music emotion rec-
ognition is based on multimodal music emotion features, so
multimodal music emotion feature extraction is the first link
of this research [16, 17]. In the previous multimodal music
emotion classification, most of them take a music feature as
the classification basis. Although they can also complete the
classification task, their accuracy cannot be guaranteed. In
order to solve the above problems, in this study, a variety of
music features are extracted and fused based on image se-
quences and then classified and recognized based on fusion
features. *e principle of image sequence is shown in
Figure 1.

In order to identify the emotional characteristics in
music [18], it is necessary to understand the composition of
music. Among them, the music related factors that can
obviously show emotional characteristics include acoustic
characteristics, melody characteristics, and audio
characteristics.

2.1.1. Acoustic Characteristics. Acoustic feature refers to the
physical quantity that represents the acoustic characteristics
of multimodal music speech. It is also a general term for the
acoustic performance of many elements of sound, for ex-
ample, the energy concentration area, formant frequency,
formant intensity, and bandwidth representing the timbre of
multimodal music, as well as the duration, fundamental
frequency, and average voice power representing the pro-
sodic characteristics of multimodal music speech. For the
classification of multimodal music speech, the traditional
method is to study the characteristics of pronunciation
organs, such as the tongue position of vowels, front and
back, and the pronunciation position of consonants. Now,
with the progress of science and technology, further fine
research can be made according to the acoustic
characteristics.
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Acoustic factor is the most basic component of music
[19, 20]. Music with different emotions shows different
acoustic characteristics, and the basic corresponding rela-
tionship is shown in Table 1.

2.1.2. Melody Characteristics. Melody features are also called
melody features; that is, the lines composed of high and low
tones with different lengths are the soul of music and the
melody of music. *e tones are organized according to
certain laws [21–23]. *e extracted features include five
aspects.

(1) Balance parameter Y1: Balance refers to the pro-
portional value of the volume in the left and right
channels. *e calculation formula is as follows:

Y1 � Pan(k), k � 1, 2, . . . , 16. (1)

(2) Volume parameter Y2: Volume refers to the loudness
of the sound that can be heard by the human ear.*e
calculation formula is as follows:

Y2 �
Volume

127
. (2)

(3) Pitch parameter Y3: Pitch refers to the vibration
frequency of the fundamental frequency of a note.
Fast paced music has fast vibration frequency; on the
contrary, it has slow vibration frequency. *e cal-
culation formula is as follows:

Y3 �
1
n



n

i�1
Pitch. (3)

(4) Average strength parameter Y4: Strength refers to the
strength of the power generated by music. Soothing
music has weak strength, while more shocking music
has strong strength [24, 25]. *e calculation formula
is as follows:

Y4 � 
N

i�1

Vel(k,i)

N
, k � 1, 2, . . . , 16. (4)

(5) Note energy parameters Y5: Note energy refers to the
sum of the product of note pitch and length. *e
calculation formula is as follows:

Y5 � 
n

i�1
Pij × Dij , j � 1, 2, ..., 16. (5)

In the formula,Pan(k) represents the balance value of left
and right channels, and its value range is 0–127; Volume
represents the volume of the track, with a range of 0–127;
Pitch stands for note pitch; n represents the number of notes
in the track; Vel(k,i) represents the intensity value of the i note
in the k track; k indicates track number; N represents the
number of notes in the k track; Pij andDij represent the pitch
and length of i notes in the j track channel.

2.1.3. Audio Features. Audio feature is an important con-
dition for recognizing and identifying multimodal music
emotion. Different music emotion is expressed through
different audio features. Audio is one of the important
influencing factors in music, which affects the rhythm of
music.*e faster the rhythm, themore obvious the audio, and
the happier the multimodal music emotion expressed. On the
contrary, multimodal music emotion is more dull or de-
pressing [26, 27]. *e description of audio features based on
image sequences can be carried out from two aspects, real-
time domain features and frequency domain features [28].

(1) Time domain characteristics
*e time domain characteristics of audio refer to the
time domain parameters of each frame calculated
from the music signal, mainly including zero
crossing rate and amplitude [29–31].*e following is
a specific analysis.

(1) Zero crossing rate Zn: Zero crossing rate refers to
the frequency at which the audio signal wave-
form passes through the zero level. Generally
speaking, the zero crossing rate in the high-
frequency band of a piece of music will be rel-
atively high; on the contrary, the zero crossing
rate will be relatively low. *rough this param-
eter, we can well distinguish between voiced and
unvoiced sounds in music. Generally, unvoiced
sounds are mostly used in cheerful music, while
voiced sounds are often used in slow and deep
music. *e calculation formula of zero crossing
rate is as follows:

Zn �


N
m�1 sgn snx(m)  − sgn snx(m − 1) 

2N
. (6)

In the formula, snx(m) represents the symbol
function of the audio signal x(m); N represents
the effective width of the window; n represents
the time position of the window.

(2) Range Mn: Amplitude refers to the width expanded
by the waveform vibration of audio signal [32–34].
*e more passionate the music, the greater the audio
amplitude. *e more soothing the music, the
smoother the audio amplitude. *e audio amplitude
is described as follows:

CCD camera

Music platform

Computer

Laser

Optical fiber

Figure 1: Schematic diagram of image sequence.
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Mn � 
n

m�n− (N− 1)

|x(m)w(n − m)|

� 
n

m�n− (N− 1)

|x(m)|w(n − m).

(7)

In the formula, w(n − m) represents the moving
window function.

(3) Frequency domain characteristics: *e frequency
domain characteristics of audio include two: spectral
centroid Ct and spectral flux Ft. *e calculation
formula is as follows:

Spectrum centroidCt �


N
n�1 Mt[n] × n


N
n�1 Mt[n]

,

Spectral fluxFt � 
N

n�1
Nt[n] − Nt− 1[n]( 

2
.

(8)

In the formula, Mt[n] represents the amplitude of
the short-time spectrum of the t frame at the fre-
quency point n; Nt[n] and Nt[n − 1] represent the
normalized amplitude of the spectrum of the t frame
and the t − 1 frame at the frequency point n,
respectively.

Based on the above three categories and 14 multimodal
music emotional features, a feature vector is formed, which
is used to describe the emotional factors of a piece of music.
It is described as follows:

U � U1, U2, U3 . (9)

In the formula, U1 represents acoustic characteristics; U2
represents melody characteristics; U3 represents audio
characteristics. *e audio feature structure is shown in
Figure 2.

2.2. Construction of Multimodal Music Emotion Recognition
Classification Model. Based on the emotional features
contained in the above music, a classification and rec-
ognition model is established to realize multimodal music
emotion recognition and classification, and a neural
network is used to construct the model [35, 36]. BP neural
network is an intelligent algorithm invented by simu-
lating the working principle of human brain neural
network. *e neural network mainly includes three

layers, and the classification processing is realized
through the operation of each layer. *e classification and
recognition model constructed by this algorithm is shown
in Figure 3.

In Figure 3, training is the key in model construction,
and the specific process is as follows. First, enter the choice of
training samples, and after operation of hidden layer and
output layer, you will get results, and then to compare the
results with the expected results, when the difference be-
tween them is less than the set threshold, the training is
completed; otherwise, there will be back propagation, dif-
ference from the output to the input, and repetitive process,
until you reach the optimal weight and threshold. *e
purpose of BP neural network training is to adjust and
optimize the weights and thresholds connected at every two
levels in the model. *erefore, the formula is given as
follows.

(1) Adjustment formula of connection weight wij and
threshold θj between input layer and hidden layer:

wij(N + 1) � wij(N) + β · μk
j · ci

θj(N + 1) � θj(N) + β · μk
j

i � 1, 2, · · · , n

j � 1, 2, · · · , p

0< β< 1

.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(10)

In the formula, μk
j represents the error value in the

hidden layer; ci represents the input eigenvector; N

represents the number of iterations; k represents the
number of training samples; n represents the number
of neurons in the input layer; p represents the
number of neurons in the hidden layer.

(2) Adjustment formula of connection weight vjt and
threshold ct between hidden layer and output layer:

Table 1: Corresponding relationship between acoustic characteristics and multimodal music emotion.

Acoustic characteristics Happy Hate Anger Sadness Fear
Pronunciation Normal Normal Tighten Vague Clear
Pitch mean Very high Very low Very high Slightly lower Very high
Pitch range Very wide Slightly wider Very wide Slightly narrow Very wide
Pitch change Smooth, curved up Wide, downward bending Stress mutation Bend down Normal
Tone quality Breathing sound, singing sound Mumble, chest sound Breathing sound Resonance sound Sharp voice
Speed of speech Fast or slow Very fast Slightly faster Slightly slower Soon
Strength High Low High Low Normal

Audio data 
collector Recommendation engine

Implicit scoring extractorAudio player

Restatement

GradeFlow

Playlist

Figure 2: Audio feature structure.
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vjt(N + 1) � vjt(N) + α · d
k
t · yj

ct(N + 1) � ct(N) + α · d
k
t

j � 1, 2, · · · , p

t � 1, 2, · · · , q

0< α< 1

.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(11)

In the formula, dk
t represents the error value between the

target eigenvector and the actual output vector; yj represents
the output of the hidden layer.

*e trained model based on BP neural network can
realizemultimodal music emotion classification by inputting
test music samples.

2.3. Intelligent Recognition of Note Starting Point Based on
Clipping

2.3.1. Calculation of Correlation Function between Note
Signals. In the process of intelligent optimization and
recognition of the note starting point of feature tone re-
trieval, the initial note signal is preprocessed based on the
image sequence to filter the noise of the high-frequency part.
*e random note signal is divided into short-term stationary
signals based on the image sequence, the similarity between
different phonetic waveform signals is calculated, and the
cross-correlation function between each note signal is ob-
tained.*e design of recognition framework based on image
sequence is shown in Figure 4.

Pervasive environment combines network technology
and mobile technology and designs a customer-oriented

adaptive recommendation structure. Pervasive environment
is composed of network devices, including computers,
mobile phones, and various network connected appliances,
and network services including computing, management,
and control. In this environment, the network can collect
query, configuration, and management information from

Music samples

Test sample

Training
sample

Features

Features

Neural network
recognition

model
Result

Initialize
weights and
thresholds

Output of
each layer

Error between actual output
and expected output

Is it less than the
threshold

Output
threshold and

weight
Back

propagation

Adjustment

Y N

Figure 3: Classification and recognition model based on BP neural network.

User query System 
administrator

Configuration 
administrator

Network

Web 
server

Data 
server

Application 
server

Interface server

Network

Integrated application 
platform

Figure 4: Frame diagram of recognition based on image sequence.
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users and administrators, transfer these pieces of informa-
tion to each server port, and then apply them to the com-
prehensive platform through the network to provide the
basis for the design of the recommendation system.

*e specific steps are detailed as follows.
Assuming that n represents the note frame length and N

represents the sampling points in the frame, each humming
note signal in the feature tone retrieval is windowed and
framing processed by formula (11), so as to make each
humming note signal short-term stable:

W(n) �
x(n) × E(n)

N × n
. (12)

In the formula, x(n) represents any humming note
signal and E(n) represents the short-time energy of x(n).

Assuming that s(k) represents the current sampling
value of short-time humming note signal, s(k) is defined as
the linear combination of historical sampling value and
excitation signal, which is expressed by the following
formula:

s(k) �
s(n) × e(n) × v(n)

ai × p
× G. (13)

In the formula, ai represents the prediction coefficient of
the image sequence, p represents the prediction order of the
image sequence, G represents the gain factor of the image
sequence, e(n) represents the glottic pulse excitation of the
image sequence, and v(n) represents the channel response
value of the image sequence.

x(n) is judged as the result of glottic pulse excitation
e(n) filtered by channel response v(n), and e(n) is a short-
time humming note signal with periodic characteristics.

Assuming that Rcorss(t) represents a function with the
same period, the similarity between waveform signals of
different humming notes is calculated by the following
formula:

Rauto(t) �
1
N



N

n�1
x(n)x(n + t). (14)

*e similarity between the waveform signals of different
humming notes mainly has two states: Cross and Jiugong
grid, as shown in Figures 5 and 6.

Regular squares are used to represent the similarity
between different humming note waveform signals. Gen-
erally, the image sequence value is 0 or 1. *e two-di-
mensional space is formed by a large number of image
sequences. *e adjacent elements are the subelements to be
studied, and their shape is mainly square. y(n) represents
x(n) and signals with the same period T, and the mathe-
matical expression for discrete-time signals is given by the
following formula:

Rcross(t) �
1
N



N

n�1
x(n) × y(n)

T
. (15)

Based on the image sequence, the center clippingmethod
is used to give the threshold of the starting point range of
specific humming notes, which is expressed as follows:

x″(n) �
s(n) + g(n)

y(n) × x(n)
. (16)

In the formula, represents Additive White Noise
Gaussian independent of s(n). y(n) is the third-order level
signal of humming note searched by x(n) through clipping
method, eliminates the low amplitude part of humming note
signal, and calculates the correlation function between
humming note starting point signals.

To sum up, it can be explained that, in the process of
intelligent optimization and recognition of note starting
point of feature tone retrieval, the initial note signal is
preprocessed, the similarity between different note wave-
form signals is calculated, and the cross-correlation function
between each note signal is obtained, which lays a foun-
dation for intelligent optimization and recognition of note
starting point of feature tone retrieval.

2.3.2. Intelligent Optimization Recognition of Note Starting
Point Based on Starting Point Feature. Because the melody
pitch feature extraction is a key link in the intelligent op-
timization and recognition of the note starting point of the
feature tone retrieval and directly affects the quality of the
feature tone retrieval, in the process of recognition, the
short-term spectral structure features and envelope features
of the melody pitch are extracted based on the correlation
function between the obtained note starting point signals
based on the image sequence. Based on the feature trans-
formation and fusion of each melody pitch starting point,
the intelligent optimization recognition of note starting

Figure 5: Cross structure.

Figure 6: Jiugong lattice structure.

6 Scientific Programming



point is completed. *e flowchart of image sequence feature
extraction is shown in Figure 7.

According to Figure 7, firstly, the input multimodal
music audio signal is prefiltered to convert the input analog
audio into a digital audio signal within the sound frequency
range that can be received by the human ear. Secondly,
according to the short-time stability of the audio signal, the
preweighted audio signal is processed into frames, and the
Hamming window is used to window the signal of each
frame to reduce the influence of Gibbs effect. *e short-time
Fourier transform converts the time domain signal into the
frequency domain signal, which is convenient for the tri-
angular window filtering of the subsequent Mel filter. *en,
the logarithm of the filtered signal is taken, and the discrete
cosine transform is carried out to remove the correlation
between the signals of various dimensions, and the signal is
mapped to the low dimensional space. Finally, the Mel
cepstrum coefficient is obtained by spectral weighting,
cepstrum mean subtraction, and difference processing.
Because the lower order parameters of cepstrum are easily
affected by the characteristics of speaker and channel, the
recognition ability is improved.

*e specific steps of intelligent optimization identifica-
tion are detailed as follows.

Assuming that z(o) represents the smoothing parame-
ters of the pitch trajectory, based on the obtained Rcross′ (t),
the short-time spectral structure features of the extracted
humming melody pitch represented by BN and the envelope
features represented byMFCC are extracted by the following
formulae:

BN �
Rcross′ (t) × z(o)

ϖ(j) × ε(h)
, (17)

MFCC �
Rcross′ (t) × z(o)

ϖ(j) × BN
. (18)

In the formula, ϖ(j) represents the number of starting
points of humming notes and ε(h) represents the offset
vector.

A set of transformationmatrices for the starting points of
humming melody pitch is obtained by discrimination
training. Based on the image sequence, each transformation
matrix in the set corresponds to a region in the feature space
division of the starting points of humming notes, which is
transformed with the transformation matrix corresponding
to the region to which the feature vector belongs. It is as-
sumed that o(t) represents the input feature of time t, Ai

represents the transformation matrix corresponding to the i

domain, and the characteristic transformation of the s

melody pitch segment is described by the following formula:

os
′(t) � R 

Ai

i�1
S × o(t) × xi,s. (19)

In the formula, R represents the starting paragraph of
melody pitch after domain division and xi,s represents the
weight coefficient corresponding to the selected feature
transformation matrix Ai.

Assuming that h represents the excitation signal of the
BN layer humming melody pitch node, the transformation
matrix features represented by MBN and MRDLT are fused by
the following formula:

ycon(t) �
M

BN
, M

RDLT
 

h × xo(t)
. (20)

In the formula, xo(t) represents the regularization
function.

Assuming that the estimated value of β noise spectrum is
used, the parameters of the fused transformation matrix
feature ycon(t) are optimized by the following formula:

HMPE Ycon(  �
ycon(t) × M

BN
× M

RDLT

M
O

. (21)

In the formula,MO represents the transformationmatrix
corresponding to the nonzero coefficient term. Based on the
results calculated by formula (21), the intelligent recognition
of note starting point in feature tone retrieval can be ef-
fectively completed, so as to complete the research of
multimodal music emotion recognition method based on
image sequence.

3. Experimental Analysis

In order to test the application effect of the multimodal
music emotion recognition method based on image se-
quence, MATLAB software is used as the algorithm oper-
ation platform, and a specific example is selected for
simulation test and analysis. *e experimental environment
settings are shown in Table 2.

*e samples selected in the test are from the emotional
corpus. According to the selected samples and the emotions
to be expressed, they are divided into five categories. *e
specific distribution of samples is shown in Table 3.

Kappa coefficient is selected as the index to evaluate the
intelligent recognition and classification of music emotion.
Kappa coefficient is used for consistency test and classifi-
cation accuracy. Its calculation formula is as follows.

Pre aggravation

Framing

Pre filtering

Windowing

Take logarithm

Spectral 
weighting

Triangular 
window filtering

Cepstrum mean 
subtraction

Image feature 
recognition

End

Start

Figure 7: Flowchart of image sequence feature extraction.
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k �
po − pe

1 − pe

. (22)

In the formula, po is the observation consistency rate and
pe represents the expected consistency rate. *e larger the
values of k ∈ [− 1, 1] and the larger the k value, the more
consistent the two results. When k≥ 0.75, the results are
consistent and the classification recognition is more accu-
rate. If k< 0.4, it indicates lack of consistency and poor
classification and recognition accuracy.

Input the test samples in Table 3 into the trained neural
networkmodel, test the samples, count the sample test results,
and calculate the kappa coefficient. *e results are as follows:

kHappy � 0.855,

kSadness � 0.870,

kTender � 0.912,

kAnger � 0.825,

kFear � 0.811.

(23)

*e kappa coefficient k values calculated above are
greater than 0.75, indicating that the recognition and clas-
sification results are in good agreement with the actual
results, and the classification and recognition accuracy is
high, which has achieved the research purpose. *e

Table 2: Experimental parameter setting.

Parameter Numerical value
Node 10
CPU 2
Core frequency 1.9GHz
Memory 8GB

Table 3: Distribution of test samples.

Emotion type Music clip name Characteristic dimension Sample properties

Happy

Red head rope fragment 455 Training sample
Love in the rain 355 Training sample
Carmen fragment 784 Test sample
Trout fragment 232 Test sample

Sadness

Schindler list theme song clip 534 Training sample
Liang Zhu fragment 454 Training sample
Pathetique fragment 234 Test sample
Parting fragment 545 Test sample

Tender

Lullaby fragment 215 Training sample
Blue Danube segment 313 Training sample

Little star clip 534 Test sample
To Alice 341 Test sample

Anger

Polish dance pieces 132 Training sample
Destiny fragment 1 431 Training sample

International song clip 453 Test sample
Empty madness 315 Test sample

Fear

Gloomy Sunday clip 341 Training sample
Ghost call clip 345 Training sample

*irteen pairs of eyes 422 Test sample
Step by step press clip 244 Test sample

Table 4: Recognition results of some music clips.

Music clip name Emotion type Paper method Reference [11] method Reference [12] method
Little star clip Tender Tender Sadness Sadness
Blue Danube segment Tender Tender Sadness Happy
Liang Zhu fragment Sadness Sadness Tender Tender
Love in the rain Happy Happy Tender Tender
Trout fragment Happy Happy Happy Tender
Ghost call film Fear Fear Fear Sadness
Segment 2 Sadness Sadness Sadness Fear
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multimodal music emotion recognition method is used to
identify the music fragments in the test set, and some test
samples and their discrimination results are intercepted, as
shown in Table 4.

It can be seen from Table 4 that the identification results
of the same test sample by different methods are different.
Rhythm andmelody characteristics have a great influence on
the recognition of music emotion. On the premise that the
image sequence is unchanged, selecting the appropriate
music feature input vector will improve the accuracy of
multimodal music emotion recognition to a certain extent.

4. Conclusion and Prospect

4.1. Conclusion. Multimodal musical emotion is a break-
through in the field of artificial intelligence. It has become a
new research feature of computer science, cognitive science,
neuroscience, brain science, psychology, behavioral science,
and other interdisciplinary fields. Multimodal musical
emotion understanding is an important branch of emotion
computing and has a broad development prospect. *e
multimodal music emotion recognition method based on
image sequence verifies the performance of the algorithm
through an example. *e kappa coefficient proves that the
classification recognition accuracy of the algorithm is high,
which achieves the research goal. Meanwhile, the rhythm
and melody characteristics have a great influence on the
recognition of music emotion.

4.2. Prospect. *e possible future research direction is to
apply deep learning method to music emotion recognition.
Deep learning is a kind of based on feature hierarchical
structure, characteristics of unsupervised learning learning
method, has a lot of the hidden layer of all the excellent
characteristics of artificial neural network learning ability,
learning and to the characteristics of the characterization of
the nature of the data more throughmillions of music is used
to study characteristics. *us, let the machine independently
choose better music features to describe the relationship
between the music and the emotion.
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Discriminant graph embedding-based dimensionality reduction methods have attracted more and more attention over the past
few decades. /ese methods construct an intrinsic graph and penalty graph to preserve the intrinsic geometry structures of
intraclass samples and separate the interclass samples. However, the marginal samples cannot be accurately characterized only by
penalty graphs since they treat every sample equally. In practice, these marginal samples often influence the classification
performance, which needs to be specially tackled. In this study, the near neighbors’ hypothesis margin of marginal samples has
been further maximized to separate the interclass samples and improve the discriminant ability by integrating intrinsic graph and
penalty graph. A novel discriminant dimensionality reduction named LMGE-DDR has been proposed. Several experiments on
public datasets have been conducted to verify the effectiveness of the proposed LMGE-DDR such as ORL, Yale, UMIST, FERET,
CMIU-PIE09, and AR. LMGE-DDR performs better than other compared methods, and the corresponding standard deviation of
LMGE-DDR is smaller than others. /is demonstrates that the evaluation method verifies the effectiveness of the
introduced method.

1. Introduction

Dimensionality reduction (DR) is more important in most
fields such as machine learning and pattern recognition
[1–4]. It aims to resolving the curse of dimensionality by
achieving relevant low-dimensional representations of
high-dimensional datasets. Linear discriminant analysis
(LDA) and principal component analysis (PCA) are the
most representative methods [5, 6]. PCA obtains low-
dimensional space by maximizing variance. LDA can use
label information to project the feature space to distin-
guish categories by maximizing the interclass distance and
minimizing the intraclass distance. However, LDA cannot
capture the local structure of data. As is known, the local
structures of high-dimensional data are very important
for data representation.

K near neighbor graph can better characterize the local
structure of data [7]. /us, over the past years, graph em-
bedding-based dimensionality reduction methods have
sprung up [7, 8], such as LLE [9], Isomap [10, 11], and
Laplacian eigenmap [12]. However, these manifold learning
methods do not directly process the new samples because
they do not obtain any mapping function, which is known as
the ‘out-of-sample’ problem [13]. /erefore, to solve the
problem, a more effective method is presented to obtain the
explicit projection mapping. Locality preserving projections
(LPPs) are to preserve the local structure of data in the low-
dimensional space, which is a famous method [2]. For its
simplicity and effectiveness, its variants have been proposed
[14, 15]. However, LPP performs worse in classification since
it does not fully use label information, which is an unsu-
pervised method [16]. Neighborhood preserving projection
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(NPP) preserved the local neighborhood information on the
data manifold [17].

To further improve the classification performance, dis-
criminant graph embedding-based methods have gradually
become a popular research topic by using label information,
which aims to preserve the within-class geometrical struc-
ture while, at the same time, maximizing the between-class
distances of different manifolds [18]. /us, recently, more
and more discriminant graph embedding-based methods
have been studied. Marginal fisher analysis (MFA) con-
structs two adjacency graphs to maximize the separability
between pairwise marginal data points [19]. Local dis-
criminant embedding (LDE) [20] utilized the label infor-
mation and proposed the nearest neighbor-based
embedding. However, it suffers from the so-called small-
sample-size (SSS) problem that it cannot directly be applied
to high-dimensional data [20]. Considering the local
intraclass attraction or interclass repulsion, discriminant
neighborhood embedding (DNE) was proposed to make
data points in the same class compacted, whereas the gaps
between classes become wider in a low-dimensional sub-
space [21]. However, DNE does not always set the edges with
its neighbors of different classes, which would reduce the
interclass distance in the new space and will deteriorate the
classification [22]. /us, Ding et al. constructed double
adjacency graphs to link their homogeneous and hetero-
geneous neighbors and introduced a more effective version
of DNE termed DAG-DNE [22]. Inspired by DAG-DNE,
some discriminant analysis-based methods have been pro-
posed over the past few years [23–33].

Most dimensionality reduction methods can be unified in
the graph-embedding framework [19]. /e ways to construct
the similarity graph and the penalty graph among these
methods are different [34]. /erefore, the graph-embedding-
based methods are sensitive to the weight matrix, whereas they
endow the same weight for each sample (including marginal
samples) in the same way. However, as stated in [35], these
marginal samples located in the class margin in the high-di-
mensional space have been treated to achieve maximum be-
tween-class hypothesis margin and good classification
performance, which is more crucial in the classification per-
formance. /erefore, large hypothesis margins between near
neighbors of these marginal samples can improve the dis-
criminating power of embedding features and should be
treated separately. In this study, for the marginal samples, the
nearest neighbors’ hypothesis margin of the marginal sample
has been considered and maximized to improve the dis-
criminant power, in addition to constructing double adjacency
graphs. In this study, a novel large margin graph embedding-
based discriminant dimensionality reduction named LMGE-
DDR has been introduced. Most experimental results confirm
the effectiveness of the proposed LMGE-DDRon several public
datasets.

2. Methods

Firstly, the common notations in this study are presented.
/e high-dimensional data are denoted as X � [x1, x2,

. . . , xn] ∈ Rd×n with n samples in d-dimensions and include

C classes with class ci ∈ 1, 2, . . . , C. yi � PTxi denotes that
the sample xi is transformed by the matrix
P � [p1, p2, . . . , pr] ∈ Rd×r, where d≫ r, pi ∈ Rd is any one
column vector. N+

k(xi) (N−
k (xi)) and Nk(xi), respectively,

denote the k neighbors with the same class (different class)
and k neighbors of sample xi.

2.1. DNE. Discriminant neighborhood embedding (DNE)
considered the local intraclass attraction and interclass re-
pulsion and learned the intrinsic graph Fw and penalty graph
Fb as follows:

F
w
ij �

1, xi ∈ Nk xj  orxj ∈ Nk xi( ， ci � cj,

0, otherwise,

⎧⎨

⎩

F
b
ij �

1, xi ∈ Nk xj  orxj ∈ Nk xi( ， ci � cj,

0, otherwise.

⎧⎨

⎩

(1)

/e objective function can be denoted as follows:

max θ(P) � Ψ(P) −Φ(P),

s.t. P
T
P � Ι.

(2)

Herein,

Φ(P) � 

xi∈N+
k

xj( 



xj∈N+
k

xj( 

P
T
xi − P

T
xj

2
F

w
ij,

� 2P
T
X D

w
− F

w
( X

T
P,

(3)

where Dw
ii � 

j

Fw
ij.

Ψ(P) � 

xi∈N−
k

xj( 



xj∈N−
k

xj( 

PT
xi − PT

xj
2
F

b
ij,

� 2P
T
X D

b
− F

b
 X

T
P,

(4)

where Db
ii � jF

b
ij.

/e constraint PTP � Ι can preserve the local structure
and reinforce the discriminant ability [36].

/e objective in (2) can be rewritten by the formal of
trace as follows:

θ(P) � Ψ(P) −Φ(P),

� 2trP
T
X D

b
− F

b
 X

T
P − 2trP

T
X D

w
− F

w
( X

T
P

� 2trP
T
X D

b
− F

b
− D

w
+ F

w
 X

T
P

� 2trP
T
XSX

T
P,

(5)

where S � Db − Fb − Dw + Fw. /erefore, the objective
function (2) can be rewritten as follows:

max θ(P) � tr P
T
XSXP ,

s.t. P
T
P � Ι.

⎧⎪⎨

⎪⎩
(6)

/e projection matrix P can be found by resolving the
following eigenvector problem:
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XSX
T
P � λP, (7)

where λi is the eigenvalues, i� 1,...,d, and Pi (i� 1,...,d) is the
corresponding eigenvector. Assume λ1 ≥ λ2 ≥ · · · ≥ λd and
P � [P1, P2, . . . , Pr]. /e details are presented in [21].

2.2. DAG-DNE. Double adjacency graph-based discrimi-
nant neighborhood embedding termed DAG-DNE con-
structed double adjacency graphs to propose a more effective
version of DNE. In DAG-DNE, Fb and Fw can be defined as
follows:

F
w
ij �

1, xi ∈ Nk xj  orxj ∈ Nk xi( ,

0, otherwise,

⎧⎨

⎩

F
b
ij �

1, xi ∈ Nk xj  orxj ∈ Nk xi( ,

0, otherwise.

⎧⎨

⎩

(8)

/e projection matrix P can be solved as in DNE as
follows:

maxθ(P) � Ψ(P) −Φ(P),

s.t.PT
P � Ι.

 (9)

3. Proposed Method

It is revealed that the weights in the adjacency matrix have
been endowed in the same way for each sample including the
marginal sample, which cannot further improve the be-
tween-class hypothesis margin and deteriorates the classi-
fication performance. In this study, the marginal sample is
defined in Definition 1. /e hypothesis margin was studied
as in [37–39].

Definition 1 (marginal sample). xi is regarded as a marginal
sample if ∃xj ∈ Nk0

(xi) and ci ≠ cj.
/e marginal samples in this study are the ones located

in class margin. Figure 1 is the k0 near neighbors’ graph and
shows the marginal samples (i.e., {5, 6, 7, 8}).

Definition 2 (hypothesis margin). As is shown in [37], the
hypothesis margin can be defined as follows:

H(x) �
1
2

x − nearmiss(x) − x − near hit(x), (10)

where nearhit(x) and nearmiss(x) denote the nearest
neighbors of sample xwith the same class and different class,
respectively. ‖ · ‖ represents the L2 norm. /e sample x can
be accurately recognized by 1NN classifier (the nearest
neighbor) when Η(x)> 0, as illustrated in Figure 2.

Definition 3 (heterogeneous near neighbors’ hypothesis
margin). A marginal of sample x1 is shown in Figure 3 to
illustrate the heterogeneous near neighbors’ hypothesis
margin of x1, which is defined as follows:

N
+
k1 x1(  � x2, x3, x4 . (11)

Herein, N+
k2

(x1) � x2, x3, x4 , N−
k1

(x1) � x5, x6, x7 .

As shown in (11), it can keep the heterogeneous samples
separated and achieve a large margin between heterogeneous
near neighbors when all the expressions in brackets are larger
than zero, whichmeans it can be correctly classified by the 1NN
classifier.

4. LMGE-DDR

On the basis of DAG-DNE, the marginal samples in high-
dimensional space are additionally treated separately by

1 6

4

5

2

3

8

9

10

7

Figure 1: An illustration of k0 near neighbors graph and marginal
samples. Different style corresponds to different classes (k0 � 3).
Nodes {5 6 7 8} are the marginal samples.
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Figure 2: Illustration of the hypothesis margin.
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Figure 3: Illustration of heterogeneous near neighbors’ hypothesis
margin (k1 � k2 � 3).
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maximizing the heterogeneous near neighbors’ margin,
which can improve the discriminant power. LMGE-DDR
can be proposed as follows:

/e interclass weight Fb
ij and Fw

ij are the same as in DAG-
DNE, the objective function of LMGE-DDR can be denoted
as

max θ(P) � Ψ(P)Φ(P) + M(P),

s.t. P
T
P � Ι.

 (12)

Here, Ψ(P),Φ(P) are the same as in DAG-DNE. MS
denotes the marginal samples set in the high-dimensional
space. α is a trade-off parameter and here α ∈ [0, 1].

/is objective function is transformed into two parts as
follows:
Ψ(P) −Φ(P) � 2trPTXSXTP based on (5).

M(P) � 
xi∈MS



xt∈N−
k1 xi( )


xi∈MS



xj∈N−
k1 xi( )

(1 − α) P
T
xi − P

T
xt

����
���� − α P

T
xi − P

T
xj

�����

����� ,

� 
xi∈MS

(1 − α) 

xt∈N−
k1 xi( )

k2 P
T
xi − P

T
xt

����
���� − α 

xj∈N+
k2 xi( )

k1 P
T
xi − P

T
xj

�����

�����
⎛⎜⎜⎜⎜⎝ ⎞⎟⎟⎟⎟⎠,

� 
xi∈MS

(1 − α) 

xt∈N−
k1 xi( )

k2 xi − xt(  − PP
T

xi − xt(  − α 

xj∈N+
k2 xi( )

k1 xi − xt(  − PP
T

xi − xt( ⎛⎜⎜⎜⎜⎝ ⎞⎟⎟⎟⎟⎠.

(13)

/e solution of (12) is easily obtained by solving the
maximum eigenvalue problem.

XSX
T
P + 

xi∈MS

(1 − α)Gi − αHi( P � λP. (14)

Here, Gi � xt∈N−
k1(xi)

k2(xi − xt)
T(xi − xt)

Hi � Gi � 

xj∈N−
k1 xi( )

k1 xi − xt( 
T

xi − xt( ,
(15)

where λi is the eigenvalues, i� 1,...,d, and Pi is the corre-
sponding eigenvector, i� 1,...,d. Assume λ1 ≥ λ2 ≥ · · · ≥ λd

and P � [P1, P2, . . . , Pr].
/e details of LMGE-DDR can be seen in Algorithm 1.

5. Analysis of LMGE-DDR

In this section, LMGE-DDR will be analyzed to illustrate the
effectiveness in preserving the geometrical and discriminant
structures.

Although LMGE-DDR is similar to DAG-DNE in
constructing an adjacency graph, for themarginal samples in
high-dimensional space, LMGE-DDR maximizes the het-
erogeneous near neighbors’ hypothesis margin to achieve a
large between-class margin in low-dimensional subspace
and discriminate the local structure of neighbors, improving
the discriminant power compared to DAG-DNE.

/e performances of LMGE-DDR in a Toy data are il-
lustrated in Figure 4.

As shown in Figure 4(a), for the sample x1, nearhit(x1) is
x2 and nearmiss(x1) is x3. /us, based on (12), the hy-
pothesis margin of x1 is denoted as follows:

H x1(  �
1
2

x1 − nearmiss x1(  − x1 − nearhit x1( ( ,

�
1
2

x1 − x3 − x1 − x2(  � −0.83.

(16)

Based on Definition 2, the sample x1 will be recognized
by mistake because its hypothesis margin is less than zero.

/e embedded results and hypothesis margins in one-
dimensional space are illustrated in Figures 4(b)–4(e)). It can
be seen that the hypothesis margins of sample x1 in the low-
dimensional space are less than zero in MFA and DAG-
DNE, which is the opposite situation in MNMDP, DNE, and
LMGE-DDR. In LMGE-DDR, the hypothesis margin of
sample x1 is larger (H(x1)� 0.39) than that in DAG-DNE,
which is useful for the classification.

Overall, maximizing the heterogeneous near neighbors’
hypothesis margin of marginal samples can further improve
the discriminant power in low-dimensional space.

6. Experiments

In this section, compared with several popular methods such
as DAG-DNE, DNE, MNMDP, and MFA, LMGE-DDR is
conducted on several experiments systematically to verify its
effectiveness. Specifically, the performance of LMGE-DDR is
illustrated on the experiments of face recognition and 2-
dimensional visualization. /e randomly selected l images
from each person constitute the training data, and the
remaining are the testing data. /e nearest neighbor pa-
rameters k, k1, and k2 in constructing adjacency graphs are
set as l-1 for all methods as in [40]. PCA is taken to reduce
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Input: a training set (xi, ci) 
N
i�1, α, k1, k2, k and the dimensionality of discriminant subspace r.

Output: projection matrix P;
(1) Construct the intraclass adjacency graph Fw by:

Fw
ij �

1, xi ∈ Nk(xj) or xj ∈ Nk(xi)

0, otherwise

and interclass adjacency graph Fb by:

Fb
ij �

1, xi ∈ Nk(xj) or xj ∈ Nk(xi),

0, otherwise,

(2) computing the MS, Gi, Hi based on (15)
(3) Eigendecompose the matrix, where XSXT + xi∈MS((1 − α)Gi − αHi))

(4) Choose the r largest eigenvalues corresponding eigenvectors: P � [P1, P2, . . . , Pr].

ALGORITHM 1: LMGE-DDR.
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Figure 4: Continued.
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Figure 4: Illustration of embedding space and hypothesis margins: (a) Toy data (H(x1) � -0.83)); (b) MFA (k1 � k2 � 5, H(x1) � -0.84);
(c) MNMDP ((k) � 5, H(x1) � 0.19); (d) DNE ((k) � 5, H(x1) � 0.43); (e) DAG-DNE ((k) � 5, H(x1) � -0.84); (f ) LMGE-DDR ((k) �

k1 � k2 � 3, (a) � 0.8, H(x1) � 0.39).
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Figure 5: Continued.
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Figure 5: Illustration of visualization on wine dataset: (a) MFA (k1 � 15, k2 � 25); (b) DNE ((k)� 15); (c) MNMDP ((k)� 15); (d) DAG-DNE
((k)� 15); (e) LMGE-DDR ((k)� k1 � k2 �15, k0 � 9, (a)� 0.8).
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Figure 6: Continued.
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the dimensions by nearly 98% of the image energy. /e 1NN
classifier is applied to perform the classification. /e average
result of 20 runs is regarded as the classification result.

6.1. 2D Visualization. Wine dataset is taken to perform the
2D visualization as shown in Figure 5 [41]; from Figure 5, it
can be seen clearly that the sample points in the low-di-
mensional space learned by LMGE-DDR are separated
compared to DAG-DNE.

6.2. Face Recognition. LMGE-DDR is evaluated on the ORL
(http://www.cad.zju.edu.cn/home/dengcai/Data/FaceData.
html), FERET [42], AR [43], Yale†, UMIST (https://www.
sheffield.ac.uk/eee/research/iel/research/face), and CMU-
PIE09† face datasets to evaluate the classification perfor-
mance and it has been systematically compared with several
popular methods such as MFA, MNMDP, DNE, and DAG-
DNE.

6.2.1. Parameter Analysis. /e sensitivity of parameter k0, a
in LMGE-DDR is analyzed on several face datasets when
parameters k, k1, and k2 have been set as l-1. Figure 6
presents the best recognition rates of LMGE-DDR with the
different values of k0, a. /e results in Figure 6 reveal that
the recognition accuracy of LMGE-DDR fluctuates up and

down. In total, the best recognition accuracy can be
achieved when a and k0 are larger. /e reason is that large a
can make marginal samples tightly clustered toward the
class center. /e large k0 is, the more marginal samples are.
/at is to say, heterogeneous near neighbors’ margin of
more marginal samples can be maximized and achieve
large between-class margin, which is favorable for classi-
fication. /us, the values of k0 and a in LMGE-DDR on
different datasets are adopted by cross-validation in face
recognition experiments.

6.2.2. Experiments Results. In this section, several experi-
ments on public datasets have been conducted to verify the
effectiveness of the proposed LMGE-DDR, such as ORL,
Yale, UMIST, FERET, CMIU-PIE09, and AR, whose ex-
ample images are shown in Figure 7. Each image in ORL is
first aligned and cropped to 32 × 32. Each image in Yale is
first aligned and cropped to 32 × 32. Each image in UMIST is
first aligned and cropped to 40 × 50. All the images in FERET
are cropped to 80 × 80. All the images in CMIU-PIE09 are
cropped to 64 × 64. All the images in AR are cropped to 50 ×

40. Tables 1–6 are the best recognition results on different
datasets. Figure 8 are the recognition results on different
dimensions.

As shown in Figure 8 and Tables 1–6, we can see that in
most experiments, LMGE-DDR performs better than other
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Figure 6: Recognition accuracy (%) of LMGE-DDR with variations of a, k0: (a) ORL (1� 9); (b) UMIST (1� 10); (c) AR (1� 9); (d) Yale
(1� 9).
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compared methods and the corresponding standard devi-
ation of LMGE-DDR is smaller than others.

6.2.3. Time Cost Analysis. In this section, the time cost of
different methods is evaluated on several datasets

including ORL, Yale, UMIST, and FERTET. In Table 7, it
is computed by the time of running one time where l � 5,
d � 20.

It can be concluded that LMGE-DDR is comparable with
other methods in time cost; however, some perform better
than others.

(a) (b)

(c) (d)

(e) (f)

Figure 7: Illustration of some images on different datasets: (a) ORL; (b) Yale; (c) UMIST; (d) FERET; (e) CMU PIE; (f ) AR.

Table 1: /e classification performance on the ORL dataset (%).

Method l� 5 (k0 � 3, a� 0.8) l� 6 (k0 � 3, a� 0.8) l� 7 (k0 � 5, a� 0.8)
MFA 88.10 ± 2.36 (55) 91.19 ± 1.98 (61) 92.79 ± 1.78 (54)
DNE 89.08 ± 1.88 (39) 91.53 ± 1.21 (43) 93.46 ± 1.76 (39)
MNMDP 95.45 ± 1.51 (20) 96.01 ± 1.21 (27) 97.61 ± 1.11 (31)
DAG-DNE 96.67 ± 0.94 (40) 97.66 ± 0.97 (59) 98.29 ± 1.16 (34)
LMGE-DDR 96.95 ± 1.14 (24) 98.03 ± 0.89 (22) 98.88 ± 0.98 (30)

Table 2: /e classification performance on the Yale dataset (%).

Method l� 7 (k0 � 3, a� 0.8) l� 8 (k0 � 5, a� 0.8) l� 9 (k0 � 7, a� 0.8)
MFA 62.34 ± 4.24 (45) 63.63 ± 5.61 (50) 68.23 ± 5.71 (45)
DNE 67.36 ± 4.17 (21) 69.23 ± 5.33 (26) 73.23 ± 5.63 (28)
MNMDP 71.23 ± 3.62 (26) 72.20 ± 5.39 (21) 76.23 ± 5.29 (21)
DAG-DNE 77.58 ± 4.76 (21) 77.87 ± 5.56 (18) 81.17 ± 5.26 (16)
LMGE-DDR 83.17 ± 3.21 (40) 83.78 ± 4.15 (28) 86.17 ± 4.55 (22)
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Table 3: /e classification performance on the UMIST dataset (%).

Method l� 10(k0 � 7, a� 0.8) l� 11 (k0 � 7, a� 0.8) l� 12(k0 � 7, a� 0.8)
MFA 95.81 ± 1.42 (35) 96.54 ± 1.01 (40) 95.81 ± 1.42 (35)
DNE 97.45 ± 1.11 (12) 97.98 ± 1.17 (10) 97.45 ± 1.11 (12)
MNMDP 98.16 ± 0.84 (12) 98.52 ± 1.01 (10) 98.16 ± 0.84 (12)
DAG-DNE 98.43 ± 0.68 (26) 98.91 ± 0.76 (18) 99.13 ± 0.62 (24)
LMGE-DDR 98.85 ± 0.51 (24) 99.04 ± 0.54 (22) 99.35 ± 0.59 (24)

Table 4: /e classification performance on the FERET dataset (%).

Method l� 4 (k0 � 3, a� 0.8) l� 5 (k0 � 3, a� 0.8) l� 6 (k0 � 3, a� 0.8)
MFA 36.68 ± 1.55 (60) 60.00 ± 2.32 (65) 44.53 ± 2.79 (60)
DNE 69.47 ± 1.43 (22) 56.58 ± 1.97 (12) 60.38 ± 2.57 (16)
MNMDP 99.03 ± 0.34 (76) 72.47 ± 1.66 (72) 77.33 ± 2.78 (42)
DAG-DNE 84.75 ± 1.28 (30) 87.88 ± 1.04 (36) 89.63 ± 1.76 (48)
LMGE-DDR 88.05 ± 0.86 (32) 89.71 ± 0.67 (40) 90.73 ± 1.68 (36)

Table 5: /e classification performance (%) on the CMIU-PIE09 dataset.

Method l� 10 (k0 � 5, a� 0.8) l� 8 (k0 � 5, a� 0.8) l� 6 (k0 � 5, a� 0.8)
MFA 72.45 ± 2.67 (60) 63.47 ± 2.35 (60) 53.17 ± 1.65 (60)
DNE 72.60 ± 1.79 (60) 64.56 ± 1.81 (60) 54.89 ± 1.67 (60)
MNMDP 93.24 ± 0.89 (60) 91.11 ± 1.01 (60) 87.51 ± 0.97 (60)
DAG-DNE 93.92 ± 0.73 (56) 92.65 ± 1.02 (59) 90.56 ± 0.88 (59)
LMGE-DDR 94.29 ± 0.61 (60) 93.31 ± 0.83 (52) 91.35 ± 0.83 (54)

Table 6: /e classification performance (%) on the AR dataset.

Method l� 5 (k0 � 3, a� 0.8) l� 7 (k0 � 3, a� 0.8) l� 9 (k0 � 7, a� 0.8)
MFA 76.59 ± 1.67 (200) 83.38 ± 1.19 (201) 87.15 ± 1.65 (196)
DNE 78.19 ± 1.58 (190) 86.13 ± 1.49 (194) 95.04 ± 1.15 (126)
MNMDP 97.55 ± 0.75 (72) 99.03 ± 0.34 (76) 99.51 ± 0.19 (64)
DAG-DNE 97.47 ± 0.84 (196) 98.81 ± 0.37 (132) 99.02 ± 0.39 (56)
LMGE-DDR 97.81 ± 0.72 (60) 99.07 ± 0.22 (56) 99.42 ± 0.27 (38)
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Figure 8: Continued.
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7. Conclusions and Future Works

In this study, we propose a novel graph embedding-based
dimensionality reduction approach named LMGE-DDR,
which is based on heterogeneous near neighbors’ hy-
pothesis margin. Different from other discriminant
learning methods, for marginal samples in high-dimen-
sional space, we additionally maximize the heterogeneous
near neighbors’ hypothesis margin to achieve a large
between-class margin, excluding learning two kinds of
adjacency graphs for each same equally /is is very crucial
for classification of the experiment results. Experimental
results illustrate the effectiveness of LMGE-DDR. In this
paper, we also employed several evaluation methods to
evaluate the proposed model. /e results show that on
several public datasets such as ORL, Yale, UMIST, FERET,
CMIU-PIE09, and AR, the proposed model outperformed
other benchmark models. However, in constructing ad-
jacency graphs and marginal samples, it will be influenced
by the noise, which is not completely avoided. In the
future works, how to evaluate the reliability of neigh-
borhood will be studied by introducing an adaptive ad-
jacency factor as in [44].

Data Availability

/e experimental data used to support the findings of this
study are available from the corresponding author upon
request.
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Aiming at the problems of poor image tracking effect, low precision, and long time in the process of image tracking of volleyball
player’s arm hitting, a volleyball player’s arm hitting image tracking method based on D-P algorithm is proposed. ,is paper
analyzes the basic concept, basic principle, and basic equation of D-P algorithm and collects the arm stroke trajectory image of
volleyball players under the three-dimensional visual model. Using wavelet multiscale decomposition method, the arm stroke
trajectory of volleyball players is filtered, and the edge contour feature points of the arm stroke image of volleyball players are
extracted. Using the gray histogram feature extraction method, the gray information of volleyball player’s arm hitting trajectory
image is enhanced. Combined with pixel adaptive enhancement technology, the key action feature points of volleyball player’s arm
hitting image trajectory are located. Based on D-P algorithm, the volleyball player’s arm hitting image trajectory is adjusted and
modified to realize the correct tracking of volleyball player’s arm hitting image trajectory. ,e experimental results show that the
trajectory tracking effect of volleyball player’s arm hitting image is better, which can effectively improve the tracking accuracy and
shorten the tracking time.

1. Introduction

At present, with the rapid development of computer tech-
nology, image processing technology, and image recognition
technology, human motion trajectory recognition technol-
ogy has been widely used in different industries such as
entertainment and user interface, and its application in the
field of sports training is becoming more and more extensive
[1–3]. Applying image processing technology to sports
training is the key to improving the correction ability of
sports movements and the effect of sports training [4]. In
volleyball competition, whether the athlete’s arm movement
is scientific and reasonable determines the quality of spiking.
,e volleyball hitting movement is complex and the tech-
nical difficulty is high. It is necessary to carry out real-time
analysis and normative correction of the technical move-
ment to improve the ability of sports planning [5]. In order
to master the spiking technique better, it is necessary to track
the arm trajectory of volleyball players. Volleyball arm stroke
is the key to scoring. Tracking the image trajectory of

volleyball arm stroke, combined with image processing
technology for trajectory analysis, is of great significance to
improve the accuracy of volleyball arm stroke [6, 7]. In this
case, how to effectively recognize the arm trajectory of
volleyball players has become the main problem to be solved
in this field.

At present, scholars in related fields have made some
progress in motion trajectory tracking. Piao and Kim [8]
proposed a trajectory tracking method based on a backward
semi-Lagrangian method. ,e backward semi-Lagrangian
method is used to track the trajectory required to solve the
guidance center model. ,e discrete system numerical so-
lution of Cauchy problem is designed, and the required
trigger point is found by interpolation method. Based on the
estimated value of the improved physical quantity, the in-
terpolation solution is calculated at the starting point to
solve the trajectory tracking required by the guidance center
model. ,is method has certain reliability. Zhang et al. [9]
proposed a semiglobal finite time trajectory tracking method
for disturbed nonlinear systems based on high-order sliding
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mode. ,rough the high-order sliding mode integral finite
time disturbance feedforward decoupling process, a non-
recursive design framework is proposed to simplify the gain
adjustment mechanism. An inherently nonsmooth control
law is constructed from the system information. By pro-
posing a semiglobal tracking control target, the trajectory
tracking without restrictive nonlinear growth constraints is
realized. ,is method is simple and effective. However, the
above methods have the problems of poor trajectory
tracking effect, low accuracy, and long time.

Aiming at the above problems, a trajectory tracking
method of volleyball player’s arm hitting image based on
D-P algorithm is proposed. ,e edge contour feature points
of the trajectory are extracted by filtering the arm stroke
trajectory image of volleyball players. ,e gray information
of the track image is enhanced to locate the key action
feature points of the track. Based on D-P algorithm, the
trajectory of volleyball player’s arm hitting image is adjusted
and corrected to realize correct trajectory tracking. ,e
tracking effect of this method is good, which can effectively
improve the tracking accuracy and shorten the tracking
time.

2. Basic Theory of D-P Algorithm

2.1. Basic Concepts of D-P Algorithm. Dynamic program-
ming (D-P) algorithm is an optimization method applied to
solve multistage decision-making problems [10–12]. At
present, D-P algorithm has been widely used in resource
theory, chemical engineering, variational method, eco-
nomics, and optimal control theory. It is used to solve some
optimal problems.,is kind of problem refers to such a kind
of activity, which can be divided into several interrelated
stages, and decisions need to be made in each stage. ,is
decision requires that the whole process achieve the best
activity effect [13, 14]. Here, the selection of decision-making
in each stage is not determined arbitrarily. Its determination
depends on the current state, and it affects its subsequent
state. Assuming that it is divided into 10 stages, when the
decisions in these 10 stages are determined, these decisions
form a decision sequence. An activity route of the whole
process can be determined through the decision sequence,
which solves this problem. ,e multistage decision-making
problem is shown in Figure 1.

As can be seen from Figure 1, these interrelated stages
can facilitate the solution of the problem. In the face of
different processes, the problem can be divided into different
stages, which is not invariable. Usually a variable is used to
describe the stage.,is variable is called the stage variable. In
most cases, this variable is discrete, denoted by k. ,e first
stage is from point A to point B, the second stage is from
point B to point C, the third stage is from point C to point D,
and the fourth stage is from point D to point E. Point A in
Figure 1 is usually called a state, and the variables used to
describe each state are called state variables [15]. ,is state
variable does not have to be a number; it can also be a set of
numbers, and even a vector can be used to describe the state.
In order to facilitate the understanding of the state variable
in the k stage when solving the problem, it is often

represented by xk. One state of the first stage is represented
by a, and three states of the second stage are represented by
B1, B2, and B3. Similarly, C1, C2, C3, and C4 represent the
state of stage 4, respectively, and D1, D2, and e represent the
state of stages 4 and 5, respectively. When the state of a
certain stage is known, it is necessary to choose from this
state of this stage to the state of the next stage, and this choice
is a decision. For ease of understanding, uk(xk) is usually
used to represent the decision variable, where xk represents
the k state of the x stage. ,e same as state variables, a
number, a group of numbers, or even a vector can also be
used as decision variables to describe decision-making. ,e
strategy is for decision-making.,e strategy can be said to be
a group of decision sequences at various stages. In most
problems, the transition from one state to another state is
not random. It follows a certain criterion, which is called the
transfer equation [16]. According to the state transition
equation, when the state variable xk of the k stage and its
decision variable uk are known, state xk+1 of the k + 1 stage
can be obtained through calculation.

2.2. Basic Principle of D-P Algorithm. ,e basic idea of D-P
algorithm is to find the point on the curve with the maxi-
mum distance from the connecting line between the points
at both ends of the curve according to a certain tracing route
and judge whether the maximum distance is greater than the
given threshold. ,e principle of D-P algorithm is shown in
Figure 2.

AB is the given curve. In order to find the inflection point
on the curve, traverse the curve AB from a to B, calculate the
distance from the point on the curve to the connecting line
of AB, and find out the maximum value of the distance,
which is obviously point C1. If the distance is greater than
the set threshold, the curve is divided into two sections with
C1 as the boundary, that is, curves AC1 and C1B. In these
two sections of curves, the inflection points are found
according to the same method as above. When setting the
appropriate maximum distance threshold, two inflection
points, that is, C1 and C2, can be found. It can be seen from
the search process that the determined inflection points do
not appear in sequence according to the contour curve.
Because the feature points do not appear in sequence
according to the contour curve, after obtaining the feature
points, in order to fit the curve, the feature points should be
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Figure 1: Multistage decision-making problem.
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stored in the form of binary tree, and each feature point
should be obtained in the first order when storing and in the
middle order when using.

(1) Optimization principle: the optimal solution of a
multilevel decision problem must include the opti-
mal solution of its subproblems. Decision-making is
the choice made at each stage, and multilevel se-
lection constitutes a decision strategy [17]. In the
shortest path problem in Figure 1, the shortest path
from A to E and its subpath from the intermediate

node to the end point e must also be the shortest path
from the current intermediate node to the end point
E. In this problem, decision-making is the selection
of the next location at each point from point A. ,e
current location is called the state. ,e path from the
selection made in each state to the final point is a
decision strategy.

(2) State transition principle: D-P algorithm cannot be
directly applied to the target state, so the premise
of realizing D-P algorithm is to discretize the
target state space and change the continuous state
into discrete state [18–20]. At this time, the target
space will be divided into units of size Δ × Δ.
Similarly, the speed space of the target will also be
divided into units of Δx × Δy, where Δx � Δy � Δv
defines 1 resolution unit/frame. In order to dis-
tinguish it from the continuous state (x, _x, y, _y),
the discrete state is represented as (x, _x, y, _y). For
state (x, _x, y, _y) of the k frame, the relationship
between the k + 1 frame and the k frame is
expressed as

x(k + 1) ∈ [( _x + x − 2)Δ, ( _x + x)Δ], _x(k + 1) ∈ [( _x − 1)Δv, _xΔv], y(k + 1) ∈ [( _y + y − 2)Δ, ( _y + y)Δ], _y(k + 1) ∈ [( _y − 1)Δv, _yΔv].

(1)

When the target is maneuvering, the number of state
transitions q will be severely affected. Increased
target mobility will lead to an increase in state
transitions q, because only by increasing the number
of state transitions can the expansion of the target
state brought about by changes in target speed be
satisfied. Assuming that each state at time k is known
as (x, _x, y, _y), there are q possible valid states x(k +

1) corresponding to it at time k + 1.

(3) Reverse order recurrence principle: reverse order
recurrence is the specific implementation method of
D-P algorithm to solve the optimal strategy; that is, it
deduces forward from the final state and records the
feasible decisions and corresponding costs in the
previous stage for the next decision to evaluate the
overall decision cost [21]. In this way, the final
feasible decision set is obtained by recursion in re-
verse order until the initial state, and the optimal
strategy is selected according to the recorded cost
value, and then the whole decision order is traced
back. In the shortest path problem, the overall cost is
the path length, and the decision cost is the distance
weight between two nodes.

,e idea of using D-P algorithm to solve multistage
decision-making problem is to regard a shortest path of
the final required solution as an optimal strategy of
multilevel decision-making [22, 23]. ,e D-P algorithm
divides the multilevel decision-making problem into a
combination of multiple subproblems and then obtains

the optimal strategy through the optimality principle and
inverse recurrence principle of the D-P algorithm. ,e
D-P algorithm has the following advantages:

(1) It can reduce the amount of calculation: Using D-P
algorithm to solve this problem requires 31 addition
times and 19 comparison times, which greatly re-
duces the amount of calculation. When the number
of segments is large and the selection of multiple
segments is large, the advantage of D-P algorithm is
more prominent; and D-P algorithm is convenient to
use mainframe computer to calculate the iterative
method.

(2) ,e calculation results are rich: Using D-P algorithm
for calculation, we can not only get the shortest path
and corresponding distance from A to E but also get
the shortest path and corresponding distance from
any point to E. It can be seen that the whole optimal
decision can be obtained based on D-P algorithm, so
D-P algorithm is an effective method to solve the
multistage decision-making problem.

2.3. Basic Equation of D-P Algorithm. ,e D-P algorithm
problem can be boiled down to selecting a K stage strategy
u(x1), u(x2), . . . , u(xK)  so that the value function reaches
the optimal expression as

fk xk(  � max
u1 ,...,uk{ }

v x1; u1, . . . , uk( . (2)

A

C2

B

C1

Figure 2: D-P algorithm principle.
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In formula (2), fk(xk) represents the optimal value
function of the entire strategy [24]. ,e setting function can
be expressed as

v x1; u1, u2, . . . , uk(  � 
k

j�1
wj xj, uj . (3)

In formula (3), wj(xj, uj) represents the cost of the j

stage. ,e optimality principle of the D-P algorithm has the
following relationship:

fk xk(  � max
uk{ }∈U

wk xk, uk(  + fk−1 xk−1( , k � 2, 3, . . . , M .

(4)

,e initial cost is assumed to be

f1 x1(  � w1 x1, u1( . (5)

Formula (4) and formula (5) are the equations used to
calculate the strategy value function, which are called the
basic equations of D-P algorithm. ,e recursive form of
formula (6) can be obtained by combining the first two
formulas:

fk xk(  � max
uk{ }∈U

hk xk(  . (6)

In formula (6), hk(xk) represents the stage value func-
tion, and there is

hk xk(  � wk xk, uk(  + max
uk−1{ }∈U

hk−1 xk−1(  . (7)

,e initial condition is assumed to be

h1 x1(  � w1 x1, u1( . (8)

Formula (7) is the general form of the basic equation of
D-P algorithm, and the optimal strategy can be expressed as

x
⌢

k  � x
⌢

k: 
K

k�1
hk xk( ⎛⎝ ⎞⎠

max

⎧⎨

⎩

⎫⎬

⎭. (9)

In formula (9), x
⌢

k � x
⌢

(1), x
⌢

(2), . . . , x
⌢

(K)  is the state
corresponding to each stage of decision-making in the
optimal strategy recorded by the system in the recursive
process.

3. Tracking Method of Arm Hitting Image
Trajectory of Volleyball Players

3.1. Collect the Arm Stroke Trajectory Image of Volleyball
Players. In order to realize the volleyball player’s arm stroke
image trajectory tracking based on the D-P algorithm, firstly,
it is necessary to collect the digital features of the volleyball
player’s arm stroke trajectory, use the digital imaging
equipment to track the volleyball player’s arm stroke tra-
jectory visually, and combine the computer three-dimen-
sional vision acquisition method [25, 26] for image
acquisition and feature analysis.

,e computer three-dimensional vision acquisition
frame difference that defines the volleyball player’s arm shot

trajectory is g′, the discrete sampling rate is ∇x � [1, −1],
and the block pheromone of the edge contour of the single
frame volleyball player’s arm shot trajectory tracking image
is

min F(x) � f1(x), f2(x), . . . , fm(x) 
T
,

s.t.
g′ ≤ 0, i � 1, 2, . . . , q,

hj � 0, j � 1, 2, . . . , p.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(10)

,e pheromone obtained by formula (10) is combined
into an image, and in the imaging sequence acquisition, it is
assumed that ∇x � [1, −1]T is the high-frequency part y �

[∇xg′,∇yg′] of the tracking image of the volleyball player’s
arm hitting the ball. In the computer three-dimensional
imaging space, using the spatial invariant feature decom-
position method [27, 28], the obtained binary image of the
volleyball player’s arm shot trajectory is

min
x,k

λ‖x⊗ k − y‖
2
2 +

‖x‖1

‖x‖2
+ β‖k‖1. (11)

According to the binary image results, the texture in-
formation transmission model of action image in volleyball
player’s arm stroke trajectory tracking is constructed, which
is described as follows:

c(x, y) � 
W

I xi, yi(  − I xi + Δx, yi + Δy(  
2
. (12)

In formula (12), (Δx,Δy) is the probability density
function of the position distribution of the volleyball player’s
arm shot trajectory image in the air, and (xi, yi) is the
coordinate point of the volleyball player’s arm shot trajec-
tory tracking.

According to the visual information feature transmission
structure, the pixel space of the above coordinate points is
reconstructed, and the volleyball background image B and
the foreground image I are scaled and information is fused
to obtain the noise distribution model of the volleyball
player’s arm hitting trajectory. ,e volleyball player’s arm
hitting trajectory distribution module is divided into
(W/2) × (H/2) subblocks, and the image information fusion
tracking equation is expressed as

_x � V cos θ cos ϕV,

_y � V sin θ,

_z � −V cos θ sin ϕV,

_θ � ωy sin c + ωz cos c.

(13)

In formula (13), x, y, z is the distribution feature
quantity of the local information feature points of the
volleyball player’s arm hitting trajectory. ,rough the above
steps, the volleyball player’s arm shot trajectory image ac-
quisition is thus realized.

3.2. Pretreatment of Volleyball Player’s Arm Hitting
Trajectory. Based on the image acquisition of volleyball
player’s arm stroke trajectory, the wavelet multiscale de-
composition method is used to filter the volleyball player’s
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arm stroke trajectory. Blind noise separation is carried out in
the imaging area of the image, and the wavelet analysis
method is used to obtain the multicolor difference kernel
matrix of volleyball player’s arm hitting trajectory tracking,
which is marked as [29–31]

f x1, x2(  � r1x1 1 −
x1

N1
− σ1

x2

N2
  � 0,

g x1, x2(  � r2x2 1 − σ2
x1

N1
−

x2

N2
  � 0.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(14)

In formula (14), r1 represents the state correlation es-
timated feature value of the volleyball player’s arm trajec-
tory, r2 represents the correlation coefficient, σ1 represents
the feature matching degree, and N1 is the linear component
of the volleyball player’s arm trajectory. Set h as the edge
pixel set of volleyball player’s arm hitting trajectory, use the
adaptive block feature matching method to segment the
image contour of volleyball player’s arm hitting trajectory
[32–34], divide the chromatographic image into M × N

subblocks Gm,n of 2 × 2, and obtain the feature distribution
matrix of volleyball player’s arm hitting trajectory tracking
as follows:

Gm,n �
g(m,n)(1, 1) g(m,n)(1, 2)

g(m,n)(2, 1) g(m,n)(2, 2)
⎡⎣ ⎤⎦, m � 1, 2, . . . , M; n � 1, 2, . . . , N. (15)

We have

g(m,n)(u, v) � I(k)g
[2(m − 1) + u, 2(n − 1) + v]. (16)

In formula (16), u ∈ 1, 2{ }; v ∈ 1, 2{ } represents the scale
of the block fusion of the volleyball player’s arm shot tra-
jectory. ,e wavelet multiscale decomposition method is
used to filter the volleyball player’s arm shot trajectory, and
the one-dimensional wavelet transform is used to obtain the
regular feature distribution pixel set of the volleyball player’s
arm shot trajectory as [35, 36]

xi(t) � ωlk
i1, . . . ,ωlk

in  x1(t − k), .. . . . , xn(t − k) 
T

. (17)

In formula (17), [ωlk
i1, . . . ,ωlk

in] is the surface block feature
quantity of the volleyball player’s arm hitting trajectory.

,rough the above steps, the volleyball player’s arm shot
trajectory filtering process is thus realized.

3.3. Extracting the Trajectory Feature of the Volleyball Player’s
Arm Shot Image. Based on the wavelet multiscale decom-
position method for filtering the arm stroke trajectory of
volleyball players, the arm stroke trajectory of volleyball
players is tracked. ,is paper proposes a trajectory tracking
method of volleyball player’s arm hitting image based on
D-P algorithm, extracts the edge contour feature points of
volleyball player’s arm hitting image trajectory, and gives the
mother wavelet function of volleyball player’s arm hitting
image trajectory filtering as follows:

H(z) �
P1 

H
K�1 p(k)g(i, j)

P2 
H
K�1 p(k)∗g(i, j)

. (18)

For k adjacent points, the graph decomposition of
volleyball player’s arm hitting image trajectory is carried out
in the basis function of mother wavelet. Taking pixel (θe, pe)

as the parent feature point of the trajectory of the volleyball
player’s arm hitting image based on wavelet transform, the
multiscale wavelet decomposition method is used to dy-
namically filter the trajectory of the volleyball player’s arm

hitting image, and the gray pixel set of the volleyball player’s
arm hitting image trajectory is obtained:

σ Z; Dx(  � 
i> j

dij(Z) − dX xi, xj 



2

. (19)

In formula (19), dij(Z) is the Euclidean distance of the
boundary pixels of the volleyball player’s arm shot image
trajectory, and dX(xi, xj) is the active contour component of
the local area of the image in the 4× 4 subgrid. ,e edge
contour feature points of the volleyball player’s arm hitting
image trajectory are extracted, and the gray histogram
feature extraction method is used to enhance the gray in-
formation of the volleyball player’s arm hitting trajectory
image.,e center pixel set and edge pixel set of the volleyball
player’s arm hitting image trajectory in N × N window ωi

are expressed as follows:

Iif(x, y) � I∗G x, y, σi( ,

Iiv(x, y) � I∗ stdfilt x, y,ωi( ,

Sgif(x, y) � −log Pif(x, y) .

(20)

In formula (20), G(x, y, σi) represents the similarity
feature. Combined with wavelet multiscale decomposition
method for multiscale feature optimization, the boundary
geometric feature of volleyball player’s arm hitting image
trajectory tracking can be obtained, so as to realize the
feature extraction of volleyball player’s arm hitting image
trajectory.

3.4. Tracking the Image Track of Volleyball Player’s Arm
Hitting. According to the above extracted trajectory char-
acteristics of volleyball player’s arm hitting image, the tra-
jectory algorithm of volleyball player’s arm hitting image is
designed. σ0 is set as the edge information scale of the
volleyball player’s arm shot image trajectory, and using the
RGB decomposition method, the pixel feature component
J(x) of the volleyball player’s arm hitting image trajectory is
obtained as follows:
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J(x) �
I(x) − A

max t(x), t0( 
+ A∗ σ0. (21)

In formula (21), t0 represents the edge autocorrelation
feature amount of the volleyball player’s arm shot image
trajectory, and t(x) represents the edge autocorrelation
feature function. Combined with the pixel adaptive en-
hancement technology, the key action feature points of the
volleyball player’s arm shot image trajectory are located, and
the output is

F � p(x, y) � p(x, y)
v(x)

y(x)
 

1/2

. (22)

,e D-P algorithm is used to track the trajectory of the
volleyball player’s arm hitting image. ,e optimization
process of the D-P algorithm is as follows:

Eint vi( ) �
Sc

2
αi d − vi − vi− 1






2

+ βi vi− 1 + 2vi + vi+1



2

 .

(23)

We have

d �
1
n



n−1

i�0
vi − vi−1


. (24)

,e D-P algorithm is used for block fusion processing of
volleyball player’s arm stroke trajectory image, and the
output volleyball player’s arm stroke image trajectory
tracking map is as follows:

ω(i, j) �
Eint vi( )

fR(z)Z(i)
exp −

d(i, j)

h
2 . (25)

In formula (25), Z(i) represents the symbolic distance
function extracted from the volleyball player’s arm shot
image trajectory feature. ,rough the above analysis, the
D-P algorithm is used to adjust and correct the error of
the tracked volleyball player’s arm hitting image trajec-
tory, so as to realize the correct tracking of the volleyball
player’s arm hitting image trajectory. ,e implementa-
tion process of the algorithm is shown in Figure 3.

,rough the above steps, the volleyball player’s arm
stroke trajectory image is collected under the three-di-
mensional visual model, the volleyball player’s arm stroke
trajectory is filtered by wavelet multiscale decomposition
method, and the edge contour feature points of the vol-
leyball player’s arm stroke image trajectory are extracted.
,e gray histogram feature extraction method is used to
enhance the gray information of the volleyball player’s arm
hitting trajectory image. Combined with the block feature
matching technology, the key action feature points of the
volleyball player’s arm hitting trajectory image are located.

D-P algorithm is used to adjust and modify the image
trajectory of volleyball player’s arm stroke, so as to realize
the correct tracking of volleyball player’s arm stroke image
trajectory.

4. Experimental Simulation and Analysis

4.1. Setting the Experimental Environment. In order to verify
the effectiveness of the trajectory tracking method of
volleyball player’s arm hitting image based on D-P algo-
rithm, a simulation experiment is carried out in MATLAB.
,e volleyball player’s arm shot trajectory image acquisi-
tion and scanning frequency is 16 kHz, and functions such
as receive in MATLAB are used to collect the volleyball
player’s arm shot trajectory image. ,e feature matching of
the volleyball player’s arm hitting trajectory is carried out
in a 5 × 5 block mode, and the three-dimensional visual
collection sample set of volleyball is 1000 images.
According to the above simulation environment and pa-
rameter settings, the simulation experiment of volleyball
player’s arm stroke image trajectory tracking is carried out.
Firstly, the computer three-dimensional vision acquisition

Collect volleyball 
player’s arm shot 
trajectory image

Start

Pretreatment of 
volleyball player’s arm 

hitting trajectory

Extracting trajectory 
features of volleyball 

player’s arm hitting image

Adjust and correct the 
trajectory of the volleyball 

player’s arm shot image

Trajectory tracking of 
volleyball player’s arm 

hitting image

End

Figure 3: Flow chart of algorithm implementation.
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of volleyball player’s arm stroke trajectory image is carried
out, and the original image acquisition results are given in
Figure 4.

4.2. Trajectory Tracking Effect of Volleyball Player’s Arm
Hitting Image. In order to verify the trajectory tracking
effect of volleyball player’s arm hitting image, the trajectory
tracking of volleyball player’s arm hitting image is realized. It
is necessary to filter the acquisition results of the original
volleyball player’s arm hitting image, extract the trajectory
features of the volleyball player’s arm hitting image, and
locate the key action feature points. Using the proposed
method, the trajectory tracking of volleyball player’s arm
hitting image is realized, and the trajectory tracking effect of
volleyball player’s arm hitting image of the proposed method
is shown in Figure 5.

According to Figure 5, the proposed method can ef-
fectively track the volleyball player’s arm hitting image
trajectory, capture the volleyball player’s arm hitting image
trajectory, and locate the key action feature points of the
volleyball player’s arm hitting image trajectory. It can be
seen that the trajectory tracking of volleyball player’s arm
hitting image based on the proposed method is better.

4.3. Trajectory Tracking Accuracy of Volleyball Player’s Arm
Hitting Image. In order to further verify the trajectory
tracking accuracy of the volleyball player’s arm hitting image
of the proposed method, the root mean square error (RMSE)
of position is taken as the evaluation index. ,e smaller the
RMSE value, the higher the tracking accuracy of the method.
,e calculation method is as follows:

RMSE �
1

CK


C

c�1


K

k�1

������������������������

p
c
x,k − p

c
x,k 

2
+ p

c
y,k − p

c
y,k 

2


.

(26)

In formula (26), C represents the number of experi-
ments, K represents the number of processed frames, and
pc

x,k and pc
y,k represent the coordinates of the target in the k

frame of the c experiment. Using the method of [8], the
methods of [9], and the proposed method, the arm stroke
image trajectory of volleyball players is tracked, and the
comparison results of tracking accuracy of arm stroke image
trajectory of volleyball players with different methods are
given in Figure 6.

It can be seen from Figure 6 that with the gradual in-
crease of the number of experiments, the RMSE value of arm
stroke image trajectory tracking of volleyball players with
different methods increases. When the number of experi-
ments is 40, the RMSE value of volleyball player’s arm stroke
image trajectory tracking in the method of reference [8] is
0.46, the RMSE value of volleyball player’s arm stroke image
trajectory tracking in the method of reference [9] is 0.57,
while the RMSE value of volleyball player’s arm stroke image
trajectory tracking in the proposed method is only 0.2.
,erefore, the RMSE value of the proposed method is small,
which can effectively improve the trajectory tracking ac-
curacy of the volleyball player’s arm hitting image.

4.4. Trajectory Tracking Time of Volleyball Player’s Arm
Hitting Image. On this basis, the trajectory tracking time of
volleyball player’s arm hitting image of the proposedmethod
is verified. ,e trajectory of volleyball player’s arm hitting
image is tracked by using the method of [8], the method of
[9], and the proposed method, respectively. ,e comparison
results of trajectory tracking time of volleyball player’s arm
hitting image of different methods are given in Figure 7.

It can be seen from Figure 7 that, with the increasing
number of experiments, the trajectory tracking time of arm
hitting image of volleyball players with different methods
increases. When the number of experiments reaches 40, the
trajectory tracking time of volleyball player’s arm stroke
image in the method of [8] is 43.2 s, and the trajectory
tracking time of volleyball player’s arm stroke image in the
method of [9] is 55.6 s, while the trajectory tracking time of
volleyball player’s arm stroke image in the proposed method
is only 24.3 s. It can be seen that the trajectory tracking time
of volleyball player’s arm hitting image is short.

Figure 4: Acquisition results of arm hitting image of original
volleyball player.

Figure 5: Trajectory tracking effect of volleyball player’s arm
hitting image based on the proposed method.
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5. Conclusion

With the continuous innovation of technical and tactical
level of competitive volleyball and the continuous im-
provement of computer performance, higher require-
ments are put forward for badminton players. By
studying the role and trajectory of volleyball players’ arms
in the hitting process of volleyball, on the one hand, it can
provide scientific and effective exercise methods for
volleyball lovers; on the other hand, it is helpful to the
improvement and development of volleyball players’
technical and tactical theory. ,erefore, the image tra-
jectory tracking method of volleyball player’s arm hitting
based on D-P algorithm is studied in this paper. ,e
effectiveness of this method is verified by experiments;
that is, it can improve the trajectory tracking accuracy of
volleyball player’s arm hitting image and shorten the

trajectory tracking time of volleyball player’s arm hitting
image.

However, the complexity of algorithm and background
and the influence of noise on the tracking effect are not
considered in the process of tracking the trajectory of vol-
leyball player’s arm hitting image. ,erefore, in the next
research, we can take Gaussian white noise as the back-
ground and expand the algorithm to further verify the
trajectory tracking effect of the proposed method.
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Because most of the traditional artistic visual image communication methods use the form of modeling and calculation, there are
some problems such as long image processing time, low success rate of image visual communication, and poor visual effect. An
artistic visual image communication method based on Cartesian genetic programming is proposed. *e visual expression
sensitivity difference method is introduced to process the image data, the neural network is used to identify the characteristics of
the artistic visual image, the midpoint displacement method is used to remove the folds of the artistic visual image, and the
processed image is formed under the above three links. *e Cartesian genetic programming algorithm is used to encode the
preprocessed image, improve the fitness function, select the algorithm to improve the operation, design the image rendering
platform, input the processed image to the platform, and complete the artistic visual image transmission. *e analysis of the
experimental results shows that the image processing time of this method is short, the success rate of visual communication is
high, and the image visual effect is good, which can obtain the image processing results satisfactory to users.

1. Introduction

In recent years, the worldwide informatization process has
been accelerating, and the development of all kinds of data
has shown a soaring trend. As a key type of data in all kinds
of information, image data can more intuitively record the
state of human life. *e subsequent technical problems of
data analysis have gradually attracted people’s attention,
which has promoted the development of image visual
communication research [1–3]. Most of the traditional art
visual image communication methods use the form of
modeling and calculation. Although this method can model
quickly, the modeling effect of art visual image is not very
ideal and the visual image effect is blurred, which is a kind of
damage to the art image itself. *erefore, it is necessary to
design an effective art visual image communication method.
In order to solve this problem, relevant scholars have
proposed some optimization methods [4–6].

Reference [7] proposes a plane visual communication
effect optimization method based on wavelet change, which
decomposes the image and reconstructs the wavelet. In the

process of reconstruction, the modulus diagram and phase
angle diagram are calculated, and the edge images of each
scale are extracted. *rough the edge image, the corre-
sponding edge points of the semireconstructed image are
enhanced. On the above basis, the graphic beautification
vector of slip model is used for operation. In order to
simplify the operation, the above operation method is
transformed into simple mathematical operation, and the
visual communication effect is optimized through the re-
flected light graphic mode. *e experimental results show
that the proposed method effectively improves the visual
communication effect of the image, makes the color of the
image more vivid and rich, and reduces the optimization
cost, but there is a problem of long image processing time.
Reference [8] proposes a plane visual communication design
method based on user experience effect. Computer vision
imaging technology is used to sample the image information
of plane visual communication and combined with the edge
contour extraction method to detect the image contour of
plane visual communication design, so as to extract the
multiscale local structure feature information of plane visual

Hindawi
Scientific Programming
Volume 2021, Article ID 4628563, 10 pages
https://doi.org/10.1155/2021/4628563

mailto:2015100827@niit.edu.cn
https://orcid.org/0000-0002-8169-2867
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/4628563


image. According to the needs of user experience effect,
the boundary feature detection and multilevel structure
decomposition in the process of plane visual communi-
cation design are carried out, the low-level visual structure
of plane visual communication design is reconstructed by
the method of adjacent pixel information fusion, and the
user experience effect evaluation model of plane visual
design image is established. According to the user ex-
perience effect, realize the optimization of plane visual
communication design. *e simulation test results show
that the user experience effect of plane visual commu-
nication design using this method is good and improves
the design effect of plane visual communication, but there
are some problems such as blurred image edge and poor
visual effect. Reference [9] designed a visual communi-
cation system design of animated character graphics and
images in virtual reality environment. In the hardware
design, the adaptation parameters of the renderer
motherboard were designed to optimize the experience of
visual communication. In the software design, by intro-
ducing Sobel edge operator, the gray function is estab-
lished to solve the gradient amplitude, and the threshold is
selected to compare it to complete the recognition and
thinning of the edge data of animated character graphics
and images. Design the motion capture module, establish
the behavior control model, generate and manage the
motion capture files, and complete the overall design of
the system. *e experimental comparison shows that the
motion of the animated characters constructed by the
designed system is relatively consistent, which verifies the
effectiveness of the design system, but the success rate of
visual communication is low.

In order to improve the visual effect of artistic visual
image, improve image processing efficiency, and improve
the success rate of visual communication, this paper pro-
poses an artistic visual image communication method based
on Cartesian genetic programming. Cartesian genetic pro-
gramming is different from other algorithms in evolutionary
art. Its works can generally be used directly and have high
market value. *erefore, compared with other algorithms,
Cartesian genetic programming is an art design algorithm
with high artistic value andmarket potential, which has been
successfully used in the field of image design such as
wallpaper design. *is paper optimizes the visual commu-
nication effect of artistic visual image with the help of this
algorithm, so as to improve the user experience effect and
satisfaction.

2. Art Visual Image Preprocessing

2.1. Artistic Visual Image Data Processing. Before visual
communication design, the artistic visual image is pre-
processed first. In this paper, the imported visual expression
sensitivity difference method is used to process image data.
Firstly, the data information needs to be effectively calcu-
lated. *e formula is

Fi � (x + y + z) × Δx. (1)

In the formula, Fi represents the validity, and generally
the validity is a range value; x, y, and z, respectively, rep-
resent the digitization of the length, width, and height of the
image data. *rough the validity calculation, data stability
analysis can be performed, and the stabilized data can be
converted again for easy use [10]; the formula is

Ki � Fi × v2 − v1(  − Δx(a + b + c). (2)

In the formula, a, b, and c all represent the maximum
value of the effective data function. After the conversion of
the formula, the matching effect can be directly calculated.

Each image data has a specific visual expression
matching value. *e matching value represents the corre-
sponding attribute feature, and the attribute feature coef-
ficient is

E �
1
n



n

i�1

m

j�1
fiwjsh. (3)

In the formula, fi represents the integration coefficient;
wj represents the attribute extraction coefficient; n repre-
sents the deployment function; m represents the order
change function. In order to facilitate the positioning of
pixels, the selected attributes need to be matched and
converted:

hij � vij × τnΔfi k − k1(  . (4)

In the formula, vij represents the coefficient value of the
sensitivity and τn represents the matching conversion co-
efficient. *rough the restriction of conditions, the value of
each pixel with a specific attribute can be measured, and the
difference calculation can be carried out after the mea-
surement. *e formula is

rik � 

n

i�1
τnΔfik × μxμy. (5)

In the formula, Δfik represents the image distortion
coefficient.

*e difference calculation can calculate the pixel value of
each frame, and the pixel filling is performed through the
difference calculation to ensure the effect of the artistic visual
image [11]. *e filling calculation formula is

f(s) �
Δfik(x(k) − v(k))

Gn

. (6)

In the formula, x(k) represents the regular area of the
image; v(k) represents the irregular area; and Gn represents
the connected area of the image.

Substituting formula (4) and formula (5) into formula
(6), we can get

f(s) � hij + rik

 E(t) + x(k)dt

H(s)
. (7)

In the formula, H(s) represents the adjustment pa-
rameter and E(t) represents the similarity of the pixel
structure.
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*e relationship between the area pixels and the actual
design can be obtained by filling and sorting, and H(s) in the
adjustment formula (7) can be used to adjust the filling
effect. In order to ensure the accuracy of the filling position,
it is also necessary to establish the frame frequency position.
*e formula is

q

α

β

l

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

α

β

χ

l

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, q � 1, 2, . . . , m. (8)

In the formula, α, β, and χ, respectively, represent the
value of the area coordinate length, width, and height, which
can be adjusted through the conversion of logical coeffi-
cients; the coefficient U is obtained by actual calculation, and
the calculation formula is

U �
v

d
0

ui + u0( 
d
. (9)

In the formula, vd
0 represents the screen filling ratio; ui

represents the uniformity of the unit pixel; and u0 represents
the primary color reuse area.

*e result of formula (9) is a coordinate filling, which
ensures that every coordinate can be estimated by the sys-
tem. In the process of extracting features of artistic visual
image data, it can effectively solve the problem of data in-
stability or inconspicuous presentation [12].

2.2. Feature Recognition of Artistic Visual Image. *e feature
recognition of artistic visual image is based on the data
processing results of artistic visual image to ensure the visual
communication effect and further recognize the features of
artistic visual image. *is paper proposes an art visual image
feature recognition method based on neural network [13].
Firstly, the global color feature and LBP texture feature of the
image are extracted [14], the deep network is constructed to
extract the object category feature and advanced emotion
feature of the image, and the four features are fused to
generate a feature vector C. Secondly, the feature vector C is
input into the three-layer full connection layer BP neural
network classifier constructed by full connection method to
realize image high-level feature recognition [15].

Connecting the c1, c2, c3, and c4 obtained through the BP
neural network above to the BN layer (Batch Normalization)
can not only speed up the convergence speed of the model,
but also improve the classification effect. *e features
passing through the BN layer are called combined features,
represented by vector C, and ⊕ represents string connection,
as shown in the following formula:

C � BN c1⊕c2⊕c3⊕c4( . (10)

By inputting the combined feature C extracted above
into the emotion recognition model [16], the emotion
category of the image can be obtained. While the object
category c4 in the combined feature is used as the emotion
recognition feature, it also becomes the image object

category alone. *e two parts of information are integrated
to obtain a descriptive phrase containing image emotion and
object semantic information [17].

*e emotion recognition network F(U, η) is a neural
network including two hidden layers and one output layer,
as shown in the following formula:

F(U, η) � f
4

+ f
3

+ f
2

+ f
1
(U). (11)

In the formula, η represents a set of parameters, in-
cluding weights and offsets, which is the final output of the
network, including the probabilities of different image
categories.

Specifically, for a vector uv � [uv
1, uv

2, . . . , uv
n] in layer v,

where uv
i represents neurons in this layer, assuming that ev+1

J

represents the value of neuron j in layer v + 1, it can be
calculated by fv+1(ul):

f
v+1

u
l

  � 
N

i�1
g

j
v,c + I

j
v. (12)

In the formula, g
j
v,c represents the weight of neuron j in

the connection layer; Ij
v represents the offset of neuron j; and

N represents the number of neurons. Input the value of
neuron j into a nonlinear activation function z [18]:

uj � z P
j
v − Pv,max . (13)

Use a nonlinear activation function ReLu in the hidden
layer of the neural network:

zReLu(u) � max(0, u). (14)

*e output layer of the last layer uses the softmax ac-
tivation function, so that the output of the last fully con-
nected layer can be converted into a category of probability
distribution T ∈ Pk; then the sentiment classification
probability of the image is

Ti � 
n

i�1
log2 1 −

P
i
dhd

T log2 1 + c
i
d 

⎛⎝ ⎞⎠. (15)

In the formula, ci
d represents the output of the fully

connected layer. *e loss function of the recognition
probability is the multiclass cross-entropy loss function [19]:

ϖi
d � log2 1 + c

i
d . (16)

In the training phase, the network weights are updated
by backpropagating the gradients of all layers. In order to
optimize this loss function, it can be achieved by using the
SGD optimizer to optimize the weight of the network. *e
learning rate is set to 0.001, the momentum gradient descent
parameter is set to 0.9, and the training model is started until
the loss value no longer decreases, thereby realizing the
feature recognition of artistic visual images.

2.3. Defolding of Artistic Visual Images. During the trans-
formation of artistic visual image, it is possible to map
multiple pixels in the reference image to the same point of
the target image, which is the “wrinkle” phenomenon caused
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by the change of visibility. Only by eliminating the wrinkle
can the target image show the correct occlusion relationship.
In order to ensure the transmission effect of artistic visual
image, on the basis of identifying the image features, con-
tinue to process the image folds to improve the smoothness
of the image. One method to eliminate wrinkles is to de-
termine the scanning order of pixels in the reference art
visual image to ensure that the points obscured by other
points are always drawn first in the target image. *is
method is usually called back to front wrinkle elimination
method, and occlusion compatibility algorithm is a back to
front method. *is article mainly uses the midpoint dis-
placement method to achieve this goal. *e following is a
detailed description.

Suppose Ds and Ds+1 are used to express the left and
right end points of the initial line segment of the artistic
visual image. *e first iteration is achieved by random
disturbance of the midpoint of the line segment. *e co-
ordinates of the midpoint of the line segment after the it-
eration are expressed by formula (17). It can be regarded as
different control points:

Dmid �
Ds + Ds+1

2
+ e(m)ζ ij. (17)

In the formula, e(m) represents a random function; the
variance and mean of the function are 1 and 0, respectively.
ζ ij represents the amount of disturbance. *e amount of
disturbance decays at a double speed. If the predetermined
threshold is greater than the length of the segmentation line
or attenuates to the predetermined number of division
layers, the attenuation will stop.

According to the above analysis, it is learned that the
control points are not changed during the recursive re-
finement of the difference, so significant wrinkles are prone
to appear around the control points when actually simu-
lating the vision of the artistic visual image. *erefore, in
order to improve the visual effect, such wrinkles need to be
removed. Based on the sampling law, increase the spatial
resolution of the artistic visual image according to twice the
range [20], and the original viewpoint value will be affected
and changed due to the increase of high-frequency com-
ponent. At this time, use formula (18) to shift the control
point:

Qe �

���������

V
2

− P
2
ex

2
k



Dmid
. (18)

In the formula, V2 represents the image overlay area; P2
e

represents the edge chain width threshold; and x2
k represents

the image edge chain length threshold.
*e wrinkles existing in the artistic visual image can

be removed in the form of midpoint displacement, and
only a small amount of calculation content can be added
on the basis of the midpoint displacement method to
achieve the goal of removing wrinkles. It shows that the
processing steps of this method are relatively simple,
which can not only realize the effective processing of the
image, but also improve the efficiency of image
processing.

3. Art Visual Image Communication Method
Based on Cartesian Genetic Programming

As a relatively new form of evolutionary art, Cartesian
genetic programming has greatly changed its evolutionary
image. It creatively uses four-digit data as a gene meaning
unit, including two-input data, one-reference function data,
and one-parameter data. *is makes the image output by
Cartesian genetic programming related to the selected
function, which can create a more aesthetic image with a
strong sense of art [21].

3.1. Coding. Coding is the first step of Cartesian genetic
programming, which directly affects the performance of the
algorithm. Binary coding is the most commonly used coding
in genetic algorithm. In this coding, only 0 and 1 numbers
are allowed. It adopts the minimum character coding
principle, which greatly simplifies the coding and decoding
operation of the algorithm [22]. However, when binary
coding is used to deal with [23] multidimensional and high-
precision numerical optimization problems, the error of
mapping continuous functions to discrete values cannot be
well eliminated. *erefore, binary coding cannot directly
reflect the real situation of specific practical problems, and
the accuracy of processing problems is not high. Moreover,
algorithms using binary coding often have problems such as
too large individual length and too much memory at run-
time. In view of the shortcomings of the above binary
coding, in order to overcome the shortcomings of binary
coding in solving the problem of discretization of contin-
uous functions, an improved form of binary coding, gray
code, is proposed. Assuming that the binary code of an
individual is H � hmhm−1, . . . , h2h1 and the corresponding
gray code is Q � qmqm−1, . . . , q2q1, there is a relationship

hm � qm,

hi(t) − hi(t − 1)


< k,

qi(t − 1) − qi(t)≥ k.

⎧⎪⎪⎨

⎪⎪⎩
(19)

Gray code not only inherits most of the advantages of
binary coding, but also improves the local search ability of
genetic algorithm.

3.2. Improvement of Fitness Function. In genetic algorithm,
fitness is one of the main criteria for evaluating the ad-
vantages and disadvantages of individuals in the population.
*e algorithm carries out a series of subsequent genetic
operations according to the size of individual fitness, and the
main source of individual fitness is the fitness function, so
the advantages and disadvantages of the fitness function are
directly related to the evolutionary efficiency of the algo-
rithm [24]. For the solution of real problems, especially for
constrained optimization problems, penalty function [25] is
a more used method. It can combine the objective function
of the problem with constraints and finally form an objective
function without constraints. *is is the initial model of the
fitness function of the algorithm. Attention should be paid to
the following problems.
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*e fitness obtained from the fitness function must be
greater than or equal to 0. At the same time, it is required
that the optimization direction of the objective function
should be consistent with the evolution direction of the
fitness function used in the individual evolution algorithm.
When actually using genetic algorithm to solve specific
practical problems, different fitness functions have an im-
portant impact on the final convergence and convergence
speed of the algorithm. *e appropriate fitness function
should be finally determined according to experience or
algorithm analysis.

*e fitness function of Cartesian genetic programming
algorithm is different from that of ordinary genetic algo-
rithm. It uses manual evaluation of each individual in the
population to obtain the individual fitness, which is also one
of the main characteristics of its “interaction.” *e manual
evaluation of each individual of each generation of pop-
ulation is too cumbersome and complex. Ordinary users
may soon feel tired and then get bored. Even professionals
may cause evaluation deviation because of the fatigue
generated by long-term evaluation. When solving practical
problems, users may not be able to distinguish the practical
significance of the fitness given by themselves. For example,
it is difficult for users to recognize the actual difference
between two individuals with a fitness of 80 and 85.
*erefore, users may have cognitive deviation when giving
individuals actual fitness, resulting in inaccurate fitness
given to individuals. In the interactive Cartesian genetic
algorithm, users are only allowed to select better individuals
in each generation, and the selected individuals have the
highest fitness in modern times. In this way, users do not
have to give specific fitness to each individual, the difficulty
of evaluation is greatly reduced, the fatigue of users is al-
leviated, and then the accuracy of user evaluation is
improved.

3.3. Selection Algorithm Improvement. *e selection algo-
rithm is to select the better individuals among the indi-
viduals who have been evaluated for fitness for subsequent
genetic evolution; that is, select the individuals with high
fitness as the parent generation of population evolution,
which fully demonstrates the biological evolution idea of
natural selection and survival of the fittest [26]. In interactive
Cartesian genetic programming, the selection algorithm is
based on manual evaluation of fitness, and excellent indi-
viduals have the same fitness. For this special individual
fitness assignment, interactive Cartesian genetic program-
ming adopts quasi-simulated annealing method.

*e simulated annealing method records each genera-
tion of optimal individuals selected by users and establishes a
dynamic database.With the increase of evolutionary algebra,
the selection probability of the optimal individuals of each
generation changes dynamically. *e specific approach is to
make the late generated population have a greater selection
probability. Considering the noisy nature of manual selec-
tion, make the selection probability of each generation g

equal andmake the probability change in a ladder shape.*e
probability function used is

p(x) �
1

σ
���
2g

 −
di − dj 

t

σ2
. (20)

In the formula, σ represents the use probability of the
individual; t represents the number of iterations. Calculate
the use probability of the optimal individual according to
formula (21). *e specific formula is

σh � argmax σ Z � z1|X � x(  . (21)

For example, when the current algebra is 6 and 12
generations, the change trend of usage probability of each
generation is shown in Figure 1 and 2.

As can be seen from Figures 1 and 2, with the increase of
algebra, the selection probability increases step by step, and
the probability of the last order is much greater than that of
the previous orders, which greatly increases the possibility of
the algorithm to select the latest generations of individuals
when selecting individuals. Even if the selection probability
of the previous generations decreases gradually, the algo-
rithm also provides the possibility for its optimal individual
to enter the crossover and mutation of the latest generation.
Compared with interactive genetic algorithm, this algorithm
increases the range of selecting individuals and expands
from using only the previous generation optimal individuals
for subsequent genetic evolution to using all the optimal
individuals. *e algorithm not only considers expanding the
scope of individual use, but also solves the problem of use
probability. It also introduces the artificial individual eval-
uation noise response mechanism, which can help users find
satisfactory images faster without increasing the burden of
users.

3.4. Visual Effect Rendering. Combined with the pre-
processing results of artistic visual image and Cartesian
genetic programming algorithm, the effective processing of
image is realized. In order to further improve the display
effect of image, the image visual effect is rendered [27–29].
After the construction of Cartesian genetic programming
algorithm, an image rendering platform is designed
according to the actual needs to render the visual effect of
artistic visual images. *e following steps are the design
process of image rendering platform.

*e hardware composition of the image rendering
platform designed in this article is shown in Figure 3.
Among them, GPU is a graphics processor that supports
OpenGL, responsible for rendering list calculation pro-
cessing tasks; CPU is 32 bits; embedded processors such as
ARM9 can be used to execute graphics applications; DMA
can send the rendering list to the GPU; the VGA/LCD
controller is mainly used to generate the scan timing signal
of the display [30–32]. *e platform is equipped with two
frame buffers, one for display and the other for saving GPU
drawing results. *e ping-pong operation between the two
can ensure the efficient operation of the entire platform.

With the support of the image rendering platform shown
in Figure 3, the visual rendering process of artistic visual
image is described in detail:
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(1) Initialize the image rendering platform, set the en-
vironment for artistic visual image operation in
advance, build a common data area, and allocate the
original length memory to each list in advance, so
that each parameter can be initialized [33]

(2) Definition file: read the artistic visual image file and
store data in each list

(3) Configuration platform: in order to facilitate the
calling of artistic visual image scene during ren-
dering, preprocess each scene

(4) Display rendering results: obtain the state parame-
ters generated by the platform itself and external
input and control and display the objects in the
scene, so as to optimize the display of artistic visual
images and complete the visual communication
design [34–36]

4. Simulation Experiment

In order to verify the effectiveness of the art visual image
communication method based on Cartesian genetic pro-
gramming designed in this paper, comparative simulation
experiments are used to compare the effect with the tradi-
tional art visual image communication methods, specifically
the plane visual communication effect optimization method
based on wavelet change and the plane visual communi-
cation design method based on user experience effect. In
order to obtain more accurate experimental results, different
methods are used to process an artistic visual portrait at the
same time. Set the image conversion coefficient to 0.45. In
order to better carry out the experiment, the image ad-
justment error is controlled within 0.2. At the same time, the
plane visual communication effect optimization method
based on wavelet change proposed in [7] and the plane visual
communication design method based on user experience
effect proposed in [8] are used as traditional comparison
methods to compare with this method. Before the experi-
mental test, it is necessary to prepare to build a test envi-
ronment and prepare three computers. Before the
experimental test, the three methods are installed in the
three computers and put into trial operation. *e three
computers are jointly connected to a data analyzer. *e
analyzer completes the recording of experimental data
during the test, so as to provide an accurate data basis for
experimental analysis. In order to ensure the fairness of the
experimental test and improve the test difficulty of the
experiment, three levels of artistic visual images with low
difficulty, normal difficulty, and high difficulty are randomly
selected as the experimental samples in a three-image da-
tabase before the experiment. At the same time, the total
calculation sends image communication samples to the three
systems to start the experiment. After all computers submit
the artistic visual image dynamic communication report, the
experiment is ended, the experimental data and experi-
mental site are sorted out, the experimental analysis is
completed, and the experimental conclusion is drawn.

4.1. Experimental Dataset. *e images used in the experi-
ment are from the Abstract dataset. *e Abstract dataset
contains 228 abstract paintings painted by professional
painters. *e image emotion is expressed through the
combination of image color and texture and does not
contain any recognizable objects.*e emotional labels of the
dataset were selected by 14 observers through voting. In
order to obtain the annotation information of the dataset,
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the image is evaluated by peer rating on the network. 280
images were classified by 230 people for image emotion
evaluation, in which each image would be marked by 14
people, and finally the category with the most votes from the
eight categories was selected as the sample image. After
analysis, some images with unclear categories were removed
from the dataset, and finally a dataset composed of 228
images was generated. Some image examples are shown in
Figure 4.

4.2. Analysis of Experimental Results

4.2.1. Comparison Chart of Image Sharpness. First, take the
image clarity as the experimental index, compare the tra-
ditional method with the method in this paper, randomly
extract an image from the experimental image sample, and
compare the image visual transmission effects of different
methods. *e result is shown in Figure 5.

It can be seen from the above pictures that the art
visual image communication method based on Cartesian
genetic programming designed in this paper can effec-
tively solve the problem of unclear image. At the same
time, it does not need to be revised in the process of visual
communication and maintains the clarity of art image. As
can be seen from Figure 5, in terms of image details, after
using the method in this paper, the visual effect is clearer
and the visual effect of the image is more realistic. After
using the traditional method, the image shows blur effect,
such as edge blur, high brightness, and so on. It can be
seen that using this method has a better image visual
communication effect.

4.2.2. Comparison of Image Visual Transmission Efficiency.
Secondly, taking the image visual communication efficiency
as the experimental index, different methods are compared,
and the results are shown in Table 1.

By analyzing the data in Table 1, it can be seen that, with
the increasing number of iterations, the image processing
time of different methods gradually increases, indicating that
the visual communication efficiency continues to decrease.
Comparing the image processing time of this method with
that of the traditional method, it can be seen that the image
processing time of this method is much lower than that of
the traditional method, and the minimum value of image
processing time is 3.72s and the maximum value is only
4.80s; it is much lower than the traditional methods, which
shows that the image visual communication efficiency of this
method is higher. *is is because this method uses the
combination of image data and image processing platform to
design and analyze the visual communication of images,
accurately grasp the data status, reduce the image processing
time, improve the visual communication efficiency, and
obtain more accurate image data, so as to promote the
analyzability of data and enhance the visual communication
efficiency.

4.2.3. Success Rate of Visual Communication. Finally, taking
the success rate of visual communication as the experimental
index, the application effects of different methods are
compared, and the results are shown in Figure 6.

According to Figure 6, compared with the traditional
method, the image visual communication success rate of the
method in this paper is higher, the highest value reaches

Figure 4: Sample experimental image.
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Table 1: Comparison of image visual transmission efficiency.

Iterations
(time)

Image processing time (s)
Method of this

article
Image visual communication method based on

wavelet transform
Image visual communication method based on user

experience effect
1 3.72 7.12 5.37
2 3.82 7.36 5.62
3 3.91 7.89 5.98
4 4.05 8.12 6.37
5 4.16 8.25 6.24
6 4.20 8.56 6.70
7 4.37 8.91 7.05
8 4.59 9.13 7.19
9 4.72 9.47 7.54
10 4.80 9.84 8.90

(a) (b) (c)

Figure 5: Visual communication effects of different methods.

Image visual communication method based
on wavelet transform
Image visual communication method based
on user experience effect
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more than 90%, and the lowest value remains more than
65%. In contrast, the image visual communication success
rate of the traditional method is lower.

To sum up, the art visual image communication method
based on Cartesian genetic programming designed in this
paper has a good effect, can improve the image visual
communication performance to a certain extent, improve
the clarity and integrity of the image, and has a good de-
velopment prospect.

5. Conclusion

Aiming at the problems of long image processing time, low
success rate of image visual communication, and poor visual
effect in traditional methods, an art visual image commu-
nication method based on Cartesian genetic programming is
proposed.*emain innovations of this method are as follows:

(1) *is method can not only realize the effective image
processing, but also improve the efficiency of image
processing.

(2) Cartesian genetic programming algorithm not only
considers expanding the scope of individual use, but
also solves the problem of use probability. It can help
users find satisfactory images faster and improve the
visual communication effect of images without in-
creasing the burden of users.

(3) *e experimental results show that this method is
superior to the traditional method in image pro-
cessing time, image visual communication success
rate, and visual effect, which shows that this method
has higher application value.

*e next research work can focus on how to extend this
method to the case with multiple reference images, so as to
improve the processing efficiency, make the communication
results more consistent with the actual results, and be more
suitable for practical application.
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With the rapid development of Internet technology and the popularity of 5G and broadband, online education in China, especially
mobile online education, is in full swing. Based on the development status of online education in China, this paper analyzes the
innovative application of learning attention discrimination based on head posture analysis in the development of online education
mode of Internet thinking. Learning attention is an important factor of students’ learning efficiency, which directly affects
students’ learning effect. In order to effectively monitor students’ learning attention in online teaching, a method of distinguishing
students’ learning attention based on head posture recognition is proposed. In the tracking process, as long as the head angle of the
current frame is close to the head angle of the key frame in a certain scale model, the visual angle apparent model can reduce the
error accumulation in large-scale tracking. A Dynamic Bayesian Network (DBN) model is used to reason students’ Learning
Attention Goal (LAG), which combines the relationships among multiple LAGs, multiple students’ positions, multicamera face
images, and so on.Wemeasure the head posture through the similarity vector between the face image andmultiple face categories
without explicitly calculating the specific head posture value. ,e test results show that the proposed model can effectively detect
students’ learning attention and has a good application prospect.

1. Introduction

Traditional education can no longer meet the needs of
modern education. ,e cost of computer production is
declining, and the modern education mode with computer
as the medium is more and more widely used in education.
China’s online education has been on the rise, making many
offline education and training institutions vigorously de-
velop online education, and even many Internet companies
that did not pay attention to the field of education began to
enter the field of online education [1]. China’s online ed-
ucation is so full of vitality that everyone applauds it, but its
development cannot be smooth sailing, and it is bounded by
many problems. How to solve these problems is the basic
requirement to promote the further development of online
education.

Since the explosive birth of information transmission
technology in the 19th century, people have never stopped
exploring the application of various new technologies in the
field of education. Root et al. define online education
management system as “a software application for classroom
education and after-school training, involving educational
administration, information transmission, report generation
and learning effect tracking” [2]. However, Lockee et al.
define online education management system as “the inte-
gration of networked tools to support online learning” [3].
Zhang J. and Zhang F. discuss the development trend and
form of online higher education through the research based
on relevance theory, and emphasize that Massive Open
Online Courses (MOOCs) are not only an online classroom,
but also the interaction between teachers and students [4].
Fehr introduces the practical application of MOOCs,
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analyzes their existing problems, and holds that “,ere is no
doubt that the development of MOOCs is of great signifi-
cance to higher education all over the world [5]. It provides
opportunities for the online development of traditional
higher education in a flexible and convenient way, but it
cannot be considered that virtual education can replace
traditional education. In disciplines such as medicine and
architecture, the advantages of traditional higher education
model are still incomparable.” By analyzing the development
data of online higher education in the United States from
2002 to 2014, Mcauliffe et al. preliminarily explore the de-
velopment direction and path of online higher education in
China, and form its own theoretical model. In a word,
scholars at home and abroad started their research on online
higher education late, mostly focusing on analyzing foreign
literature. Even if a few models are put forward, their fea-
sibility and suitability are open to question [6].

Attention in visual learning is related to head posture
and eye sight direction. ,e research shows that [7, 8], in
many cases, it is enough to analyze students’ Learning At-
tention Goal (LAG) through head posture. Because students
are not used to staring at a certain goal with slanting eyes for
a long time, they will turn their heads to face the goal.
,erefore, this paper uses the head posture to analyze the
LAG of students, so we propose a Dynamic Bayesian Net-
work (DBN) model to deduce the LAG of students.,e head
pose is measured by the similarity vector between the face
image and multiple face categories without explicitly cal-
culating the specific head pose value. ,e observation of
probability model includes face image and face position
under multicameras. We collected test data in the teaching
environment, and the experimental results show that our
model is effective.

Structure of �is Paper. ,e first section mainly introduces
the research background, significance and main innova-
tions of this paper. Section two presents a summary of
related research. ,is paper introduces the research status
of the key technologies (head pose estimation, face feature
points, and attention recognition). In section three, the
discrimination process of learning attention based on head
posture analysis is mainly studied. Section four analyzes
and discusses experimental results. Finally, the paper
summarizes the full text, analyzes the existing problems in
the current methods, and looks forward to the future re-
search directions.

2. Related Work

In recent years, more and more researchers began to study
the problem of visual LAG recognition. Bce et al. study the
problem of students’ LAG recognition in a small round table
environment, in which an omnidirectional camera is placed
on the conference table [9]. Later, they studied the method of
identifying LAG in the environment of multiple remote
cameras [4]. Hamrah et al. also study the problem of LAG
recognition in different conference environments [10].
However, in themeeting environment, students mainly sit in
fixed seats, and their bodies do not move much. Zhou et al.

also monitor students’ LAG in outdoor environment, but the
range of their head posture is limited to face posture close to
the front. ,ese tasks mainly deal with the analysis of
multiple LAGs in fixed positions or single LAGs in multi-
student positions [11]. However, our application environ-
ment includes multiple student locations and multiple
LAGs. Zhao proposed a head pose recognition algorithm
based on template matching technology. For each recog-
nition object, multiple head images in different poses are
extracted as sample images, and each image is marked with
corresponding pose parameters [12]. Yeager et al. found that
in most cases, students’ attention target behavior can be
obtained by analyzing the head posture angle [13]. Yfka et al.
detect face feature points through random cascade regres-
sion tree, and use N-point perspective algorithm to estimate
head posture, thus realizing the visualization of students’
learning attention [14].

Hirata and Kusatake establish a human-computer in-
teraction system by using the learning attention detection
model, which can effectively judge the position and head
posture of the target person in the multiperson environment
[15]. Guo et al. study the problem of attention target rec-
ognition in different conference environments. However, in
the conference environment, users mainly sit in fixed seats,
and their bodies do not move much [16]. Lu and Yanmin
study the problem of attention target recognition in outdoor
environment. ,ey mainly analyze whether passers-by
watched posters on the wall [17]. Xiao et al. introduce the
run-length matrix of binary pattern into the random feature
selection of random tree, which improves the classification
ability of single decision tree and achieves better recognition
rate for multiclassification discrete head pose estimation
[18]. Ren et al. define the distance between eyes and screen
and the range of head posture by calibrating the system, and
use a single light source to track the gaze direction of eyeballs
[19]. In the literature [20], three-dimensional faces are
recognized by combining stereo vision information such as
rotation and pitch, and the learning attention direction of
eye sight can be accurately tracked through the details of eye
images.

,rough the study of the abovementioned related lit-
eratures, it is found that most of the research methods have
certain requirements for equipment. Because of the low
resolution of the individual’s face in the classroom scene,
and the illumination change, occlusion, and large posture
change in the environment, it is very difficult to learn at-
tention recognition. ,erefore, we adopt a noninvasive
learning attention recognition method based on the head
posture direction, and recognize the LAG of many people at
the same time in the large classroom scene.

3. Research Method

3.1. Analysis of Students’ Learning Attention. ,e main
purpose of this study is to distinguish students’ learning
attention, and to determine the direction of students’
learning attention by estimating whether students’ eyes are
concentrated in the blackboard area according to their head
posture.
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As shown in Figure 1, when students’ eyes are focused
on a certain point in the blackboard, such as P1, students
are considered to be focused on learning. On the contrary,
when students’ eyes deviate from the blackboard area for a
long time, such as P2, students are considered to be
distracted in learning. Under normal circumstances,
people are not used to looking at the target they pay
attention to with oblique eyes. ,erefore, the rotation
direction of head posture can be regarded as the line of
sight of students approximately to analyze students’
learning attention.

According to the classroom environment, a coordinate
system is established, which takes the center point on the
blackboard as the coordinate origin, the horizontal right
direction of the origin as the X-axis positive direction, the
vertical origin direction as the Y-axis positive direction, and
the vertical XY plane pointing to students as the Z-axis
positive direction. According to the students’ head line of
sight reaching the edge of blackboard, it is regarded as the
criterion of students’ abnormal behavior, as shown in
Figure 2.

α1, α2, β1, β2 is the threshold of abnormal head deflection
of students, and α1, α2 is the rotation range of students in
θYaw direction; β1, β2 is the rotation range of students’ θPitch
direction. When the rotation range of the head exceeds the
threshold, it can be considered that the students’ sight is
outside the blackboard area, and it is judged that the learning
attention is distracted.

Assume that the blackboard has a length of h, a width
of d, and a head center coordinate of F(x, y, z). When the
students sit in the first row of the classroom and look at
the left and right edges of the blackboard at points B and
D shown in Figure 1, it is the maximum rotation range of
the students’ heads in the θYaw direction, which is written
as

α1 � −arctan
h

z
 α2

� arctan
h

z
 .

(1)

When the student sits at point C and looks at the upper
and lower edges of the blackboard, it is the maximum ro-
tation range of the student’s head in the θPitch direction,
which is written as

β1 � −arctan
y

z
 β2

� arctan
d − y

z
 .

(2)

According to the actual teaching environment, as-
suming that the center point of the head coincides with the
eyes, and the height of the adult students’ eyes from the
ground is 1.3m, the head rotation range of the students is
determined to be θPitch direction [−7°, 28°], θYaw direction
[−48°, 48°].

3.2. Discrimination Process of Learning Attention Based on
Head Posture Analysis

3.2.1. Visualization of Students’ Learning Attention Based on
Head Pose Estimation. Combining the advantages of eye
tracker and single camera learning attention analysis system,
this paper proposes a visual analysis method of students’
learning attention based on head pose estimation of single
image, and constructs a corresponding visual analysis system
of students’ learning attention [21]. In this paper, the front
camera installed in themiddle position above the blackboard
is used to record the students’ lectures, and then the method
shown in Figure 3 is used to estimate the students’ head
posture. Finally, the students’ eyes are projected to the
teacher’s lecture video recorded by the rear camera by
mathematical deduction.

As shown in Figure 3, this method mainly consists of the
following six steps.

(1) Acquisition of data (video frame): the classroom
teaching video is acquired by LifeCam camera of
Microsoft 1080p, and the video frames are separated.

(2) Camera calibration: in order to improve the accuracy
of head pose recognition, it is necessary to use a
convenient and accurate calibration method to cal-
ibrate camera parameters.

(3) Face detection: use the disclosed face detector to
detect faces from video frames [22].

y

z

2
– h

β1α1

α2

β2

F (x, y, z)

h

x

Blackboard

2

Figure 2: Head deflection range.

P1

P2

Figure 1: Students’ learning attention.
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(4) Face feature point detection: this paper uses random
cascade regression tree to obtain the coordinate
information of 19 face feature points, which is used
to provide two-dimensional information in solution.

Students’ viewpoint positioning: according to the rota-
tion and translation matrix information of head posture, the
students’ viewpoint is projected to the teacher’s lecture video
shot by the rear camera by using the transformation rela-
tionship of spatial coordinates, so as to realize the visual
display of students’ learning attention.

Combining the oculomotor and the single-camera
learning attention analysis system, the random cascade
regression tree is used to locate the face feature points, and
a rigid model obtained by statistical measurement is in-
troduced as the 3D face approximation. ,e students’ eyes
are projected onto the video images taught by teachers, and
the visual analysis of students’ learning attention is
realized.

3.2.2. Visual Angle Apparent Model

(1) Key Frame Adjustment. After tracking the current frame
t, in order to calculate the attitude parameters of t + 1 frame,
the current frame t becomes a new key frame in the model,
and the expectation and covariance of X should be expanded
accordingly. Because xt+1 is unknown at this moment, the
expectation and covariance of X are extended as follows:

E
t+1
X � 0; E

t
X ,

σt+1
X 

2
 

− 1
�

0 0

0 σt
X 

2
 

− 1⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦.

(3)

Here, Et
X and (σt

X)2 represent the expectation and co-
variance of X after the tracking of the current frame t is
completed, and Et+1

X , (σt+1
X )2 represents the extended ex-

pectation and covariance of X.
To reduce the number of key frames in the model, only

one key frame is selected from each perspective. If the at-
titude parameters of one key frame are very close to those of
other key frames in the model, the key frame will be removed
from the model [23]. Since the previous frame t − 1 is always
used as the reference frame of the current frame t, the
previous frame t − 1 is likely to be removed from the model
after the tracking of the current frame t is completed. Let the

largest one of the three rotation angles of the previous frame
beωt−1, and when the corresponding angleωi of a certain key
frame i in the model satisfies the condition

ωi−1 − ωi

����
����≤ τ, (4)

remove the previous frame t − 1 from the model, where τ is
the threshold determined by the number of key frames in the
model. ,e removal process is completed by deleting the
corresponding rows and columns in Et

X, (σt
X)2.

(2) Multiscale Visual Angle Apparent Model. When the
head movement range is small, the visual angle apparent
model can effectively reduce the tracking error. Visual angle
apparent model when the head moves in a small range is also
called single-scale visual angle apparent model, but when the
head moves in a large range, it will exceed the effective range
of single-scale visual angle apparent model. ,ere are two
main reasons for this phenomenon: first, the scale trans-
formation of the head image is large when moving in a large
range; second, the apparent model parameters themselves
contain large error accumulation due to long-term move-
ment, which leads to the tracking result deviating from the
true value [24]. ,erefore, each visual angle apparent model
is only valid within a certain range.

When the head movement range is large, multiple visual
angle apparent models can be used to cooperate with each
other to reduce the error accumulation caused by large-scale
movement. In the specific implementation, the effective
range of each visual angle apparent model is defined as a
space neighborhood around its initial frame head position.

Let m represent the initial frame of the current apparent
model, Dm represent the distance between the head of the
initial frame and the camera, and the distance Dt between
the head of the current frame and the camera satisfies the
condition

Dt − Dm

����
����≥ η. (5)

,e tracking method will generate a new apparent
model, where η is a predefined threshold. ,e current frame
t will become the initial frame of the new model. Multiple
visual angle apparent models which are continuous in space
are called multiscale visual angle apparent models.

On the one hand, the multiscale visual angle apparent
model can effectively solve the error accumulation problem
of tracking large-scale motion, especially large-scale forward
and backwardmotion. On the other hand, because each scale
visual angle apparent model is only responsible for tracking
motion in a small range, it is beneficial to the application of
the model. For example, when the head leaves the camera
view and re-enters, the head posture can be quickly re-
covered by using the multiscale visual angle apparent model.

3.2.3. DBN Model for Analyzing Visual LAG. We propose a
DBN model to reason students’ attention goals. Reasoning
students’ attention goals by calculating the maximum
posterior probability. ,e model integrates the relationships
among multiattention targets, multistudent positions, and
multicamera face images, and conducts joint reasoning.

Data
acquisition

Camera
calibration Face detection

Face feature
point detection

Head pose
estimation

Student
viewpoint

orientation

Figure 3: Working principle and algorithm flow of visual analysis
of students’ learning attention.
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(1) Overview of Models. A Dynamic Bayesian Network
(DBN) model for analyzing LAG proposed in this paper [25]
is shown in Figure 4.

In the model, we have the following:

Implicit variable Ft represents the LAG of students at
time t, and its value is M possible lags.
Implicit variable Ci

t represents the pose category of the
face image shot by camera i at time t, and its value is K

face pose category.
,e observation variable Zi

t represents the face image
taken by the camera i at time t.
,e observation variable Li

t represents the horizontal
position of the face image shot by the camera i at time t.
,e model combines multicamera information to an-
alyze LAG more accurately. For example, when stu-
dents stand in area 2 and area 3, both cameras can
capture students. In some cases, the images obtained by
a single camera may not accurately analyze the LAG of
students. At this time, through the information of
another camera, it may be easier to analyze students’
goals.

(2) Description of Each Part of the Model. According to the
probability model, the joint probability distribution among
all variables can be written as follows:

P F1: T, C
1: R
1: T, L

1: R
1: T, Z

1: R
1: T 

� 
T

t�1
P Ft|Ft−1(  

R

i�1
P C

i
t|C

i
t−1,L

i
t, Ft P Z

i
t|C

i
t .

(6)

Among them, P(Ft|Ft−1) stands for the purpose of
transition probability matrix between different LAGs at
adjacent moments, which is to enhance time smoothness.

P(Ci
t|C

i
t−1,L

i
t, Ft) represents the probability dependence

of face pose category Ci
t on LAGFt, face position Li

t, and face
pose category Ci

t−1 at the previous moment. ,is is the core
of this model, which describes the probability dependence
among multiple LAGs, multiple student positions, and faces
obtained by multiple cameras.

P(Zi
t|C

i
t)is the likelihood of face observation. ,e face

posture class Ci
t is known, and the likelihood represents the

probability that the face observation Zi
t is generated by the

face posture class, as shown in

P Z
i
t|C

i
t � k  �

1
Λ
exp

−d
2

Z
i
t, Mk 

σ2
⎛⎝ ⎞⎠. (7)

Here, Λ is the normalization factor, Mk represents the
image subspace Ci

t � k of the face pose category, and
d2(Zi

t, Mk) represents the distance from the face image to
the image subspace, such as the reconstruction error when
the image is projected to the subspace.

(3) Model Reasoning. ,e analysis problem of LAG is
regarded as the reasoning problem of probability model.
Given the observations Z and L, we hope to deduce the
hidden variables Fand C. ,at is, our objective function is to
maximize the following joint probability density
distribution:

(F, C) � argmax
F,C

p(F, C, Z, L). (8)

We use the approximate reasoning algorithm proposed
in [26] to minimize the cost function “free energy.” ,e free
energy uses a simple probability density distribution Q(h) to
approximate the true posterior probability density distri-
bution P(h|v) where h and v represent hidden variable
(F, C) and observed variable (Z, L), respectively.,en,Q(h)

is used to calculate the objective function with the following
formula:

Q(h) � 
T

t�1
Q Ft|Ft−1(  

R

i�1
Q C

i
t|C

i
t−1, Ft . (9)

According to the method of [11], free energy can be
written as

E � 
h
Q(h)In

Q(h)

P(h, v)
. (10)

Given the state of hidden variables F and C at time t − 1,
by minimizing E, we can get
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In formula (12), it can be calculated as follows: Q C
i
t−1|Ft  � 

Ft−1 ,Qi
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i
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i
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i
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,en, the probability density distribution can be cal-
culated by iterative method:

Q Ft(  � 
Ft−1

Q Ft|Ft−1( Q Ft−1( ,

Q C
i
t  � 

Ft

Q C
i
t|Ft Q Ft( .

(14)

Finally, the LAG with the highest probability is the final
reasoning result of the model.

LAG � argmax
Ft

Q Ft( . (15)

4. Analysis and Discussion of
Experimental Results

4.1.�eEfficiencyTest ofVisualAnalysis of LearningAttention
in�is Paper. ,is paper transforms a conference room into
a small classroom. ,e subjects sat 6m in front of the
blackboard and looked at the teachers who were writing the
edition books. A front camera was installed directly above
the blackboard to monitor the subjects’ learning status. ,e
rear camera is installed behind the subjects to monitor the
teaching situation of teachers. In order to ensure the test
accuracy, the camera was calibrated during installation.

Based on the captured video frame images, using the
head pose estimation method proposed in this paper, the
three-dimensional angle information and three-dimensional
coordinate axis (total six-dimensional information) of the
subject’s head pose are calculated, in which the six-di-
mensional information is marked at the tip of the nose for
convenience of display. Using the derived visualization
method of students’ learning attention based on head
posture, the physical position of the gaze point of the subject
can be calculated and marked on the captured video frame
image.

,e 1080P high-definition video taken by the front/rear
camera is visually analyzed for single-person learning at-
tention, and the video duration is 2 minutes. At the same

time, in order to test the parallel acceleration performance of
the visual analysis method of learning attention in this paper,
1∼4 physical threads of i5-4570 (4-core) CPU are used to
process two videos in series/parallel. ,e experimental
system uses 32GBmemory and TitanX graphics card (12GB
memory) to ensure that memory and graphics card do not
become the performance bottleneck of hardware system.

Firstly, the two videos with a duration of 2min are
subjected to five steps, including frame image reading, face
detection, face feature point detection, head pose estimation,
and learning attention visualization, and the running time of
each step and the total running time of the whole algorithm
are obtained, respectively. In this paper, we first use a single
thread to get the running time of serial computing. Based on
this, we use 2∼4 threads to get the running time of parallel
computing to observe the effect of parallel acceleration (see
Figure 5).

,e following conclusions can be drawn from all the data
listed in Figure 5.

When one thread is used for serial processing of visual
analysis of students’ learning attention, the processing speed
of 1080P single face video is very slow, and it takes 711.58ms
to process one frame image.

Comparing the running time of each step of serial
processing for visual analysis of students’ learning attention,
we can find that the two steps of face detection and face
feature point detection are the most time consuming, which
are 541.33ms and 122.36ms, respectively. ,erefore, the key
to improve the visual analysis speed of learning attention lies
in how to reduce the time consumption of face detection and
face feature point detection.

Using 2∼4 threads for parallel computation of visual
analysis of learning attention, it is found that parallel
computation can effectively reduce the time-consuming of
face detection, but for the other 4 steps (reading frames, face
feature point detection, head pose estimation, and learning
attention visualization), the acceleration effect is not obvi-
ous. In order to analyze the attention of 25–50 students in
classroom teaching in real time by using 4KB high-defi-
nition cameras in practical applications in the future, large-
scale parallel processing must be carried out by computing
clusters withmany nodemachines.,is method uses a single
image for head pose estimation, which will be completely
suitable for parallel processing of many node machines.

4.2.HeadPosture Tracking ExperimentUsing theVisualAngle
Apparent Model

4.2.1. Experiment 1. Evaluate the tracking results of visual
angle apparent model when the body moves back and forth
in a large range. In the experiment, a video sequence was
recorded at a speed of 12Hz by using a Digiclops stereo
camera, in which the subjects moved from a position about
0.5m away from the camera to a position about 1.5m away
from the camera along the z-axis. During the movement, the
subjects constantly changed various head postures, and the
rotation angle of their heads around three coordinate axes
ranged from −45° to 45°. According to the effective range of

Ft–1 Ft

Ct
i
–1 Ct

i

Zti–1 Lti–1 Zti Lti

Figure 4: DBNmodel. ,e subscript t indicates the frame number,
and the superscript i indicates the camera number.
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each scale visual angle apparent model, the tracking method
constructs three scale visual angle apparent models, and
their initial frames are about 0.5, 0.9, and 1.3m away from
the camera, respectively.

4.2.2. Experiment 2. Firstly, the tracking results of the
proposed method are tested when the head leaves the
camera view and then re-enters. In the experiment, an-
other video sequence was recorded at a speed of 12m by
using the Digiclops stereo camera, in which the subjects
left the camera’s perspective when they were about 1.2 m
away from the camera, and then re-entered the camera’s
perspective when they were about 0.8m away from the
camera.

4.2.3. Experiment 3. In order to further evaluate the per-
formance of the proposedmethod, the tracking error of this
method was measured in Experiment 3. ,e real head
posture parameter data is obtained by using the motion
sensing sensor pciBIRD. ,ree video sequences were
recorded in the experiment, and the head pose parameters
of each frame were obtained by pciBIRD. All three video
sequences were recorded at a speed of 12Hz, with an
average length of 1020 frames. During recording, the
motion of the tracked object was similar to that of Ex-
periment 1, and the parameter settings were the same as
those of Experiment 1.

,e average tracking error (average error of three angles)
using video sequence one is shown in Figure 6, in which only
the tracking error of the tracked object moving from about

0.9m away from the camera to about 1.3m away from the
camera is displayed, with a total length of 320 frames.

,erefore, this method can accurately track attitude pa-
rameters (4° root mean square error), while Morency’s method
has a larger error (8° rootmean square error), and themaximum
error can reach 20°. Figure 6 also shows the error when using the
single-scale visual angle apparent model. It can be seen that
when the head movement exceeds the effective range of the
single-scale visual angle model, the tracking error is larger.
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4.3. LAG Recognition. We evaluate the validity and exten-
sibility of the model through two sets of experiments. In the
first group of experiments, we used the data of all 8 people
for training and testing. In the second group of experiments,
the method of row-by-row cross-validation was adopted,
that is, training with the data of 7 people and testing with the
data of another person. A total of 8 rounds were run, and
each person’s data was taken as the test set. Figures 7 and 8
are the results of two groups of experiments, respectively.
,e percentage in the figure is the recognition accuracy
obtained by dividing the number of correctly recognized
frames by the total number of frames. Accuracy evaluation is
only performed on manually marked video clips. In the
second group of experiments, we only consider the results of
the test set video, and give the average results of 8 rounds of
experiments.

As can be seen from the above figure, the result is very
good. ,is is because the students in the training set and the
test set are the same. ,e results of the second group of
experiments are not as good as those of the first group. ,is
is understandable, because the students in the test set have
not appeared in the training set, and the appearance and
illumination of different students are quite different. It can
be seen that when students stand in area 1 and watch LAG4,
5, and 6, the accuracy is not very high. ,ey often do not
mistakenly identify as adjacent LAG. ,is is because the
distance between LAG4, 5, and 6 is relatively short, and they
are far away from Area 1. ,erefore, when students look at
these different targets, they often only turn their heads very
slightly, and sometimes they only turn their eyeballs instead
of their heads. If these conditions are ruled out, the ex-
perimental results are acceptable considering the difficulty of
the data captured in real scenes.

4.4. Discriminant Analysis of Students’ Learning Attention.
Based on the above analysis, the students’ learning at-
tention is analyzed and studied by the criterion of

students’ learning attention. In order to verify the de-
tection effect of this method, it is designed that learners
imitate students’ traditional classroom learning process,
and test students’ daily learning classroom behaviors such
as irregular listening carefully, looking down at their
mobile phones, and looking around. ,e following steps
were taken: selecting a high-definition camera with 12
million pixels as an acquisition tool, fixing the camera 2m
in front of the learner, detecting the learning attention of
the learner by analyzing the sampled video, and recording
the learning process of the learner within 60 s under
ordinary illumination.

Implementation process of the algorithm: when stu-
dents sit in front of the camera, the camera will record the
students’ learning situation, and then each frame image of
the students’ learning process will be detected by the
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learning attention detection system, and the information
of the students’ head rotation will be recorded, in which
one corner out of range will be recorded as 1, and the one
without exceeding will be recorded as 0. First, if the record
is 1 continuously within 2 seconds, it will be judged as
learning distraction and counted. Secondly, the ratio of
the sum recorded as 1 per unit time to the total time will be
calculated and the students’ classroom learning attention
will be output. From this, we can count the number of
distractions in learning and the situation of students’
learning attention per unit time. Some typical behaviors
are shown in Figures 9–11.

As shown in the above figures, the displacement de-
viation of the head posture in X/Y/Z direction by this
method is within the acceptable range. ,e maximum error
of displacement estimation in the x-axis and y-axis is less
than 40mm and 50mm, respectively, and the maximum
error of displacement estimation in z-axis is less than
230mm. In this paper, the discriminant analysis of stu-
dents’ learning attention is accurate, which can basically
coincide with the calibration curve, and the deviation is
small.

5. Conclusion

Online education is a new trend in the development of
education, which will bring profound changes in educational
concepts, educational systems, teaching methods, personnel
training models, etc., and play a positive role in deepening
education and teaching reform, improving education
quality, and promoting education equity. In this paper, a
discrimination method of learning attention based on head
posture analysis is proposed. By selecting key frames with
different head postures and generating them online, besides
attaching posture parameters to the key frames, the head
region is accurately extracted from each key frame as the
head perspective, and the key frames are combined into a
multiscale visual angle apparent model according to the
spatial distribution. A DBN model is proposed to reason
students’ LAG. ,e model integrates the relationships
amongmulti-LAG,multistudent positions, andmulticamera
face images, and conducts joint reasoning. We measure the
head posture by the similarity vector between the face image
and multiple face categories without explicitly calculating
the specific head posture value. We collected test data in the
teaching environment, and the experimental results show
that our model can get better results.
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In the current experiment, when the user looks at the
distant visual attention target, the attitude measurement is
inaccurate due to the small difference of images. In the
future, we will consider fusing motion information to detect
the change of the user’s visual attention target. ,e visual
attention target in this paper is several screens on the wall. In
the future, we will consider extending the visual attention
target to more places, such as different areas on the
workbench.
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Under the global epidemic situation, offline face-to-face teaching has not adapted to the current teaching environment. Using
computer technology to carry out online assisted teaching has become an inevitable choice for music teaching in colleges and
universities. Offline teaching also has many disadvantages, such as single and backward teaching methods, poor sharing of audio-
visual resources, and inconsistent teaching contents. (e survey found that music teachers urgently need an online teaching
platform to enable teachers to obtain effective, standardized, and comprehensive teaching resources anytime and anywhere so that
students can enjoy high-quality music teaching resources as much as possible. Based on these requirements, the development of
online music teaching system under B/S architecture has an important practical significance.

1. Introduction

In the 1990s, China had officially put systematic music and
art education on the agenda, and all regions of the country
have increased music courses in senior high school, which is
also inseparable from the promotion of quality education.
Meanwhile, the financial investment of art colleges and
universities is also gradually increasing. (ere is no differ-
ence in the technical level between domestic music websites
and developed countries, and the content is still dominated
by pop music websites. According to the survey, 63.2% of
China’s music websites are pop music websites and classical,
ethnic, and other types of music account for a relatively
small proportion, but they basically meet the needs of nonart
professional audiences. However, there are four deficiencies
in domestic music websites. First, the audience group is
small. Because most of China’s music websites focus on pop
music, the audience group is mostly young people. Second,
the attention of music websites is one-sided. Most music
websites are driven by interests and actively cater to public
tastes. (ird, the role of “gatekeeper” of network media is
missing. Fourth, the construction of network laws and
regulations is not perfect, and piracy and infringement are
common. (ere are few people studying the music teaching

assistant platform in China for three reasons. First, the use of
the platform is small. (e platform mainly serves music
teachers, and music teachers are a small group. Second, the
platform cannot bring economic benefits and needs the
investment of colleges and universities. (ird, the R&D of
the platform requires comprehensive talents with certain
music attainments and professional knowledge such as
computer network and database. Such talents are very few.
In 2008, Liaoning Normal University made an attempt to
assist research in music teaching, mainly using VFP visual
programming to make a teaching music database man-
agement program. Due to the lack of special personnel to
maintain its database, fewer and fewer teachers are used in
the program. In 2011, Shenyang Conservatory of music
began to study the music teaching auxiliary platform based
on C/S architecture. (e teaching content of this auxiliary
platformmeets the needs of vocal music teachers. Each track
included in the platform contains the detailed information of
the author of the track and the detailed information of the
representative singer, the staff, and other information.
However, because the platform based on C/S architecture
needs to install and configure software on each computer
and the software upgrade is very troublesome, only some
young teachers use the platform [1–6].
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With the development and application of multimedia
and Internet, music appreciation course has also produced
revolutionary development. Music lessons have expanded
from a single piece of chalk, a book, and a mouth to more
and more colorful forms, such as the application of a variety
of music scores in the teaching process, simple score and
staff score, the tour broadcasting of multimedia teaching
materials, and the comparison of different performance
forms of the same track. (erefore, multimedia music
teaching is an epoch-making milestone in improving the
quality of music teaching. However, there are still single and
backward ways of appreciation in the music appreciation
course, such as a piece of chalk, a book, and a small speaker
in the music class, so that students often only know it but do
not know why, so they are more at a loss when appreciating
works [7–9]. Moreover, in the current stage of music ap-
preciation teaching, teachers often download the works to be
appreciated and put them on the USB flash disk, which can
be appreciated by students through audio-visual equipment.
Different teachers will choose different works to enjoy. (e
sharing of audio-visual appreciation resources is relatively
weak, the classification of appreciation works is chaotic, and
the choice of appreciation works is not unified. (ird, in the
process of preparing lessons through the network, due to the
particularity of some music, such as less creative back-
ground, music style, simplified staff, and staff resources,
teachers create obstacles in the process of preparing lessons
and reduce the depth of students’ appreciation of music
[10, 11]. In online teaching, students’ autonomous learning
is stronger, and the arrangement of their learning tasks can
be determined according to their own needs.

In view of the current teaching difficulties, a music
teaching system based on B/S structure is designed. It has the
characteristics of convenience, resource sharing, openness,
and professionalism. It provides more choices for the
teaching of music teachers and allows students to experience
a more convenient teaching environment.

2. B/S Architecture Introduction

2.1. B/S Tertiary Structure Concept. B/S structure is an im-
proved model of the previous traditional C/S structure after
the rise of the Internet. It has no independent client, but
depends on the browser. All users operate through the
browser, the maintenance and use of the system become
simple, and the development process can be simplified
[9, 12]. (e client only needs to install any type of browser,
and all databases are installed on the server. (is can greatly
simplify the client computer review, and the system
maintenance and upgrade do not need to be completed by
installing the upgrade package like the C/S structure. Users
no longer need to install a separate client login working
interface, but log in to the browser. (e detailed B/S ar-
chitecture diagram is shown in Figure 1.

2.2. Characteristics of the "ree-Layer Structure of the B/S
Architecture. Postmaintenance and upgrade simplification,
during the use of the software, are necessary to continuously

upgrade to meet the use needs of users. Compared with the
C/S structure, the B/S structure shows strong convenience in
upgrading and maintenance. In order to meet the functional
needs, the software system needs to be continuously im-
proved and upgraded. If the C/S architecture is adopted,
hundreds of computers need to install the upgrade package,
resulting in huge workload and low work efficiency. If the B/
S three architecture is adopted, the software engineer can
maintain the server. All users can log in to the browser after
unified maintenance and enjoy the upgraded service.
Meanwhile, since the upgrade and maintenance are only for
server operations, the B/S architecture enables the system to
support remote maintenance operations [13–16]. (erefore,
the mainstream direction of the current information de-
velopment is that the server is becoming more and more
“fat,” while the user machine is becoming more and more
“thin.” Under such software and hardware conditions, the
system upgrade and maintenance will be easier and easier,
and the user operation will develop to simplification, which
can greatly save the user’s human, material, and financial
resources.

Cost reduction: Windows has almost become the
mainstream of PC operating system, and almost every PC is
equipped with browser, but Windows is not the mainstream
operating system of the server. For security reasons, most B/
S applications are installed on Linux servers. (ere are many
options for the server operating system, but no matter which
option, users can safely use windows as the PC operating
system [17]. In addition to being free, the database of Linux
operating system is also free, so the choice of Linux as a
server operating system has become very popular.

(e load is concentrated on the application server. (e
databases of this structure mode are concentrated on the
server, and the logical things are reflected in the browser. It

User interface Client application

Application server
Business logic layer

Database server
Data service layer

HTTP mode
request

Send back to
browser

Data 
request

Return data
results

Figure 1: B/S architecture.
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does reduce the pressure on the users of the system, but the
pressure reduced by the users is passed on to the server. In
this mode, the backup management of the database must be
done well [18–21]. Generally, the regular backup work is
done by a separate large memory to prevent the system
collapse and all data loss.

3. System Design

3.1. Overall System Architecture Design. (e schematic di-
agram of B/S architecture is shown in Figure 2. System users
are divided into two categories: one is an administrator and
the other is a teacher, who can log in to the system through
the network. (e responsibility of the system administrator
is to input and modify the classified directory, review the
teaching tracks and other teaching materials uploaded by
teachers, and review the system feedback, so as to ensure the
quality of documents in the system. Teachers log in to the
system by entering their own account, password, and ver-
ification code. (ey can enjoy teaching tracks and upload
teaching music and other teaching materials online during
teaching. After being approved by the administrator, they
will be able to automatically enter into the system to share
with other teachers. (e teaching tracks uploaded by each
teacher are entered into the system, and teachers can freely
download the tracks and other teaching materials uploaded
by other teachers. Teachers can express their own unique
opinions on a teaching track. Teachers can share classical
and helpful tracks and other teaching materials with other
music teachers. Firstly, the system needs to ensure stability
and realize efficient operation on this basis. (e database
cluster requires two servers for cold backup and database
reading. (e operation mode of the whole architecture is
that the operation request of the system user is sent to the
reverse proxy server through the network and then sent to
the database cluster through the Web cluster. (e design of
such architecture can not only ensure stability but also
ensure efficiency [22–25].

3.2. Frame Construction. Stability is the premise of frame-
work implementation. (is framework adopts MVC mode
(action, model, and view). (e most important is action. (e
user’s request is completed through the action controller,
either directly processed or forwarded. Each action of the user
needs to pass through the action controller first, that is, it is
the core of the whole structure. For example, after the user
clicks the course material under the personal user and sends
this request, the action controller first determines whether the
user has this permission. If so, call the data in the database
cluster, and view displays the course material interface.

3.3. System Function Module. Teachers log in, upload and
download teaching tracks and other teaching materials,
enjoy teaching tracks online, and share teaching tracks and
other teaching materials, and teacher comments, teacher
feedback, and advanced search are all concentrated on the
front desk. (e foreground function of the system is mainly
to serve teachers and users, and most of the key functions of

the system are reflected in the foreground. After logging into
the system, teachers can browse the classification of teaching
music, the corresponding representative works under each
classification, and authors and other teaching materials
related to works. Teachers can upload tracks and other
teaching materials required for teaching and can also share
classic teaching tracks with other music teachers through
SNS. In the teaching process, teachers have their own unique
ideas about a teaching track and can comment. In the course
of teaching, teachers will sort out the inconveniences of the
system into feedback and brainstorm and make the system
function more perfect.

(e operation of the system administrator is mainly
concentrated in the background.(e system administrator is
responsible for the creation of classification directory when
the system is just launched and the maintenance of system
directory in the later stage.(e system administrator reviews
whether the teaching tracks and other teaching materials
uploaded by teachers are suitable for music teaching and
whether they belong to correct classification. (e system
administrator reviews whether teachers’ comments comply
with relevant regulations. To ensure that the teaching tracks
and other teaching materials in the system are classified
correctly, the sound quality is clear and conducive to
teaching. When teachers find the defects and deficiencies of
the system in the process of teaching and using the system,
they can feed back their opinions to the system, and then, the
system administrator will uniformly deal with the infor-
mation fed back by teachers, for example, timely reply to
teachers’ feedback information and opinions and feedback
problems to system developers. (e system background
function structure is shown in Figure 3.

3.4. Main Module Design of the System. (e system mainly
has the following functional modules: login management,
teaching track directory management, teaching track
management, teaching track sharing management, audit
management, teacher comments, user feedback, teaching
material upload and download, and search (advanced
search).

Login management: both system administrators and
ordinary teachers have their own login accounts. Only users
who enter the correct user name and password can log in to
the home page of the system, which is different from many
application-based websites.

System
administrator

System user

Network

Web server
Web Cluster

Reverse proxy server

Slave
server

Data Cluster

Figure 2: Schematic diagram of the B/S architecture.
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Teaching track directory management: when the pre-
liminary design of the system is successful, the system ad-
ministrator is responsible for completing the system
initialization. (e initialization of the system is mainly to
input the existing teaching music classification and corre-
sponding representative works and representatives into the
system according to the current general music syllabus. If the
classification standard changes in the later stage, you can
modify, delete, or add the classification directory or the
corresponding content in the directory.

Management of teaching tracks: multimedia teaching
should at least ensure that music teachers can play audio
materials of teaching tracks in the process of teaching. With
the support of this platform, music teachers can choose from
two kinds of playing forms. (e first is to find the teaching
tracks and teaching materials needed for teaching in the
system, download them to the mobile hard disk or personal
computer, and play them with any playing software that can
play MP3 format.(e second is to find the required teaching
audio materials and play them online directly.

Teaching track-sharing management: when music
teachers think that a teaching track has special teaching
significance or have their own unique indirect on the
teaching method of a teaching track, they can share it with
their colleagues so that other music teachers can discuss the
teaching method of this track together. (ere are many ways
to share. One is to share with designated teachers through
sharing tools, and teachers who receive sharingmaterials can
see the shared content. However, to share in the group
designated by the music teacher, the teachers in the group
can see the shared materials. (ird, share in your own space.
Friends on the sharing tool can see the shared content.

Audit management: during the teaching process, ordi-
nary teachers will upload some teaching tracks according to
the situation of the teaching song library in the system and
their own teaching needs, and the corresponding teaching
tracks need to be equipped with staff, simplified music, and
other materials; At the same time, some comments and
feedback will be uploaded according to the specific situation,
which will be reviewed by the administrator. Review whether
the uploaded tracks belong to a directory. For example, the
Folk Song Directory uploaded by Pavarotti’s my sun to the
song cannot pass the review. If my sun is uploaded to the
directory of Bel Canto under the song, it can pass the review.
(is function ensures the correctness of teaching tracks and

other teaching materials in the system and the good use
environment of the system. For music teaching tracks and
other teaching materials uploaded by teachers, the com-
ments of teachers and users can be passed only after review.

Upload and download of teaching materials: when the
system was just built, there were few tracks in it. Teachers
can gradually add teaching tracks under a subdirectory or
upload other teaching materials corresponding to teaching
tracks, such as staff, simplified music, and creative back-
ground. (e teaching materials uploaded by music teachers
are not included immediately after uploading, but need to be
reviewed by the system administrator. After approval, it can
be used and downloaded by other music teachers.

If the correctness and rationality of teaching tracks and
other teaching materials pass the examination, they will be
employed. If it is correct and reasonable, it will be entered
into the system, and other teachers and users can enjoy or
download teaching tracks and other teaching materials
online. If the approval fails, the system administrator will
directly delete the uploaded teaching tracks and other
teaching materials and send a notice to the teacher user. (e
uploaded teaching tracks and other teaching materials are
incorrect or unreasonable, and the upload fails.

Search: when music teachers need to view a specific
teaching resource, searching one by one in the directory list
is inefficient and cumbersome, so the search function is
particularly important. For general teaching resources,
teachers can directly enter the resource name in the upper
right corner. In addition, advanced retrieval can be carried
out according to the creation time, author, music category,
performer, content search conditions, and other keywords of
the track.

4. Feasibility Analysis

4.1. Technical Viability. (e teaching auxiliary platform is
developed by lamp. Lamp is a very good group of software
on the production website, and the application technology is
also relatively advanced. (e operating system is Linux, the
programming language is PHP, and the database uses
MySQL management system. Lamp is the first choice for the
development of music teaching system for many reasons.
First, its performance can fully meet the requirements of the
platform. Second, it shows great advantages in the richness
of resources. (ird, from the perspective of system

Login Download Teaching Other

System reception

Review Handle Administration Other

System backstage

Figure 3: System reception and background function diagram.
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development cost, it is wise to adopt this software. Finally, it
has unparalleled advantages in cross-platform features.

4.2. Economic Viability. (e whole construction process of
the platform is divided into two steps. (e first step is the
initial construction of the platform. At this time, teachers
have not participated in it, and a software development
department has completed the initial construction. At this
time, a very complete database construction is not required.
(e second step is the construction of the platform im-
provement process. At this time, teachers and users need to
participate in it and constantly upload teaching tracks and
teaching materials in the process of use, so as to enrich the
content of the database day by day. Because the first step of
the construction of this platform does not need to be too
complex, it does not need too large database construction. It
only needs a platform with basic functions and basic clas-
sification. (erefore, the establishment cost of music
teaching platform is relatively low [26, 27].

4.3. Operation Viability. In order to meet the normal op-
eration of the foreground and background and realize the
functions of users, two types of users must exist at the same
time. (e first is the system administrator managing the
background, and the other is the teacher (whether to join the
students needs further practice and research). (e managers
have three responsibilities: website management and in-
formation release, reviewing the materials uploaded by
teachers and users, and deleting remarks that do not comply
with laws and regulations.Managers realize themanagement
of the website and the release of information through the
operation interface. Managers only need to have a prelim-
inary understanding of the classification of teaching tracks to
complete the task of reviewing the data uploaded by teachers
and users. (e third responsibility of managers is to delete
illegal remarks, which can still be operated simply. Teachers
and users can upload teaching tracks and share relevant
teaching materials. (ey only need to master simple Internet
technology.

5. Conclusion

Online music teaching system based on B/S architecture has
many advantages. Teachers can quickly find teaching re-
sources through the system and share resources with stu-
dents through simple operation. Multiple teachers can share
resources through the system to reduce offline resource
allocation. During use, teachers and students can discuss and
communicate in relevant chapters of the course to reduce
offline communication and notes in class and build an online
teaching platform in B/S architecture to increase the di-
versity of teaching and bring more choices for music
teaching under the epidemic situation.
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Image analysis of power equipment has important practical significance for power-line inspection and maintenance. +is paper
proposes an image recognition method for power equipment based on multitask sparse representation. In the feature extraction
stage, based on the two-dimensional (2D) random projection algorithm, multiple projection matrices are constructed to obtain
the multilevel features of the image. In the classification process, considering that the image acquisition process will inevitably be
affected by factors such as light conditions and noise interference, the proposed method uses the multitask compressive sensing
algorithm (MtCS) to jointly represent multiple feature vectors to improve the accuracy and robustness of reconstruction. In the
experiment, the images of three types of typical power equipment of insulators, transformers, and circuit breakers are classified.
+e correct recognition rate of the proposed method reaches 94.32%. In addition, the proposed method can maintain strong
robustness under the conditions of noise interference and partial occlusion, which further verifies its effectiveness.

1. Introduction

With the continuous increase of power equipment, tradi-
tional manual-line inspection and substation monitoring
have been difficult to meet the actual requirements. In this
context, a large number of power-line inspection equipment
types based on helicopters, drones, and other computational
platforms have been put into application [1–5]. +ese de-
vices collect images of power equipment through optical and
infrared sensors on themselves or nearby. +en, the image
analysis and other technical means can be used to determine
possible faults in the power equipment. +erefore, it is of
great significance to carry out the analysis and interpretation
of power equipment images. Image recognition of power
equipment is one of the branches in the field of image
analysis of power equipment. +e basic idea is to classify the
collected power equipment on the basis of the existing

database, so as to provide a prerequisite for the targeted
analysis of the special type of equipment. At present, there
are still few studies in this field. In fact, the power equipment
image recognition problem is similar to the traditional
image-based target recognition problem and basically uses
two stages of feature extraction and classifiers. In the process
of feature extraction, according to the characteristics of
power equipment images, geometric shape features, image
gray distribution features, and local texture features are
developed and employed [6–12]. Afterwards, an appropriate
classifier is selected to process the extracted features and
determine the corresponding category. Commonly used
classifiers in image recognition of power equipment include
support vector machines (SVMs) and sparse representation-
based classification (SRC). In recent years, the deep learning
models represented by the convolutional neural network
(CNN) have become a powerful tool in the field of image

Hindawi
Scientific Programming
Volume 2021, Article ID 8322361, 7 pages
https://doi.org/10.1155/2021/8322361

mailto:jwu.sxsp@yahoo.com
https://orcid.org/0000-0001-9271-3590
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/8322361


processing [13–16] and have also been widely used and
verified in the image recognition of power equipment
[17–21].

+e rapid development of modern pattern recognition
technology provides a large number of tools, which can be
well used for reference in the recognition of power equip-
ment images. In recent years, the compressive sensing (CS)
technology has developed rapidly and widely used in the
fields of signal processing, image analysis, and other relevant
applications. Specifically, in the field of image recognition,
SRC is a representative classifier based on the compressed
sensing theory, which has been successfully applied in face
recognition and remote sensing image recognition [22–24].
+is paper makes optimizations in the feature extraction and
classifier stages based on the CS theory and develops an
image recognition method of power equipment. In the
process of feature extraction, the two-dimensional (2D)
random projection is used to reduce the dimensionality of
the original images [25]. +rough multiple random pro-
jection matrices, the characteristics of the image can be
obtained from different aspects to achieve complementary
enhancement. 2D random projection is an extension of
traditional one-dimensional random projection, which can
effectively maintain the structural characteristics of 2D
signals such as images. At the same time, the algorithm
inherits the advantages of random projection, which needs
no prior parameters and has high computational efficiency.
+rough the comprehensive operation of multiple 2D
random projection matrices, it can play a complementary
role, so as to provide more comprehensive feature de-
scriptions for the input images. In the classification stage, the
multitask compressed sensing (MtCS) [26] is used to jointly
reconstruct and analyze the multilevel projection features.
MtCS is a typical multitask joint sparse representation al-
gorithm, which can be used to analyze the internal corre-
lation of multiple sparse representation tasks, so as to
improve the accuracy of the solution [27–31]. In the field of
target recognition, based on the solved sparse representation
coefficients, the test samples can be reconstructed by dif-
ferent classes, so as to make decisions based on the re-
construction error. MtCS combines the principles of CS and
Bayesian theory to obtain the largest a posteriori solution in
the theoretical sense. In particular, due to the basic prin-
ciples of CS and Bayesian solution, the algorithm can ef-
fectively overcome the influence of noise and other
interference factors and can better handle the changes in
lighting conditions, sensor noise, and other factors that may
be encountered during the image acquisition process of
power equipment. In order to verify the proposed method,
images of insulators, transformers, and circuit breakers are
used as basic samples in the experiments. And, noise in-
terference and partial occlusion conditions are further
constructed for testing. +e experimental results show the
effectiveness and robustness of the proposed method.

2. 2DRandomProjection for FeatureExtraction

Traditionally, the projection features are extracted by first
stacking the 2D image X ∈ Rn1×n2 into a vector as

x � vec(X). Such operation actually benefits the processing
afterwards but inevitably corrupts the structural information
of the image. In order to maintain the structural properties
of images, the 2D projection algorithm can be employed like
Y � AXBT, in which Y ∈ Rm1×m2 denotes the resulted feature
and A ∈ Rm1×n1 and B ∈ Rm2×n2 are the projection matrices
with m1≪ n1 and m2≪ n2. +e key in 2D projection lies on
the design of the projection matrices, which influences the
validity of the final features.

According to the CS theory, the sparse signal can be well
reconstructed by a small number of measurements. In a
similar idea, the sparse matrix can be reconstructed by the
low-dimensional matrix. In this sense, the CS theory pro-
vides a simple and effective way to extract features from 2D
sparse matrices [25].With the projection featuresA ∈ Rm1×n1

and B ∈ Rm2×n2 , the process of feature extraction can be
described as Y � AXBT, whereX ∈ Rn1×n2 is the input image.

In order to guarantee the fidelity after feature extraction,
the dimensions of the result Y, i.e., m1 and m2, should be
properly chosen. According to [25], the requirements for m1
and m2 are as follows:

‖X‖0 <
spark(A)spark(B)

4
,

ℓ0 normof each column of X <
spark(A)

2
,

ℓ0 normof each row of X <
spark(B)

2
,

(1)

where ‖X‖0 denotes the ℓ0 norm of X and the spark of a
matrix represents the minimal number of its columns which
are linearly dependent. For the random projection matrices
A ∈ Rm1×n1 and B ∈ Rm2×n2 , they comply to spark(A) � m1 +

1 and spark(B) � m2 + 1.
Owing to the merits of 2D random projection, this paper

employs it for feature extraction of images of power
equipment. Specially, multiple random projection matrices
are developed to generate multiple feature vectors, which
provide complementary descriptions of the target to be
analyzed and classified.

3. MtCS for Classification

3.1. Basics ofMtCS. It is easy to understand that the multiple
measurements from the same source are statistically related
like multichannel signals and multiview signatures [27–31].
MtCS is a multitask learning algorithm based on CS and
Bayesian theory, which could consider the correlations of
several related tasks to achieve high reconstruction
precision.

Denote the L measurements from the same source as
yi i�1,...,L; they are expressed as follows:

yi � Aixi + ni, (2)

where Ai ∈ RNi×N denotes the dictionary corresponding to
ith measurement and ni represents a zero-mean Gaussian
process with the variance of ξ0.

+e likelihood function of yi is modeled as follows:
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+e parameters xi(i � 1, 2, . . . , L) are kept unchanged
for all the L tasks. +e L tasks are assumed to be statistically
related as follows:

p yi | ξ, ξ0(  � 
N

j�1
N xi,j|0, ξ− 1

j ξ− 1
0 , (4)

where xi,j is the jth element of xi and ξ � [ξj, . . . , ξN]T. +e
Gamma priors are put on the parameter ξ0 as follows:

p ξ0 | a, b(  � Gamma ξ0|a, b( . (5)

With the choices of ξ and yi, the posterior density
function (PDF) of xi can be calculated as follows:
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where

μi � ΣiA
T
i yi,

Σi � A
T
i Ai + Λ 

− 1
,

(7)

with Λ � diag(ξ1, ξ2, . . . , ξN).

+e parameter ξ can be estimated by searching the
maximum of the marginal likelihood as follows:

L(ξ) � 

L
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log yi|ξ( 
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1
2
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where Bi � I + AiΛ− 1AT
i .

+e dependence of L(ξ) on ξj and Bi can be formulated
as Bi � Bi,− j + ξ− 1

j Ai,jA
T
i,j with Bi,− j � I + k≠jξ

− 1
k Ai,kAT

i,k.
+erefore, L(ξ) can be reformulated as follows:
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where ξ− j is obtained by removing the jth component in ξ.
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T
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To find the maximum of L(ξ), L(ξ) is differentiated with
respect to ξj. With the assumption of ξj≪ si,j, ξj can be
approximated as follows:

ξj ≈

L
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(11)

Equation (11) controls the addition and deletion of Ai,j

from the signal representation. +en, si,j, qi,j, and gi,j can be
computed as follows:

si,j �
ξjSi,j

ξj − Si,j

,

qi,j �
ξjQi,j

ξj − Qi,j

,

gi,j � Gi +
Q

2
i,j

ξj − Si,j

,

(12)

with
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T
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i
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T
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A
T
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T
i yi − y

T
i Ai 

i

A
T
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(13)

In equation (13), Ai and Σi only contain the basis
vectors currently included in the model. With the sedi-
mentations of Σi, the sparse representation coefficients
can be solved. With the solutions of sparse coefficients
corresponding to different tasks, the original input can be
reconstructed class by class to calculate the reconstruc-
tion errors. Finally, by comparison of the reconstruction
errors from different classes, the category of the input can
be decided.
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3.2. Procedure of Target Recognition. Based on the above
analysis, the basic process of the power equipment image
recognition method designed in this paper is shown in
Figure 1. First, multiple 2D random projection matrices are
initialized for multilevel feature extraction. For all training
samples, a corresponding dictionary is constructed through
different 2D random projection matrices to form a multi-
feature dictionary. +e test sample uses the same random
projection matrices to obtain the multilevel feature vectors.
+en, based on the multifeature dictionary, MtCS is used to
characterize multiple feature vectors of the test sample and
the sparse representation coefficients corresponding to
different features are calculated. Finally, the decision is made
based on the reconstruction errors of the test sample cor-
responding to different training classes. +e proposed
method shows a certain degree of randomness in the con-
struction of 2D random projections, so as to ensure the
complementarity between them. In the classification stage,
the maximum posterior strategy adopted by MtCS can well
overcome the interference caused by nuisance conditions
such as noise and occlusion, so as to ensure the reliability of
the final decision.

4. Experiments and Discussion

4.1. Description of the Dataset. In order to test the perfor-
mance of the proposedmethod, this paper uses three types of
power equipment, i.e., insulators, transformers, and circuit
breakers, for experiments, which are common in power
systems. 2000 images of each of the three types of equipment
are collected and used. All these images are adjusted to sizes
of 400 pixels× 400 pixels by means of preprocessing. 1400
images of each of the three types of targets are randomly
selected as the training samples, and the remaining 600
images are used as the test samples. As a comparison, this
paper selects several types of existing relevant methods to
conduct experiments at the same time, including the method
based on the region moments in [11] (denoted as Region
moment), the method using SRC in [5] (denoted as SRC),
the method based on SVM in [8] (denoted as SVM), and the
method using CNN in [21] (denoted as CNN).

In the following, the original samples are first tested as a
preliminary validation. Later, the nuisance conditions,
which may occur in the actual applications, are considered
including noise interference and occlusion.+e performance
of all the methods is comprehensively investigated under the
three conditions to reach the final evaluation of the proposed
method.

4.2. Performance on Original Samples. At first, we use the
proposed method to classify the original test samples of three
types of equipment. Table 1 shows the recognition results of the
three types of equipment achieved by the proposed method. It
can be seen that the recognition rate of the three types of
equipment has reached more than 90%, and the average rec-
ognition rate is calculated to 92.3%. +is result shows the ef-
fectiveness of the proposed method for image recognition of
power equipment. Table 2 compares the average recognition

rates of different methods. +e performance of the proposed
method is better than of others, which proves its superior
performance. Specifically, compared with the SRC method, this
paper extends the single sparse representation problem to a
multitask one and combines multilevel 2D random projection
features to provide a more adequate discrimination basis for
classification decision. +erefore, the recognition result of the
proposed method is greatly improved compared with the SRC
method. +e recognition performance of the CNN method
ranks second in this case, only lower than the proposedmethod.
For the original samples, the test samples can maintain high
correlations with the training samples. At this time, the trained
classification network can maintain strong adaptability to the
test samples. +e method based on regional moment features
has poor performance under the current condition, mainly
because there may be certain errors in the process of regional
feature extraction, which are passed to the classification stage
and cause the decrease of the recognition accuracy.

4.3. Performance onNoisy Samples. Since noise interference is
inevitable in the actual image acquisition process, it is necessary
to investigate the recognition performance of the proposed
method under noise interference conditions. In this experiment,
we first add different degrees of Gaussian white noise to the
original test samples [32] and then test the recognition per-
formance of different methods for noise samples. Figure 2
shows the average recognition rate curves of different
methods as the signal-to-noise ratio (SNR) changes. It can be
seen that the proposed method maintains the best recognition
performance under different SNRs, indicating its robustness to
noise interference. As analyzed above, both 2D random pro-
jection and MtCS are based on the basic theory of CS and have
good adaptability to noise influences. At the same time,
Bayesian estimation is introduced intoMtCS, which can further
enhance the robustness of the classification process against
noise interference. Compared with the condition of the original
samples, the performance of the CNN and SVM methods
degrades themost significantly. Taking the CNN as an example,
as the noise level of the test samples continues to increase, its
similarity with the training samples decreases. As a result, the
trained classification network has poor adaptability to those test
samples, resulting in a decrease in the recognition accuracy.
+e overall robustness of the method based on the regional
moment feature under noise interference is second only to the
proposed method, because the regional feature is relatively
insensitive to noise interference. Even under noise pollution
conditions, the area characteristics of the target can generally be
well maintained, so it can maintain good performance under
noise interference conditions. +e SRC method has some
advantages over the CNN and SVM, which further reflects the
robustness of the CS principle to noise interference.

4.4. Performance on Occluded Samples. In the process of
collecting images of power equipment, occlusion and other
situations inevitably occur, resulting in partial occlusions in
the acquired images. To test the adaptability of the proposed
method to occlusion conditions, this paper constructs oc-
cluded samples based on the original test set and obtains
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Figure 1: Procedure of recognition via electric equipment based on 2D random projection and MtCS.

Table 1: +e recognition results of the three types of power equipment achieved by the proposed method.

Class
Recognition result

Recognition rate (%)
Insulators Transformers Circuit breakers

Insulators 552 21 27 92.00
Transformers 9 580 11 96.67
Circuit breakers 10 13 567 94.50
Average recognition rate (%) 94.32

Table 2: Comparison of performance of different methods on original test samples.

Method type Proposed Region moment SVM SRC CNN
Average recognition rate (%) 94.32 91.87 92.13 92.42 93.54
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Figure 2: Comparison of performance of different methods on noisy samples.
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different test sets with occlusion levels of 10%, 20%, 30%, and
40%. Afterwards, all the methods are used to classify the test
sets with different occlusion conditions, and the statistical
results are shown in Figure 3. It can be seen that the pro-
posed method can achieve higher performance than the
comparison methods at different occlusion levels, showing
its robustness to partial occlusion.+emultilevel 2D random
projection features have good complementarity, so they play
a positive role in the recognition problem under occlusion
conditions. At the same time, the Bayesian estimation used
in MtCS can be solved in a maximum posterior manner, so
as to obtain a theoretical optimal decision. Similar to the case
of noise interference, the performance of the SRC method is
better than that of the SVM and CNN methods, which
reflects that the principle of CS is also adaptable to occlusion
situations. +erefore, the proposed method combines the
advantages of these two tools to effectively improve the
adaptability to occlusion situations.

5. Conclusion

For the problem of power equipment image recognition,
this paper proposes a method based on 2D random
projection and MtCS. +e multilevel feature vectors of
the power equipment image are obtained by 2D random
projection, which have good complementarity. MtCS has
good noise robustness and anti-interference performance
and can robustly solve sparse representation coefficients
under more complex conditions. By combining the ad-
vantages of the two algorithms, the adaptability of the
recognition method to various scenarios can be im-
proved. Experiments are carried out based on the samples
of three typical power equipment: insulators, trans-
formers, and circuit breakers. +e results show that the
proposed method is effective for the problem and has

stronger robustness than other methods under conditions
like noise interference and partial occlusions.

Data Availability

Our experiment data are all collected from the Internet, and
they are permitted for public use.
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In order to achieve the purpose of improving the travel efficiency of commuters in the periphery of the city, expanding the
beneficiary groups of urban rail transit, and alleviating urban road traffic congestion, when planning and setting up HOV in the
periphery of the city, it is necessary to analyze the feasibility of HOV lane setting from both the demand conditions and the setting
conditions. 'is paper combines machine learning to construct a decision-making evaluation model for HOV lane setting and
studies the optimal layout model and algorithm of HOV lanes in service rail transit commuter chain. 'e setting, planning, and
layout of HOV lanes are a two-way interactive process of traveler’s path selection and designer’s road planning. Finally, after the
model is constructed, the performance of the systemmodel is verified.'e results show that the system studied in this paper can be
used for traffic data and lane planning analysis. 'erefore, in the process of urban operation, the HOV model constructed in this
paper is mainly used to alleviate urban traffic and improve urban operation efficiency.

1. Introduction

In order to ensure the smoothness of urban traffic and the
sustainable development of traffic, since the late 1990s,
major cities in China have undertaken a series of actions
such as road rectification, scale expansion, and construction
of transportation infrastructure to improve the current state
of traffic congestion. However, the construction speed is far
behind the growth rate of the traffic volume in the trans-
portation system, and the current total road scale and traffic
management level are far from the actual needs of travelers
in the transportation system. Moreover, the growth rate of
transportation demand is far greater than the rate of new
infrastructure construction. In addition, actual experience
over the years has shown that, relying only on new roads,
increased investment and other methods to deal with traffic
congestion will not solve the problem and will even plunge
the supply of road resources into a vicious circle, which will
worsen the imbalance between supply and demand. In
particular, when the road network structure and basic
framework of medium and large cities have been

determined, the available land resources are already very
limited, and blind expansion can only further squeeze the
space resources of the city. However, with the increasing
demand for travel, newly built roads will be filled with huge
traffic, causing new traffic jams. 'is will further deepen the
imbalance between supply and demand in the transportation
system, make the contradiction between the supply and
demand of road resources increasingly acute, and intensify
the congestion problem. Because of the above phenomenon,
a series of problemsmay arise, such as lower and lower travel
efficiency of residents and more and more serious urban
environmental pollution. Improving road utilization may
become a more operational and effective method for alle-
viating traffic congestion in my country’s big cities, and it is
also a research direction with a lot of room for development
in the future [1].

'e setting of HOV lanes is an effective way to alleviate
congestion. HOV is a dedicated lane with high loading rate.
It was formally proposed in the United States as a concept in
traffic demand management in the 1990s. As the name
implies, the HOV dedicated lane refers to a management
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lane dedicated to vehicles with high load-bearing rates. 'e
proposal of this concept provides a reasonable new idea for
alleviating urban traffic congestion [2].

For improving urban traffic conditions, commuters are
the main participants in the morning and evening peaks [3].
To study the optimal layout of HOV lanes in the service rail
transit commuter chain, the route with the least total travel
time cost can be selected from multiple road sections in the
periphery of the city as the route for setting HOV lanes.
Moreover, it can guide more commuters to travel by car-
pooling, then transfer to rail transit, and finally connect to
other modes of travel to complete the commuting process.

'is paper creatively establishes the decision-making
evaluation model of high-performance vehicle lane setting
combined with machine learning. 'e optimal layout model
and algorithm of high-performance vehicle lanes in service
rail transit commuter chain are studied. 'e setting, plan-
ning, and layout of HOV lane are a two-way interactive
process of traveler’s path selection and designer’s road
planning. Finally, after establishing the model, the perfor-
mance of the system model is verified. 'e results show that
the high-performance vehicle lane path optimization model
constructed in this paper has a certain effect.

'is paper is divided into five parts. 'e first two parts
introduce the theory of rail transit commuter chain and
HOV lane and then determine the research method of the
attraction range of rail transit stations around the city. 'e
third part of this paper establishes the decision-making
evaluation model of high-performance vehicle lane setting
combined withmachine learning.'e fourth part studies the
optimal layout model and algorithm of high-performance
vehicle lane in the service-oriented rail transit commuter
chain. 'e setting, planning, and layout of HOV lane are a
two-way interactive process of traveler’s path selection and
designer’s road planning. Finally, after establishing the
model, the performance of the system model is verified.

2. Related Work

Gadawe et al. [4] comprehensively summarized the devel-
opment status of existing HOV lanes abroad. 'is paper
sorted out the whole process of HOV lane development in
chronological order, introduced the concept, function, type,
and existing problems of HOV lane in turn, and also briefly
described the doubts raised by scholars in other fields re-
garding this new thing. Moreover, the paper finally boldly
predicted the research direction and development trend of
HOV lanes in the next few years and elaborated in detail
objectively and comprehensively the irreplaceability of HOV
lanes and the inevitability of putting them into practical use.

Malipatil et al. [5] used a multimethod selection logit
model to discuss the construction and application of HOV
lanes in urban traffic systems. Starting from the current low
utilization rate of bus dedicated lines, Rehman et al. [6]
proposed a targeted approach to construct HOV lanes using
idle or underutilized bus dedicated lines. Moreover, they
used the existing data in the actual road network to perform
inference calculations and conducted reasonable analysis in
both the necessity and feasibility dimensions. Hamarashid

et al. [7] selected a specific road section to analyze data and
perform calculations and predicted and analyzed the final
results. 'is type of research provides the necessary theo-
retical basis for introducing HOV lanes into China’s actual
road network for application. Matthews et al. analyzed traffic
problems from the perspective of macro-coordination, and
based on the comprehensive consideration of foreign
transportation systems, they first proposed the concept of
carpooling priority. Sivanathan et al. [8] introduced the
management of HOV lanes into urban expressways and used
the MNL model and analytic hierarchy process to explain in
detail the necessity and possibility of prioritizing the de-
velopment of HOV lanes under the current development
situation. Koresh et al [9] conceived the combined con-
struction of HOV lanes and BRT lanes, which, to some
extent, broke our country’s stereotype of thinking about
HOV lane construction. Ning et al. [10] discussed the actual
effect of HOV lanes in alleviating traffic congestion and
analyzed the feasibility of setting HOV lanes in cities. 'is
paper uses simulation and comparative analysis. Qiu et al.
[11] used the traffic efficiency model as a tool to specifically
analyze the functionality of HOV lanes in urban settings.
Moreover, based on the current situation and forecasted
traffic volume, it used the calculation and comparative
analysis of traffic efficiency to analyze whether the con-
struction of HOV lanes is feasible and proposed the deci-
sion-making basis for judgment when setting up HOV lanes.
Liu et al. [12] analyzed the setting conditions of HOV lanes
in actual operation, proposed HOV lane management
methods that meet the actual situation, and designed four
different types of cross-sections for HOV lanes according to
different types. Sharif et al. [13] used VISSIM software to
carry out a simulation comparison and analysis on the road
conditions before and after setting HOV lanes and explained
in detail the respective advantages and disadvantages and
applicable conditions of HOV lanes and bus lanes. Arulselvi
et al. [14] put forward the design and construction plan for
the design of HOV lanes in more detail. Moreover, on the
basis of on-site traffic investigation and data collection and
sorting, they carefully considered the specific organic
components of the road and gave a complete and specific
HOV dedicated lane design plan. Finally, it used simulation
software to evaluate the design. Li et al. [15] incorporated
carpooling as an independent travel mode into the trans-
portation system and introduced the two-level program-
ming model into the problem of HOV lane construction to
solve the optimal HOV lane layout. Raskar et al. [16] ad-
justed the relationship between the difference of the total
utility and the planned HOV route from the perspective of
whether the total utility of travel can be reduced and deeply
studied the method of optimal design of the HOV dedicated
lane. Sumi et al. [17] proposed a design method for HOV
dedicated lanes that can improve road operation efficiency.
For the first time in this paper, the idea of directly converting
ordinary lanes into HOV lanes is proposed.

Although Adekitan et al. [18] has evaluated the operating
performance of high-carrying lanes, most studies focus on
the limited data obtained from one or a small number of
road sections. 'e methods used in these studies may not be
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easily applied to larger studies. Some of them neglect large-
scale data processing, because it takes too much time.
Moreover, other studies are only to illustrate the running
performance of the short-circuit section of the high-car-
rying lane. For example, only the distance between vehicle
detection stations (VDS) is considered in space. In addi-
tion, the conclusions drawn in the research of some specific
road sections may be restricted by relevant conditions, such
as the traffic demand and lane configuration of the road
section. 'erefore, it is difficult to extend the conclusions
obtained to other suitable situations. By analyzing the five-
year traffic accident data in the Traffic Accident Monitoring
and Analysis System (TASAS) database, Li et al. [19]
evaluated the safety performance of continuous and re-
stricted high-carrying lanes. Among them, an interesting
finding is that, in terms of accident rate and severity, re-
stricted-access high-load lanes cannot provide better safety
performance than continuous high-load lanes. Some
studies compare the accident characteristics of two dif-
ferent types of high-carrying lanes, such as accident lo-
cation, accident type, and frequency. Bellucci et al. [20]
pointed out that, in terms of safety, the partition design of
the space separation wall is better than the partition design
of the buffer zone, at least better than the continuous access
design. Wang et al. [21] pointed out that the accident rate of
continuous high-carrying lanes is lower than that of re-
stricted high-carrying lanes. However, the continuing
impact after the accident has not been studied in depth. As
a nonrepeatable cause of congestion, traffic accidents are an
important part of the Freeway Traffic Management System
(FTMS). Many accident analysis methods focus on the
analysis of conventional highways. Traffic accidents on
high-load lanes will affect the overall performance of the
high-load lanes, and their accident research and analysis
have great significance.

3. Decision Evaluation Algorithm for HOV
Lane Setting

It can be found from Figure 1 that this is a process problem
with many stages, and each stage has many decision-making
processes. In order to solve this type of problem, a method is
proposed, namely, the dynamic programming method.
'erefore, the research direction of the dynamic pro-
gramming method is: how to select the optimal series of
decisions from amultistage andmultidecision process? After
the decision-making system process with time as a variable,
the decision of each stage of the system is obtained according
to the current state of the system. At the same time, the
obtained decision immediately causes the current state to
transition to the next moment state, and the next moment
state is selected by the optimization principle to get the next
moment decision, and at the same time, the next moment
state is generated. In this way, the state of the system is
constantly moving, and decisions are constantly being
produced. 'erefore, a series of decisions composed of one
optimal decision is produced, which gives the impression
that it is a process of continuous movement. 'erefore, it is
called a dynamic programming method.

'e state that the system transitions from the current
state to the next moment is related to the system function.
People generally call the mathematical model of the state
transition of the system as the state transition equation,
which is an important part of the dynamic programming
method [22]:

x(k + 1) � F(x(k), u(k), k), k � 0, 1, . . . , N − 1. (1)

Among them, the function F(·) represents the function
of the system, the character k represents the k-th stage in a
system with N stages, the state x(k) represents the state
variable of the decision-making system in the k-th stage, and
the decision u(k) represents the action strategy taken by the
system process when the state is x(k).

An important member of the dynamic programming
method is the efficiency function U[x(k), u(k), k]. 'e so-
called efficiency function refers to the benefit value U(·)

obtained by the system when the system state x(k) is
transferred to the state x(k + 1) at the next moment of the
system process because of the decision u(k) in the k-th stage
of the system process.

J(x(i), i) � 
N

k�1
c

k− i
U[x(k), u(k), k], k � 1, 2, . . . , N.

(2)

In the above formula, c represents the discount factor,
and its value range is 0< c≤ 1. J(x(i), i) represents the sum
of the instant benefits obtained from the initial time i and the
initial state x(i) when the system q executes the system
decision-making process until the end of the entire system
decision-making process [23].

However, in dynamic programming, J(x(i), i) is not the
index that people want. What people care about is its
optimal index, which is the optimal performance index
function:

J
∗
(x(i)) � opt

u(k),...,u(N){ }



N

k�i

c
k− i

U[x(k), u(k), k]. (3)

1
Decision making

2
Decision making

Status

Status

Status

Status

3
Decision making

Figure 1: Schematic diagram of multistage and multidecision
process.
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In the formula, J∗(·) represents the performance index
function obtainedwhen the decision of each stage of the process
system is optimal. opt stands for maximum or minimum.

To understand the optimal performance index function,
it is necessary for us to understand the principle of opti-
mization. Its theory is as follows:

We assume that there is a set Ψ, which has many ele-
ments andmany subsets. WhenΦ is a subset ofΨ, the largest
element μ in set Ψ is the largest element in set Φ. When the
subset Φ contains the largest element in the set Ψ, then the
largest element ε in the set Φ is the largest element in the set
Ψ [24].

In the 1950s, in order to solve the problem of multistage
and multidecision system, Bellman proposed the core theory
of dynamic programming method, namely, Bellman equa-
tion, according to the optimization principle. Its specific
theory is as follows:

In a process system with N stages and N decisions, the
optimal strategy sequence of the system
is u(0), . . . , u(k), . . . , u(N − 1). 'en, when the initial state
x(k) and the initial strategy u(k) are used as the starting
point, the system decision sequence
u(k), . . . , u(k + 1), . . . , u(N − 1) of the remaining
N − k stages of the process system must still be the optimal
strategy sequence of the remaining stage.

'e mathematical model is as follows:

J
∗
(x(k)) � min

u(k)
U(x(k), u(k)) + cJ

∗
(x(k + 1)) . (4)

'e nonlinear discrete system can be regarded as a
multistage decision-making system, so it is suitable to use
the dynamic programming method. After years of explo-
ration and research, the basic model of using dynamic
programming in discrete systems is as follows:

First, the mathematical model of the state transition
equation of the nonlinear discrete system to be solved at the
k-th stage is as follows:

x(k + 1) � F(x(k), u(k), k), k � 0, 1, . . . . (5)

'e conditions of the initial state are

x(0) � x0. (6)

For x(0), the corresponding system performance index
function when x(N) is in domain G(x(N), N) � 0 is

J � G(x(N), N) + 

N−1

k�1
U(x(k), u(k), k). (7)

Based on the optimality principle of Bellman equation,
after step-by-step sorting and simplification, the mathe-
matical expression of the optimal performance index
function is finally obtained as

J
∗
(x(k)) � min

u(k)
U(x(k), u(k)) + J

∗
(x(k + 1)) ,

k � 1, 2, . . . , N − 1.

(8)

To solve this formula, we must also obtain the optimal
performance index function of the last stage x(N), namely
J∗(x(N)).

J
∗
(x(N)) � min

u(N)
[G(x(N)) + U(x(N), u(N))]. (9)

If the continuous time is regarded as composed of many
very small time periods, then the continuous-time system
becomes a discrete system. 'erefore, continuous-time
system models can also be solved using dynamic pro-
gramming methods. 'e following is the mathematical
model of dynamic programming method applied in con-
tinuous-time system. First, we assume that the mathematical
model of the state transition equation in the continuous-
time system is

_x(t) � f(x(t), u(t), t), t0 ≤ t≤ tf. (10)

'e initial state of the system is

x t0(  � x0. (11)

For x(t0), the corresponding system performance index
function when x(tf) is in domain G(x(tf), tf) � 0 is

J � G x tf, tf   + 
tf

t0

U(x(t), u(t), t)dt. (12)

In the formula, the final moment state x(tf) of the con-
tinuous-time system is fixed, x(t) and u(t), respectively,
represent the state vector and control vector of the con-
tinuous-time system at time t, the functions G(·) and  are
continuously differentiable, and the function U(·) is the
efficiency function and continuously differentiable. It rep-
resents the income of the continuous-time system at time t.

When the state vector of the system is x(t), the corre-
sponding control vector u(t) can be found to make the
performance index function optimal:

J(x(t), t) � min
u(t)

G x tf, tf   + 
tf

t0

U(x(t), u(t), t)dt .

(13)

Based on the Bellman equation, when the performance
index function of the continuous-time system is taken as the
minimum u(t), the function equation is

J(x(t), t) � min
u(t)


t+Δt

t
U(x(t), u(t), t)dt + J(x(t + Δt), t + Δt) .

(14)
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After a series of derivation and simplification operations,
the above equation is finally simplified to obtain the
Hamilton-Jacobi equation as follows:

−
zJ
∗
(x(t), t)

zt
� min

u(t)
U(x(t), u(t), t) +

zJ∗(x(t), t)

zx(t)
 

T

f(x(t), u(t), t)
⎧⎨

⎩

⎫⎬

⎭. (15)

Its optimal performance indexes at the final moment are

J
∗

x tf, tf   � G x tf, tf  . (16)

Based on the above two formulas, the solution of the
continuous-time system can be solved.

Reinforcement learning is defined as a machine intel-
ligence method that successfully combines dynamic pro-
gramming and supervised learning to solve problems that
neither of these two methods can solve alone. Supervised
learning is a method of approaching the target through a lot
of training, but its approach is not random, but determined
by the tutor signal provided by the outside. 'at is to say, if
there is no external tutor signal to supervise the learning, it
is impossible to achieve success. Unfortunately, in people’s
real life, people have not found clear answers to many
questions, so people cannot provide matching mentor
signals.

In a standard reinforcement learning model, an agent
(agent) interacts dynamically with its environment. 'ese
interactions are the forms that the agent uses to explore the
surrounding environment and select a strategy through the
results of the exploration. 'is strategy corresponds to an
action of the agent. When the action is executed by the
agent, it will have a certain impact on the environment.
influences. 'is influence will notify the agent through
some kind of enhanced signal, and the agent can judge
whether the influence is good or bad based on the feedback
signal. A typical reinforcement learning system consists of
three basic parts: environment, reinforcement module, and
value function.

(1) 'e environment of reinforcement learning can be
understood as follows: the reinforcement learning
system learns how to establish an optimal mapping
to select the optimal action through error training
that continuously interacts with the dynamic envi-
ronment.'is dynamic environment must be at least
partially observable by the reinforcement learning
system. It is said to be observation, but it is actually
detected by various sensors and then described by
some related symbols such as voltage and current, so
that the agent can use it.

(2) 'e reinforcement module can be understood as
follows: the reinforcement learning system learns a
mapping from situation to action through error
training that interacts with the dynamic environ-
ment. 'erefore, the goal of reinforcement learning
is defined by a concept called reinforcement func-
tion. 'e so-called reinforcement function is a

function that can maximize the sum of the benefits of
the agent in the future. After the reinforcement
learning system performs an action according to a
state, it will obtain a reinforcement signal as a reward
or punishment. 'e purpose of the reinforcement
learning system is tomaximize the sum of all rewards
obtained by performing actions from the beginning
of the initial state to the end of the final state through
learning.
One of the main tasks of reinforcement learning
system designers is to define a reinforcement
function, so that this function has a proper learning
goal. Although the designer can freely define the
reinforcement function of the reinforcement learn-
ing system, in order to achieve people’s desired goals,
the designer has some links when constructing the
reinforcement function, for example, purely delayed
rewards and punishments. When the system state is
the final state, people hope that the reinforcement
incentive of pure delayed reward function class is
zero.

(3) Value function: how does the agent learn to choose
those good actions? Or how to measure the effec-
tiveness of an action?'erefore, the concept of value
function is introduced into reinforcement learning.
'e so-called value function refers to the enhance-
ment function in any state plus the maximum value
of the sum of all enhancement functions from this
state to the final state.

'e schematic diagram of reinforcement learning is
shown in Figure 2. 'e parameter module includes these
parts: policy module P, enhancement module R, input
module I, and the current state s of the agent receiving
environment. When the agent (consisting of the strategy
module P, the reinforcement module R, and the input
module I) interacts with the dynamic environment, the
agent receives the current state S of the environment and
becomes i after processing I. After that, the strategy
module derives strategy a based on the r at the previous
moment and the current i. After that, under the action of a,
the dynamic environment T changes its state from s to s′
and, at the same time, sends a return r to the agent.

In fact, reinforcement learning is developed from the
Markov process. In a Markov process environment, the
agent selects an action a from the set of all actions, which
makes the state of the environment system transfer and
returns a reward and punishment value r to the agent. Its
mathematical expression is as follows:
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prob s � s′ | s, a(  � P s, a, s′( . (17)

'e utility function obtains the value when the state is s
under the action of the strategy, and the mathematical ex-
pression form is

U(s) � r(s) + cmax
a

E 

sN

s′

T s, a, s′( , U s′( ( ⎛⎝ ⎞⎠. (18)

In the formula, sN is the final state of the system, and c is the
discount factor. When action a is the optimal action in the
set of all actions, then U(s) is also the optimal value function
in state s.

From the composition of GDHP, we know that it is very
complicated, and what is even more troublesome is that it
must calculate the second derivative z2J(t)/zR(t)zWc. Al-
though it is much more complicated than the previous two
types, the results obtained are much better than expected. In
1997, Danil and Donald gave a detailed analysis and cal-
culation module in their paper to make the second derivative
z2J(t)/zR(t)zWc easier to calculate. Its structure is shown in
Figure 3. When the squared difference is the smallest, we can
get the update formula for evaluating the weight of the
network:

ΔWc � −ηh[J(t) − cJ(t + 1) − U(t)]
zJ(t)

zWc

− ηd 

n

j�1

z
2
J(t)

zRj(t)zwc

ED.

(19)

Among them, ηh, ηd are the learning rates of the exe-
cution network and the evaluation network, respectively,
and ED is the squared difference of DHP.

In this figure, how does GDHP’s evaluation network get
z2J(t)/zR(t)zWc? First of all, we must be able to work
smoothly in the GDHP design structure shown in Figure 4.
Here, by using the output J(t) and zJ(t)/zR(t) of the
evaluation network, the burden of calculating
z2J(t)/zR(t)zWc will be minimized. In this way, the second

derivative z2J(t)/zR(t)zWc can be obtained more conve-
niently by backpropagation.

'e output J(t) of the evaluation network does not
return to the input R(t) through the internal path to train
the execution network, because if it is executed in this way, it
will return to the working mode of HDP. We already have a
high-quality method to obtain zJ(t)/zR(t), which is DHP.
'erefore, DHP is put into GDHP as a part of GDHP.

A simple evaluation network is designed as shown in
Figure 5:

From Figure 3, we know that its hidden layer includes
two sigmoidal nerves and a linear output J(t). 'e following
equation can be obtained from the network:

J(t) � f3w35 + f4w45 + R0w05

�
w35

exp −R0(t)w05 − R1(t)w13 − R2(t)w23(  + 1

+
w45

exp −R0(t)w04 − R1(t)w14 − R2(t)w24(  + 1
+ R0w05.

(20)

To find the partial derivative zJ(t)/zRj(t) of the input
for the output, there are

zJ(t)

zRj(t)
� 

4

3
fi 1 − fi( wi5wji + w05δj0(t),

i � 3, 4; j � 0, 1, 2.

(21)

Among them, δj0(t) is the Kronecker function.'en, the
partial derivative of the weight of the output layer and the
weight of the hidden layer is calculated from the above
formula, as shown in the following formula:

P

R IT

a

s'

s

r i

Figure 2: Schematic diagram of reinforcement learning.
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HDP type
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∑

Figure 3: Schematic diagram of the structure of GDHP.
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z
2
J(t)

zRj(t)zwi5
� wjifi 1 − fi( , i � 3, 4; j � 0, 1, 2,

z
2
J(t)

zRj(t)zw05
� δj0(t), i � 3, 4; j � 0, 1, 2,

z
2
J(t)

zRj(t)zwji

� fi 1 − fi( wi5 1 + 1 − 2fi( Rj(t)wji ,

i � 3, 4; j � 0, 1, 2,

z
2
J(t)

zRj(t)zwki

� 1 − 2fi( Rj(t)wjifi 1 − fi( wi5,

i � 3, 4; k � 0, 1, 2; j � 0, 1, 2, k≠ j.

(22)

'en, we can use the basic formula to modify its form:

ΔWji � −ηh[J(t) − cJ(t + 1) − U(t)]
zJ(t)

zWji

− ηd 

2

k�1

z
2
J(t)

zRk(t)zwji

zJ(t)

zRk(t)
− c

zJ(t + 1)

zRk(t)
−

zU(t)

zRk(t)
 .

(23)

'is is the weight update formula of GDHP.

4. Decision Evaluation Algorithm for HOV
Lane Setting

Travelers are passengers who use it in the road network, and
they are more concerned about the cost of travel. 'erefore,
the Stackelberg game problem is the essence of the optimal
design of HOV lanes.'at is, the planning department of the
decision-maker and the follower traveler live in two levels of
decision-making process, respectively, and they are rela-
tively independent and affect each other. In order to achieve

R (t) GDHP type evaluation
network J (t)

∑

R (t)

R (t)

R (t) GDHP type evaluation
network

GDHP type evaluation
network

GDHP type evaluation
network

J (t)

J (t)

J (t)

Figure 4: Evaluation network in a simple GDHP design.
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Figure 5: A simple network used to calculate an example of z2J(t)/zR(t)zWc in the GDHP design.
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the purpose of maximizing their own interests, they are
optimized separately, and finally the effect of the optimi-
zation of the HOV lane layout is achieved. 'is paper solves
this problem by constructing a two-level programming
model.

According to the actual operation of HOV lane, VSSM is
selected as the simulation software, the micro simulation
platform of HOV lane is built, and the evaluation index
system of traffic flow characteristics and HOV Lane char-
acteristics is established. In this paper, the effectiveness of
the simulation platform is tested and corrected. Based on the
current situation of HOV Lane setting, combined with the
relevant standards and laws and regulations of foreign HOV
system, this paper summarizes the setting conditions of
domestic HOV lane and verifies the effectiveness of the
scheme by comparing the evaluation results before and after.

'e upper-level model starts from the perspective of the
planner (i.e., the system). By deciding which road section to
build HOV dedicated lanes, the system efficiency of the
entire transportation network can be optimized. 'erefore,
by considering the performance indicators of the generalized
cost of the selection system, the objective function of the
upper model is formed. By optimizing the objective func-
tion, the optimal HOV channel set is found, and the opti-
mization result ensures that the generalized cost of the entire
road network system is minimized, and the efficiency is also
optimal. 'e lower-level model starts from the standpoint of
road network users (travelers) and considers travel users as
the lower-level decision makers. By choosing the corre-
sponding travel strategy under the road network conditions
defined by the upper-level model, the lowest travel cost is
achieved. 'e result of the traveler’s choice will in turn affect
the result of the HOV lane optimization design of the upper
model.

'e specific modeling steps and framework are shown in
Figure 6. Passenger Car Flow Distribution includes all ve-
hicles driving on regular roads.

'e regional city structure diagram is shown in Figure 7.
'e urban periphery studied in this paper refers to the

urban fringe area, which includes inner and outer edges, and
has the following characteristics: (1) it maintains close
contact with the urban core area and is the main penetration
zone of the core area; (2) its population grows rapidly, and its
structure is complex; (3) its land properties continue to
change, and the intensity of land development continues to
increase; (4) it is an area with frequent commutes. Factors
such as urban population density, land properties, and
economic development will affect the determination of the
extent of urban fringe areas. At the same time, economic,
transportation, location, policy, and other factors will also
affect the expansion of urban fringe areas. 'erefore,
according to the characteristics of different cities, the scope
of the outer city should be determined specifically. 'e
connection distance between the urban center and the pe-
riphery of the city in our country is usually 10–20 km. 'e
division of urban structure is not static. As the city’s eco-
nomic strength increases, and the scope of the urban core
area increases, the original urban fringe area will gradually
evolve into the core area, and the affected area will evolve

into the fringe area. 'e development of the city is the
process of continuously increasing the extent and scope of
land use.

'ere is a dynamic relationship between transportation,
economy, and land use. 'e convenience of transportation
can drive the development of urban economy, the devel-
opment of economy drives land use, and the use of land
strengthens the development of transportation. 'e rela-
tionship between the three is shown in Figure 8.

On the basis of the definition of the urban periphery
and the commuter chain, we combine the research content
of this article to summarize the definition of the rail transit
commuter chain.'at is, commuters in the periphery of the
city use urban rail transit as the main travel mode at one
time and connect with other modes of transportation to
form a travel chain, as shown in the schematic diagram in
Figure 9. 'is type of travel chain includes three processes:
front-end travel (the travel phase of commuters starting
from the residential area to the urban rail transit station),
urban rail travel, and back-end travel (the commuter
travels from the urban rail transit station to the work unit
stage).

'e rail transit commuter chain is divided into two types:
simple and complex. 'e simple rail transit commuter chain
refers to a chain that connects to the front and back ends of
urban rail transit and has only one mode of transportation
except walking. 'e complex rail transit commuter chain
refers to a chain that connects the front and back ends of
urban rail transit and has two or more modes of trans-
portation except walking. In commuting travel, complex
commuter chains usually bring a psychological burden to
commuters, and frequent transfers cause time waste, so
simple commuter chains are the first choice for commuters.
Taking into account the limitations of the research condi-
tions, the scope of this paper is defined as the simple rail
transit commuter chain of “HOV-urban rail transit-
walking”.

Restricted by passenger demand and construction
conditions, the characteristics of urban rail transit in the
central area of the city and the outer area of the city are
different. 'e urban rail transit in the central area is net-
worked, and the urban rail transit in the outer city is often
the end of a certain urban rail transit line, so determine the
type of urban rail transit station outside the city as inter-
mediate station or terminal station.

'e urban rail transit in the periphery of the city is often
the end of a certain urban rail transit line.'erefore, the type
of urban rail transit station in the outer periphery of the city
is determined as the intermediate station or the terminal
station. When the distance between the urban rail transit
station and the core area of the city is different, the radiation
range is different. 'erefore, a specific analysis should be
made for a specific station outside the city to be studied. 'e
boundary of the coverage area is assumed to be treated as a
circle, and the attraction radius is obtained through survey
statistics or model calculations. Affected by many aspects
such as neighboring stations, topography, and road network
layout, the boundary of the attraction range cannot be
processed in a perfectly circular manner, as shown in
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Figure 10. For the area where the two stations overlap, the
dividing line is generally divided according to the river and
road lines.'is paper refers to the boundary of the attraction
range of foreign “P+R″ park and ride stations for cars and
generally adopts the form of parabola for processing, as
shown in Figure 11.

'e same direction HOV lane with the bus lane is set in
the rightmost lane, and the HOV lane is separated from the
ordinary lane by marking lines. To make it easier for pas-
sengers to get on and off the bus, parking stations are
arranged on the HOV lanes, speed bumps and dashed lines
that can be crossed are set 500m from the front and back of
the station, and solid lines that cannot be crossed are set at
the rest of the road sections. 'e schematic diagram of road
section setting is shown in Figure 12.
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Figure 6: Model construction framework.
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5. Model Test Research

After constructing the HOV lane setting decision evaluation
model, the performance of the system model is studied. 'e
HOV model constructed in this paper is mainly used to ease
urban traffic and improve urban operation efficiency.
'erefore, in the process of urban operation, the system is
mainly used to analyze the traffic data to determine the
feasibility of the HOV lane setting, and after the feasibility is
determined, the system is used to conduct the HOV lane
planning analysis. In the experiment and research, this paper
firstly analyzes the feasibility of HOV lane setting for the
system. 'is paper randomly sets up 100 sets of experiments
through computer simulation, collects city conditions
through the network, conducts data simulation through the
system, and conducts the scoring of the feasibility analysis of
HOV lane setting through statistical models (quantitative
analysis through subjective evaluation by experts). 'e re-
sults are shown in Table 1 and Figure 13. As shown in
Figure 13, the abscissa is the simulation of 100 groups of
HOV lanes set, and the ordinate is the feasibility score of
HOV Lane set by the model.

It can be seen from the analysis results of the above
charts that the system constructed in this article has a good

Economic
development

Transportation
development

Land use

Stimulate
Drive

Strengthen

Figure 8: 'e relationship diagram between urban traffic, land use, and economic development.
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Figure 9: Schematic diagram of rail transit commuter chain.
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effect in the feasibility analysis of HOV lane setting.
'erefore, on the basis of the feasibility analysis, the HOV
lane planning analysis is carried out, and the scoring method
is used to count the test results (quantitative analysis through

subjective evaluation by experts), as shown in Table 2 and
Figure 14.

From the above test results, the decision evaluation
model of HOV lane setting constructed in this paper

Road line

Terminal attraction range Intermediate station attraction range

Orbital
Intermediate

Station
Rail terminal

Figure 11: Schematic diagram of the parabolic boundary of the P&R site coverage area.

HOV

Site

Site

HOV

Figure 12: Schematic diagram of HOV lane road section.

Attraction boundary

Rail terminal

Fingle County Fingle County

Orbital
Intermediate

Station

Track line

Figure 10: Schematic diagram of the boundary of the attraction range of a rail transit station.
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Table 1: Statistical table of decision scores for HOV lane setting.

Number Scores Number Scores Number Scores
1 75.31 35 80.86 69 85.43
2 76.98 36 79.47 70 86.53
3 82.11 37 86.47 71 83.28
4 86.24 38 78.01 72 79.87
5 90.17 39 75.27 73 87.48
6 89.83 40 81.47 74 80.52
7 78.77 41 76.51 75 83.42
8 89.68 42 86.85 76 84.11
9 83.49 43 85.62 77 87.05
10 84.22 44 91.18 78 76.81
11 85.66 45 76.35 79 84.42
12 89.05 46 78.99 80 77.12
13 85.25 47 91.94 81 88.52
14 79.07 48 77.09 82 90.68
15 85.11 49 90.58 83 77.30
16 82.68 50 88.20 84 89.64
17 78.37 51 75.29 85 87.23
18 81.24 52 91.19 86 80.31
19 82.10 53 83.43 87 90.54
20 90.70 54 75.18 88 81.66
21 81.16 55 91.32 89 77.85
22 91.46 56 84.59 90 79.48
23 81.04 57 89.77 91 81.05
24 83.05 58 84.95 92 82.81
25 82.23 59 76.67 93 85.74
26 77.75 60 86.56 94 85.03
27 78.14 61 85.79 95 80.98
28 88.56 62 89.65 96 90.45
29 80.64 63 89.85 97 80.72
30 78.32 64 91.67 98 80.75
31 87.50 65 91.92 99 84.56
32 89.87 66 84.11 100 84.64
33 81.30 67 89.14
34 83.05 68 89.43
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Figure 13: Statistical diagram of decision scores for HOV lane setting.
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Figure 14: Statistical table of scores of HOV lane planning.

Table 2: Statistical table of scores of HOV lane planning.

Number Scores Number Scores Number Scores
1 78.6 35 81.1 69 83.3
2 82.6 36 83.7 70 73.2
3 80.8 37 69.9 71 75.8
4 84.8 38 70.8 72 74.1
5 77.4 39 73.9 73 83.5
6 80.2 40 76.6 74 71.6
7 75.9 41 78.5 75 70.1
8 73.7 42 71.0 76 69.9
9 70.3 43 79.5 77 76.5
10 80.3 44 73.8 78 81.8
11 72.3 45 69.3 79 80.1
12 77.5 46 80.3 80 73.9
13 84.9 47 82.0 81 82.7
14 79.0 48 71.4 82 75.2
15 82.9 49 71.2 83 82.1
16 82.3 50 80.0 84 73.0
17 82.0 51 83.5 85 72.3
18 71.9 52 75.5 86 78.3
19 83.5 53 71.9 87 74.2
20 82.2 54 76.0 88 84.2
21 75.6 55 69.7 89 83.5
22 81.0 56 83.0 90 71.9
23 70.3 57 78.6 91 82.9
24 70.3 58 77.9 92 70.7
25 78.9 59 79.1 93 76.9
26 78.6 60 75.9 94 76.5
27 84.3 61 75.7 95 75.1
28 83.5 62 69.9 96 73.2
29 72.6 63 74.3 97 71.9
30 75.9 64 84.1 98 77.6
31 79.1 65 78.0 99 75.6
32 78.5 66 74.8 100 76.0
33 83.7 67 77.0
34 81.5 68 75.6
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basically meets the expected system setting requirements
and has certain practical effects.

6. Conclusion

'is paper analyzes the feasibility of setting up HOV lanes in
the service rail transit commuter chain.'is article first gives a
theoretical introduction to the rail transit commuter chain
andHOV lanes and then determines the researchmethods for
the attraction range of rail transit stations on the periphery of
the city. Moreover, this paper uses two methods of theoretical
analysis and numerical analysis to illustrate the travel char-
acteristics and ride-sharing demand of commuters within the
urban rail transit attraction area and provides a method for
forecasting travel demand in the HOV commuter chain. In
addition, this paper determines the traffic and road conditions
that should be achieved when planning and setting up HOV
lanes within the attraction range of urban rail transit stations
from the perspective of demand and supply. 'is paper
combines machine learning to construct a decision-making
evaluation model for HOV lane setting and studies the op-
timal layout model and algorithm of HOV lanes in service rail
transit commuter chain. 'e setting, planning, and layout of
HOV lanes are a two-way interactive process of traveler’s path
selection and designer’s road planning. Finally, after the
model is constructed, the performance of the system model is
verified.'e research results show that the route optimization
model of HOV lane constructed in this paper has a certain
effect. 'is paper analyzes the opening of HOV lane, which is
of great help to reduce the flow and delay, improve the average
speed and service level, and increase the number of section
transportations. However, in the case of limited road re-
sources, how to reduce the waste of no-load vehicles on road
resources and tilt the right of way to multioccupant and
efficient transportation mode is studied. To improve the
transportation efficiency of road section, further research is
needed in the future [25].
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Audio scene recognition is a task that enables devices to understand their environment through digital audio analysis. It belongs to
a branch of the field of computer auditory scene. At present, this technology has been widely used in intelligent wearable devices,
robot sensing services, and other application scenarios. In order to explore the applicability of machine learning technology in the
field of digital audio scene recognition, an audio scene recognition method based on optimized audio processing and con-
volutional neural network is proposed. Firstly, different from the traditional audio feature extraction method using mel-frequency
cepstrum coefficient, the proposed method uses binaural representation and harmonic percussive source separation method to
optimize the original audio and extract the corresponding features, so that the system can make use of the spatial features of the
scene and then improve the recognition accuracy. )en, an audio scene recognition system with two-layer convolution module is
designed and implemented. In terms of network structure, we try to learn from the VGGNet structure in the field of image
recognition to increase the network depth and improve the system flexibility. Experimental data analysis shows that compared
with traditional machine learning methods, the proposed method can greatly improve the recognition accuracy of each scene and
achieve better generalization effect on different data.

1. Introduction

As an information carrier, sound is an important way for us
to perceive the external environment. With the development
of signal processing technology and computer science, the
audio processing task of extracting information from sound
assisted by machine has attracted more and more re-
searchers’ attention [1–6]. Compared with images with
multimedia information, the acquisition of audio files is not
limited by light environment and visual obstacles. In ad-
dition, audio occupies less capacity and faster processing
speed compared with images [7–9]. Audio processing tasks
include speech recognition, audio fingerprint, music mark,
audio scene recognition, etc.

Audio scene recognition belongs to the subfield of
computational auditory scene analysis. Its main goal is to
enable devices to understand and distinguish their envi-
ronment by analyzing sound. )e implementation principle
is that the equipment extracts different audio features

through audio scene recognition technology to obtain the
corresponding features and then models the audio scene
according to these features, that is, constructs a classifier.
After learning enough samples, the classifier will judge the
audio scene category according to the extracted audio fea-
tures [10–13]. )e applications of audio scene recognition
include context-aware services, intelligent wearable devices,
robot sensing, and robot hearing. In addition, audio scene
recognition also complements the research in several related
fields. Among them, the detection and classification of audio
events are often associated with audio scene recognition
because the audio scene can be regarded as the product of the
superposition of several audio events. On the other hand,
audio scene recognition can improve the performance of
sound event detection by providing a priori information
about the probability of some events.

Previously, the implementation of audio scene recog-
nition often applied general classifiers (such as Gaussian
mixture model [14–16], support vector machine, and hidden
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Markov model) to manually extracted features, such as mel-
frequency cepstrum coefficient. In recent years, thanks to the
improvement of computer speed and the rapid development
of deep learning, people gradually realize that the charac-
teristics of automatic feature extraction of deep learning can
replace the inefficient manual extraction in the past. At the
same time, more and more recording devices such as smart
phones have made great contributions to the expansion of
audio datasets [17]. With a large amount of audio data, it is
possible to realize the deep learningmethod which is difficult
to realize in the past.

2. Literature Review

Influenced by psychoacoustic/psychological technology,
most of them emphasize the local and global features of
audio scene recognition. In addition, a few researchers focus
on the time-domain features of audio. Mitsukura [18] used
mel-frequency cepstrum (MFCC) to describe the local
spectral envelope of audio signal and Gaussian mixture
model (GMM) to describe its statistical distribution. Zhao
et al. [19] proposed to train the hidden Markov model by
using the discriminant algorithm of the knowledge of
training signal types to explain the time-domain evolution of
GMM. Abrol and Sharma [20]. further improved the rec-
ognition performance by considering more features and
adding a feature transformation step in the classification
algorithm and obtained an average accuracy of 58% in 18
different sound fields [21].

Convolutional neural network (CNN) is a deep learning
network model inspired by animal visual system. Its network
composition imitates the principles of various cells in the
visual system to construct the network model [22–24]. CNN
was originally designed for feature extraction of two-di-
mensional data. It can directly establish the mapping rela-
tionship from low-level features to high-level semantic
features and has achieved remarkable results in the field of
two-dimensional image classification. Zhao et al. [25] pro-
posed driver fatigue state recognition based on CNN. Cai
et al. [26] proposed a CNN-based video classification
method, which uses convolution filter and global average
pool layer to obtain more detailed features. Tan et al. [27]
discussed whether CNN in deep learning can be effectively
applied to audio scene recognition.

Although applying a variety of deep learning methods to
audio scene classification speeds up the research process in
this field, there are still two problems worth discussing:

(1) )e mainstream audio feature extraction methods
are based on mel spectrum. Is there any special
processing skill for mel spectrum to make it more in
line with specific application scenarios, so as to
improve the accuracy of audio classification?

(2) Since most of the results after audio feature ex-
traction also belong to images, can the excellent
volume of CNN architecture in the field of image

recognition be applied to audio scene classification to
improve the system performance?

Aiming at the above two problems, this paper proposes
an audio scene recognition method based on optimized
audio processing and CNN. )e basic system is improved
from two aspects: audio processing and network structure.
In audio processing, binaural representation and harmonic
impact source separation are used to process the original
audio and extract the corresponding features, so that the
system can make use of the spatial features of the scene, and
then the classification accuracy has been significantly im-
proved. In terms of network structure, we try to learn from
the VGGNet structure in the field of image recognition,
improve the system flexibility while increasing the network
depth, and finally achieve better generalization effect on
different data. Finally, the effectiveness of the proposed
method is verified by experimental data analysis.

3. Audio Processing Optimization Method

3.1. Binaural Representation. Traditional audio processing
methods always use MFCC feature in feature extraction.
Although MFCC can describe features concisely with more
than a dozen coefficients, MFCC is not competent for audio
scene classification in scenes with obvious spatial features
such as libraries.

Although it is common to use stereo equipment for
recording, the signal is usually averaged to make it a mono
before processing. Although using mono is easy for pro-
cessing and feature extraction, it will lose a lot of spatial
information. If important audio information is captured well
in only one of the channels, problems may occur. Because
averaging two channels to one channel will reduce the
signal-to-noise ratio, the difference between the two chan-
nels is not easy to be reflected, so it is very easy to cause
confusion in the classification process. Analyzing the two
channels separately can alleviate this problem. In view of the
excellent results obtained in previous challenges using
binaural representation, this paper decides to use LR (left
right) representation and MS (mid-side) representation in
feature processing.

LR representation represents the left and right channels
in conventional stereo recording. For example, when a car
passes in front of a microphone, the sound moves from L
channel to R channel or from R channel to L channel, which
is only reflected in amplitude change in mono. By intro-
ducing LR representation, the movement of sound source in
space can be reflected. In this section, only the left and right
channels of the source audio file are separated. )e MS
representation emphasizes the time difference between
sounds reaching each side of the stereo microphone. MS
representation obtains the final result by summing and
subtracting the waveforms of two stereo input channels,
respectively. Mel spectrum will be extracted for the above
four representations, as shown in Figure 1.
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For LR spectrum and MS spectrum, they are input into
the subsequent convolution neural network as one of the
classification features.

3.2. Harmonic Percussive Source Separation Method.
Sound can generally be divided into two types: harmonic and
impact sound. In the traditional research work, harmonic
impulse source separation (HPSS) algorithm is proposed
under the background of music signal processing.)e goal is
to decompose the input audio signal into all harmonics and
signals composed of all impulse sources. In order to solve the
problem of poor generalization and dependence on learning
data in audio scene classification, this section draws lessons
from music signal processing to try to improve the classi-
fication performance of the system. )e steps of HPSS al-
gorithm are given below.

Assume that the input discrete input audio signal is
λ ∈ R. )e harmonic component signal xh and the shock
source component signal xp shall be calculated so that
x � xh + xp.

First, the short-time Fourier transform of x can be
expressed as

X(t, k) � 
N−1

n�0
x(n + tH)w(n)exp

−2πikn

N
 , (1)

where T is the number of frames, N is the frame size of
Fourier transform, w(n) is the window function, and H is
the frame offset.

)e input power spectrum Y can be calculated by the
following formula:

Y(t, k) � |X(t, k)|
2
. (2)

Next, the harmonic enhancement spectrum Yh and
the shock source enhancement spectrum Yp are calcu-
lated by median filtering Y. Assuming that A is a set
composed of a column of real numbers and N is the
number of real numbers in the set, the median filtering of
A is defined as

median(A) �

aN−1/2, N is an odd number,

aN/2 + aN−1/2

2
, N is an even number.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(3)

)en, according to the definition of median filter, the
harmonic enhancement spectrum Yh and impact source

enhancement spectrum Yp can be obtained by performing
one horizontal and one vertical median filter on Y,
respectively.

Yh(t, k) � median Y t − ln, k( , . . . , Y t + ln, k( ( ,

Yp(t, k) � median Y t, k − lp , . . . , Y t, k + ln(  ,
(4)

where ln and lp are filter lengths.
)en, a variable β is introduced, which is called the

separation factor. )e original input signal X(t, k) can be
intuitively judged as harmonic or impact source component.
)rough this rule, binary masks Mh and Mp can be defined.

Xh(t, k) � X(t, k) · Mh(t, k),

Xp(t, k) � X(t, k) · Mp(t, k).
(5)

Finally, the required signals xh and xp can be calculated
by transforming these spectra into time domain by using
inverse short-time Fourier transform.

In the separation process, with the help of the decom-
pose.hpss method in the Librosa library, the separation
factor for the experiment is 1.05. Convert stereo audio to
mono before separation. As shown in Figure 2, when the
HPSS algorithm is applied to the input signal, the harmonic
tends to form a horizontal structure (in the time direction)
and the impact source tends to form a vertical structure (in
the frequency direction) on the mel spectrum.

4. Audio Scene Recognition Method Based on
Convolutional Neural Network

Convolution layer is the core module of convolutional
neural network, which can complete most of the heavy
computing work. Its function is to extract the local features
of a region. )e core operation performed by the convo-
lution layer is called convolution. Convolution is a common
operation method in analytical mathematics. It is a math-
ematical operator that generates the third function through
two functions. In the application of machine learning,
convolution is usually embodied in sliding a filter on an
image or some feature and using this operation to obtain a
set of new features.

In this study, an audio scene classification system based
on convolutional neural network will be designed and
compared with traditional machine learning methods. )e
classification system mainly includes training and testing,
and its process design is shown in Figure 3.
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Figure 1: MFCC spectrum of binaural representation.
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4.1. Convolutional Neural Network Architecture. Convolu-
tional neural network structure also has the problem of
relying too much on training parameters in the training
process [28]. At present, there are many convolutional
neural network frameworks with good performance that can
be widely used. Whether its structure can be slightly
modified and used in audio scene classification to improve
system performance is also the focus of this section. )e
convolutional neural network module of the system core is
shown in Figure 4.

)e first layer performs convolution on the input
spectrum. Since the size of convolution filter is reflected in
the size of local block diagram and the size of local block
diagram with different sizes determines the speed of feature
extraction [29], filter sizes with different sizes will be
arranged for comparison in the experiment. In addition, the
number of filters will also affect the analysis angle of features,
so different filter numbers will be arranged for comparison
during the experiment. More filters will increase the angle of
feature analysis but also increase the amount of calculation,
and too many filters may lead to parameter redundancy.
Generally, the number of filters is 2n. After the convolution
process is completed, the maximum pooling layer is used to
subsample the obtained feature map.

)e second convolution layer is basically the same as the
first convolution layer, except that the second layer uses
more cores (twice the first layer) to represent features at a
higher level. )en, the second and last subsampling is
performed for the “destruction” of the timeline. )erefore,
the maximum pooling layer is still used, which operates over
the entire sequence length. )e activation function for the
kernel in the convolution layer is ReLU.

Finally, because the classification involves 15 different
classes, the last layer is the softmax layer composed of 15
fully connected neurons, which normalizes the output re-
sults of the network and makes the system output the
classification results. Assuming that yi is the output of the
upper layer neuron i, yi can be defined as

yi � softmax xj  �
exp xj 


N
j�1 exp xj 

, (6)

where N is the total number of categories, xi is the nonlinear
input, and yi is the prediction score of the input sequence
belonging to class i.

4.2. Batch Standardization and Dropout Mechanism. In
order to solve the problem of decreasing the network
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learning speed and convergence speed caused by internal
covariate transformation, batch standardization is intro-
duced to change the distribution of input data. )e batch
standardization layer applies linear transformation BNβ,c to
its input x, as shown in the following formula:

BNβ,c �
c

���������
Var(x) + ε

 · x + β −
c · E[x]

���������
Var(x) + ε

 , (7)

where E[x] is the average value of batch standardization
layer input, Var(x) is the variance of batch standardization
layer input, and β and c represent the transformation pa-
rameters to be learned during training.

By using batch standardization, the input feature distri-
butions have the samemean and variance, and the correlation
between features is removed. Although it increases the
complexity of the model, it slows down the transformation
process of internal covariates, greatly reduces the training
convergence time, and speeds up the learning progress.

In the convolutional neural network model, overfitting
often occurs if there are too many parameters and too few
training samples. Overfitting is embodied as follows: the loss
function of the model is small in the training stage and the
prediction accuracy is high, but the loss function is large and
the accuracy is low in the testing stage.

In order to solve the over fitting phenomenon, the
dropout mechanism is adopted in this paper. Suppose the
output of the neural network is x and the output is y. After
dropout is introduced, half of the hidden neurons in the
network will be hidden randomly, as shown in Figure 5, while
the input and output neurons remain unchanged. )en, the
input x is still propagated forward through the modified
network, and the loss result is propagated back through the
network. After a batch of training samples, the parameters
were updated by the gradient descent method on the neurons
that were not deleted. Finally, continue to repeat the process.

Because half of the hidden neurons are deleted ran-
domly, the network structure changes. )e whole dropout
process is equivalent to averaging multiple different neural
networks. By introducing the average effect of dropout
mechanism, some opposite fitting in the network is offset, so
as to achieve the effect of similar model integration and
reduce overfitting.

4.3. Improved Network Structure Design. )e traditional
convolutional neural network contains two convolution
modules and uses a single mel spectrum as the input. Due to
the simple network structure, the system performance can
only be improved by adjusting parameters one sidedly.
However, too many parameters will make the model de-
pendent on data, resulting in weak generalization.)erefore,
changing the network structure, such as increasing the
depth, to enhance the classification ability of the system for
different datasets is an important means to enhance the
system performance.

In recent years, deep convolution neural network has
been widely used in the field of computer vision. One of the
benefits brought by the increase of network depth is that
the flexibility of the system is greatly enhanced. In the
current widely used framework, VGGNet has been widely
used because of its simple architecture and strong ex-
pansibility. VGGNet was jointly developed by the com-
putational vision group of Oxford University and Google
DeepMind. A major feature of VGGNet is that the entire
neural network uses a convolution kernel size of 3∗ 3 and a
maximum pool size of 2∗ 2. In addition, although VGGNet
has deeper layers and more parameters than conventional
neural networks, VGGNet can converge with only a few
iterations because the depth of the network and the small-
size filter play an implicit normalization role. On the other
hand, it initializes the parameters using the data obtained
by pretraining in a specific layer.

Inspired by VGGNet, the improved convolution neural
network structure decides to also use the convolution kernel
size of 3∗ 3 and more convolution layers to improve the
classification performance. )e overall architecture of the
designed system is shown in Figure 6.

)e whole network organization includes three layers:
convolution block, mono model, and dual channel model.
Among them, the convolution block is responsible for the
convolution operation of the system core and includes the
steps of zero filling, batch standardization, activation
function, and so on. )e size of each convolution kernel in
the convolution block is 3∗ 3, and the zero filling size is
1∗ 1. )e mono channel model consists of convolution
blocks, maximum pooling, and overall average pooling steps,
which is responsible for processing one of the input
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channels, and each channel is provided with four layers of
convolution blocks. Similar to the design of VGGNet, the
number of filters in each convolution block is doubled to 32,
64, 128, and 256.

5. Experimental Results and Analysis

5.1.ExperimentalEnvironmentandDataset. )is experiment
is implemented under the Ubuntu system with Linux as the
kernel. )e processor used in the system is an 8-core Intel E3-
1270@3.8GHz CPU, with 32GB memory. )e experiment
uses Python language and introduces the external library
Librosa for feature extraction. In the training part, sklearn
library is introduced for unsupervised learning using the
GMMmodel.)e audio feature part includes 60-dimensional
MFCC feature vector, including 20 MFCC static coefficients.
For each audio file, logmel energy is extracted in 40 frequency
bands using 40ms analysis frame and 50% frame shift
window. )e improved convolutional neural network
structure was introduced in Section 4.3. Its input feature is a
single channel learner that only extracts mel spectrum. In
addition, there is a dropout layer behind each CNN layer, and
the dropout ratio is 30%. )e parameters of convolutional
neural network are shown in Table 1.

)e TUT Acoustic Scenes 2017 dataset was used in this
experiment, and the team responsible for collection is the
audio research group of Tampere University of Technology.
)e dataset consists of 15 audio scenes with different labels:
beach, bus, cafe/restaurant, car, city center, forest path,
grocery store, family, library, subway station, office, park,
community, train, and tram. All audio files are cut into
segments with a length of 30 seconds, and the audio file
format is wav. )e dataset used in this paper is divided into
development set and verification set. Among them, the
development set contains 4680 audio files, and the number
of files in each type of scene is 312. About 70% of the data are
used to train the audio scene classification model, and the
remaining 30% are used for testing. In the verification set,
there are 1620 audio files, including 108 audio files of each
type.)e length of each audio segment is 10 seconds, and the
audio of each scene is 18 minutes in total.

5.2. Identification of Performance Evaluation Indicators.
)e evaluation standard adopted is accuracy (ACC), that is,
the ratio between the predicted correct number of samples and
the total number of samples, which is calculated as follows:

ACC �
Ntrue

Ntotal
, (8)

where Ntrue represents the number of correctly predicted
samples and Ntotal represents the total number of samples.

5.3.ResultAnalysis. )e classification accuracy of each scene
in the development set and verification set of the proposed
method is shown in Table 2.

By observing Table 2, we can find that although the
average classification accuracy of the verification set is
significantly lower than that of the development set, it still
achieves a good result of 81.5%. It can be seen that the
generalization ability of the improved system has been
significantly improved, especially in the scenes of subway
station, forest path, car, and home, and the classification
accuracy is more than 90%, but there is still room for im-
provement in parks, libraries, and other scenes.

In addition, the proposed method is compared with
GMM and traditional CNN in the development and veri-
fication of two datasets in order to analyze the specific
performance of the improved method. )e comparison
between GMM and the proposed method is shown in
Figure 7.

As can be seen from Figure 7, the classification accuracy
of the proposed method is significantly ahead of GMM in
most scenes, especially in beach, bus, library, park, and other
scenes, both in the development set and verification set.
Analyzing the possible reasons, on the one hand, the con-
volutional neural network itself has stronger learning ability
for data; on the other hand, the sound field space of the
above scene is large and has fixed bottom noise, which just
fits the role of audio processing on the audio environment of
fixed scene.

)e comparison between CNN and the proposed
method is shown in Figure 8.

It can be seen from the analysis of Figure 8 that although
the proposed method does not achieve overall advantages in
the development set, the overall classification accuracy of the
proposed method in the verification set is about 19% higher
than that of traditional CNN. )is shows that the gener-
alization performance of the network structure has been
significantly enhanced after the introduction of VGGNet. It
also shows that the flexibility performance of the system has
been greatly improved by increasing the network depth and
simplifying the network parameters.

Standard neural 
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Dropout 
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Figure 5: Dropout mechanism.
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Figure 6: Improved convolution network structure design.

Table 1: Parameters of convolutional neural network.

Layer (type) Output size Parameter
Conv_1 (40, 500, 128) 6400
Batch standardization_1 (40, 500, 128) 160
Activation function_1 (40, 500, 128) 0
Maximum pooling_1 (8, 100, 128) 0
Dropout_1 (8, 100, 128) 0
Conv_2 (8, 100, 256) 1605888
Batch standardization_2 (8, 100, 256) 32
Activation function_ 1 (8, 100, 256) 0
Maximum pooling_1 (2, 1, 256) 0
Dropout_1 (2, 1, 256) 0
Dense (full connection layer)_1 100 51300
Dropout_3 0
Dense (full connection layer)_2 100 1515

Table 2: Scene classification results of the proposed method (%).

Audio scene Development set Validation set
Sandy beach 89.6 76.3
Transit 98.2 71.9
Coffee/restaurant 88.3 81.2
Automobile 99.0 92.4
Center 89.7 88.7
Forest giants 99.8 95.5
Grocery store 93.6 75.8
Home 84.1 93.6
Library 88.5 62.1
Metro station 99.2 98.1
Office 98.9 83.4
Park 80.3 66.8
Neighborhood 86.8 74.3
Train 91.4 90.6
Tram 92.7 71.0
Average 92.0 81.4

Scientific Programming 7



6. Conclusions

)is paper presents an audio scene recognition method
based on optimized audio processing and convolutional
neural network. In audio processing, binaural represen-
tation and harmonic impact source separation are used. In

terms of network structure, VGGNet-like structure is in-
troduced to improve the flexibility of network structure.
Experimental results show that compared with other
existing methods, the proposed method can have better
generalization performance while maintaining high rec-
ognition accuracy.
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Detection of substation equipment can promptly and effectively discover equipment overheating defects and prevent
equipment failures. Traditional manual diagnosis methods are difficult to deal with the massive infrared images generated by
the autonomous inspection of substation robots and drones. At present, most of the infrared image defect recognition is
based on traditional machine learning algorithms, with low recognition accuracy and poor generalization capability.
(erefore, this paper develops a method for identifying infrared defects of substation equipment based on the improvement
of traditional ones. First, based on the Faster RCNN, target detection is performed on 6 types of substation equipment
including bushings, insulators, wires, voltage transformers, lightning rods, and circuit breakers to achieve precise posi-
tioning of the equipment. Afterwards, different classes are identified based on the sparse representation-based classification
(SRC), so the actual label of the input sample can be obtained. Finally, based on the temperature threshold discriminant
algorithm, defects are identified in the equipment area. (e measured infrared images are used for experiments. (e average
detection accuracy achieved by the proposed method for the 6 types of equipment reaches 92.34%. (e recognition rate of
different types of equipment is 98.57%, and the defect recognition accuracy reaches 88.75%. (e experimental results show
the effectiveness and accuracy of the proposed method.

1. Introduction

(e power station is an important node in the power grid
that is responsible for converting voltage and distributing
electric energy. Its safety and reliability are directly related to
the safety and stability of the power system [1–5]. According
to the statistics, about half of the power equipment failures
have abnormal temperature in the early stage. Infrared
detection of power equipment has the advantages of non-
power failure, noncontact, high sensitivity, and mature
technology [6–8]. It can detect equipment overheating de-
fects in a timely and effective manner and prevent equip-
ment failures. It has been widely used in the field of power
equipment thermal fault diagnosis. In recent years, infrared
thermal imagers have been equipped with inspection plat-
forms such as substation inspection robots and drones to
conduct intelligent inspections on substation equipment,

reducing the workload of operation and maintenance per-
sonnel to collect infrared images of equipment [9–14].
However, a large number of inspections or online moni-
toring still require manual analysis, which is time-con-
suming and inefficient, and also difficult to cope with the
massive infrared images generated by inspections.(erefore,
the researchers have carried out a series of works on infrared
defect recognition. (ese methods used different types of
features or classification models to analyze and process
images and then determined and recognized defects. Most of
the existing research studies on infrared image defect rec-
ognition are based on traditional machine learning algo-
rithms, which have disadvantages such as low accuracy, poor
generalization ability, and rigid model. With the develop-
ment of artificial intelligence technology, image detection
algorithms based on deep learning have been widely used in
the field of visible light object detection [13–16], but there are
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few applications in infrared image recognition and detec-
tion. So, it is urgent to carry out infrared image-based fault
identification algorithms of substation equipment [17–19].

Based on the improvement of traditional image analysis
technology, this paper proposes an infrared defect recog-
nition method for substation equipment. First, based on the
Faster RCNN algorithm [20–23], target detection is per-
formed on 6 types of substation equipment, including
bushings, insulators, wires, voltage transformers, lightning
rods, and circuit breakers, to achieve precise positioning of
the equipment. Next, for the detected image area of the
substation equipment, fine classification is performed based
on the sparse representation-based classification (SRC)
[24–27]. And, the specific substation equipment label to
which it belongs is determined based on the training
samples. Finally, based on the threshold on the temperature,
defects are identified in the equipment area to determine
whether the equipment has defects and the relevant severity.
Compared with the traditional image defect detection al-
gorithms of substation equipment, this paper further in-
troduces SRC to realize the accurate confirmation of the
category of the input substation equipment. Such operation
has important auxiliary significance for subsequent targeted
defect detection and failure analysis. In the experiment, the
proposed method is tested based on the collecting infrared
images from actual measurement to verify its feasibility and
accuracy.

2. Equipment Detection Based on Faster RCNN

(is paper first builds an infrared image defect detection
model for substation equipment based on Faster RCNN.(e
specific frame structure is shown in Figure 1. First, the Faster
RCNN detection model is trained based on the infrared
image training dataset of the substation equipment to
generate a defect detection network. (en, the test infrared
image is input into the defect detection network to verify the
detection performance. As shown in Figure 1, the Faster
RCNN detection network is composed of two parts: a region
proposal network (RPN) and a region convolutional neural
network (RCNN). (e Faster RCNN model is an integrated
network that can effectively realize object detection in input
images. It mainly completes region proposal and CNN
detection, which are completed by RPN and RCNN, re-
spectively. RPN is a fully convolutional neural network that
can effectively predict object boundaries and object scores at
various positions in the input image. Object boundaries and
object scores are important indicators for evaluating
whether an area is proposed.(e image input proposal given
by RPN will be input into RCNN to realize the classification
of the proposed area and calculate the score of each proposed
area. (e Faster RCNN model integrates the RPN network
and RCNN into one network by sharing convolutional
features and provides a joint training method. Compared
with a single network structure, the Faster RCNN model
deepens the network depth and improves the image de-
tection performance. (ere have been many research results
based on Faster RCNN’s target detection and power
equipment detection [20–23]. (is paper mainly uses the

direct application shown in Figure 1 and will not introduce it
in detail here.

3. EquipmentRecognition andDefectDiagnosis

3.1. SRC. (e basic principle of SRC [24–27] is to use
training samples to linearly fit the test samples of unknown
categories and constrain the high sparsity of linear
representation coefficients. On this basis, the reconstruction
error of each training class for the test sample is calculated
separately to determine the target label of the test sample.
Assume that the training samples of the M-class targets
construct a global dictionary A � [A1, A2, . . . , AM] ∈ Rd×N,
where Ai ∈ Rd×Ni (i � 1, 2, . . . , M) are all the training
samples of the ith class. For the test sample y with an
unknown target label, the sparse representation process is as
follows:

x � argmin ‖x‖0,

s.t. y � Ax.
(1)

In equation (1), x is the linear coefficient vector to be
solved. Under the sparsity constraint, only a small number of
elements in the coefficients are nonzero. With the optimal
estimated x to be obtained, equation (3) is used to calculate
the reconstruction error of each training class for the test
sample, and then, the decision is made according to the
minimum error criterion:

r(i) � y − Aδi(x)
����

����
2
2, i � 1, 2, . . . , M, (2)

identity(y) � argmin
i

(r(i)), (3)

where δi(x) represents the sparse representation coefficient
vector corresponding to the ith class and
r(i)(i � 1, 2, . . . , M) is the reconstruction error of the ith
class.

It can be seen that the key problem in SRC is the solution
of the sparse coefficients. With the accurate and reliable
solutions, the target label of the test sample can be accurately
obtained. Since the problem of minimizing the ℓ0-norm in
equation (1) is an NP-hard problem, it is difficult to solve it
directly. Researchers found that the ℓ1-norm minimization
optimization and the ℓ0-norm minimization optimization
are equivalent under certain conditions [24], so equation (1)
can be transformed into

x � argmin ‖x‖1,

s.t. y � Ax.
(4)

(e introduction of the ℓ1 norm can turn the original
problem into a convex optimization problem which is easy
to solve [5]. So, the linear programming method can be used
to solve the sparse representation coefficients. In the actual
process, due to the influence of noise and the unstable error
between the training and the test samples, it is difficult to
achieve a completely accurate reconstruction. (erefore, the
sparse coefficient vector is solved as follows under the given
reconstruction error limit:
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x � argmin ‖x‖1,

s.t. ‖Ax − y‖2 < ε,
(5)

where ε is the allowable reconstruction error.
Based on the detection results of substation equipment

by Faster RCNN, this paper uses SRC for precise identifi-
cation for each region of the detected results. A global
dictionary is constructed based on the training samples with
known target labels. (en, the reconstruction error of the
input sample in any class is calculated according to the
abovementioned sparse representation and reconstruction
process. According to the reconstruction errors, the sub-
station equipment label is determined precisely.

3.2. Defect Diagnosis. Abnormal heating of substation
equipment is an important basis for judging the defects.
Frequent defects in substation equipment include defects,
loose parts, loose wires, corrosion or oxidation of equipment
contact surfaces, and excessive current-carrying. (e
equipment’s own defects cause the equipment to fail to
operate normally and heat up; then, the equipment must be
replaced. Loose parts and loose wires are common failures of
the capacitor interface accessories of the power transmission
and transformation equipment. (is type of failure is caused
by the change in the area. Corrosion or oxidation of the
equipment contact surface is a common fault in electrical
contact parts such as disconnecting switches of power
equipment. (is type of fault increases current-carrying
resistance and causes the fault point to heat up. When the
current-carrying is too large, the equipment is under high
load. After running for a certain period of time, abnormal
heating will also occur.

Electricity can divide equipment thermal defects into cur-
rent heating and voltage heating according to different heating
properties. Current heating defects refer to the heating caused
by the resistance of the current flowing through the conductive
loop, which is mainly concentrated at the equipment con-
nectors. And, the temperature rise is more obvious and easier to
be found, accounting for about 90%of the total number of faults
[12]. Voltage heating defect refers to the heating of the device
caused by the action of the electric field when the operating
voltage is applied to the insulatingmedium of the device. Only a
small part of the heat of this type of fault can be conducted to the
surface of the equipment shell, and the temperature rise that can
be measured is very small, which is difficult to be detected.(is
paper proposes an infrared defect recognition method for
current-induced defects. Current heating-type defects include
joint heating, disconnection switch knife edge and switching
hair heating, circuit breaker contact heating, transformer

internal connection heating, and bushing string heating. (e
surface temperature discrimination method is the simplest and
most effective method for judging current-heated defects.
According to previous works, three temperature threshold
values of 50°C, 80°C, and 105°C are selected to identify defects in
the equipment. Urgent defects represent defects that have a
serious threat and need to be addressed immediately. A serious
defect indicates a fault thatmay threaten to be dealt with as soon
as possible. General deficiencies indicate that there is little threat
to the safety of equipment operation that requires enhanced
surveillance. On the basis of completing the detection and
identification of substation equipment, the process of infrared
image defect identification in this paper is shown in Figure 2.

4. Experiments and Analysis

4.1. Preparation. (is paper selects infrared images of 6
types of substation equipment including bushings, insula-
tors, wires, voltage transformers, lightning rods, and circuit
breakers for defect detection. (ese images mainly come
from the grid company reserves and collected data in actual
scenes. (e dataset includes a total of 800 defective images
and 1900 normal images. In order to avoid additional de-
viations introduced in the data division process and affect
the final result, the training set and the test set should be
randomly selected from the original ones. Finally, this paper
randomly chooses 1700 infrared images of substation
equipment from the total sample set as the training set and
600 infrared images as the test set.

4.2. Results and Discussion. For Faster RCNN-based sub-
station equipment detection, in the experiment, the model
training learning rate is set to 0.001, mini-batch size 256,
momentum 0.9, weight attenuation 0.0001, and total
number of iterations 20000. (e 1700 training samples are
trained to obtain substation equipment detection models.
(e detection accuracy of 6 types of substation equipment
achieved by the proposed method is shown in Table 1, and
the average accuracy is 92.34%. (is result verifies the ef-
fectiveness of Faster RCNN for image detection of substation
equipment.

(e training samples are also used to train the SRC to obtain
the corresponding classification model. According to the Faster
RCNN results of the test samples, the concrete label of the
substation equipment to which the test samples belong is
confirmed. Table 2 shows the recognition rates of different types
of substation equipment based on SRC, and the average rec-
ognition rate reaches 98.57%.(is result proves the effectiveness
of SRC for the identification of substation equipment.

Training
samples RPN RCNN

Test sample

Faster RCNN
detection model

Detection results

Figure 1: Detection process of substation equipment based on Faster RCNN.
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On the basis of the abovementioned detection and
identification process, the defect detection of substation
equipment is carried out based on the idea of temperature
thresholds. According to statistics, there are a total of 160
defective devices in the test set of 600 infrared images,
and 142 devices are correctly judged as defective based on
the proposed algorithm, with an accuracy rate of 88.75%.
Figure 3 shows examples of the defect detection results of

the proposed method for some substation equipment. (e
region marked in the dashed box is the abnormal part
where the temperature exceeds the set threshold, that is,
the local area where defects may exist. (e results are
consistent with the actual situation. (e experimental
results show the effectiveness and accuracy of the method
in this paper. In the specific defect processing process,
because this article not only carried out the inspection of

Table 1: Analysis of detection performance based on Faster RCNN.

Equipment Detection accuracy (%)
Bushing 92.32
Insulator 93.46
Wire 91.23
Voltage transformer 93.56
Lightning rod 89.24
Circuit breaker 90.03

Table 2: Analysis of recognition performance based on SRC.

Equipment Recognition rate (%)
Bushing 98.56
Insulator 98.92
Wire 97.31
Voltage transformer 97.85
Lightning rod 99.02
Circuit breaker 98.34

Input infrared image

Detection based on Faster
RCNN

Region of substation
equipment

Measurement of the
temperature

SRC

Training
samples

Target label

Diagnosis of defects

Figure 2: Procedure of defect diagnosis based on temperature.
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the equipment but also confirmed its category, it can
assist the staff to formulate more effective treatment
measures.

5. Conclusion

(is paper applies image recognition technology to the
detection and diagnosis of defects in substation equipment.
First, for an input infrared image of substation equipment,
Faster RCNN is used to detect the key areas to obtain the
substation equipment of interest. On this basis, relying on
the training samples that have been classified, the detected
area is confirmed based on the SRC, and the specific type of
the substation equipment is determined. Finally, determine
whether it is in a normal state according to the temperature
of the device reflected in the current infrared image.
Compared with traditional substation equipment defect
analysis algorithms, this paper further confirms the category
of input equipment by introducing SRC, so the analysis
results are more informative, which is conducive to the
development of targeted diagnosis and repair. Experiments
are carried out on the infrared image set of actual mea-
surement substation equipment, and the results show the
effectiveness of the proposed method for defect detection
and identification of substation equipment.
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With the rapid development of Internet technology, breakthroughs have beenmade in all branches of computer vision. Especially in image
detection and target tracking, deep learning techniques such as convolutional neural networks have achieved excellent results. In order to
explore the applicability ofmachine learning technology in the field of video text recognition and extraction, a YOLOv3 network based on
multiscale feature transformation and migration fusion is proposed to improve the accuracy of english text detection in natural scenes in
video. Firstly, aiming at the problem of multiscale target detection in video key frames, based on the YOLOv3 network, the scale
conversion module of STDN algorithm is used to reduce the low-level feature map, and a backbone network with feature reuse is
constructed to extract features. 0en, the scale conversion module is used to enlarge the high-level feature map, and a feature pyramid
network (FPN) is built to predict the target. Finally, the improved YOLOv3 network is verified to extract key text from images. 0e
experimental results show that the improved YOLOv3 network can effectively improve the false detection andmissed detection caused by
occlusion and small target, and the accuracy of English text extraction is obviously improved.

1. Introduction

As the mainstream part of today’s media industry, images
and videos are rich in information and easy to understand,
which makes them an indispensable part of life. Computer
vision analysis is also the key development direction of
Internet communication industry at present. For example,
character recognition has great application value in many
scenes, such as vehicle license plate detection, image-text
conversion, image content translation, and image search.
However, because the precision of text recognition tech-
nology is not ideal, its application scenarios are relatively
simple, such as content search in images [1–6].

In image content search scene, the background is simple,
the font is single, and some physical features of the image are
used to assist, but the error rate is still not ideal. 0erefore,
most of the current research focuses on text detection and
then will consider recognition. Especially in the application of
natural scenes, because the background is extremely complex,

the font size varies and is affected by special circumstances
such as overlapping and pollution of various perspectives, and
the difficulty of text detection in natural scenes in videos is
much greater than that in ordinary scenes. Image content can
be divided into two parts: perceptual content and semantic
content [7–9]. 0e visual part of the image, including the
direct visual impression of color, shape, and texture, is the
perceptual content. Indirect understanding parts in images,
such as objects, words, and events contained in images, are all
semantic contents. Among them, words are an important tool
for information understanding and communication. Com-
pared with other semantic contents, words are the main
content of expressing information and information interac-
tion [10–12]. In addition, the characters are easy to extract and
have strong descriptive ability, so how to understand the
semantic information of characters in images is an urgent
problem to be solved.

0is paper focuses on the extraction of English text from
natural scenes in video. 0e meaning of video text
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recognition is to extract the text content in the video and
then recognize it by the recognition system and finally get
the text content. Video is essentially a sequence stream
composed of a series of images, and the words in the frame
images can express the contents in a short time. One kind of
text is the text in the natural scene of the image [13–15], such
as the license plate number and bus stop sign text in the
image [16], and the other kind of text is artificially added,
such as movie subtitles, advertising information, and
medical image analysis text [17]. 0erefore, all the words
should be extracted except the repeated words within a short
time delay. 0e final result of the recognition system can
only be determined if the images and characters have good
detection performance, so the text detection is the key re-
search content of this paper.

2. Literature Review

In the aspect of text detection, traditional methods are
mainly based on the characteristics of text coherence and
single color. For example, Minetto et al. [18] proposed an
improved image text detection algorithm. Firstly, this al-
gorithm extracts three edge images with different colors by
using edge detection operators obtained from three direc-
tions and then applies common operations inmorphology to
these three edge images in turn to obtain different connected
domain images. Finally, the three connected graphs are
AND-operated, and the noise is filtered, so as to obtain the
text region. Yin et al. [19] also adopted a similar method,
combined with the morphological method, and used the
OSTU algorithm to obtain adaptive threshold, so as to
obtain a clean and clear binary image. According to the
characteristics of different gray trends of characters and
backgrounds, Risnumawan et al. [20] proposed a video
character location method based on gradient discrete cosine
transform algorithm. In this method, each frame is divided
into n× n blocks, and the discrete cosine transform coeffi-
cients of each block are calculated. 0e amplitude obtained
by the gradient operator is used as the block strength for
smooth filtering and morphological processing. Finally, the
image is projected horizontally and vertically, and the
candidate text regions are extracted by wavelet transform
and unsupervised clustering. Zhuge and Lu [21] used the
model based on level set function to realize text segmen-
tation with small color difference between target and
background and large text groove and solved the problem of
difficult parameter selection in variational model through
optimization calculation.

With the popularization of computers and the great
improvement of computer technology, especially the pow-
erful parallel computing capability of GPU and the Big Data
resources in the era of mobile Internet, CNN continues to
develop. Text detection also follows this trend, turning to the
method based on CNN technology, and the effect is greatly
improved, which is a step closer to the application of real
scenes. Alqhtani et al. [22] trained CNN to detect characters
in text, calculated the confidence of pixel blocks, and
adopted the nonmaximum suppression method when lo-
cating text lines. 0en, a similar transcription process is

adopted, the classification scores of each character are in-
quired, and the best words are selected for matching. Tong
et al. [23] integrated text detection and recognition into an
end-to-end network. RPN (ridge polynomial network) is
used for detection, and bilinear sampling is used to unify the
text regions into highly consistent variable-length feature
sequences, and then recurrent neural network (RNN) is used
for recognition. You Only Look Once (YOLO) is a target
recognition and location algorithm based on the deep
convolution neural network [24]. Its most obvious advan-
tage is its fast detection speed [25], which is especially
suitable for the real-time detection system, which is the
fundamental reason why YOLOv3 network is selected in this
paper. YOLO has been continuously improved on the basis
of the original version and has developed to v3 version [26].
However, conventional object detection methods in the
visual field (SSD, YOLO, faster-RCNN, etc.) are not ideal
when directly applied to English text detection tasks. 0e
main reasons are as follows: compared with conventional
objects, the length of text lines and the ratio of length to
width vary widely. 0erefore, after analyzing YOLO series
networks, we propose a new multiscale feature fusion
method, which improves the performance of YOLOv3
networks.

In order to construct features with multiscale charac-
teristics and rich expressive ability, we introduce a feature
scale transformation and migration fusion method to im-
prove the traditional YOLOv3 network. Different from the
existing multiscale feature fusion model by scaling single-
channel features, we achieve the purpose of feature scale
reduction and enlargement by splitting and combining
multichannel feature maps. At the same time, we migrate
and fuse the converted features in the backbone network and
construct the backbone network with reduced feature scale
and FPN prediction network with enlarged feature scale,
which achieves better detection results than YOLOv3 net-
work when detecting occluded and smaller targets.

3. English Text Detection Based on Improved
YOLOv3 Network

3.1. Convolutional Neural Network. At present, the princi-
ples of target detection algorithms are generally divided into
two methods: region division and position regression. For
example, fast-RCNN method can obtain high accuracy, but
its running speed is slow. 0e latter, for example, SSD and
YOLO pursue the real-time performance of the algorithm
but can also obtain acceptable detection results. Among
these methods, YOLO has become a widely used and effi-
cient algorithm because of its fast speed and high precision.
YOLO is a target recognition and location algorithm based
on the deep convolution neural network, and its most ob-
vious advantage is its fast detection speed, which is especially
suitable for the real-time detection system, which is the
fundamental reason why YOLOv3 network is selected in this
paper.

Convolution neural network extracts features by
convolution operation on local “receptive field” [27], and
it is mainly used in image processing-related problems.
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CNN is a kind of feedforward neural network with deep
structure. Firstly, the image is input at the input layer and
then calculated by the convolution layer, pooling layer,
and nonlinear activation function, and the semantic in-
formation of high-level abstraction is gradually extracted
from the image. 0is is the “feedforward operation” of the
convolutional neural network. Finally, for the fully con-
nected layer, all the features extracted from the previous
network are connected for prediction, and the difference
between the detected value and the true labeled value of
the network is calculated. 0e loss is propagated back to
the first convolution layer from the fully connected layer
by the gradient descent method, so that all the parameters
of the network are updated, and the whole network model
converges after several rounds of training. 0e shallow
features extracted by convolution network are shown in
Figure 1.

3.2. Feature Fusion. Fusion of convolution features of dif-
ferent scales is an important means to improve the per-
formance of target detection. 0e low-level features have
higher resolution and contain more position and detail
information, but because there are few convolution layers,
they have less semantic information and more noise. High-
level features have stronger semantic information, but their
resolution is very small, and their ability to perceive details is
poor. How to fuse them efficiently? 0is section introduces
the feature fusion methods of upsampling, deconvolution,
and scale transformation in detail.

3.2.1. Upsampling. 0e upsampling method is to directly
interpolate the original feature map [28] to enlarge the
feature map, and interpolation is the most common and
practical method. On the basis of the original feature map,
interpolation algorithm is used to insert new pixel values
between the original pixel positions, thus enlarging the scale
of the feature map smoothly.

Bilinear Interpolation is an interpolation method for
two-dimensional features, which is an extension of linear
interpolation algorithm and is widely used in the field of
image processing. 0e purpose of bilinear interpolation
method is to calculate the position element value by using
the existing values of the target point in two vertical di-
rections in the original feature map, and its main purpose is
to jointly determine a linear interpolation in two directions.
Schematic diagram of bilinear interpolation is shown in
Figure 2.

In Figure 2, the data points with known values are
marked in red and represented by the letter Q; mark the data
points to be interpolated as green and use the letter P to
represent them; mark the data points in the middle tran-
sition in blue, which is indicated by the letter R.0e values of
R1 and R2 can be obtained by formulas (1) and (2),
respectively.

f R1(  �
x2 − x

x2 − x1
f Q11(  +

x − x1

x2 − x1
f Q21( , (1)

f R2(  �
x2 − x

x2 − x1
f Q12(  +

x − x1

x2 − x1
f Q22( . (2)

0e value of the target point P is inserted by linear
interpolation in the y direction.

f(P) �
y2 − y

y2 − y1
f R1(  +

y − y1

y2 − y1
f R2( . (3)

Bilinear interpolation method uses four points in two
vertical directions in the original image to calculate the
target pixel value for interpolation.

3.2.2. Deconvolution. 0e formula for calculating a single
deconvolution layer is as follows:
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where p is sparse norm and λ is constant.
0e implementation process of deconvolution is shown

in Figure 3.

3.2.3. Scale Conversion. Scale problem is the core problem of
target detection. In order to obtain feature maps with dif-
ferent resolutions with strong semantic information, we use
the scale conversion method of feature map instead of the
upsampling method in the original YOLOv3 network. Scale
conversion is very efficient and can be directly embedded
into dense blocks of Darknet. Assuming that the size of the
input tensor of scale conversion is H × W × (C · r2), where
H and W are the length and width of the feature graph, C · r2

is the number of channels of the input feature graph, and r is
the upsampling factor, this paper sets r � 2. Scale enlarge-
ment of feature map is shown in Figure 4.

It can be seen that reducing and enlarging the width and
height of the transport layer is achieved by increasing and
decreasing the number of channels, and the scale conversion
module is an operation of periodic rearrangement of
elements.

I
SR
x,y,c � I

LR
x/r,y/r,rmod(y,r)+mod(x,r)+cr2 . (6)
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where ISR is a high-resolution feature map and ILR is a low-
resolution feature map. Scale transformation and use decon-
volution layer must fill in zeros in the amplification step before
convolution operation, without extra parameters and calcula-
tion overhead.

3.3. YOLOv3 Network Based on Feature Transformation,
Migration, andFusion. YOLO took the lead in innovatively
combining the tasks of candidate selection stage and

target recognition stage into one, and only one feature
extraction can detect how many target objects and their
positions [29]. Each grid in YOLO predicts two Bounding
Box (BBox) in target detection. In YOLO’s network
structure, the task of extracting candidate regions is re-
moved, and only the task of suggestion box loss regression
exists. 0erefore, the network structure is very simple,
with only convolution and pooling operations, and finally,
it is predicted by two fully connected layers, as shown in
Figure 5.

(a) (b)

(c)

Figure 1: Shallow features extracted by the convolution network. (a) Original picture; (b) texture information; (c) shape information.

P

y2

y

y2
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Figure 2: Schematic diagram of bilinear interpolation.
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It can be seen from Figure 5 that the first 24 convolution
layers of the network are the backbone network for
extracting image features, and finally, the extracted features
are predicted through two fully connected layers. All-con-
nection layer requires input, which is characterized by fixed
dimensions. Each grid is predefined with 30-dimensional
vector information corresponding to two suggestion boxes,
as shown in Figure 6, which includes the positions of two
BBox, the confidence of two BBox, and the classification
probabilities of 20 objects.

During target detection, the specific category confidence
score of each BBox is as follows:

PBBox � Pr Classi( ∗ IOU
truth
pred , (7)

where Pr(Classi) is the probability of target occurrence and
IOUtruth

pred is the intersection over union (IOU) value of
prediction frame and real frame.

In order to solve the gradient divergence problem caused
by deepening the network model, YOLO3 borrowed the
method of residual network and added the method of
shortcut connections between some layers. 0e residual

component of the specific direct connection method is
shown in Figure 7 by directly transmitting the input x to the
output, the output result is f(x) + x, and when f(x)� 0, then
H(x)� x, the residual result approaches 0, and the training
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Figure 5: YOLO network structure.
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model converges, so that the accuracy will not decrease as
the network deepens.

According to the above feature scale conversion
operation, the scale size of the feature map is converted
without destroying the original data of the feature. By
using this feature scale transformation method, feature
maps are reduced, migrated, and fused in the backbone
network, and features are reused, so as to improve the
expressive ability of features extracted by convolutional
neural networks. 0e network layer with the same scale of
input and output features is called the same level feature,
and the last level feature of each level is selected as the
reference feature because it has the strongest abstract
expression ability after many convolution calculations.
As shown in Figure 8, based on these reference features,

this paper first reduces the feature scale of low-level
features, sets the downsampling factor r to 2, performs
convolution dimension reduction operation through 64
1 × 1 convolution kernels, then extracts features through
convolution operation of 3 × 3 convolution kernels, then
selects 1 × 1 convolution kernels matching the number of
fusion layers to perform convolution dimension en-
hancement operation, and finally adds them to the fusion
layers as the input of the subsequent network to continue
extracting features. On the basis of the original YOLOv3
backbone network Darknet-53, this scale reduction mi-
gration fusion method is added to the feature layers with
reference feature scales of 128 ×128, 64 × 64, 32 × 32, and
16 ×16.

At the same time, according to the abovementioned
feature scale conversion operation, the feature scale am-
plification migration fusion method is adopted in the feature
layers with reference feature scales of 8× 8 and 16×16 in the
trunk network Darknet-53, instead of the interpolation
upsamplingmethod which destroys the original data and has
a huge amount of computation in the original FPN network.
0e specific implementation of feature scale amplification
migration fusion is shown in Figure 9. First, the advanced
feature map is subjected to feature scale amplification op-
eration, the upsampling factor r is set to 2, and 64 1× 1
convolution kernels are used for convolution dimension
reduction operation; then, features are extracted by con-
volution operation of 3× 3 convolution kernels, and then
1× 1 convolution kernels matched with the number of fu-
sion layers are selected for convolution dimension en-
hancement operation and finally added with the fusion
layers as prediction features.

4. Experimental Results and Analysis

4.1. Experimental Environment and Data Set. 0e related
software and hardware platforms are as follows: Intel Core i7
processor, 2.93GHz computer with 8G memory, Ubuntu
16.04 LTS operating system, NVIDIA GPU with 24G
memory, CUDA8.0, OPENCV3.2.0, and Darknet as the deep
learning framework. 0e data set is ICDAR2015 data set, but
the format of the data set needs to be changed into a
trainable format accordingly, that is, image2voc, voc2 label
files can convert data files into trainable data sets. Configure
the internal classification standard of the model as a kind of
TEXT, train according to the training set of the existing data
set, and save the final model.

4.2. Determine Loss Function. As the loss function is the
“baton” of the whole network learning and plays a very
important role in the quality of the network model, it is
necessary to design and optimize the loss function before
network training. 0erefore, during model training, the sum
loss of square error is adopted for the coordinates, height
and width of BBox, and the cross entropy loss is adopted for
the classification scoring of BBox. 0e joint loss of multiple
parts is as follows:
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Figure 8: Scale-down migration fusion.
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where N is the number of times when the IOU value of prior
frame and real frame is greater than the threshold; (xi, yi),
wi and hi are the center point coordinates, width and height
of the i-th prediction frame; (xi, yi); wi and hi are the center
point coordinates, width and height of the real frame
matched with the i-th prediction frame; pi(c) indicates the
confidence score that the i-th prior frame belongs to cate-
gory c; pi(c) indicates the confidence score that the i-th prior
frame matches the real frame belongs to category c; and σ
and λ are the loss weights of BBox location and classification,
respectively.

4.3. SetNetworkParametersandTrain. 0e training round of
the proposed network on ICDAR2015 data set is 135. In the
whole training process, the number of images in each batch
is 64, the weight attenuation is 0.0005, and the momentum is
0.9. All additional network layer parameters are initialized
with Xavier 8. 0e setting of learning rate is as follows:
because the model tends to converge and be stable in the
training and learning process, if the learning rate is kept
high, the model will usually diverge due to unstable gradient.
0erefore, the learning rate of the first 75 training rounds is
set to 10−2, the learning rate of the middle 30 training rounds
is set to 10−3, and the learning rate of the last 30 training

rounds is set to 10−4. After the network design is completed
and the network parameters are set, the random gradient
descent algorithm (SGD) is used to update the network
parameters under the guidance of the loss function.

4.4. Result Analysis. In natural scenes, the text detection
effect of traditional YOLOv3 network is not good, which
may be due to the error in prediction when predicting the
text pixels. In contrast, this text can be partially recognized in
the improved YOLOv3 network, which improves the recall
rate of locating targets. Text detection examples of tradi-
tional YOLOv3 network and improved YOLOv3 network
are shown in Figures 10 and 11, respectively.

According to the effect comparison between Figures 10
and 11, the detection effect of the improved YOLOv3 net-
work characters is better. Comparing the accuracy and
detection speed of the proposed improved YOLOv3 network
with the traditional YOLOv3 network, the results are shown
in Table 1.

It can be seen from Table 1 that the MAP (mean average
precision) of the proposed improved YOLOv3 network is
increased by 9.5%, while the single frame detection time on a
Tian X GPU is only increased to 27ms from the original
22ms.0is shows that this chapter improves the algorithm of

1×1,64

3×3,64
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Figure 9: Scale-up migration fusion.
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(a) (b)

(c) (d)

Figure 11: Text detection example of the improved YOLOv3 network. (a) Subway advertisement. (b) Notice board. (c) Wall sign.
(d) Signboard.

(a) (b)

(c) (d)

Figure 10: Text detection example of the traditional YOLOv3 network. (a) Subway advertisement. (b) Notice board. (c) Wall sign.
(d) Signboard.

Table 1: Comparison of precision and detection speed

Network structure mAP Time (ms)
YOLOv3 67.2 22
Improved YOLOv3 73.6 27
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YOLOv3 network and does not bring too many parameters to
slow down the detection speed of the model when con-
structing the backbone network of feature scale reduction
migration fusion and FPN of feature scale enlargement mi-
gration fusion, thus improving the detection accuracy of the
algorithm without affecting the excellent real-time detection
performance of the original YOLOv3.

In addition, using AP (average precision) and PR
(precision recall) as evaluation indexes, the performance of
the improved YOLOv3 network is compared with that of the
traditional YOLOv3 network, SSD512, and faster-RCNN.
0e PR curve and AP curve of each model on ICDAR2015
data set are shown in Figures 12 and 13, respectively.

5. Conclusions

In this paper, through the introduction of feature scale
transformation method, a feature fusion method of feature
scale enlargement migration fusion and feature scale re-
duction migration fusion is proposed. 0e original YOLOv3
network is modified by adopting the backbone network of
feature scale reduction migration fusion to extract features
and the FPN prediction of feature scale enlargement mi-
gration fusion. Compared with traditional YOLOv3, the
improved YOLOv3 network through multiscale feature
transformation, migration, and fusion provides more robust
feature expression for the two tasks of object detection,
frame regression, and category recognition. From the ex-
perimental results, it can be seen that the proposed method
can effectively avoid the phenomenon of missing detection
and wrong detection caused by occlusion or small target and
obviously improve the detection accuracy of English text in
natural scenes in videos.

Data Availability

0e experimental data used to support the findings of this
study are available from the corresponding author upon
request.
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)e use of neural machine algorithms for English translation is a hot topic in the current research. English translation using the
traditional sequential neural framework, which is too poor at capturing long-distance information, has its own major limitations.
However, the current improved frameworks, such as recurrent neural network translation, are not satisfactory either. In this
paper, we establish an attention coding and decoding model to address the shortcomings of traditional machine translation
algorithms, combine the attention mechanism with a neural network framework, and implement the whole English translation
system based on TensorFlow, thus improving the translation accuracy.)e experimental test results show that the BLUE values of
the algorithm model built in this paper are improved to different degrees compared with the traditional machine learning
algorithms, which proves that the performance of the proposed algorithm model is significantly improved compared with the
traditional model.

1. Introduction

Natural language is an important vehicle for knowledge and
information dissemination, as well as an outward expression
of human civilization and wisdom [1]. NLP, a cross-cutting
field spanning computer linguistics and artificial intelli-
gence, explores how computers can understand and process
complex human language and, on this basis, achieves a true
sense of human-computer interaction [2]. NLP covers a wide
range of research areas, including machine translation, in-
formation extraction, text summary generation, question
and answer systems, sentiment analysis, reading compre-
hension, opinion analysis, data mining, and many other
areas that are currently very compelling [3]. As the Internet
continues to evolve and the era of artificial intelligence
approaches, the amount of data generated on the Internet is
growing exponentially and how to efficiently process and
extract useful data has become an urgent problem for major
companies [4].

Language is the main tool for cultural exchange, but
there is a huge language gap between the mother tongues of
different countries, which undoubtedly brings many

obstacles to the cultural exchange of people in the world
[5, 6]. )erefore, the demand for human translators is in-
creasing, and this has led to the high price of human
translators, which is difficult for the general public, to afford
such an expensive price. )e automated nature of machine
translation makes translation between languages easy and
efficient, which can undoubtedly contribute to a wide range
of communication between countries around the world.
According to investor opinion’s forecast, with the increasing
globalization of the economy, machine translation tech-
nology will play an increasingly important role in it and the
market size of machine translation will reach $1.5 billion in
2024 [7, 8].

Deep learning, a new machine learning method, is capable
of automatically learning abstract features and establishing
mapping relationships between input and output signals. Due
to its powerful feature learning and representation capabilities,
the application of deep neural networks to both speech rec-
ognition and image processing has yielded results that far
exceed traditional methods, which have brought more dyna-
mism to these fields [9]. With the recent success of deep
learning in signal variable processing, more and more
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researchers have started to work on applying neural networks
to symbolic variables and have made similar progress, a classic
example being the application of deep learning to reading
comprehension [10], which likewise provides a new way of
thinking for machine translation research.

Neural machine translation (NMT), based on deep
learning, is capable of automatically learning abstract fea-
tures and establishing relationships between source and
target utterances and has recently obtained far better per-
formance than SMT in various tasks of machine translation
[11–14]. )e encoder-decoder model is currently one of the
most widely used models in NMT [10, 15], which first maps
the source utterance into a distributed representation at the
encoder side (source side) and then uses an attention
mechanism at the decoder side (target side) to generate a
target word cyclically [12]. Most encoders in previous studies
have used recurrent neural networks (RNNs) to sequentially
to encode the source-side utterances [13], but this has some
shortcomings. Most notably, although RNNs can learn re-
lationships between words, they still cannot solve the long-
term dependency problem and are very slow to train due to
the model structure. Self-attention networks (SANs) can not
only learn relationships between words like RNNs [14] but
also capture relationships between words by explicitly fo-
cusing on all words regardless of the distance between them
and solve the problem of slow computation of RNNs.

)erefore, machine translation models based on SANs are
currently doing the most excellent performance in various
machine translation tasks. In this paper, we propose an En-
glish-Chinese translation model with improved attention
mechanism to address the shortcomings of the traditional
decoder-translator algorithm framework. )e core idea of the
algorithm is to combine the attention mechanism with neural
networks and use deep learning methods to train the local
attention of the translation model. )erefore, it can improve
the translation system’s ability to connect the context and then
effectively improve the translation quality.

2. Related Work

Banchs and Costa-jussà [15] spent decades perfecting his
invention; the machine they constructed not only failed to
achieve the desired results in practice but also translated
sentences with very poor readability, which made many
scientists at the time to consider the invention useless. )e
conjecture of machine translation was therefore shelved
until the emergence of electronic computers, and British and
American engineers Booth and Weaver thought that au-
tomatic translation could be carried out with the help of
computers [16].

With the introduction of statistical machine translation
in 1990, the research onmachine translation gradually began
to go into a boom period and thus also entered a period of
rapid development [17]. Unlike the rule-based or instance-
based machine translation in the past, statistical machine
translation has a very good mathematical foundation and
can effectively utilize large-scale corpus, which also results in
significant improvement in the performance of translation.
)is time also saw the emergence of many studies related to

statistical machine translation, such as word-based SMT,
phrase-based SMT, and grammar-based SMT [18].

And, with the proposal of neural machine translation in
2013 [19], the research of machine translation has thus
entered a brand new era. Taking neural network as the basic
unit to construct the corresponding machine translation
model, using the ability that neural network can automat-
ically learn abstract features and establish the mapping re-
lationship between input signal and output signal, with the
support of large-scale corpus, the performance of neural
machine translation has reached an unprecedented height
and the performance on various machine translation tasks is
far more than that of statistical machine translation [20],
which becomes the dominant research approach. With the
introduction of Transformermodel by Google in 2017 [21], it
has pushed the quality of machine translation to another
peak, the accuracy rate has reached an astonishing 85%, and
most sentences can be translated more accurately, which can
basically meet people’s daily needs, and the field of machine
translation has thus shown a prosperous scene.

)e Institute of Linguistics, Chinese Academy of Social
Sciences, Tsinghua University, Harbin Institute of Tech-
nology, Northeastern University, Hong Kong University of
Science and Technology, and University of Macau are all
conducting research on machine translation [22, 23]. In the
past few years, we have obtained a series of self-developed
machine translation systems, such as “THUMT” of Tsinghua
University, “Multi-languageMachine Translation System” of
Chinese Academy of Sciences, and “Chinese-Portuguese-
English Translation System” of the University of Macau
[24, 25], and a series of excellent achievements. In addition,
Internet companies such as Baidu, Netease, Tencent,
KDXunfei, and Sogou are also increasing their research on
machine translation, which has given birth to translation
software such as Baidu Translator, Sogou Translator, and
Youdao Translator and real-time voice translation tools such
as Xunfei Translator [26, 27].

3. Basic Modeling Research

3.1. Encoder-Decoder Architecture Model. )e encoder en-
codes the input data information of the neural network into
a fixed-length piece of data. )e decoder takes the data
encoded by the encoder and decodes it in reverse and then
outputs it as a translated sentence.)is is the idea underlying
the sequence model [28], as shown in Figure 1.

3.2. Recurrent Neural Networks. )e encoder-decoder
framework is part of a neural network, and running the
framework requires building a proper neural network
model. Among the many neural network models, recurrent
neural networks are the most widely used. RNNs are de-
formed models of feedforward neural networks, whose main
feature is that they can handle data sequences of different
lengths. Figure 2 shows the structure of recurrent neural
network algorithm, which has the recursive property that the
state of each time has a greater relationship with the previous
activation state [29].
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Although the input data of the theoretical recurrent
neural network can be of infinite length, in the experimental
state, if the data length is infinite, it will cause the problem of
excessive gradient of the neural network, so the neural
network may not be able to capture the correlation between
the chapter contexts, resulting in the degradation of
translation quality [30].

3.3. Recurrent Neural Networks with Attention Mechanism.
Due to the various drawbacks of recurrent neural networks,
the current mainstream approach is to combine recurrent
neural networks with encoder-decoders, which can reduce
the gradient problem caused by long data sequences [31].

Since the recurrent neural network operation mecha-
nism is a left-right sequential operation process, this will
significantly limit the parallel operation capability of the
model itself and the sequential operation of data will also
cause the problem of data module loss. )e above problem
will be improved by using the attention mechanism, which
can change the data distance to 1 at any position in the
translated data, so that it does not depend on the effect of the
previous sequential operation on the current operation and
the system will have better parallelism [32].

)e mathematical principle of the attention mechanism
is that the input data of the neural network is first weighted
and imported into the encoder, which then imports the data
to the decoder and the decoder queries the data weights in
the decoding process as the inverse input data and then
realizes the weighted average of the data of each state. )e
simplified implementation flow of the attention mechanism
is shown in Figure 3 [11].

3.4. Model Construction. To better highlight the advantages
of the attention mechanism, the model framework in this

paper is based on a recurrent neural network model in-
corporating the attention mechanism for building an en-
coder-decoder framework to implement the translation task.
)e neuronal connectivity part of the model is implemented
using the attention mechanism, which can bring out the
advantages of the attention mechanism better.

3.5. Model Framework. Figure 4 shows the attention
mechanism model constructed in this paper, the overall
structure of which consists of an encoder and a decoder.
Among them, the encoder consists of a header attention
single-layer structure and a preceding network single-layer
structure and the number of blocks of the whole encoder is
Nc. )e decoder structure is similar to the encoder and also
consists of Nc block structures, except that there is no head
attention layer.

)is neural network uses a differential network con-
nection approach, the distinctive feature of which is that the
network enters the normalization hierarchy (Add and
Norm) for data processing [33].

3.6. Construction of the Attention Mechanism Module.
)e attention mechanism module is mainly divided into the
encoder module and the decoder module. )e input part of
the encoder module is the whole data sequence, and the
input matrices are set to 3, Q, K, and V. )e attention
mechanism function can be regarded as a mapping rela-
tionship, and the function equation is [15]

attention(Q,K,V) � softmax
QKT

��
dk

 V. (1)

Another important structure in the encoder module is
the head attention single-layer structure, the model of which
is shown in Figure 5.

4. Experiment and Analysis

4.1. Extraction of Feature Parameters. In order to further
improve the system computing efficiency and reduce the
interference of data unrelated to the speech signal, the
relevant information data should be unified and thus find the
parameter features and then realize the subsequent calcu-
lation. Figure 6 shows the structure for extracting feature
parameters.

E0 E1 E2 E3 E4 E5 E6

D0 D1 D2 D3

END

Knowledge is power END

Encoder

Decoder

Knowledges is power

Figure 1: Encoder-decoder translation flowchart.

A A A A
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X1 X1X0 Xn

Figure 2: Recurrent neural network algorithm structure.
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Nonperiodic continuous time signals use the Fourier
transform to calculate the continuous map of the signal, but
the actual control system is used to derive continuous signal
discrete sampling values, so as to calculate the signal map by
discrete sampling values. Fast Fourier transform [2] is as
follows:

X[K] � 
N−1

n�0
x[n]e

−j(2π/N)nk
, k � 0, 1, 2, . . . , N, (2)

where x [n] is the discrete speech sequence obtained by
sampling and X [K] is the k-point reset sequence. )e
discrete speech sequences are transformed into Mel fre-
quency scale:

Mel(f) � 2579lg 1 +
f

700
 , (3)

where Mel(f) is the Mel frequency and f is the actual
frequency.

)e discrete cosine transform DTC is carried out on the
filtered output to derive the feature parameter extraction
result P of the speech signal w(n), which is calculated as

P � Z
N

n�1F(l)w(n)cos(πn(M + 0.5)). (4)

After a speech signal generates a spectrogram to be
weighted, windowed, and framed, each short-time analysis
window is able to obtain spectral information by fast Fourier
transform and then the MFCC two-dimensional map is
derived using Mel filtering [14, 34].

4.2. Experimental Environment Setup. )e experimental
dataset used in this paper is the IWSLT2018 corpus data
collection, which has a small amount of data. )e experi-
mental environment uses Python to program the attention
mechanism neural network, and the parameters of the ex-
perimental setup environment are shown in Table 1.

4.3. Experimental Tests andResult Analysis. )e experiments
were performed as follows:

(1) Processing the corpus and cutting long sentences
into words

(2) Numbering the words and storing them as files, and
then, storing the files to the PC

(3) Normalizing the text, completing the sentences that
are not long enough, and intercepting the sentences
that are too long

(4) Training the processed sentences, and then, evalu-
ating the BLUE values [12, 13]

In the experimental tests, the RNN (recurrent neural
network) translation model, LSTM translation model, and
neural network translation model incorporating the atten-
tion mechanism was evaluated using the comparison test
method. )e test results are shown in Table 2.

Table 2 shows the test results of the three models with the
default corpus. It can be seen that the basic RNN model has

So�
max

hj4 hj4

hj3 hj3
hj

eij

hj2 hj2

hj1 hj1

Figure 3: Sketch of attention mechanism.
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the lowest BLUE value and the model built in this paper has
the highest BLUE value, which also indicates that the
proposed model does have some improvement on transla-
tion quality.

In the second comparison experiment, the sentences of
the corpus are clustered according to their lengths and then
the translation models are tested with sentences of different
lengths to verify the long sentence translation ability of the
translation models; the experimental results of different
models are shown in Table 3.

Table 3 shows the performance comparison of machine
translation models with different network structures under
the English-German machine translation task. )e first
column of the table indicates the different kinds of trans-
lation models, which include RNN and its variant models
such as LSTM state and GRU [27]. All three different RNN
structures were modeled as well as experimented, and the
one with the highest BELU value among the three was taken
for presentation in the table. “Attn” indicates the attention
mechanism, while “+Attn” indicates the addition of the
attentionmechanism to themodel. As for “+IntHeads (8),” it
indicates replacing the multiheaded attention network in the
Transformer model with an interactive multiheaded atten-
tion network with 8 attention heads, while “+IntHeads (16)”
replaces the multiheaded attention network in the Trans-
former model with an interactive multiheaded attention
network with 16 heads, noting that the number of heads
increases, but the parameters of the model hardly increase.

In order to compare the performance of these translation
models more visually, the data in Table 3 are visualized as a
histogram, as shown in Figure 7.

As can be seen from Figure 7, the Transformer model has
the highest score both in the development set and in the test
set, and as a machine translation model built using only the
self-attention mechanism, its performance does outperform
the machine translation models based on RNN and CNN.
Comparing the first to the third columns of Table 3, we can
find that the performance of the translation model based on
RNN or its variants is average without using the attention
mechanism, while the performance of the model achieves a
more obvious improvement after adding the attention
mechanism. )e fourth row of the table shows the trans-
lation models based on CNN and attention mechanism. Due
to the characteristics of CNN, its ability to obtain local
information is greatly enhanced, so its performance is
greatly improved compared with the first three models,
which also confirm the importance of local information to
the performance of machine translation.

In addition, by comparing the last three histograms in
each dataset, it can be found that the performance of the
model is significantly improved after replacing the multi-
headed attention network in the Transformer model with
interactive multiheaded attention network, except for the
test set Test1. )is also validates the effectiveness of the
interactive multiheaded attention network, which enables
the attention heads to share the learned feature represen-
tations by improving the performance of the model. It is also
found that the more the number of attention heads, the
better the interaction between attention heads in the in-
teractive multiheaded attention network and thus the better
the performance of the model.

For example, compared with CNN-based machine
translation models, the self-attention mechanism focuses on
all words in a sentence at the same time, which makes the
Transformer model unable to learn local information well, so
if certain measures can be taken to enhance the ability of the
Transformer model, the performance of the Transformer
model will be further improved to acquire local information.

In order to fully demonstrate the advantages of the
designed model, the syntax-based and phrase-based intel-
ligent recognition models are used in the experimental
process to realize the comparison experiment. )e number
of control points in each system is recorded, and the dis-
tribution of control points is analyzed. )e distribution of
nodal points can describe the semantic and contextual
relevance of English translation, and the dense distribution
of nodal points indicates that the system has a high accuracy
of English translation recognition. Figures 8 and 9 both show
the distribution of the system’s recognition nodes. )e
compact distribution of nodes in Figure 8 indicates that the
system has higher recognition performance and more ac-
curate calibration results, and the problem of incoherence in
English translation has been solved; the loose distribution of
nodes in the syntactic and phrase-based recognition system
in Figure 9 and the compact distribution of nodes in the 1st,
4th, and 5th experiments indicate that the system has higher
calibration accuracy. But the translation result warning

IC bus IP core
Chip

configuration
table 

FPGA Speech decoding
chip 

SRAM

Figure 6: Structure for extracting feature parameters.

Table 1: Environmental parameters of the experimental setup.

Parameters Content
Corpus data size 25000
Word dimension 512
Layers of neural network 2
Deep learning framework TensorFlow
Hardware configuration i7-9700K, 128GB

Table 2: Test results of the 3 models.

Model BLUE value
RNN 15.88
LSTM 21.03
ATT+RNN 24.33
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coherence is relatively poor. Secondly, this system alternates
between loose and compact distribution of nodal control
points, which indicates that it is not stable [15].

)e above description shows that the intelligent rec-
ognition model for English translation designed in the paper
has high proofreading accuracy and can identify the problem
of contextual incoherence in English translation results,
giving translation results that are consistent with contextual
coherence and rationality.

5. Conclusions

To address the shortcomings of the traditional encoding-
decoding algorithm translation model, which suffers from
inaccurate translation and semantic mutilation, this paper
proposes to combine the attention mechanism and recurrent
neural network model to build an English-Chinese trans-
lation model with improved attention mechanism and use
TensorFlow to train the translation model at the same time.
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feature for phrase-based statistical machine translation,”
Journal of Intelligent Information Systems, vol. 37, no. 2, 2010.

[16] C. Karthik, K. Suresh, K. Valarmathi, and R. Jacob Rajesh,
“Model-based control for moisture in paper making process,”
Advances in Intelligent Systems and Computing, vol. 324,
pp. 257–264, 2015.

[17] Z. Zhang, C. Zhang, M. Li, and T. Xie, “Target positioning
based on particle centroid drift in large-scale WSNs,” IEEE
Access, vol. 8, pp. 127709–127719, 2020.

[18] L. Jin, “Research on pronunciation accuracy detection of
English Chinese consecutive interpretation in English intel-
ligent speech translation terminal,” International Journal of
Speech Technology, no. 5, pp. 1–8, 2021.

[19] T. B. Adji, B. Baharudin, and N. B. Zamin, “Annotated
disjunct in link grammar for machine translation,” in Pro-
ceedings of the International Conference on Intelligent &

Advanced Systems, pp. 205–208, IEEE, Kuala Lumpur,
Malaysia, November 2007.

[20] X. Li, L. Liu, Z. Tu, S. Shi, and M. Meng, “Target foresight
based attention for neural machine translation,” in Proceed-
ings of the 2018 Conference of the North American Chapter of
the Association for Computational Linguistics: Human Lan-
guage Technologies, vol. 1, pp. 1380–1390(Long Papers), New
Orleans, Louisiana, June 2018.

[21] Z. Zhang, W. Li, and Q. Su, “Automatic translating between
ancient Chinese and contemporary Chinese with limited
aligned corpora,” in Proceedings of the CCF International
Conference on NLP and Chinese Computing, pp. 157–167,
Springer, Dunhuang, China, October 2019.

[22] Y. Yin, J. Su, H. Wen, J. Zeng, Y. Liu, and Y. Chen, “POS tag-
enhanced coarse-to-fine attention for neural machine trans-
lation,” ACM Transactions on Asian and Low-Resource
Language Information Processing, vol. 18, no. 4, pp. 1–14, 2019.

[23] Y. X. Li, Q. Wang, and Y. J. Zhang, “A Novel information
technology based college physical education model[J],” Ad-
vances in Intelligent Systems and Computing, vol. 191,
pp. 53–56, 2013.

[24] A.. Gelbukh, “Lecture Notes in Computer Science] Compu-
tational Linguistics and Intelligent Text Processing,” English-
Arabic Statistical Machine Translation: State of the Art,
vol. 9041, pp. 520–533, 2015, (Chapter 39).

[25] C. Zhang, T. Xie, K. Yang et al., “Positioning optimisation
based on particle quality prediction in wireless sensor net-
works,” IET Networks, vol. 8, no. 2, pp. 107–113, 2019.

[26] Z. Shi, X. Zhang, J. Tu, and Z. Yang, “An efficient and im-
proved particle swarm optimization algorithm for swarm
robots system,” Proceedings of 8e Eighth International
Conference on Bio-Inspired Computing: 8eories and Appli-
cations (BIC-TA), 2013, vol. 212, no. 212, pp. 329–337, 2013.

[27] J. Mizera-Pietraszko and P. Pichappan, “Study of the Estab-
lishment of a Reliable English-Chinese Machine Translation
System Based on Artificial Intelligence,” Advances in Intel-
ligent Systems and Computing, vol. 613, pp. 13–23, 2018,
(Chapter 2).

[28] A. Vaswani, N. Shazeer, N. Parmar et al., “Attention is all you
need,” in Proceedings of the 31st International Conference on
Neural Information Processing Systems, pp. 5998–6008, Long
Beach, CA, USA, December 2017.

[29] D. Wu, C. Zhang, L. Ji, R. Ran, H. Wu, and Y. Xu, “Forest fire
recognition based on feature extraction from multi-view
images,” Traitement du Signal, vol. 38, no. 3, pp. 775–783,
2021.

[30] W. Qiu, Y. J. Shu, and Y. J. Xu, “Research on Chinese multi-
documents automatic summarizations method based on
improved TextRank algorithm and seq2seq,” in Proceedings of
the 2021 International Conference on Bioinformatics and In-
telligent Computing, pp. 196–201, Harbin, China, January
2021.

[31] S. Zhao and Z. Zhang, “Attention-via-attention neural ma-
chine translation,” in Proceedings of the 8irty-Second AAAI
Conference on Artificial Intelligence, New Orleans, LA, USA,
February 2018.

[32] S. R. Indurthi, I. Chung, and S. Kim, “Look harder: a neural
machine translation model with hard attention,” in Pro-
ceedings of the 57th Annual Meeting of the Association for
Computational Linguistics, pp. 3037–3043, Florence, Italy,
July 2019.

[33] H. Choi, K. Cho, and Y. Bengio, “Fine-grained attention
mechanism for neural machine translation,”Neurocomputing,
vol. 284, pp. 171–176, 2018.

Scientific Programming 7



Research Article
Intelligent Retrieval Method of Approximate Painting in Digital
Art Field

Jixin Wan and Yu Xiaobo

Xiamen Academy of Arts and Design, Fuzhou University, Fujian, Xiamen 361021, China

Correspondence should be addressed to Jixin Wan; t04303@fzu.edu.cn

Received 13 September 2021; Revised 13 October 2021; Accepted 20 October 2021; Published 20 November 2021

Academic Editor: Bai Yuan Ding

Copyright © 2021 Jixin Wan and Yu Xiaobo. -is is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

With the rapid development of Internet technology and the wide application of image acquisition equipment, the number of
digital artwork images is exploding. -e retrieval of near-similar artwork images has a wide application prospect for copyright
infringement, trademark registration, and other scenes. However, compared with traditional images, these artwork images have
the characteristics of high similarity and complexity, which lead to the retrieval accuracy not meeting the demand. To solve the
above problems, an intelligent retrieval method of artwork image based on wavelet transform and dual propagation neural
network (WTCPN) is proposed. Firstly, the original artwork image is replaced by the low-frequency subimage after wavelet
transform, which not only removes redundant information and reduces the dimension of data but also suppresses random noise.
Secondly, in order to make the network assign different competition winning units to different types of modes, the dual
propagation neural network is improved by setting the maximumnumber of times of winning neurons. Experimental results show
that the proposed method can improve the accuracy of image retrieval, and the recognition accuracy of verification set can reach
over 91%.

1. Introduction

With the advent of the 21st century, computer technology
has been rapidly improved, and the wide popularization of
image technology has led to an explosive growth in the
number of digital artwork images. -ere are a large number
of near-similar images in a large number of picture re-
sources, and the retrieval of near-similar images has broad
application prospects, such as detecting copyright in-
fringement of works of art on the Internet and detecting
whether new trademarks are similar to existing trademarks
[1–6]. In recent years, near-similar image retrieval has
gradually become an important branch of image retrieval
and attracted more and more attention.

Nowadays, image retrieval technology is the fastest-
growing technology in all information retrieval applications,
and the number of image retrieval in several major retrieval
engines all over the world is increasing very fast. -is also
makes the near-similar image retrieval technology become
the focus of extensive attention at home and abroad and also

becomes a key research issue in the development of infor-
mation industry and digital media technology. Near-similar
image detection uses an image as a query keyword [7–10]
and retrieves all database images that are all similar or
partially similar to the query image.-ere are manymethods
for near-similar image detection, among which feature-
based detection, index-based detection, and content-based
detection are the most commonly used. At present, content-
based image retrieval technology has entered a new research
stage. Content retrieval based on image visual features be-
gins to use machine learning to extract image features
[11–13]. Artificial neural network (ANN), which belongs to
machine learning technology [14, 15], is a widely used
network model in the development of machine learning and
can extract higher-level features of pictures. Artificial neural
network is a neural network constructed artificially and
capable of realizing a certain function. It is a theoretical
mathematical model of human brain neural network based
on the understanding of human brain neural network. It is
an information processing system established by imitating
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the structure and function of brain neural network. Artificial
neural network is a brand-new system with logical thinking,
fuzzy processing, and accurate calculation. It is a complex
network formed by connecting a large number of simple
neurons.

-e traditional neural network is based on BP algorithm,
but the BP algorithm has been studied with it, and some
problems have been found [16–18]. (1) -e signal of error
correction will become smaller and smaller from top to
bottom, and gradient dispersion will occur. (2) It can only
converge to the local minimum. However, in practice, the
use of tags is usually presented in the form of no data, while
BP algorithm can only use tagged data for training.
-erefore, it is difficult for BP algorithm to be widely used in
practical environment. Counter propagation network (CPN)
is an advanced artificial neural network proposed by Robert
Hecht-Nielsen, an American scholar, in 1987.

To solve the problem of poor retrieval accuracy of ap-
proximate artwork images, an intelligent retrieval method of
artwork images based on wavelet transform and dual
propagation neural network (WTCPN) is proposed. -e
main contributions of this paper are as follows:

(1) Replacing the original artwork image with the low-
frequency subimage after wavelet transform not only
removes redundant information but also reduces the
dimension of data and the irrelevant factors that
interfere with the recognition performance of CPN

(2) -e CPN is improved by setting the maximum times
of winning neurons, which not only effectively
overcomes the instability of the competition layer of
CPN network but also avoids the local minimum
points in the training process

2. Literature Review

Content-based image retrieval technology is the research
direction. Dubey et al. [19] realized the local binary mode of
multichannel decoding through the adder and the decoder,
which can be effectively used for content-based image re-
trieval and is superior to other multichannel-based methods
in average retrieval accuracy and average retrieval rate.
Alshehri [20] proposed an image retrieval method based on
BP neural network prediction technology, which classified
and predicted the retrieved data by fuzzy inference of neural
network. However, according to the above analysis, the
research and development of traditional neural networks are
limited by the problems of BP algorithm. Recently, the
traditional neural network has been replaced by new net-
work models, such as Boltzmann machine, convolutional
neural network (CNN), and residual neural network (RNN),
which have promoted the further development of this field.

Filip et al. [21] proposed a CNN image retrieval method
without manual annotation, which expanded the maximum
average pool through the trainable generalized average pool
layer and showed better image retrieval performance on
Oxford Buildings and Holiday Datasets. Liu et al. [22] aimed
at the retrieval of large-scale network image resources and
realized a simple and effective image indexing framework by

combining the pretrained large-scale convolutional neural
network with the structured support vector machine.
However, because this method is aimed at large-scale image
retrieval, the retrieval speed has been greatly improved, but
the retrieval accuracy is not high. Rajkumar and Sudhamani
[23] proposed an image retrieval system based on residual
neural network and used Euclidean distance measure to
measure similarity. -e retrieval test is carried out on a
dataset with 50,000 network images in 250 categories. Ex-
perimental results show that compared with Google’s ran-
dom query image retrieval system, the performance of the
proposed system is improved by 15%. Wang et al. [24]
proposed a large-scale similar image retrieval method based
on deep neural network, which mainly used deep frame
learning multilevel nonlinear transformation to obtain ad-
vanced image features and achieved good retrieval results.

Usually, the dimensions of digital artwork images are
very high, which make the algorithm need a long time and a
large amount of computation. If the distribution of artwork
image points is not very compact, it is not conducive to
feature classification because artwork images usually have
high-dimensional spatial points. To solve the above prob-
lems, this paper uses wavelet transform, which can not only
reduce the dimension of artwork image but also filter the
high-frequency interference information, highlight the main
features of the image, and obtain a low-dimensional image
suitable for neural network recognition. In addition, by
combining the main features of wavelet transform and CPN
network, a higher retrieval recognition rate is achieved.

3. Image Retrieval Based onWavelet Transform
and Improved CPN Network

3.1. Operation Principle and Learning Algorithm of CPN.
CPN has three layers of standard structure, and neurons in
each layer are all connected with each other. Figure 1 shows
the topology of CPN network, which is composed of the
input layer, the competition layer, and the output layer.
Among them, the input layer and the competition layer form
a feature mapping network. -e competition layer and the
output layer constitute a basic competitive network.

In each layer of CPN, the input vector is represented by
X:

X � x1, x2, . . . , xn( 
T
. (1)

After the competition, the output of the competition
layer is expressed by Y:

Y � y1, y2, . . . , ym( 
T
, yi ∈ 0, 1{ }, i � 1, 2, . . . , m. (2)

-e output of the network is represented by O:

O � o1, o2, . . . , ol( 
T
. (3)

-e expected output of the network is denoted by d:

d � d1, d2, . . . , dl( 
T
. (4)

-e weight matrix between the input layer and the
competition layer is expressed by V:
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V � v1, v2, . . . , vj, . . . , vm , (5)

where the column vector vj is the inner star weight vector
corresponding to the jth neuron in the competition layer.

-e weight matrix between the competition layer and the
output layer is represented by W:

W � w1, w2, . . . , wk, . . . , wl( , (6)

where the column vector wk is the weight vector corre-
sponding to the kth neuron in the output layer.

It can be seen from Figure 2(a) that, after each layer of
the network is trained according to the learning rules, it
sends input vectors to the network in the running stage, and
then, the competition layer performs competition calcula-
tion on them. When the net input value of a neuron is the
maximum, it wins the competition, becomes the repre-
sentative of the current input mode class, and becomes the
active neuron shown in the figure at the same time, with an
output value of L. While the rest neurons are inactive, and
the output value is 0.

It can be seen from Figure 2(b) that, after the competing
neurons win the competition, the neurons in the output
layer are excited to produce the output pattern shown in the
figure. -e output value of failed neurons is 0, and the
neurons in the output layer do not contribute to the net
input and do not affect the output value, so the output is
determined by the alien vector corresponding to the neurons
that compete for victory.

-e learning rules of CPN are composed of unsupervised
learning and supervised learning, so the input vector and the
expected output vector in the training sample set should be
paired. Training is divided into two stages, and each stage
adopts a learning rule. In the first stage, the competitive
learning algorithm is used to train the inner star weight
vector from the input layer to the competitive layer, and the
steps are as follows:

(1) All inner star weights are randomly assigned with
initial values between 0 and 1 and normalized to unit
length, and all input modes in the training set are
also normalized.

(2) Enter a pattern Xp, p � 1, 2, . . . , P, where P is the
total number of patterns in the training set.

(3) Determine the competition winning neuron. -e
competition algorithm of CPN has no winning
neighborhood, so only the inner star weight vector of
the winning neuron is adjusted. -e adjustment rule
is as follows:

V(t + 1) � V(t) + η(t)[ X − V(t)], (7)

where η(t) is the learning rate which is an annealing
function that decreases with time.

(4) Repeat steps (2) to (3) until it drops to 0. It should be
noted that the weight vector must be normalized
again after adjustment.

In the second stage, an alien learning algorithm is
adopted to train the alien weight vector from the compe-
tition layer to the output layer, and the steps are as follows:

(1) Input a mode pair Xp and dp, wherein the weight
matrix from the input layer to the competition layer
keeps the training result of the first stage.

(2) Determine the neuron netj∗ � maxj netj  that wins
the competition, and satisfy

yj �
0, j≠ j

∗
,

1, j � j
∗
.

 (8)

(3) Adjust the alien weight vector from the competition
layer to the output layer, and the adjustment rule is

Wj∗(t + 1) � Wj∗(t) + β(t)[d − O(t)], (9)

where β(t) is the learning rate of alien rules, and it is
also an annealing function that decreases with time;
O � (o1, o2, . . . , ol) is the output value of the neurons
out of the layer, which is calculated by the following
formula:

ok(t) � 
l

k�1
wjkyj, k � 1, 2, . . . , l,

Ok(t) � wj∗kyj∗ � wj∗k.

(10)

-e alien weight vector adjustment rules are as
follows:

Wj∗(t + 1) � Wj∗(t) + β(t) d − Wj∗(t) . (11)

(4) Repeat steps (1) to (3) until β(t) drops to 0.

3.2. Principle of Wavelet Transform. Firstly, the wavelet
transform filters the signal [25], using a group of high-pass
and low-pass filters with different scales. -en, we analyze
and process the signals decomposed into different frequency
bands, which are decomposed from the high-frequency and
low-frequency components in the original signal. Finally, in
order to reach the preset threshold, the above filtering
process should be repeated.

d1 dk dl

o1 ok ol
W1 Wk Wl

y1 y2 yj ym

V1 Vm

x1 x2 xi xn-1 xn

... ...

...

...

...

...

Input layer
Competitive layer
Output layer

Figure 1: Topological structure of CPN.
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At different scales α, the function ψ(t) of a basic wavelet
(mother wavelet) and the signal x(t) to be analyzed carry out
the inner product, which constitutes the wavelet basis
function:

WTx(α, τ) �
1
��
α

√ 
+∞

−∞
x(t)ψ∗

t − τ
α

 dt, α> 0. (12)

-e equivalent frequency domain is expressed as follows:

WTx(α, τ) �

��
α

√

2π


+∞

−∞
x(ω)ψ∗(αω)e

jωπdω. (13)

Images in real life are generally two-dimensional signals.
-erefore, extending wavelet from one dimension to two
dimensions is the basic idea of applying two-dimensional
wavelet transform to image processing. Two-dimensional
wavelet transform is used to decompose the artwork image
in frequency domain, and four regions can be obtained: low-
frequency region is different from high-frequency region
and the former LL is an approximate component, while the
latter LH, HL, and HH are the horizontal component, the
vertical component, and the diagonal component, respec-
tively. Among them, the transformed low-frequency region
LL can also be subjected to wavelet transform again.

Figure 3 is a schematic diagram of primary and sec-
ondary wavelet decomposition, respectively, in which LL1 is
the low-frequency subimage of the original image, LH1 and
HL1 are horizontal and vertical subimages, and HH1 is the
high-frequency subimage of the image.

3.3. Proposed WTCPN. -e proposed WTCPN method is
divided into two processes: training process and recognition
process. In the training process, firstly, the training sample of
the image is read, and the original training sample set is X,
and the artwork image is decomposed by wavelet transform.
-e wavelet basis function selected here is Daubechies [26],
and the wavelet coefficients obtained are independent of
each other. Finally, the transformed LL part is selected as the
approximation of the original image.

-en, the improved CPN algorithm is used to classify the
images. In the process of identification, firstly, the test

samples are subjected to wavelet transform, and their low-
frequency component subgraphs are selected as the ap-
proximation of the test samples, and then, the test sample
identification space is constructed, which is classified and
identified according to the improved CPN algorithm.

Let Uk � [uk
1, uk

2, . . . , uk
n]T be the input mode of CPN

network and Vk � [vk
1, vk

2, . . . , vk
m]T be the output of the

competition layer, but the actual output of the output layer is
Ck � [ck

1, ck
2, . . . , ck

z]T and the desired output of the output
layer isYk � [yk

1, yk
2, . . . , yk

z]T.-e number of neurons in the
input layer, the competition layer, and the output layer is n,
m, and z, respectively. P is the number of input modes.Wj �

[wj1, wj2, . . . , wjn]T is the connection weight vector from the
input layer to the competition layer.Ql � [q11, q12, . . . , qlm]T

is the connection weight vector from the competition layer
to the output layer.

-e improved CPN learning algorithm includes the
following steps:

(1) Assign each component of Wj, (j � 1, 2, . . . , m)

and Ql(l � 1, 2, . . . , z) to a random value in the [0,
1] interval for initialization. At the same time, a
variable t (with an initial value of 0) is added to each
neuron in the competition layer to record the
number of times the neuron won. -e maximum
number of neuron wins is set as T, and the error
tolerance is specified as e.

(2) -e kth input pattern Uk is provided to the network
input layer.

(3) Carry out normalization processing on the con-
nection weight vector Wj(j � 1, 2, . . . , m).

(4) Find the input activation value of neurons in the
competition layer:

Sj � 
n

i�1
wjiu

k
i , (j � 1, 2, . . . , m). (14)

(5) Find out the maximum activation value Sα from the
calculated Sj. If t of Sα is less than T, t� t+1, and the
neuron corresponding to Sα is taken as the winning
neuron g in the competition layer. Otherwise, if t≥T,

o1 ok ol

W1 Wk Wl

y1 y2 yj* ym... ...

x1 xi xn......

V1 Vm

(a)

o1 ok ol

W1 Wk Wl

y1 y2 yj* ym... ...

x1 xi xn......

V1 Vm

(b)

Figure 2: Operation process of CPN network. (a) Competition generates winning nodes; (b) win node’s alien vector decision output.
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select the maximum activation value Sb except Sα. If t
of Sb is less than T, t� t+1, and the neuron corre-
sponding to Sb is regarded as the winning neuron g in
the competition layer. Otherwise, search in Sj in order
of activation value from large to small. Set the output of
the winning neuron g in the competition layer as 1,
and the rest as 0, and its corresponding connection
weight is Wg.

(6) Adjust Wg in the following ways:

wgi(t + 1) � wgi(t) + α u
k
i − wgi(t) 

(i � 1, 2, . . . , n),
(15)

where α is the learning rate.
(7) Adjust the connection weight vector

Qg � [q1g, q2g, . . . , qlg] from the winning neuron g

in the competition layer to the neurons in the
output layer, while other connection weights re-
main unchanged as follows:

qlg(t + 1) � qlg(t) + βvj y
k
1 − c

k
l , l � 1, 2, . . . , z.

(16)

(8) Calculate the weighted sum of the comprehensive
input signals of each neuron in the output layer and
take it as the actual output of the output neuron.

(9) Calculate the error between the actual output Ck of
the network and the desired output Yk:

err �

�����������



z

i�1
c

k
i − y

k
i 

2




. (17)

(10) Judging whether the error calculated in step (9) is
less than the error tolerance, and if so, continue step
(11) to learn the next mode. If it is greater than the
error tolerance, return to step (3) to continue
learning.

(11) Return to step (2) until all the p input modes are
provided to the network.

4. Experimental Results and Analysis

4.1. CommonDatasets and Performance EvaluationMethods.
-e effectiveness of the WTCPN method is analyzed ex-
perimentally on two public datasets, specifically Oxford [27]

and Holiday [28]. Oxford architecture dataset contains 55
query images corresponding to 11 different buildings. Each
query image has a rectangular area to define the building.
Holiday dataset includes 1491 amplitude false pictures,
which are divided into 500 groups, and each group has a
different scene or object. -e error tolerance e� 0.01,
learning rate α� 0.4, and learning rate β� 0.5 in WTCPN
algorithm. -e number of neuron nodes in the input layer is
4096, the number of neuron nodes in the output layer is 21,
and the number of neuron nodes in the competition layer is
30. -e experimental environment is carried out on our own
server, the operating system is Ubuntu14.04, the CPU is I5,
and the graphics card is GTX1060. Divide the training
dataset and verification dataset according to the ratio of 4 :1.

-e average correct rate is used to evaluate the perfor-
mance of image retrieval. -e average accuracy is calculated
by using the area of the P-R curve, where P represents
accuracy, which is the ratio of the number of retrieved
positive samples to the number of all retrieved images, and R
represents the recovery rate, which is the ratio of the number
of retrieved positive samples to the number of all positive
samples in the dataset:

Average accuracy rate �
1
Q



Q

i�1


n
k�1 Pi(k)∗ reli(k)

Ri

, (18)

where Q represents the number of query images, Ri rep-
resents the number of dataset images belonging to the same
group as the ith query image, Pi(k) represents the accuracy
of k and ith query images, reli(k) is an indicator, and its
value is 1 when the query result of the ith query image
belongs to the same group as the kth image, otherwise it is 0,
and n represents the total number of all images.

4.2. Experimental Results of Public Datasets. Because the
convolution kernel size and activation function have great
influence on the performance of CPN, two different control
experiments are conducted to summarize the CPN archi-
tecture with the best recognition effect. In the first group, the
convolution kernel sizes were set to 3× 3, 5× 5, 7× 7, and
9× 9, respectively. -ere were four groups, and the unified
activation function was ReLU. All experimental results are
shown in Table 1.

-rough the analysis of the experimental results shown
in Table 1, it is found that the 3× 3 small convolution kernel
has a better effect, but with the increase of the convolution

LL LH

HL HH

(a)

LL2 LH2

HL2 HH2

HL1

LH1

HH1

(b)

Figure 3: Schematic diagram of wavelet decomposition. (a) Primary wavelet decomposition; (b) secondary wavelet decomposition.
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kernel size, the experimental results are getting worse and
worse because the large-sized convolution kernel is obvi-
ously too “rough” for the small-sized input image. -is leads
to the unsatisfactory experimental results of large-scale
convolution kernels.

In the second group of experiments, the convolution
kernel size was set to 3× 3, and the activation function was
changed. -e network training results of different activation
functions are shown in Table 2.

-rough the experimental results, it is easy to find that
convolution neural network with ReLU activation function
has better effect. Figure 4 shows the results retrieved from
two datasets by the WTCPN method. -e first and second
rows represent the images in Holiday dataset, and the third
and fourth rows represent the images in Oxford dataset. -e
word Query below each image represents a query image,
while TP represents a related image and FP represents an
error image.

4.3. Retrieval Performance of Art Datasets. Some highly
similar artwork images were obtained from open source
websites, with a total of more than 3,600 images, which were
divided into six categories, with 600 images in each category.
-ese six categories are national clothing (clothing), saddle
(saddle), leather hip flask (pnjh), national craft ornaments
(gongyi), high hat (gdm), and Ma Touqin (mtq). Divide into
training dataset and verification dataset according to the
ratio of 4 :1. -e convolution kernel size is 3× 3, and the
activation function is ReLU. -e retrieval result of the
WTCPN method on artwork image dataset is shown in
Figure 5.

In order to show the advantages of WTCPN, WTCPN is
compared with BP network and CNN network which are
widely used. -ese three network models have basically the
same topological structure and all adopt three-tier structure,
thus ensuring that the three methods are under the same
conditions and are comparable. When the error capacity
during training is the same, the number of neurons in the
input layer and the output layer of both networks is the
same. Accuracy indicates the accuracy in the verification
process, while loss indicates that the loss value in the ver-
ification process is obvious. Generally, the higher the ac-
curacy value and the lower the loss value, the better the
trained neural network is. Comparison of retrieval perfor-
mance of three network models on artwork image dataset is
shown in Figures 6 and 7, respectively.

It can be seen from Figure 6 that the accuracy value of
WTCPN is higher than that of BP network and CNN
network, which is 91.83%. It can be seen from Figure 7 that

the loss value of WTCPN is the lowest among the three
network models, which is about 0.2. -erefore, it is obvious
that the training results of BP network and CNN network are
not as good as those of WTCPN, which means that WTCPN
can get the best retrieval accuracy.

Table 1: Network training results for different convolution kernel
sizes.

Kernel layer Average accuracy rate (%)
3× 3 94.73
5× 5 93.87
7× 7 91.44
9× 9 89.56

Table 2: Network training results for different activation functions.

Activate function layer Average accuracy rate (%)
Sigmoid 93.09
ReLU 94.73
Tanh 88.67

Query TP TP TP

Query TP TP TP

Query TP TP TP

Query TP TP TP

Figure 4: Results retrieved by the WTCPN method on two
datasets.

Query

Query TP TP TP

TP TP TP

Figure 5: Retrieval results of the WTCPN method on artwork
image dataset.
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5. Conclusion

In this paper, an intelligent retrieval method of artwork
image based on wavelet transform and dual propagation
neural network (WTCPN) is proposed. By combining the
main features of wavelet transform and CPN, the retrieval
recognition rate is high. Test results on Oxford and Holiday
datasets show that the optimal convolution kernel size of the
WTCPN method is 3× 3, and the optimal activation
function is ReLU. Test results on art datasets show that the
WTCPN method has the best retrieval accuracy compared
with BP network and CNN network, with an accuracy of
91.83% and a loss value of about 0.2. In the future, aiming at
the image retrieval in concurrent environment, based on the
WTCPN method, we can increase message queue (MQ),
MapReduce, and cache strategy, to improve the access and
computing ability in concurrent environment and further
improve the art image retrieval system.
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benefits of human resources and rationally allocates the use of human resources. In this study, this kind of resource allocation
problem is regarded as a linear programming problem by specifying the benefit function, and then, genetic algorithm, ant colony
algorithm, and hybrid genetic-ant colony algorithm are used to solve the problem; the cost and time consumption of different
algorithms under different scales are evaluated. Finally, it is found that genetic algorithm is superior to ant colony algorithm when
the task scale is small and the effect of genetic algorithm is lower than ant colony algorithm with the expansion of task scale,
whereas the improved hybrid genetic-ant colony algorithm is better than ordinary algorithm in general.

1. Introduction

With the development of the times and the progress of
society, the current situation of unreasonable resource al-
location has become more and more serious. *e distri-
bution of public resources has also become an issue that
cannot be ignored in today’s society. From the perspective of
computational intelligence, resource allocation is, in the final
analysis, a linear programming problem, which generally
refers to the allocation of a limited amount of resources to all
types of activities. Wu et al. [1] used an adaptive ant colony
algorithm to solve the optimization problem of multi-
resource allocation. After a series of verification experi-
ments, the final results show that the ant colony algorithm
has the ability to solve large-scale and multiresource
problems, and the comparison results show that the adaptive
ant colony algorithm has more advantages than the genetic
algorithm. Xu et al. [2] aimed at specific medical resource
allocation problems, combined with computational

intelligence to establish a customized medical resource al-
location model, and combined the model with genetic al-
gorithm to solve the model. *e final experimental results
showed that the model has excellent practical value. In order
to solve the UAV assignment problem [3], it is transformed
into an optimization problem under multiple constraints,
and then, genetic algorithm and several other computational
intelligence algorithms are used. Because the actual size of
UAVs is large, it is a big problem in assigning tasks. *e
simulation experiment on the scale of the assigned task in
this document shows that the genetic algorithm has better
performance in smaller-scale problems, but when the
problem scale becomes larger, its average calculation time far
surpasses other algorithms. Nezhad and Shahbazian [4]
converted the orthogonal frequency division multiple access
technology (OFGMA) resource allocation problem into a
function optimization problem and obtained the optimal
solution to the objective function after mixing the traditional
genetic algorithm and the particle swarm algorithm. *e
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research results showed that the hybrid algorithm has an
effective improvement in system fairness and throughput
compared with ordinary algorithms. Zhang and Chen [5]
resourced the logistics personnel in the medical system for
allocating various tasks in the hospital, in order to obtain the
highest operating efficiency of the hospital and used genetic
algorithms to build an automatic task allocation system.
Among them, the selection operator adopts the champi-
onship mode, and some parent genes with low fitness are
also involved in the parent selection to make the offspring
more diversified while ensuring the speed of its operation.
According to the comparison with the simulated annealing
algorithm, its performance is better than that of the simu-
lated annealing algorithm, but it performs poorly in terms of
overall computing speed. Some researchers [6, 7] studied the
ant colony algorithm to solve the multiobjective resource
allocation problem. *e literature optimized the pheromone
update system and the probability selection form of the ant
colony algorithm and finally compared it with the genetic
algorithm in solving the employee assignment problem. *e
results show that the optimized ant colony algorithm is
better than the genetic algorithm. Bublitz et al. [8] compared
the four important branches of neural network, evolutionary
computing (genetic algorithm), swarm intelligence (particle
swarm algorithm), and artificial immune system through the
research of the current branch algorithms of computational
intelligence. Although the genetic algorithm can achieve the
global optimal effect, it cannot effectively use the feed for-
ward information, which results in the low efficiency of the
algorithm. *e particle swarm algorithm is also easy to fall
into the local optimum. Li et al. [9] solved the problem of
TSP. When optimizing the problem, the genetic algorithm is
compared with the ant colony algorithm. *e results show
that the genetic algorithm is better than the ant colony
algorithm when the problem is small, but as the scale in-
creases, the effect is lower than the ant colony algorithm.
Forootani et al. [10] studied the use of optimal strategies to
solve the problem of resource allocation, combined with the
company’s dynamic allocation of project funds and pro-
cessing resources under actual conditions, using the prin-
ciple of optimization and multistage decision making while
combining the chart method to maximize the company’s
profits. *e study shows that the planning problem has
practical feasibility in dynamic resource allocation. Tan et al.
[11] cited genetic algorithm in the financial field and
transformed the problem of project fund allocation into a
planning problem. *e article mentioned that the income
function can be obtained by fitting actual data by neural
network. Finally, combined with examples, it proves that
genetic algorithm is solving the problem. When solving the
problem optimally, it is possible to achieve the global op-
timum. Ikeda et al. [12] proposed a genetic algorithm based
on fuzzy logic in order to optimize the multimedia
communication problem.*e simulation results show that
the proposed framework has good performance and is a
promising decision-making method. Lin and Lin [13] uses
genetic algorithm for multiobjective optimization and
solved some sample optimization problems involving two
and three objective functions. It is suitable for both the

operation of existing factories and the design of new
factories. A set of nondominated Pareto solutions is ob-
tained for the research problem. Marler and Arora [14]
introduced the current investigation of continuous,
nonlinear, multiobjective, optimization concepts and
methods. It integrated and correlated with seemingly
different terms and methods. *e characteristics of these
methods are summarized.*e conclusion reached depends
on the type of information provided in the question, user
preferences, solution requirements, and software avail-
ability. Vrugt et al. [15] introduced a hydrological model.
*rough the practical experience of research and cali-
bration, an efficient Markov chain Monte Carlo sampler
called a multiobjective, shuffled, complex, evolution urban
algorithm was proposed, which can solve the problem of
hydrological models. Hai [16] mentioned that the current
cloud computing used in various fields also requires op-
timization of resource scheduling and allocation. *e ant
colony algorithm is introduced to apply to the resource
scheduling problem of cloud computing. In order to make
the ant colony algorithm better, it is mentioned that
constraints can be added. *e conditions also give a series
of starting points for changing and adding constraints, and
it also mentions the use of other algorithms combined with
ant colony algorithm to achieve complementarity. Bai et al.
[17] analyzed the current research status of cloud com-
puting resource scheduling algorithm, genetic algorithm,
and ant colony algorithm. Genetic algorithm has high
search efficiency in the early stage, and it is easy to produce
local optimal solutions in the later stage. However, the
search efficiency of ant colony algorithm is low in the early
stage and the later stage. Because of its positive feedback
and other characteristics, it is easy to obtain the optimal
solution. *rough experiments, the improved genetic al-
gorithm and the improved ant colony algorithm are
compared, and the effectiveness of the algorithm in the
cloud computing resource scheduling process is proved.
*rough the research on the management of public re-
sources in China, it shows that there are still a series of
major problems in the management of public resources
[18], including the problem of resource allocation, and the
unreasonable resource allocation directly leads to the
excess of resources and the lack of resources, thus making
society inefficient.

*is study first uses genetic algorithm to solve the
problem in the second part and uses the ant colony algo-
rithm to solve the problem in the third part. After that, the
two algorithms are merged, combining the advantages and
disadvantages of the two algorithms to solve the problem
again. *e final result shows that the genetic-ant colony
hybrid algorithm has the ability to solve large-scale and
multiresource problems, and the comparison result shows
that the adaptive ant colony algorithm has more advantages
than the genetic algorithm.

2. Overview of the Problem

*e solution of resource allocation problem mainly includes
two aspects, namely, problem modeling and solving.
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2.1. Modeling of Resource Allocation Problems. From the
perspective of the problem itself, as one of the common types
of linear programming problems, resource allocation
problems are widely used in real life. *erefore, a large
number of computational intelligence methods are also
widely used in the analysis and solution of such problems,
such as genetic algorithm, ant colony optimization algo-
rithm [19], particle optimization algorithm [20], dynamic

programming [21], branch and bound, and decision tree
methods.

In real-life public resource management problems, there
are many types of resource allocation problems, and the
constraints are also different, but the ideas for solving the
problems are roughly the same. For the allocation of mul-
tiple public resources to different activities, under the
premise of limited resources, seek the optimal allocation
plan with the greatest benefit. Given decision variables,

Xij

� 1, if j quantity of resources is allocated to project i

� 0, else,


max

N

i�1


M

j�0
eijXij, min 

N

i�1


M

j�0
cijXijs.t. 

N

i�1


M

j�0
Xij, j≤M, 

M

j�1
Xij � 1, ∀i, Xij � 0 or 1∀i, j,

⎧⎨

⎩

(1)

where i(i ∈ 1, 2, 3, . . . , n{ }) represents the task index,
j(j ∈ 1, 2, 3, . . . , n{ }) represents the number of resources, n
represents the total number of tasks, m represents the total
number of resources, cij represents the cost of resource j

occupied by task i, and eij represents the benefit generated by
resource j occupied by task i. *e objective function (2) and
the objective function (3) indicate that the maximum benefit
should be generated, and the least resources should be
consumed. Constraint 

N
i�1 

M
j�0 Xij, j≤M, ensures that the

total number of resources does not overflow; constraint


M
j�1 Xij � 1 ensures that each task i can only get one re-

source allocation. Pareto optimal solution is usually the
solution of multiobjective programming problem. eij rep-
resents the cost required to allocate resource j to task i,
whereas cij represents the benefit generated by allocating
resource j to task i. *e purpose of this constraint condition
is to maximize the benefit under the minimum cost and
conditions. Although there are some changes in eij and cij
under different problems, their ideas are still practical.

2.2. Solving theProblemofResourceAllocation. In the current
background of rapid development of artificial intelligence
[22], more and more intelligent algorithms are used to solve
such problems. For example, the common dynamic pro-
gramming, branch and bound, and decision tree methods
are used in the study of this article. However, when such
algorithms deal with np-hard problems, such as resource
allocation, as the scale of the problem becomes larger, the
computational difficulty and computational cost also in-
crease exponentially.

On this basis, this article calculates some control
methods in the process of artificial intelligence immune
system, such as genetic algorithm, ant colony control al-
gorithm, artificial intelligence immune control algorithm,
and so on. Such algorithms do not have the characteristics of
polynomial time when solving resource allocation problems,
so they are often widely used in the process of solving such
problems. But for specific problems, it is necessary to

separately describe and model the problem of resource
allocation.

3. Method

3.1. Genetic Algorithm. In the genetic algorithm, a pop-
ulation of size n is initialized, and the parental fitness
value of each individual in the population is adjusted.
Larger individuals are more likely to choose fitness values
as individuals with parents. *rough crossbreeding, n
parents will produce n offspring, the offspring of n parents
will mutate with a certain probability, and they will all
survive and form a new next generation. In the genetic
algorithm, the crossover operator is considered to be a
major genetic operator, and the individual is mutated with
a low probability.

Adaptive genetic algorithm [23] can be used as a kind of
genetic algorithm, and the general way of realization is
similar to that of genetic algorithm. First, analyze various
variables for initial and evolution and then determine the
scale of occurrence of each biological population, the
probability of crossover, the probability of occurrence of
mutation, and a series of parameters. *en, generate the
initial population, take the initial population as the parent,
and take the individuals with higher fitness to perform cross-
mutation and other operations. After the offspring are
produced, the qualified offspring are screened out, and the
accompanying individuals with higher fitness are used to
replace the fitness of the offspring.*en, it is judged whether
there is an individual in the offspring that meets the ter-
mination condition of the algorithm. If it cannot be ter-
minated, the offspring will be used as the new parent to
repeat the above steps until the termination condition is met,
and the optimal solution is found.

3.2. Implementation Steps of Genetic Algorithm. *e opti-
mization model that defines its two-dimensional resource
allocation problem is as follows:
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maxb � F(y, x)


n

i�0
yi � P1, 

n

i�0
xi � P2,

yi ≥ 0, xi ≥ 0.

⎧⎪⎪⎨

⎪⎪⎩
(2)

*e resources A and B are allocated to N activities, and
the allocation schemes are denoted by yi and xi, respectively.
*e total resource ofA is P1, and the total resource of B is P2.
*en, stipulate the benefit function F(y, x) according to the
actual situation. For the multidimensional resource alloca-
tion problem, it can also be solved in the above-mentioned
way, with only a little improvement. *e meaning expressed
in formula (2) is to ensure that the number of allocated
resources does not exceed the total number of resources, and
xij is a decision variable. If resource j is allocated to task i, it
means that the value of resource j in formula (2) is 1 and the
sum of allocated resources cannot be greater than the total
number M. *e two resource allocations are independent
and the total amount is fixed.

Step 1: generate the initial population
Use binary encoding to generate a set of chromosomes
Gk (k � 1, 2, . . . , N), where N is the size of the group.
Because this article is mainly based on the two-di-
mensional resource allocation problem as an example,
the length of the variable code string is 2N, so the
length value of one of the chromosomes is 2N∗ l, and
the code string length for the variable is l digits, and
each l digit. *e length of the code string is equivalent
to a decimal integer bi (i� 1,2,3, n). What is different is
that Gk is the first-generation population.
Step 2: feasibility process
*e chromosome code is mapped to the position to
meet the feasibility of the problem. Normalize bi to bi

′,
let xi � abi

′, at this time all the vectors
Zp (p � 1, 2, 3 . . . , n) composed of xi can satisfy the
constraints. *at is a vector corresponding to the same
chromosome produces a feasible solution.
Step 3: calculate fitness
Take a new objective fitness function as an optimal
fitness function. For each chromosome in different
population pedigrees of the same generation of chro-
mosome Gk, combine all the corresponding optimal
feasible solutions Zk that we require above substituting
an objective fitness function, you can directly and
accurately find their optimal fitness function value.

fx � 
n

i�1
gi xi( . (3)

*e higher the fitness value, which shows that their
corresponding optimal feasible solutions are closer to
the optimal solutions.
Step 4: chromosome selection
Copy the chromosomes with the highest fitness in
each generation population to the next generation
population. For the cumulative population up to the
next generation, first, the system will automatically

generate a random probability number between 0
and fk
′, and count each random value, starting from

the first chromosome G1 for random accumulation.
When the value of accumulation and random
adaptability is greater than the random probability
number generated by the second-generation accu-
mulation, the system will automatically suspend the
accumulation and finally add the accumulated
chromosomes that have been replaced. *is may also
be each chromosome that needs to be randomly
selected as described in this article. Finally, the
random probability of each cumulative chromosome
being selected and the cumulative fitness value are
kept in direct proportion, and then, the unselected
chromosomes are maintained. Each chromosome is
eliminated.
Step 5: chromosome hybridization
After the new population reproduces, select “indi-
vidual pairs” according to the probabilities PC of
various crosses and perform a single-point cross (a
total of n/2 times). In this study, PC is 0.7. Single-
point cross hybridization is adopted, and the method
of cross-exchange points is randomly selected, and
the feasibility optimization of all the obtained
chromosome progeny data can effectively ensure that
the chromosomes after cross hybridization in the
population correspond to each other and the feasi-
bility optimization. Calculate the fitness value that
the offspring needs and then enter the new pop-
ulation by replacing other fathers and sons.
Step 6: chromosome variation
In order to effectively maintain the evolutionary di-
versity of various groups on biological chromosomes
and maintain the “evolution” of populations on bio-
logical chromosomes, this article randomly selected
individual populations on some biological chromo-
somes for adaptive mutation, considering that these are
some of the biological variant chromosomes, i.e., the
basic feature, the probability of mutation is not very
large.

Pm �
Nm

N
. (4)

*is article first uses random Pm � 0.05 and randomly
selects some sites that adapt to mutation as
d(1≤ d≤ 1∗ n). *e adaptive mutation and infeasi-
bility of these mutated biological chromosome pop-
ulations can be effectively done to ensure that the
solutions corresponding to these mutated chromo-
somes are feasible solutions and then sequentially
calculate the values, and values that are adapted on
these chromosomes may enter the varieties.
Step 7: judging the conditions for stopping evolution
If during the evolution process fromm− s generation to
m+ s generation, the highest fitness value in the
chromosomes of each generation remains unchanged,
you can stop its evolution; otherwise, return to Step 4.
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3.3. Adaptive Ant Colony Algorithm. *e resource allocation
problem can be regarded as a boxing problem. *e public
resource v to be allocated is regarded as an item, and each
activity p is regarded as a box. *is article will be analogous
to the idea of solving the boxing problem to deal with the
optimization and matching problem of public resource
management. Ant colony algorithm has the characteristics of
distributed calculation and positive feedback of information
and heuristic search, so it has become one of the most classic
algorithms for solving box packing problems. Based on the
above characteristics, compared with other algorithms, it
can more effectively converge to the optimal solution when
solving the packing problem. *erefore, this article will
select the ant colony algorithm to deal with the optimization
matching problem of public resource management. *is
algorithm is completed by simulating the entire process of
ant foraging. First, the ant-bee randomly selects a feasible
path.When the ant-bee reaches the expected planned path, it
stops and starts to calculate the adaptability of this path. *e
ant-bee establishes a corresponding information on the path
according to its own adaptability. Finally, in order to con-
centrate the entire ant clustering on a higher fitness ap-
proach and find the best solution as quickly as possible, it is
necessary to update the pheromone and select actions. For
example, the use of honeycomb swarm algorithm for task
scheduling. First, the initialized pheromone and heuristic
information and other related parameters. Second, each ant
receives the assigned task, and when the assigned task is
successfully assigned to each ant’s resource, it will be
recorded in its own taboo list. *ird, for the following tasks
that have not been accessed, repeat the above steps until the
task is no longer added to table, and all tasks are considered
to be completely scheduled. *e goal of adaptive ant colony
algorithm is to find the optimal solution of optimization
problem. Ants often choose a path with a large amount of
information in the process of traveling, However, when
many ants choose the same path, the amount of information
in the path will suddenly increase, which makes many ants
concentrate on a certain path, resulting in a blockage and
stagnation phenomenon, which is easy to lead to prema-
turity and local convergence when using ant colony algo-
rithm to solve problems. *is is the root cause of the
shortcomings of ant colony algorithm.*erefore, we modify
the selection strategy, adopt the combination of determin-
istic selection and random selection, and dynamically adjust
the probability of deterministic selection in the search
process. When the evolution direction has been basically
determined after a certain algebra, the information amount
on the path is dynamically adjusted. *e shortcoming of the
basic ant colony algorithm can be effectively overcome by
narrowing the information gap between the best path and
the worst path and appropriately increasing the probability
of random selection so as to search more completely less
than one pair of solution spaces.

3.4. Pheromone Function Definition. *e whole process of
simulating a path in which ants form a path is to allocate
resources to each task reasonably. *erefore, the selection of

each task and the update of pheromone in the heuristic
information and algorithms are greatly interconnected.
t(Ti, Rj), which means that a task is allocated to the in-
formation element required by a certain resource. In the
initialization phase, the pheromone is calculated by the
following formula:

t0 �
1

n∗ p′ S0(  + w s0( (  
, (5)

where n represents the number of activities, the solution S0
obtained using the descending first adaptation algorithm to
solve the boxing problem is marked as S0, and W(S0) the
amount of waste of resources generated by this solution of
S0. p′(S0) is the result of normalizing the energy con-
sumption of this solution of S0. It can be calculated by the
following formula:

p′ S0(  � 
m

j�1

pj

p
max
j

⎛⎝ ⎞⎠, (6)

where pmax
j represents the amount of resources consumed by

task j.

3.5. Transition Probability of Behavioral Choice. *e fol-
lowing methods are used to select its behavior so that we can
obtain the optimal solution: A hypothesis is that in the
process of the k-th replacement, the resource set marked by
the deadline and budget constraints required by this task will
be able to be met into gk(Ti, Rj). *erefore, in the k-th
iteration, the resource Rj that task Ti needs to select is the
probability of completing the scheduling work, which is
given by the following formula:

p
k Ti,Rj( 

�
t Ti, Rj  

a
· η Ti, Rj  

β


h∈gk Ti,Rj( 

t Ti, Rj  
a

· η Ti, Rj  
β

⎧⎪⎪⎨

⎪⎪⎩
(7)

In equation (7), t(Ti, Rj) indicates that the task Ti is
allocated to a pheromone of the resource Rj in a certain path
and η(Ti, Rj) indicates the heuristic information corre-
sponding to the path. It can be set as the reciprocal of the
starting time of a task assigned to the resource. *e pa-
rameters α and β are, respectively, regarded as the weighting
factors occupied by heuristic information and other pher-
omones. *ey both represent the relative importance of
heuristic information and other pheromones, and they play
an important regulatory role.

3.6. Fitness Function. For example, when an ant passes
through all active tasks, a path has been formed, and this
path is a feasible solution to the problem. In order to ef-
fectively avoid falling into a local optimal state, to ensure the
accuracy and quality of the obtained solution, and to ensure
that the obtained solution is the global optimal solution as
much as possible and in order to accurately evaluate the
accuracy and pros and cons of the obtained solution, we
need to choose a function of fitness. *is article mainly
adopts the research method of defining the fitness function
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based on the theoretical basis of the optimization model
problem. Taking the scheduling optimization model
established in the article as the theoretical basis, two
scheduling goals are analyzed and designed, and the cost is
reduced to a minimum.*erefore, the fitness function of the
following formula is the evaluation value.

Fit(x) � ce
(−F(x))

+ δe
(−B(x))

, (8)

where c and δ in represent the two weighting factors of
operating cost and resource waste, respectively. *e two
conditional formulas are c< δ, c and δ ∈ (0, 1), and F (x) and
B (x) are the objective functions used to represent operating
cost and resource waste, respectively. It can be concluded
from the above summary that the lower the value of the
fitness function, the less waste caused by operating costs and
human resources.

3.7. Pheromone Update. Ants cruise the path according to
the pheromone concentration on the path. If a path is highly
adaptable, the pheromone concentration of this path should
be strengthened so that more ants can find this path.
*erefore, it is necessary to update the pheromone at each
point on the path.

*e update rule is as follows:

t Ti, Rj  � (1 − ρ)Δt Ti, Rj  + Δt Ti, Rj . (9)

In formula (9), ρ represents the speed and degree of
pheromone disappearing in the air, that is, the evaporation
factor, and t(Ti, Rj) represents the number and increment of
pheromone in the air.*e higher the adaptability of the path,
the more the corresponding increase in diffusion, which is a
positive feedback adjustment mechanism.

Δt Ti, Rj  � Q · ce
(−F(x))

+ δe
(−B(x))

 , t Ti, Rj  ∈ path.

(10)

Q in equation (10) is a constant, and its initial value is 10.
Among them, the lower the value of f (x) and b (x), the
higher the value increment of the pheromone. Based on the
positive feedback mechanism, the better solution in the path
may gradually increase with the further update of the
pheromone, whereas the worse solution may also gradually
weaken with the further update of the pheromone and finally
be discarded. After several consecutive years of iteration,
more and more ants will move towards an optimal path. In
order to prevent the solution, we can only be optimized in
one part; the evaporative factor of pheromone can play an
important regulatory role.

3.8. Ant Colony Algorithm Process. *e flow chart of the ant
colony algorithm is shown in Figure 1.

(1) Parameter initialization: the main functions include
parameter initialization of application pheromone
types, initialization of heuristic application infor-
mation, and optimization of parameter initialization
value information of various factors such as

information population distribution and pheromone
biological volatilization rate.

(2) *e ant starts the first cycle: k � k + 1.
(3) Randomly place several ants at different starting

points and establish a search space.
(4) *e probability of each ant moving to the next

node is calculated separately. *e ant can move on
its own according to the results of these numerical
calculations and finally reach its corresponding
new node.

(5) During this period, when an ant moves to the path to
a new node, the information elements in all the paths
it passes are updated, and the content in the taboo
table will be adjusted accordingly.

(6) Repeat steps 3 to 5, until each individual in the entire
ant colony has found a feasible path.

(7) For an output result, output and optimize it
according to requirements, including related indi-
cators, such as running time, convergence, and the
number of iterations.

Start

initialization

Receiving state transition rule construction
solution

Pheromone Update

Judgment of termination
conditions

Get the best solution

end

Figure 1: Ant colony algorithm flow chart.
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4. Improved Genetic-Ant Colony
Algorithm Fusion

At present, most scholars [24] optimize the ant colony al-
gorithm mainly in two aspects: one is to add constraints to
the ant colony algorithm to overcome the shortcomings of
the original algorithm; secondly, to integrate other algo-
rithms with the ant colony algorithm. Complementary, use
the advantages of other algorithms to improve the short-
comings of the ant colony algorithm. In order to effectively
avoid the shortcomings of the two algorithms, this study
adopts the second method of algorithm optimization, which
is to combine the two algorithms to form complementary
advantages. Hybrid algorithm not only synthesizes the ad-
vantages of the two algorithms but also inherits the short-
comings of the two algorithms to a certain extent, so we still
need to adapt to local conditions and choose the appropriate
algorithm in the actual production process. When the
amount of data is small, a single genetic algorithm can be
directly used to solve it.

4.1. ImprovedDynamic Fusion Strategy ofGenetic-AntColony
Algorithm. In this study, the optimal solution obtained by
the genetic algorithm is transformed into the initial value
allocation strategy of the ant colony algorithm, and the
specific operations are as follows:

(1) First, use the characteristics of genetic algorithm to
generate a series of optimized solutions for resource
scheduling problems. In this evolution process, the
evolution speed of each generation of population in
the genetic algorithm is calculated. Within the range
of satisfying the maximum number of runs, if the
evolution speed of the population for n consecutive
generations is less than the preset minimum value,
the genetic algorithm is terminated.

(2) Enter the ant colony algorithm after meeting the
fusion conditions. First, the first 10% of the opti-
mized solution of genetic algorithm is converted into
the pheromone value of the initial path of the ant
colony algorithm, and then, the optimal scheduling
plan is calculated according to the characteristics of
the ant colony algorithm. According to the above
operation process, it can be seen that the main
difficulty of fusion is to determine the conditions for
terminating the genetic algorithm. After reading a
large number of documents, the evolution speed of
the two algorithms over time is summarized. *e
evolution speed of genetic-ant colony algorithm
changes with time as shown in Figure 2.

It can be seen from the figure that the evolution rate of
the genetic algorithm in the initial stage, that is, from the
beginning to the tb stage, is very high, but after the time point
tb, its evolution rate decreases with the increase in time, until
the time point tc drops to a certain level degree, which is
relatively stable. *e evolution rate of the ant colony al-
gorithm from the beginning to the tb stage is very low, but
after the time point tb, its evolution rate increases with the

increase in time, until the time point tc, where the evolution
rate has risen to a certain degree and is relatively stable. In
the evolution rate-time curve, the most special time point is
ta. Before this time point, the evolution rate of genetic al-
gorithm is higher than that of ant colony algorithm. At this
time, the evolution rate of the two algorithms is the same.
After that, the evolution rate of ant colony algorithm is
higher than that of genetic algorithm. *erefore, the dy-
namic fusion of genetic algorithm and ant colony algorithm
at time ta is the most ideal, that is, the best results can be
obtained in all aspects of time and efficiency. But in the
execution process, it is difficult to accurately determine the
time point ta. *erefore, when we are improving the al-
gorithm, as long as we determine that the evolution rate is
switched during the tb∼tc time period, the algorithm has
been improved to a large extent.

4.2. Improved Genetic-Ant Colony Algorithm Fusion
Parameter Setting. It can be seen from the above that the
evolutionary speed of genetic algorithm and ant colony
algorithm change over time completely opposite. *erefore,
the combination of these two algorithms does not jump to
the ant colony algorithm after the genetic algorithm is fully
executed but enters the ant colony algorithm when the
combination conditions are met. In order to switch the
evolution rate of the algorithm within tb∼tc, the parameters
of the two algorithms need to be set as follows:

Step 1: suppose that the maximum number of iterations
of the genetic algorithm is gmax, the current number of
iterations is gnum, the minimum number of iterations is
gmin, the minimum evolution rate is grate, and the
population of offspring evolves rate is gpop.
Step 2: if gnum is less than gmax, then compare gpop and
grate; if the evolution rate of successive generations and
the evolution rate of the progeny population gpop is less
than grate, the genetic algorithm is ended, and the ant
colony algorithm is run.
Step 3: as a key parameter of algorithm fusion, the main
significance of evolution rate is to obtain the current

tb ta tc tetd

Genetic algorithm
Ant Colony Algorithm

Figure 2: Evolutionary speed of genetic-ant colony algorithm over
time.
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evolution degree of genetic algorithm. *erefore,
evolution rate is the comparison between the fitness
value of the latest individual and the previous evolution
value, as shown in the following equation:

R1 �
(f(1) − f(i − 1))

(f(i − 1))
 . (11)

*e optimal solution of the genetic algorithm is
transformed into the path pheromone value tG of the
ant colony algorithm, so that the pheromone constant
is tC. In this article, the constant tG is represented by the
path value in MMAS as tmin, and tG is the path value
passed plus 2, then the initial pheromone value of the
ant colony algorithm is given as

ts � tc + tG. (12)

Step 4: the method of conversion between algorithms is
as follows: First, each individual in the top 10% of the
genetic algorithm can be represented as a task Ti ex-
ecuted on the resource node Pj, which is equivalent to
selecting Pj for the task Ti of the ant and then changing
the resource Pj. *e pheromone value can save 70% of
the time wasted by the ant colony algorithm at the
beginning due to the lack of pheromone.

4.3. ImplementationSteps of the ImprovedGenetic-AntColony
Algorithm. Genetic algorithm stage:

Step 1: corresponding parameter settings are minimum
number of iterations gmin, maximum number of iter-
ations gmax, minimum evolution rate ggate, progeny
population evolution rate gpop, and population itera-
tion number gnum. *e initial population size is the
initial population G of Popsize.
Step 2: at the beginning of the algorithm, the chro-
mosome is encoded with decimal real numbers.
Step 3: the fitness function is defined as the average
completion time of the task and the average load
weighted sum functionf(j) of the virtual machine, and
the genetic operation is started.
Step 4: use the fitness value ratio selection method (the
selection strategy of the selection operator p(i) to filter
out the high fitness value.
*e parent individual waits to perform the crossover
operation.
Step 5: calculate the adaptive crossover probability Pc,
select the parental individuals for single-point crosses
to produce a given number of new individuals.
Step 6: calculate the adaptive mutation probability Pc

and use the method of randomly generating mutation
positions to perform mutation operations on the new
individuals obtained. *e group G(g) is genetically
operated to obtain the next generation group G(g + 1).
Step 7: compare the new generation with the parents
and select outstanding individuals as the final offspring.

Step 8:

gnum � gnum + 1 if(calculate the evolution rate R(I)).

(13)

Step 9: determine whether the fusion condition is met:
If gnum >gmax, or the evolution rate of consecutive gdie
generations is less than grate, then end the genetic al-
gorithm, run the ant colony algorithm, and go to Step
10. Otherwise, go to Step 3.
Ant colony algorithm stage:
Step 10: convert the top 10% individuals with the best
optimization solution in the genetic algorithm into the
path value tG of the ant colony algorithm, get the value
of tS, set the ant colony algorithm parameters, and set
the number of ants to the number of tasks m and the
current iteration number NC� 0, the maximum
number of iterations NCmax, and the taboo table tabuk

is empty.
Step 11: m ants are randomly placed in n resource
nodes. For each ant, use the probability Pk

ij(t) to select
the resource node to perform the next task.
Step12: when an ant completes this task, add the node
to tabuk, m minus 1, and record the current score.
Configure the strategy and update the pheromone value
of the resource node locally.
Step 13: when all the ants complete the task, the number
of iterations NC increases by 1, the optimal allocation
strategy is screened out, and the pheromone value of
the resource node is updated globally.
Step 14: (NC>NCmax) break the cycle else go to Step 11.

5. Comparative Analysis of
Simulation Experiments

After understanding the specific implementation steps of the
three algorithms, this article applies the three algorithms to
the actual problem solving and uses experiments to verify
the efficiency of the three algorithms in solving the resource
allocation problem.

5.1. Problem Description. *is example is used to deal with
the problem of hospital medical resource allocation. For
example, what kind of medical activities should be allocated,
what kind of medical resources, and what kind of deploy-
ment methods can maximize the efficiency of medical ac-
tivities. *e medical resources here mainly refer to medical
personnel. After instantiating the problem, this article as-
sumes that there are ten medical personnel and four medical
activities at the same time. Aiming at these four medical
activities, this article needs to obtain the optimal medical
personnel deployment plan.

A large number of experimental research results show
that different parameter values have a great impact on the
accuracy of the algorithm. In this study, a large number of
experimental results are used to select the more accurate
parameter value configuration as follows:
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Genetic algorithm: PC � 0.7, Pm � 0.05.
Ant colony algorithm: α� 0.5, ρ� 0.3, t0 � 0.01
Hybrid algorithm: gnum > 1, gnum >gmax, NC>NCmax.

Figures 3 and 4 show the work cost and work efficiency
of four different medical activities corresponding to different
numbers of medical personnel. *e cost and efficiency here
are an estimate.

5.2. Comparison of Experimental Results. Tables 1–3 show
the solutions of the three algorithms to solve the problem,
respectively. Figures 5 and 6 show the comparison of the cost
and time consumed by the three algorithms to solve the
problem when the computational scale increases.

6. Conclusion

Both genetic algorithm and ant colony algorithm are more
efficient optimization search algorithms. In solving resource
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Figure 3: Working cost of medical staff.
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Figure 4: Work efficiency of medical staff.

Table 1: Nondominated solutions of the genetic algorithm.

Solution 1 2 3 4 Cost Efficiency
1 3 2 1 4 101 115
2 0 2 6 2 99 106
3 3 2 5 0 87 92
4 3 1 6 0 83 88
5 1 1 6 2 107 121
6 0 1 6 3 96 105
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Figure 6: Diagram of the time consumption of various algorithms.

Table 2: Nondominated solution of ant colony algorithm.

Solution 1 2 3 4 Cost Efficiency
1 3 2 1 3 88 112
2 1 2 6 0 77 91
3 3 2 0 0 76 53
4 1 1 6 1 102 118

Table 3: Nondominated solutions of the hybrid algorithm.

Solution 1 2 3 4 Cost Efficiency
1 1 3 2 3 74 98
2 1 6 0 2 63 77
3 3 0 0 2 62 39
4 1 6 1 1 88 104
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Figure 5: Diagram of the cost consumption of various algorithms.
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allocation problems, they have their own strengths and their
own shortcomings. In this deployment problem, when the task
size is below 45, the genetic algorithm can have better com-
puting power; when the task size gradually becomes larger, the
genetic algorithm appears to be a little bit powerless. At this
time, the ant colony algorithm needs to be used to solve the
problem. As the task size increases, the genetic algorithm is
more affected than the ant colony algorithm. *e hybrid al-
gorithm can take into account the advantages of both and
achieve better results overall.
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,e development of 3D technology has brought opportunities and challenges to the footwear industry because people’s living standards
have been improving due to economic development, and people have higher requirements for the design of fashion shoes and boots.,e
use of 3D printing technology in the design of fashion shoes and boots can enable faster molding of footwear products, enrich the shape
of footwear, andmeet people’s aesthetic needs for fashion shoes. In this paper, we firstly describe the advantages of 3D printingmolding
shoe models and then use 3D laser foot scanning and measuring instrument to scan and obtain the cloud map of shoe lasts and foot-
related data. Secondly, we realize the digital management of shoe lasts by establishing the database of solid models. On this basis, we
apply the technology of least squares support vector machine improvement algorithm to make partial modifications to the lasts
according to the need to leave the appropriate helper and foot lining degrees. Finally, based on this technology, we apply the least squares
support vector machine improvement algorithm technology to make partial modifications to the last shape according to the need for
appropriate helper and foot lining degrees to realize the process of shoe last redesign.,e lastmodel and rolemodel can also be produced
by 3Dprinting technology, which can be used as amold to facilitate the processing of the cut last 2Dunfoldingmaterial for shoe and boot
production later. ,erefore, the article studies and analyzes the design and manufacturing process of digital shoe lasts based on
individual foot shape and uses CAD/CAM technology to realize the digitalization of shoe last design.

1. Introduction

With the continuous improvement of people’s quality of life,
people’s requirements for shoes and boots are getting higher
and higher, and people are also putting forward higher
requirements for the design of fashionable shoes [1]. With
the development of 3D printing technology, people recog-
nize the importance of 3D printing technology, and the level
of recognition is also increasing. 3D printing technology can
play an important role in the field of footwear [2].

At present, the shoe lasts made in large quantities by
shoe-making enterprises and factories are designed and
made according to the relevant shoe last models and design
standards. ,e relevant data given in these last design
standards are mainly formulated according to statistical laws

and experience [3, 4, 5]. ,is results in the same model of
shoes and boots made from the same model of shoe lasts.
Some people wear them to fit while others wear them not to
fit. Long-term wearing of shoes that do not fit the physio-
logical condition of the human foot will not only produce a
sense of discomfort but also seriously affect the development
and formation of the bones of the human foot, and for
people with foot diseases, unsuitable shoes and boots may
even worsen their symptoms and bring serious conse-
quences [6]. For athletes and other special groups, unsuitable
shoes may significantly affect athletic performance. In ad-
dition, shoes and boots are gradually becoming a fashion
trend, which is the presenting body and carrier of beauty.
When designing shoe and boot styles, it is necessary to meet
not only their comfort but also the demand for aesthetic
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presentation when they are produced as daily-use products
[7, 8], but there is still a lack of ways to quantify the beauty in
the current shoe last production, which makes it objectively
difficult to achieve the ideal design. With the gradual im-
provement of people’s living standard, there are corre-
spondingly higher requirements for shoes and boots.
Fashion and personalization have become a development
trend, and the reasonable use of 3D technology can make
them more perfect.

3D printing technology originated in the United States in
the 1980s. At the beginning of this century, with the de-
velopment of mainstream technologies such as stereo light-
curing molding, selective laser sintering, and fused filament
deposition modeling, 3D printing technology gradually
matured [9, 10]. In 2007, Objet Geometries launched the
Connex500TM system that supports the simultaneous
printing of multiple model materials. Objet Geometries
launched the Connex500TM system, which supports the
printing of multiple model materials at the same time.
Currently, 3DSystems, Stratasys, HP Inc., MakerBot, EOS,
SLM Solutions in Germany, and Objet in Israel are at the
forefront of this field [11, 12]. In developed countries such as
Europe and the United States, 3D printing technology has
been widely applied in various fields; with the development
of 3D printing technology in China, it has been applied in
various fields, such as biology, medicine, national defense,
aerospace, education, culture and creativity, architecture,
clothing, food, and has shown superior performance and
good market prospects [13].

Compared with traditional production methods, 3D
printing can significantly shorten the production cycle,
which is conducive to the convenient and efficient devel-
opment of products. However, on the other side of the coin,
we should also see that after the rapid development of 3D
printing in the past few years and market pursuit, a series of
problems have emerged, such as high costs, bottlenecks in
mass production, restrictive technology and materials, and
the proliferation of capital and market hype, all of which
have yet to return to a rational and pragmatic attitude.

2. Related Progress

,e use of 3D printing technology on the upper of sports
shoes is still very limited, but this technology is an urgent
challenge in the field of sports shoe production, and Nike is
at the forefront for the time being. As the first sports brand to
introduce 3D printing technology, Nike developed the first
generation of 3D printed soccer shoes, “new Nike Vapor
LaserTalon” and rugby shoes “Vapor Laser Talon” in 2013.
After that, Nike launched the “Vapor Carbon 2014” elite
running shoe and the “VaporHyperAgility” soccer shoe
[14, 15]. It provided the famous American sprinter Allyson
Felix with a 3D printer soccer shoe. Before the Rio Olympics,
Nike developed an exclusive pair of high-performance
spikes, “Zoom Superfly Flyknit” for the famous American
sprinter Allyson Felix to meet her competition need, which
eventually helped the “female flyer” win the Olympic
championship [16]. In 2016, Nike announced a strategic
partnership with printing giant Hewlett-Packard to use the

HPJet Fusion3D printer to improve the efficiency of shoe
prototypes and reduce costs.

In 2018, Nike even broke new ground with the launch of
the Flyprint running shoe, which differs from its own and
other brands’ previous 3D printed sneakers in that it uses
solid deposition modeling (SDM) technology to create the
upper [17].

Adidas released its 3D printed running shoe “Futurecraft
3D” in 2015, and its limited edition “3D Runner” went on
sale at the end of 2016. ,is running shoe can be tailored to
the user’s foot structure and personal sports habits [18, 19].
,e shoe can be tailored to the user’s foot structure and
personal sports habits, with a “Primeknit” upper woven
technology and an outsole and hollow midsole made of 3D
printing technology.

Following the wave of 3D printing technology, An-
dromeda also launched a limited-edition trainer, “UA
Architech,” in March 2016 and a pair of 3D printed sneakers
for American swimmer Michael Phelps in the same year
[20]. In 2017, the company launched a new generation of 3D
printed sneakers, “,e ArchiTech Futurist,” which features a
3D printed midsole with an interlocking grid structure that
provides a “dynamic stability platform” for better stability
and cushioning and a one-piece, seamless upper for a su-
perior fit. Reebok uses 3D drawing technology to cleanly and
accurately “draw” shoe components at the 3D level. ,is
proprietary layering technology provides for the efficient,
fast, and straightforward creation of personalized footwear
without the need for molds. ,e sneaker features a high-
rebound outsole with 3D printed laces that integrate the
outsole with the upper for all-around foot comfort and
responsive energy feedback [21].

New Balance improved its 3D printed concept sneaker
“Fresh Foam Zante” in April 2016, rebranding it as the
“Zante Generate” for a limited public release.

In early 2018, Anta also introduced Uniontech printing
equipment, mainly used for research and development of
footwear products. In June 2018, Li Ning released the latest
version of its “Reignited” series at Paris Fashion Week, with
its skeleton sole made of 3D printing technology and
transparent plastic for the outer layer of the upper.,e use of
both materials is just right, creating the impression of
fashion, technology, and youthfulness [22, 23].

In addition to major sports shoe brands at home and
abroad, there are many related organizations at home and
abroad conducting similar research, including many com-
panies and brands that develop niche professional sports
products are also trying their best to use 3D printing
technology in the field of footwear design and production as
early as possible.

2.1. Advantages and Limitations of 3D Printing Technology in
Athletic Shoe Design and Manufacturing. 3D printing
technology is a typical “additive manufacturing.” It can be
highly efficient, energy-saving, distributed, personalized, on-
demand production mode manufacturing products,
changing the previous large-scale and centralized industrial
pattern, which is conducive to reduce the labor cost of low-

2 Scientific Programming



RE
TR
AC
TE
D

end manufacturing industry and the rapid development of
innovative small enterprises [24]. At the same time, 3D
printing technology circumvents the complex and time-
consuming mold development and manufacturing process.
With the further development of this technology, the
printing efficiency and quality are bound to improve, so the
manufacturing cycle of sports shoes will be further short-
ened, which also means that the speed of product iteration
will be further enhanced.

3D printing technology has been a hot topic in design
and manufacturing in recent years, bringing together many
specialized research institutions and talents. ,e technology
associated with it is constantly evolving. For example, before
Nike’s Flyprint running shoes, almost all 3D printing was
focused on athletic shoe soles. However, they used solid
deposition modeling manufacturing to create the idea of
translating athletes’ foot shape and movement data into
textile geometry and collecting data through computational
design tools to achieve the ideal material ratios [25].,e data
was also collected through computational design tools to
achieve the ideal material ratios. ,e performance of the
shoe can also be adjusted at a later stage by adding or
subtracting “warp and weft yarn” as needed, and the printing
process is about 16 times more efficient than previous
manufacturing processes.

With in-depth research of 3D printing technology, it is
believed that, with its new technology and techniques, some
difficulties in the manufacturing of sports shoes can be
solved and optimized to help achieve better product per-
formance and appearance design effects [26].

3. 3D Advantages of Printed Modeling
Technology for Shoe Modeling

In the production of shoes and boots, the traditional pro-
duction process is mainly design, pattern making, cutting,
sewing, and molding. ,e entire book production process
takes much time and is very complicated. Combining 3D
modeling technology and 3D printing technology can
quickly realize the initial production of molds and verify the
effect, thus reducing the time spent on shoe production,
improving the competitiveness of shoe and boot enterprises
in the fierce market competition, and promoting the further
development of related enterprises [1, 9, 27].

(2) Advantages of shoe modeling have great advantages
in terms of freedom. ,e use of 3D software and technology
for shoe modeling allows creating and changing the shape of
the shoe or boot in accord with the design requirements.
Some products have complex mold shapes before produc-
tion, and 3D modeling technology can be used to better
design them. ,e 3D modeling technology is needed to
integrate fashion elements faster and better [13, 28].

When making fashion shoes and boots, it is difficult to
combine some traditional shapes by traditional hand-design
methods, and polygonal cross-sectional structures cannot be
used as models for making shoes. In addition, shoes are
made from open panels, which are prone to the problem of
unevenly combined shapes and, therefore, poor integration
of geometry [3].,us, processing technology seems to play a

great role in the production of shoes in modern society and
is a realistic and important driving force in its development
and advancement, which can effectively drive the industry
forward.

3.1. Least Squares Support Vector Machine Improvement
Algorithm. SVM is essentially a machine learning-based
classification model [7], which is widely used in the field of
statistical classification and regression analysis [29]. It
achieves the classification of a dataset by finding a hyper-
plane that satisfies the classification requirements so that the
different types of points of the selected training set are as far
away as possible relative to the classification plan (see
Figure 1).

,e least-squares support vector machine (LS-SVM)
algorithm is a variation of the standard SVM, which converts
the SVM to solve a linear system of equations, avoiding the
use of insensitive loss functions and greatly reducing the
computational complexity.

,e specific derivation of the LS-SVM algorithm is as
follows.

Given N training samples, where xi is the n-dimensional
training sample input and yi is the training sample output, in
this paper, (xi1, xi2, xi3, yi), where xi1 denotes the first
variable factor in the i-th training sample, xi2 denotes the
second variable factor in the i-th training sample, and xi3
denotes the second variable factor in the i-th training
sample.

,e objective optimization function of the LS-SVM al-
gorithm is

J1(w, e) �
μ
2
w

T
w +

1
2

c 
N

i�1
e
2
i ,

s.t. yi � w
Tϕ xi(  + b + ei; i � 1, . . . , N,

(1)

where φ ( ) is the kernel space mapping function, w is the
weight vector, ei is the error variable, b is the bias, and µ and
c are adjustable parameters. To solve for the minimum of the
function, construct the Lagrange function:

L � J1(w, e) − 
N

i�1
αi w

Tϕ xi(  + b + ei − yi , (2)

where αi is the Lagrangian multiplier.
,e partial derivative of equation (3) yields

zL

zw
� 0⟶ w � 

N

i�1
αiϕ xi( 

zL

zb
� 0⟶ 

N

i�1
αi � 0,

i � 1, . . . , N
zL

zei

� 0⟶ αi � cei,

zL

zαi

� 0⟶ w
Tφ xi(  + b + ei − yi.

(3)

By eliminating w and e, the solved optimization problem
is transformed into solving the linear equation:

Scientific Programming 3



RE
TR
AC
TE
D

0 I
T
v

Iv Ω +
1
c

IN

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

b

α
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦ �

0

y

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦, (4)

where

y � y1; . . . ; yN ,

Iv � [1; . . . ; 1],

α � α1, . . . , αN ,

Ω � ϕ xi( 
T
,

φ xi(  � K xi, xl( i,

l � 1, . . . , N.

(5)

,e LS-SVM for function estimation is obtained by
solving equation (5) and then

y(x) � 
N

i�1
αiK x, xi(  + b, (6)

where k (x, xi) is the kernel function. ,e commonly used
kernel functions are mainly polynomial, RBF (radial basis),
Sigmoid, and so on. ,e radial basis kernel function is
generally used:

K xi, xj  � exp −
xi − xj

�����

�����
2

2σ2
⎛⎜⎜⎝ ⎞⎟⎟⎠σ > 0. (7)

,e LS-SVM based on the radial basis kernel function
needs to determine two parameters, penalty factor c and
kernel parameter σ [8]. ,e kernel parameter σ is a self-
contained parameter of the radial basis kernel function,
which mainly determines the actual size of the dimen-
sionality of the resulting effect after mapping.,e larger σ is,
the faster the weight of the higher-level features decay, which
is equivalent to mapping to a low-dimensional subspace;
conversely, the smaller σ is, the more linearly divisible the
results of arbitrary data mapping will be. ,e choice of c,
mainly for the segmentation process, may appear in the
singularity of the introduction of soft interval hyperplane
and determine the degree of tolerance for the accuracy of the
segmentation surface. c is larger, indicating that the seg-
mentation process to select the support vector error

tolerance increases, resulting in inaccurate segmentation;
otherwise, it may cause the segmentation not to be
completed.

For the determination of c and σ, the traditional algo-
rithm generally uses the grid search method. Herein, we
improve the genetic algorithm to optimize the selection of
parameters c and σ and use the 3-fold cross-validation
classification accuracy as the fitness function. ,e value
range of c is (0.01 to 100), and the value range of σ is (0.01 to
100).

,e genetic algorithm (GAA) is a heuristic algorithm
that draws on natural selection and natural genetic mech-
anisms in biology and is more convenient, more robust, and
easier to process in parallel than traditional methods such as
a grid search. When dealing with the two model parameters
c and σ of the support vector machine, we first initialize the
model parameters, set the binary code, randomize the initial
population of the model parameters, and train the support
vector machine model. ,e genetic algorithm is the maxi-
mization of the fitness function for the optimization, while
the support vector machine model parameter selection is a
minimization optimization problem, so the following con-
version is made:

Fit �
Cmax − f(x),

0.
 (8)

After the fitness function is calculated, the global optimal
solution is judged, and if the condition is satisfied, the
determined parameters c and σ are incorporated into the
support vector machine model training. Otherwise, pop-
ulation regeneration, selection, crossover, and variation are
performed iteratively until the termination condition is
satisfied, and the computational effects are compared in
Table 1.

3.2. Digital Shoe Last Design and Manufacturing Process.
,e shoe last is complex. Multidirectional irregularly
twisted free-closed surface with long edge lines, many
feature areas, and drastic curvature changes [2] causes
difficulties in its design process, including (1) poor control
of the external shape and poor density and (2) being not
conducive to the rapid local modification of the last and not
convenient to design personalized lasts according to the
special foot shape. ,erefore, the computer-aided design
(CAD) and computer-aided manufacturing (CAM) design
of shoe lasts have become a problem and a hot issue for
discussion in recent years. ,e design and manufacturing
process of shoe lasts is synthesized from the characteristics
of shoe lasts and the experience of the traditional shoe
manufacturing process. ,is paper summarizes the design
and manufacturing process of shoe lasts into the following
steps:

(1) Take human foot as the design prototype: first use 3D
laser scanning measuring instrument to measure the
human foot shape data, and after data processing,
form the shoe last cloud model to complete the
digitalization of human foot.

h

wTx+b=–1

wTx+b=1

wTx+b=0
x2

x1

Figure 1: Fundamentals of support vector machines.
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the demand, the data will be transferred to CAM to
generate the CNC program and transferred to the
cutting machine control computer. ,e vibrating
cutting machine will be used for cutting, and the 2D
unfolded shoe last section can be processed.

(3) Various file formats (e.g., stud, its file formats) are
generated by CAD. ,e shoe lasts can be cut out by
using advanced manufacturing technology CAM, or
the shoe last models can be made by 3D printers,
according to which the corresponding shoe last
molds are made and the molds are used to reform the
shoe lasts.

,e specific design steps are shown in Figure 2.

3.3. MeasurementMethods and Data Processing. ,e process
from the human foot to the shoe last belongs to a kind of
reverse engineering; that is, the human foot is used as the
design object, and the last is designed and manufactured in
turn to obtain the shoe last [4]. In this process, there are two key
technologies: (1) the method of obtaining data related to the
surface of a human foot; (2) the technology of constructing the
surface of the shoe last based on the human foot data, and the
need to solve the technical problem of transferring the raw data
obtained from the measurement to the CAD/CAM system. At
present, there are twomeasurementmethods for foot geometry
related data: contact probe measurement (such as mechanical
measuring instrument CMM) and noncontact probe mea-
surement (such as photoelectric scanner and laser scanner)
[5, 6]; considering the peculiarities of human foot muscles, it is
more appropriate to use laser scanner measurement, which is
characterized by fast scanning speed and convenient mea-
surement of foot size and can carry out intensive scanning
measurement of human foot surface. ,e laser scanner is
characterized by fast scanning speed, convenient foot size
measurement, and intensive scanning measurement of the
human foot surface, thus obtaining many “point cloud” raw
data value points. In data processing, firstly, the useless points
and bad points in the original data are judged and eliminated
according to experience; secondly, the data point files are
programmed to extract the useful data required for CAD
modeling and handed over to the CAD system for curve,
surface, and solid modeling; and finally, the CAD digital model
of the prototype is obtained, as shown in Figures 3 and 4.

3.4. Shoe Last Modeling Design Analysis. Analyzing the
structure of the human foot, we can see that its palm surface
is flat, but not completely flat, and the surface of the human
foot is uneven and completely irregular. ,en, as a model of
the human foot, the surfaces on the last form are different

Table 1: Comparison of classification results.

Prediction algorithm y. σ method Parameter value Correct rate (%)
Least squares support Grid search method 1,78 85.2941
Vector machine Genetic algorithm 1.2,76 92.6471
BP neural network 60.2941

Process start
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Figure 2: Digital shoe last design process.

Figure 3: Model of shoe last after data processing.

Figure 4: Adjustment of heel height and last centerline.
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everywhere, and the curvature changes greatly. ,ere are
both smooth surface parts and sharp corners and edges, so it
is a typical nonexpandable free-form surface. For such a
complex form, obviously, if the geometric modeling is
completely in accordance with the shape of the human foot
[7], it is technically quite difficult and practically unneces-
sary, and the process can be appropriately simplified. In
general, the length and girth of the human foot (generally the
top to girth and the front tarsal girth) are the two main
design control parameters of the shoe last. On this basis, for a
definite human foot type, the changes of the last required by
various shoe types are mainly based on the changes of last
and heel height, as shown in Figure 4. ,ese changes will
cause the last surface to change, and the point line surface
describing the last surface will change accordingly. ,us, toe
type and heel height are determined as the main parameter
variables. In modeling, the last surface can be divided into
different surface pieces, such as the last sole surface, the front
surface piece, and the back surface piece. After modeling
them separately, each surface piece will be put together to
form the last shape. In the design process, considering that
the shoes will scrape the ankles, in order to produce shoes
and boots later on the physical ankle without the friction
caused by the heel of the shoe, the curvature and the helper’s
foot degree are designed for the heel of the last, and the heel
curvature and the helper’s foot line are modified according
to the characteristics and needs of different people’s feet, so
that the appropriate curvature and helper’s foot angle can be
reserved [8], as shown in Figure 5. ,e 3D effect of the shoes
obtained through the software is shown in Figure 5.

4. 3D Printing Performance

As shown in Figure 6, from the perspective of 3D printed
footwear appearance and design, the postprocessing and
beautification of the finished print effect is still relatively
limited, generally using sanding and color spraying to
postprocess the product, but in the color and texture, texture
effect processing is still poor, and richness is very insuffi-
cient. Although the current multicolor multimaterial
printing can be achieved, the number of colors and material
types of consumables is still relatively limited, often high
color saturation, completely unable to meet the performance
of the various subtle intercolor, multicolor, spot color, and
popular colors required for sports shoes products. Of course,
complex color effects and pattern effects are more difficult to
achieve. In addition, due to the limitedmaterials andmelting
layered way, resulting in 3D printed products texture, the
performance is also relatively monotonous, unable to sim-
ulate the texture of various shoe materials, such as hardware
accessories, textiles or leather, and other materials of various
decorative processes, the lack of texture changes. ,erefore,
how to print products on the exquisite postprocessing so that
shoes present richer and more diverse visual effects to meet
the diverse needs of the consumer market is also one of the
problems to be solved.

As shown in Figure 7, 3D-aided design and printing
technology can maximize individual requirements in terms
of foot size, posture, and sport. As a result, athletic shoe

Figure 5: 3D software to create shoes effect.
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Figure 6: Printed polarization angle of 3D.
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Figure 7: 3D printing sector.
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companies, which have always pursued the use of tech-
nology, are scrambling to introduce 3D printing technology
to improve footwear performance and enhance athletic
performance. However, in general, some challenges still
need to be overcome.

5. Conclusions

,e new manufacturing technology represented by 3D
printing is making a far-reaching change to the traditional
manufacturing industry model. It can help footwear designers
more conveniently transform design ideas, greatly improve the
efficiency of product design, greatly expand the creative space
of footwear design, and quickly create product prototypes.,e
forms and structures that are difficult to manufacture by
traditional forming methods are produced in an efficient and
low consumption way to improve the original and innovative
design, processing, and manufacturing mode and the eco-
logical environment of the manufacturing industry.

Under the baptism of 3D printing technology, the sports
footwear industry will also undergo significant changes in the
original design, development, and production methods,
which will be beneficial in the development of sports footwear
products, product innovation, appearance design, and
function research and development, as well as the develop-
ment of customized services. It will help enterprises better
adapt to the current consumption patterns and market trends
of fast fashion, personalization, small batch, and diversifi-
cation; promote the footwear enterprises in China to adapt to
the design and manufacturing mode under the Internet + and
big data model; meet the Internet marketing and the possible
distributed production pattern in the future; and gradually
cultivate and develop and grow their own brands.

With the in-depth development of 3D printing tech-
nology, inevitably, the categories of printing consumables,
performance, print quality, process level, appearance effects,
and other aspects will continue to improve, providing more
possibilities for the development of various types of sports
shoes products; better meet the performance requirements
of shoes on printing materials; achieve more technological
product performance and richer product effects.
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,e panoramic video technology is introduced to collect multiangle data of design objects, draw a 3D spatial model with the
collected data, solve the first-order differential equation for the 3D spatial model, obtain the spatial positioning extremes of the
object scales, and realize the alignment and fusion of panoramic video images according to the positioning extremes above and
below the scale space. ,en, the panoramic video is generated and displayed by computer processing so that the tourist can watch
the scene with virtual information added to the panoramic video by wearing the display device elsewhere. It solves the technical
difficulties of the high complexity of the algorithm in the system of panoramic video stitching and the existence of stitching cracks
and the “GHOST” phenomenon in the stitched video, as well as the technical difficulties that the 3D registration is easily affected
by the time-consuming environment and target tracking detection algorithm. ,e simulation results show that the panoramic
video stitching method performs well in real time and effectively suppresses stitching cracks and the “GHOST” phenomenon, and
the augmented reality 3D registration method performs well for the local enhancement of the panoramic video.

1. Introduction

Augmented reality (AR) is an enhancement of the real
world. In some real scenes (such as cultural relics and
museums) that are not convenient for observers to enter, a
panoramic video capture device is placed in the scene to
capture the landscape of the real scene, and then the pan-
oramic video is obtained and displayed through computer
stitching processing; augmented reality technology is then
used to add virtual information to the panoramic video and
establish an augmented reality system based on panoramic
video imaging [1].

Augmented reality systems are now widely studied at
home and abroad and have a wide range of uses. Xue [2]
studied scene recognition and tracking registration tech-
niques for mobile augmented reality; Zhao [3] proposed an
augmented reality system based on Hanzi markers; Bo et al.
[4] proposed a new tracking registration method; Multisilta
[5] proposed a tracking registration method based on TLD
[6]; and Yu and Wang [7] studied augmented reality system
modeling based on visual markers and alignment error

problems. However, there are few studies on augmented
reality systems based on panoramic video imaging, and the
establishment of a new AR system can help integrate
knowledge in various fields and is very innovative.

Panoramic video technology allows videos to be viewed
in any direction, free from the constraints of the original
viewing angle and providing an authentic sensory experi-
ence [8–10]. Today, panoramic video is a popular and widely
used form of media that has greatly improved people’s lives.
Environmental art design is an important part of digital
architectural design, which is the construction and creation
of artistic landscapes in a specific context [11]. With the
gradual improvement of people’s living standards, the re-
quirements for living and leisure environments have in-
creased. Traditional videos can only provide certain
perspectives and cannot present a comprehensive view of the
environment, making it difficult for users to grasp the details
of the environment, wasting time and costs, and no longer
meeting people’s needs [12, 13].

In this paper, we explore and study the application of
panoramic video technology in environmental art design by
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linking panoramic video technology and environmental art
design to the above problems. ,e application of panoramic
video technology provides a solid foundation for a good
living environment and creates very convenient living
conditions. ,e panoramic video augmented reality system
is proposed, and the key panoramic video stitching tech-
nology and augmented reality 3D registration technology to
realize the system are proposed based on improved fast ORB
(oriented FAST (features from accelerated segment test))
[14] and rotated BRIEF (binary robust independent ele-
mentary features). Binary robust independent elementary
features [15], feature detection algorithm [16], and improved
fast KCF (improved kernelized correlation filters, I-KCF)
[17] augmented the reality 3D registration method for target
tracking.

1.1. System Principle and Key Technology. ,e panoramic
video augmented reality system can be regarded as com-
posed of two parts: the real scene is a panoramic video
camera placed on the circumference of a circle with center O
and radius R, and then video images are collected, and the
collected videos are stitched together according to the se-
quential relationship and displayed as the panoramic video
background; in the virtual world part, the computer-gen-
erated virtual information is placed somewhere between the
head display device and the background. If the virtual object
is viewed through the head display device, the real back-
ground part behind the virtual object will be blocked by the
virtual object, and the virtual object is superimposed with
the real background through 3D registration technology, so
as to realize the purpose of combining reality and imagi-
nation [18, 19]. ,e principle of the AR system with circular
panoramic video imaging is shown in Figure 1.

,e key technology of the panoramic video augmented
reality system is mainly the panoramic video generation
technology and 3D registration technology [20]. ,e specific
steps of the system are shown in Figure 2.

1.2. Improved ORB Panoramic Video Generation. ,e key
technology of panoramic video generation is image stitch-
ing, and image matching is the core technology of image
stitching. ,e ORB algorithm introduces FAST [1] feature
direction to make it rotation invariant because FAST feature
points do not have to scale invariant information, so the
ORB algorithm does not have to scale invariance [21]. ,e
multiscale space theory is used to extract the stable feature
points, and the number and spacing of feature points are
parameterized during feature detection to make the ORB
algorithm scale invariant and uniformly distributed; then,
the Hamming distance is used for feature matching, and the
RANSAC algorithm [22] is used to remove the mismatching
points; finally, the best stitching line is found by using a
dynamic programming algorithm with low complexity, and
the stitched image is found to be the best stitching line.
Finally, the optimal suture line is found by using a dynamic
planning algorithm with low complexity, and the stitched
image is smoothed by Poisson fusion. ,e specific process is
shown in Figure 3.

2. Improvement of the ORB Algorithm

2.1. Build the Scale Space and Find the Extreme Value Point.
Under certain restricted conditions, the Gauss function is
the only kernel smoothing function in the scale space [23].
,e scale of the image F(x, y) is defined as the function L(x, y,
σ), where σ is the scale factor, which is obtained by com-
posing the image F(x, y) with the Gauss function G(x, y, σ)
[24].
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Figure 1: ,e principle diagram of the circular panoramic video
AR system.
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L(x, y, σ) � G(x, y, σ)F(x, y),

G(x, y, σ) �
1

2πσ2
exp −

x
2

+ y
2

2σ2
 .

(1)

In order to obtain stable feature points in the scale space,
the polar points are searched in the space D(x, y, σ) obtained
by image convolution with the Gauss difference function
[25], and their local polar points are considered as the
candidate feature points in the scale space with the rela-
tionship, as shown in the following equation:

D(x, y, σ) � [G(x, y, kσ) − G(x, y, σ)]F(x, y)

� L(x, y, kσ) − L(x, y, σ),
(2)

where the constant k separates the two adjacent scales.

2.2. Characteristic Point Purification. After the detection of
the extreme points, some unstable extreme points are re-
moved to make the feature matching more stable. ,e
positions of the extreme points of the original image are
calculated by using a 3-dimensional second-order function
at a certain scale, and the low-contrast extreme points are
removed. First, a Taylor expansion of D(x, y, σ) is performed
at an extreme point:

D(X) � D +
zD

T

zX
X +

1
2
X

Tz
2
D

zX
2 X. (3)

By finding the partial derivative of _X from equation (3)
and making it zero, we can obtain the extreme value point _X

with the following equation:

_X � −
z
2
D

− 1

zX
2

zD

zX
. (4)

Substituting equation (3) into equation (4), we have

D( _X) � D +
1
2

zD
T

zX
_X. (5)

If _X is present, the extreme points corresponding to it are
removed, and the extreme points with low contrast are
filtered out. ,e polar points on the edges are removed by
calculating the ratio of the principal curvature to obtain
stable polar points [26]. ,e Hessian matrix of the extreme
points to be detected is calculated as follows：

H �
Dxx Dxy

Dxy Dyy

⎛⎝ ⎞⎠. (6)

Let the maximum and minimum eigenvalues of H be α
and β, respectively:

Trace(H) � Dxx + Dyy � α + β,

Det(H) � DxxDyy − D
2
xy  � αβ.

⎧⎪⎨

⎪⎩
(7)

From equation (7), the principal curvature of the ex-
treme point D is proportional to the eigenvalue corre-
sponding to H. Let c � α/β; then, we have
(Trace(H)2/Det(H)) � ((r + 1)2/r), and then as c in-
creases, (r + 1)2/r also increases. ,en, the ratio of principal
curvature is checked by equation (9) to see if it is less than a
certain threshold value c:

Trace(H)
2

Det(H)
�

(r + 1)
2

r
. (8)

Usually, the threshold c � 8; i.e., the extreme points of a
principal curvature ratio not greater than 8 are retained, and
the other extreme points are removed.

2.3. Setting of Feature Detection Parameters. During feature
detection, the number of extracted feature points is con-
trolled by setting an integer N and setting the minimum
spacing D between feature points so that the set of feature
points is evenly distributed. If N is too small, it affects the
uniform distribution of feature points. If N is too large for
feature matching efficiency, N value can be obtained from
the size of the reference image; if D is too large for feature
matching success rate, D is too small for dense patches of
feature distribution; D value can be set according to the
demand of feature density [27]. In this paper, we set
N� 2,300 and D� 6 px, where the values N and D are ob-
tained experimentally.

,erefore, while retaining the advantages of fast oper-
ation and rotation invariance of the ORB algorithm, the
ORB algorithm is made scale invariant, and the number of
feature points and the spacing of feature points are pa-
rameterized in the feature extraction to make the feature
distribution uniform [28].
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Figure 3: Flow of the improved ORB panorama video generation
method.
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2.4. Finding the Best Suture Line and Image Fusion. If the
stitching is done directly after feature extraction and
matching, it may make the panoramic video less effective
due to the change of external ambient light. Unlike the
traditional method of using motion estimation [29], the
stitching crack “GHOST” phenomenon is suppressed by
finding an optimal stitching line at the time of stitching and
taking the content of one frame on both sides of this line to
fill. A dynamic programming algorithm is a substratum of
an optimal policy that must be optimal for its initial and
final states. In applying the dynamic programming algo-
rithm, suppose that there are n stages, r1(S1, X1) is the
quantity indicator of the decision in stage i, Si is the starting
point of stage i, and Xi is the starting point of stage i and
i + 1; then, the dynamic programming is to solve the value
E:

E � opt r1 S1, X1( ∗ · · · ∗ rn Sn, Xn(  , (9)

where “∗” is the operation symbol and opt is max or min.
In solving the shortest path, opt is taken as min and “∗” is
taken as “+” in order to minimize the summation of the
stages. Drawing on the idea of dynamic programming, the
above equation is used as the criterion equation for
solving the value of the strategy index. First, initialize;
then, expand down the row of calculated suture strength
until the last row; and finally, select the best suture with
the smallest strength value from the resulting set of all
sutures [17, 27].

At this point, the search for the best stitching line is
completed, and then the Poisson fusion algorithm is used to
smooth the stitched image so that the stitched video image
can reach the requirement of seamless and eliminate the
“GHOST” phenomenon.

3. Panoramic Video Image Alignment
and Fusion

3.1. Projection Plane Alignment. ,e process of acquiring
spatial extremes of the scale ensures that the panoramic
video is output in real time with standard video positioning,
and then an algorithm is used to obtain the relevant pa-
rameters for the optimal projection matrix to enable
interframe alignment of the video. ,e implementation
process is simplified by using an efficient method to project
and fuse all video frames from different cameras [25]. ,e
implementation process is based on the alignment param-
eters obtained from the primitive process, and the alignment
is completed by projecting all frames from different cameras
into the same plane, which is represented as follows:

x′ �
u0x + u1y + u2

u6x + u7y + 1
,

y′ �
u3x + u4y + u5

u6x + u7y + 1
,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(10)

where the 8 parameters of the optimal projection matrix
obtained during the priming process are described by
ui(i � 0, 1, 2, . . . , 7), the left side of the pixel point in the

projection frame is described by (x, y), and the coordinates
of the pixel point projected into the reference frame are
described by (x′, y′).

In order to improve the image effect after alignment, we
need to set up a large background image space and use this
background image to align all frames. ,e reference coor-
dinates used in the alignment process are the frame coor-
dinates of the middle camera, and the background image is
shaped according to these coordinates, i.e., the frames of the
middle camera are filled into the middle of the background
image, and the frames of other neighboring cameras are
projected and transformed W1 and W2, respectively, and
then aligned with the reference frames in the background
image, and at the same time, the blending range between
different frames is fused using bilinear fusion and nonlinear
fusion techniques.

4. Hybrid Range Fusion

4.1. Bilinear Weighted Fusion. For example, if there are two
frames in the blending range Q1 and Q2 and the weighting
function is a(x, y), the pixel value Ehybrid (x, y) of the
blending range of the fused frame can be expressed as

Ehybrid (x, y) � a(x, y)∗Q1(x, y) +(1 − a(x, y))∗Q2(x, y).

(11)

Mixed range pixel values between adjacent frames are
operated by bilinear weighted fusion [19]. ,e weighting
function is shaped by the distance between the target pixel
coordinates and the original frame boundary. Set the pro-
jected two images to be g and P, respectively, and a point in
the mixing range of the two images to be s; then, the pixel
values of the point in the two images are SG and SP, re-
spectively, the minimum distances of the operation point s
from the four sides of the two images are JG and JP, and the
pixel value SBlendof the point s in the fusion image is obtained
as follows:

SBlend �
JG

JG + JP

· SG + 1 −
JG

JG + JP

 SP. (12)

Fused pixel values of equation (5) fully analyze the value
of adjacent frames, and the fusion of a single pixel range to
the mixed range can be accomplished under normal con-
ditions, but when the image has a parallax problem, two
frames of the mixed range need to be fused, and the dif-
ference in content is high, resulting in ghosting and blurring
in the mixed range.

4.1.1. Nonlinear Fusion. If the observation point fluctuates,
the relative distance between the same object and nearby
objects fluctuates significantly, resulting in parallax. Espe-
cially, when the distance between the object and the camera
is particularly small, it will form a serious parallax problem.
In this case, a nonlinear template fusion method is used to
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solve the ghosting problem by constructing a risk-weighted
template function:

b(x, y) �

1, min(x, y, |x − R|, |y − Z|)>M,

sin(π · (min(x, y, |x − R|, |y − Z|)/M − 0.5)) + 1 

2
, otherwise,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(13)

where R and Z denote the width and height of the original
frame, respectively, and M denotes the width of the non-
linear transition range. ,e value of a in the center of the
frame remains stable, and when it is close to a certain range
of the boundary, it enters the transition range of width M,
which decreases rapidly in a nonlinear manner, and the rate
of decrease is regulated by the M value. ,e M value is used
to adjust the respective weight and weighted areas of
neighboring frames in the fusion process, and the higher the
M value, the wider the transition range between neighboring
frames and the smoother the transition, and vice versa. ,is
nonlinear fusion process can adjust the transition rate and
range at the boundary of the blending range in real time to
solve the ghosting problem and enhance the fusion effect of
the image [30–32].

5. Experimental Results and Analysis

5.1. Experimental Software and Hardware Platform. ,e
video sequence-based environmental art design method was
selected for comparison experiments. ,e experiment is
divided into two parts: the simulation part compares the size
of the shadow area visually through data software, and the
actual test part compares the fusion effect to judge the
advantages and disadvantages of the two methods. A special
camera was used for data acquisition during the experiment,
as shown in Figure 4, and relevant experimental parameters
were given as shown in Table 1.

6. Simulation Experiment Results

,e simulation results of the two environmental art design
methods are shown in Figure 5. Among them, Figure 5(a)
shows the deviation in positioning magnitude of the com-
parison method, and Figure 5(b) shows the deviation in
positioning magnitude of this method. Since the experi-
ments have eliminated all the influencing factors in the
design process to the greatest extent, the analysis of Figure 5
shows that the common shadows in Figure 5(a) are larger
and those in Figure 5(b) are smaller, which indicates that the
comparison method fails to locate the object itself, resulting
in the phenomenon of shadow superposition, while the
design method in this paper is better.

6.1.AlgorithmPerformance. A panoramic video image of the
Jinchengguan Intangible Cultural Heritage Exhibition Hall
in Lanzhou city taken by a ladybug is simulated. ,e initial
two frames shown in Figure 6 are compared with the ORB

algorithm for feature detection, and the results of the ORB
algorithm are shown in Figure 7, and the results of the
improved ORB algorithm are shown in Figure 8. ,e results
of the ORB algorithm and the improved ORB algorithm are
shown in Figure 7, respectively, after using Hamming dis-
tance to match the detected feature points and the RANSAC
algorithm to remove the wrong matching points, and finally,
the results of the improved ORB algorithm are shown in
Figure 9, respectively, after using weighted average fusion
and Poisson fusion smoothing.

In Figure 6, the gymnast identification and tracking
system is mainly composed of two parts: hardware for image
information data acquisition and software for machine vi-
sion identification and tracking.

,e correlation R, entropy, spatial frequency, and av-
erage gradient indexes in [18] are used to quantitatively
evaluate the fusion algorithm. R indicates the correlation
between the stitched image and the original image, and
ideally, R is 1; entropy is a measure of the average amount of
information, and the larger the entropy value, the better the
fusion effect; spatial frequency reflects the overall active level
of the image, and the larger the value, the clearer the image;
the larger the average gradient, the clearer the image. ,e
results shown in Figure 10 are obtained statistically. It can be
seen that the Poisson fusion algorithm has the highest R
value and has advantages in entropy, spatial frequency, and
average gradient.

,e I-KCF and KCF target tracking algorithms are
quantitatively analyzed in terms of success rate, which is
evaluated in terms of the overlap rate of the border frames.
Assuming that the tracked bounding boxes τt and τa are
accurate bounding boxes, the repetition rate is defined as
s � (|τt ∩ τa|/|τt ∪ τa|), |.| denoting the number of pixels in
the region; to evaluate the performance of the tracking al-
gorithm in the video sequence, the number of successful
frames with S> t0 is calculated, and the results are shown in
Figure 11.

,e simulation results show that the panoramic video
generation algorithm proposed in this paper has a good
stitching effect and effectively suppresses the effects of
stitching cracks and the “GHOST” phenomenon. ,e local
enhancement effect of the I-KCF-based augmented reality
3D registration algorithm is good.

6.2. Superparameter Value of Our Network Loss Function.
In order to test and verify the segmentation effect of the
WBCE Tversky loss function used to train the main network
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of our network and to determine the superparameters β
according to the range from 0.5 to 1.0, the value is compared
in steps of 0.05 and compared with WBCE and Tversky loss
function alone to prove the improvement of its performance.
Based on GAN and Unet, the above different loss functions
and parameter values are used for comparative experiments,
and the experimental results are based on β. ,e values

obtained by different methods are drawn into a line graph as
shown in Figure 12. ,e WBCE loss function has no
superparameters β. ,e experimental results are as follows:
DSC is 48.31%, F2 is 47.45%, PR is 65.17%, and re is 46.66%.
Comparing the WBCE experimental results with
Figures 12(a) and 12(b), it can be seen that β, the DSC, and
F2 of the WBCE Tversky loss function are higher than

Figure 4: Experimental camera set.

Table 1: Experimental camera parameters.

Attribute Value
Color (rgb) 24
Capture rate (cif ) 30
Focal length Manual balance
White balance Brake balance
Exposure form Braking exposure
Gain range (cm) 3
Signal-to-noise ratio >48 dB
Camera lens F1.8/F7.85
Focus range >80mm
Apparent elevation angle 50°
Current (mA) 200
Lighting (lux) 2.5
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Figure 5: ,e average distribution of the weight.
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Tversky and WBCE loss function. When β� 0.8, the WBCE
Tversky loss function achieves the best segmentation per-
formance. Science Tversky can adjust the accuracy and recall
rate by adjusting the beta value. It can inhibit false negative
and improve false positive, so as to improve the recall rate.

,erefore, with β, the accuracy decreases and the recall
increases, which is consistent with the experimental results
in Figures 12(c) and 12(d).

As mentioned earlier, the use of tolerance loss on the
secondary network of our network can obtain moderate

Figure 6: ,e initial image.

Figure 7: ,e ORB algorithm matching effect.

Figure 8: ,e ORB algorithm feature detection results.
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model constraints and a larger range of loss. ,erefore, the
parameters need to be adjusted, β, λ, and δ. Take appropriate
values.

,e training is still carried out on gau-a-unet, and the
experimental results are drawn as a broken line diagram, as
shown in Figure 13. In Figure 13(a), when the δ value re-
mains unchanged, the higher the λ value, the higher the
false-positive rate because the larger λ values provide greater
weight for series items. And when the λ value remains the
same, the smaller the δ value, the higher the false-positive
rate because the specificity is δ value, which is considered as
the training target. Hence, the smaller the δ value, the

smaller the specificity value. F� 1− s, so the false-positive
rate will increase with the decrease of specificity.

,e false-positive rates corresponding to different values
of λ and δ were sorted in the ascending order, as shown in
Figure 13(b), and it can be seen that the false-positive rate
gradually increased with the change of parameter configu-
ration. When λ� 5 and δ � 0.6, the false-positive rate ach-
ieves the maximum value, which is as high as 15.06%. From
Figure 13(a), it can be seen that, for a pair of λ and δ values,
the resulting false-positive rate is sometimes closer in value
to that produced by using adjacent larger (or smaller) λ value
and adjacent smaller (or larger) δ value, which means that
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Figure 12: ,e performance comparison of WBCE Tversky and Tversky loss functions under different parameter configurations.
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the magnitude of the false-positive rate is the result of the
combined effect of λ and δ.

7. Conclusions

,is paper proposes a new augmented reality system—the
panoramic video augmented reality system. ,e two key
technologies of panoramic video generation and augmented
reality 3D registration to realize this system are studied, and
the panoramic video stitching technology based on the
improved ORB feature detection algorithm and the aug-
mented reality 3D registration method based on I-KCF
tracking are proposed. By adopting and improving the fast
ORB feature detection algorithm and fast KCF target
tracking algorithm, the panoramic video augmented reality
system is more real time and noise-resistant, and the aug-
mented reality technology is applied to the panoramic video
imaging in this paper so that the scenes with added virtual
information in the panoramic video can be viewed anytime
and anywhere, which broadens the application fields of
panoramic video and augmented reality and has certain
practicality and innovation.,e next step is to perform GPU
acceleration on the graphics image processing algorithm.
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Energy control strategy is a key technology of hybrid electric vehicle, and its control effect directly affects the overall performance
of the vehicle. +e current control strategy has some shortcomings such as poor adaptability and poor real-time performance.
+erefore, a transient energy control strategy based on terminal neural network is proposed. Firstly, based on the definition of
instantaneous control strategy, the equivalent fuel consumption of power battery was calculated, and the objective function of the
minimum instantaneous equivalent fuel consumption control strategy was established. +en, for solving the time-varying
nonlinear equations used to control the torque output, a terminal recursive neural network calculation method using BARRIER
functions is designed.+e convergence characteristic is analyzed according to the activation function graph, and then the stability
of the model is analyzed and the time efficiency of the error converging to zero is deduced. Using ADVISOR software, the hybrid
power system model is simulated under two typical operating conditions. Simulation results show that the hybrid electric vehicle
using the proposed instantaneous energy control strategy can not only ensure fuel economy but also shorten the control reaction
time and effectively improve the real-time performance.

1. Introduction

Energy crisis and environmental pollution are two major
problems that need to be solved in today’s social develop-
ment. With the development of society, environmental
pollution has become increasingly prominent, especially the
recent haze weather, seriously affecting people’s daily life
and even threatening life and health, and automobile ex-
haust emission is one of the main sources of this severe
weather. Traditional fuel vehicles have been difficult to meet
increasingly demanding energy saving standards and en-
vironmental protection indicators, while new energy vehi-
cles such as fuel cell vehicles have encountered bottlenecks
due to constraints of technology, cost, or infrastructure
[1–5]. In addition, the power battery technology of pure
electric vehicle is not mature enough to meet the require-
ments of long-distance continuous driving. In contrast,
hybrid electric vehicle technology is advancing steadily.

From the current situation, it is necessary and feasible to take
hybrid electric vehicle as a transitional model to relieve
energy and environmental pressure.

As hybrid electric vehicles have two energy sources,
engine and battery, it is particularly important to make
reasonable use of the two energy sources to provide the
vehicle with good fuel economy and emission performance
[6–9]. +erefore, the energy control of the vehicle becomes a
crucial part of the hybrid power system. Hybrid electric
vehicles can be divided into series, parallel, and hybrid
according to the type, quantity, and connection relationship
of parts [10–13]. Parallel hybrid power system can reduce
fuel consumption and pollutant emission of the vehicle
without greatly increasing the cost and the complexity of the
vehicle structure. +erefore, the research focus of this paper
is on parallel hybrid electric vehicle (HEV).

Energy control strategy refers to the torque distribution
and coordination control strategy between the engine and
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motor. At present, there are four basic types of energy
control strategies [14,15]: (1) logic threshold control strategy;
(2) instantaneous control strategy; (3) global optimal control
strategy; (4) fuzzy control strategy. +e full name of in-
stantaneous control strategy is instantaneous equivalent
minimum fuel consumption control strategy. In each con-
trol cycle of the hybrid power system, the optimal power
output of the engine and motor is calculated with the goal of
obtaining the lowest fuel consumption. Instantaneous
control strategies can also combine fuel economy and
emission performance. Instantaneous control strategy can
achieve the minimum equivalent fuel consumption within
each control cycle, but it requires a lot of calculation and is
difficult to achieve. In addition, according to the optimi-
zation theory, the sum of minimum values is not equal to the
minimum value of sum, so the instantaneous control
strategy cannot achieve global optimization. +e global
optimal control strategy [16] can theoretically obtain the
lowest fuel consumption in the real sense, but the out-
standing disadvantage is that the driving condition of the
vehicle must be known during the whole operation process,
which is obviously inconsistent with the reality. At present,
this control strategy can only be used to evaluate other
control effects, and it is difficult to be applied in real-time
vehicle control.

2. Literature Review

In view of the problems of the above control strategies, many
scholars have improved and optimized the energy control
strategy of HEV by using different research methods.

In the existing research results, Yin et al. [17] introduced
the condition recognition technology into the fuzzy control
strategy to solve the shortcoming that it could not adapt to
different working conditions and expand the application
scope of fuzzy control. However, the paper did not give a
clear conclusion about which working conditions it was
applicable to. Han et al. [18] used the stochastic dynamic
programming theory to solve the problem that the global
optimal control strategy requires to know future driving
conditions in advance. +e simulation results show that the
control method can achieve good results in a variety of
driving conditions, but the calculation is large and the
simulation time is long. Calafiore et al. [19] proposed a
stochastic model predictive control method to try to solve
the problem that future driving conditions of hybrid electric
vehicles are difficult to predict. Ming et al. [20] established an
intelligent control strategy of hybrid electric vehicle con-
sidering the influence of driving conditions by using fuzzy
neural network. +e actual vehicle verification results show
that the established control strategy reduces the influence of
driving condition fluctuation on the performance of electric
vehicles. However, this method takes too long to obtain
recognition results.+ese research results have improved the
existing energy control strategies to a certain extent and
improved the performance of hybrid power system, but so
far there is no optimal control scheme that can be used for
practical control. +e optimization and improvement of
HEV energy control strategy need further research.

+e terminal neural network is a kind of neural network
model with bounded convergence error in finite time. +e
effectiveness of the network solving model usually includes
two aspects, that is, higher solving accuracy of the model (for
example, in the field of chaotic system control) and faster
solving speed (for example, in the field of terminal sliding
mode control). +e finite-time convergent dynamic char-
acteristics of the terminal state greatly improve the con-
vergence efficiency of the dynamic system and, at the same
time, obtain higher system convergence accuracy. Chai et al.
[21] proposed a class of terminal system with dynamic
convergence, which has the dynamic property of finite-time
convergence and was applied to the solution of time-varying
equations and the repetitive motion planning of redundant
manipulator, both of which achieved high convergence
accuracy. Different from the finite-time convergent dynamic
network, the finite-state convergent neural network pro-
posed by Yuan et al. [22] can adopt any form of nonlinear
activation function, which is applicable to a wider range and
more in line with actual needs.

+erefore, a terminal neural network model for con-
trolling torque output is established in this paper. Firstly, the
objective function of the instantaneous control strategy is
defined, and the nonlinear equations used to control the
torque output are solved by using terminal neural network
models. +en, an example is given based on the neural
network model, and the simulation results are obtained. +e
simulation results show that the terminal network controller
can achieve good fuel economy and improve the real-time
control performance.

3. Principle of Instantaneous Control Strategy

3.1. Transient Control Policy Definition. +e full name of
instantaneous control strategy is instantaneous equivalent
fuel consumption minimum control strategy [23,24], so it
can be seen that this control rule mainly includes two
aspects:

(1) Equivalent fuel consumption: for a general hybrid
electric vehicle, its power battery electric energy
needs to bemaintained within a certain range, that is,
the power battery electric energy consumed in a
certain stage (except the recovered braking energy)
needs to be supplemented by a certain amount of fuel
consumed by the engine in the future operation of
the hybrid electric system. +erefore, an equivalence
relationship between the energy consumed by the
power battery and the fuel required to replenish it is
needed.

(2) Instantaneous optimization: in each control period,
according to the power requirements of the hybrid
power system, the optimal power output of the
motor and engine is calculated in real time with the
minimum equivalent fuel consumption as the
standard, and the two are controlled based on this
rule.

+e minimum control strategy of instantaneous equiv-
alent fuel consumption of HEV can be simply expressed as
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M � Min mfc Tfc(t),ωfc(t) Δt + mmc eq Tmc(t),ωmc(t) Δt .

(1)

At the same time, the following constraints should also
be met:

0<Tfc(t)<Tfc−max,

0<ωmc(t)<ωmc−max,

SOCfinal − SOCinitial � 0,

(2)

where ωfc is the engine speed, ωmc is the motor speed,
ωmc−max is the maximum motor speed, Tfc−max is the max-
imum engine torque, mfc is the engine fuel consumption at
every instant, mmc eq is the equivalent fuel consumption of
power battery, Tfc is the engine torque, Tmc the is motor
torque, SOCinitial is the initial state of charge of power
battery, and SOCfinal is the state of charge at the end of
power battery.

3.2. Calculation Method of Equivalent Fuel Consumption of
Power Battery. +is paper establishes the relationship be-
tween power battery and fuel energy consumed by engine.
Specific methods are as follows:

(1) Establish the relationship between engine fuel con-
sumption rate and motor output torque:

b � f Tmc( . (3)

When the total demand torque is known, the relation
curve between the motor output torque and engine
fuel consumption rate can be established according
to engine universal characteristic curve. As shown in
Figure 1, points A, B, C, and D correspond to the
working conditions of engine driving alone and
charging for power battery, engine driving alone and
not charging for power battery, engine and motor
codriving vehicle, and motor driving alone.

(2) Establish the corresponding relationship between
power battery variation and motor output torque:
+e qualitative relation curve between the variation
of power battery and the output torque of the motor
is shown in Figure 2, where three points A, B, and C,
respectively, represent the working conditions in
which the engine drives the motor to charge the
power battery, the engine drives the system without
the power battery participating in the operation, and
the engine and the power battery jointly drive the
hybrid power system.
According to the relation curve between the state of
charge and voltage of the power battery and the
relation curve between the current of the motor and
the output torque, the power battery variation cor-
responding to the output torque of each motor can
be calculated, and the relation between the variation
of the power battery and the output torque of the
motor can be established.

ΔSOC � f Tmc( . (4)

(3) Establish the corresponding relationship between
engine fuel consumption rate and actual variation of
power battery:

b � f ΔSOCact( , (5)

where ΔSOCact is the actual change of the power
battery.

(4) Calculate the fuel energy corresponding to the actual
change of power battery:

According to the relationship between the actual change
of power battery obtained in Step 3 and the engine fuel
consumption rate, the corresponding relationship between
the actual change of power battery and the fuel energy
consumed by the engine can be established, as shown in
Figure 3.

+e above method makes use of the equal relationship
between the electric energy consumed by the power battery
and the electric energy replenished by the power battery to
establish the relationship between the actual change of the
power battery and the fuel energy consumed by the engine.
+e disadvantage of this approach is that it does not take into
account that the operating state of the hybrid system is
changing from moment to moment. +e above method is
based on the assumption that the demand speed of vehicles
at the future moment is the same as that at present, which is
contrary to the actual situation. Based on the analysis of the
energy flow of parallel hybrid electric vehicle, the instan-
taneous control strategy is calculated.

D Tmc

b

B

A

C

Figure 1: Qualitative relation curve between engine fuel con-
sumption rate and motor output torque.

ΔSOC

TmcB

A

C

Figure 2: Qualitative relation curve between power battery vari-
ation and motor output torque.
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3.3. Calculation of Instantaneous Equivalent Fuel Con-
sumption of Power Battery. +e working mechanism of the
instantaneous control strategy can be briefly described as
follows: in order to achieve the lowest fuel consumption of
the normal running of the vehicle, the distribution ratio of
the power required by the vehicle between the engine and
the motor is optimized in real time in each control cycle.
+erefore, a transient optimal objective function which can
accurately reflect the actual operation characteristics of HEV
should be established.+e energy flow diagram of the hybrid
power system is shown in Figure 4.

+e engine power, the power allocated by the engine to
the motor for charging the power battery, and the total
required power of the system satisfy the following relational
expression:

PfcN � PfcY − Pmc chg � Preq, (6)

where Preq is the driving power required by the vehicle at a
certain time, Pmc chg is the charging power of the motor, and
PfcY is the engine power.

+erefore, the fuel consumption rate of the engine
charging the power battery at a certain time in the future can
be expressed by the fuel consumption rate when the engine
only participates in driving the vehicle. +e equivalent fuel
consumption is

mmc−qq �
bchgPmc−chg

ηmcηchgηdischg
, (7)

where bchg is the fuel consumption rate of the engine for
charging the power battery, ηmc is the motor efficiency, ηchg
is the charging efficiency of the power battery, and ηdischg is
the discharging efficiency of the power battery.

3.4. Objective Function of Instantaneous Control Strategy.
According to the objective function of the minimum control
strategy for instantaneous fuel consumption given previ-
ously, equation (1) can be rewritten as

M � Min mfc Pfc(t) Δt

+mmc−q Pmc(t) Δt,
(8)

mmc eq Pmc(t)  � feq dischgPmc. (9)

In order to explain the different functions of the motor at
different times in the process of deriving instantaneous fuel

consumption, charge and discharge can be unified when the
objective function is expressed. +erefore, equation (8) can
be rewritten as

M � Min mfc Pfc(t) Δt + λfeq dischg +(1 − λ)feq chg PmcΔt ,

(10)

where λ � [1 + sign(Tmc)]/2.
According to equation (10), the control effect of the

instantaneous control strategy depends on the size of the two
variables. +ese two variables are respectively called the
equivalent fuel consumption coefficient of the power battery
under the discharge condition and the charging condition,
and their specific values are determined by the hybrid
electric vehicle configuration, efficiency characteristics, and
driving conditions.

4. Instantaneous Control Strategy Based on
Terminal Neural Network

+e control rule of instantaneous control strategy can be
regarded as the nonlinear mapping of single output, and the
power battery output refers to the motor output torque.
Consider the following dynamic characteristic equation to
construct the recursive neural network model [25]:

_E � −ρS(E), (11)

where E is the n× n dimensional error matrix, ρ> 0 is the
adjustable gain coefficient, and S(E) is the activation function,
which is strictly monotonically increasing odd function.

It is known that the recursive neural network is as-
ymptotically stable by the properties of activation function.
+e asymptotic convergence performance is analyzed below.
According to equation (11),

dE

dt
� −ρE⟹

1
E

dE � −ρ dt , (12)


E

E0

1
E
dE � 

t

0
−ρdt⟹ ln E − ln E0 � −ρt, (13)

where E0 is a constant. According to equation (13), when
E� 0, t⟶∞, so the error converges to zero in infinite
time; the recursive neural network model characterized by
the dynamic characteristics of asymptotic stability is called
asymptotic convergence network.

In order to realize the finite-time convergence of
energy control of parallel hybrid electric vehicles, the
control rules of instantaneous control strategy are
regarded as the solution of time-varying nonlinear
equations of single output (motor output torque), and the
optimization objective function is equation (12), which
can be expressed as follows:

f1 x1, x2, . . . , xn(  � 0,

f2 x1, x2, . . . , xn(  � 0,

⋮,

fn x1, x2, . . . , xn(  � 0,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(14)

ΔSOC
ΔSOCactΔSOCact

Efc

Figure 3: Qualitative relation curve between actual variation of
power battery and engine energy consumption.
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where xn is the n-th unknown variable and fn is a smooth
differentiable nonlinear function.

To solve the nonlinear equations, the error equation is
defined as follows:

e(t) � f(x) − 0. (15)

+e time needed to obtain the solution of nonlinear
equations by using the terminal neural network is finite, but
the asymptotic network needs enough time. In order to
simplify the analysis, the time-varying nonlinear equations
are set as follows:

ln x1(t) − 1
(t − 1) � 0

,

1(t)x2(t) − exp
1

(t + 1)
 sin(t) � 0,

x
2
1(t) − sin(t)x2(t) + x3(t) − 2 � 0,

x
2
1(t) + x

2
2(t)x3(t) + x4(t) − t � 0.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(16)

+en, the test calculation result is

X
∗
(t) �

x
∗
1

x
∗
2

x
∗
3

x
∗
4

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

exp
1

(t + 1)
 

sin(t)

2 − exp
2

(t + 1)
  + sin(t)

t − 2 − 2 sin2(t)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (17)

+e initial value can be any value, and
X(0) � 1 1 1 1 

T in this paper.
A recursive neural network model is constructed to solve

the time-varying nonlinear equations. +e convergence
characteristics are analyzed according to the activation
function graph, and then the stability of the model is an-
alyzed respectively and the time of error convergence to zero
is deduced.

5. Terminal Neural Network Calculation

+e terminal neural network based on BARRIER function is
used to calculate the solution of nonlinear equations. +e
neural network equation is as follows:

_e � −εBar(e, δ). (18)

BARRIER excitation function [26] is

S(e) � Bar(e, δ) �

�������
|e|

|e| + 1/δ



sgn(e). (19)

+e parameters in the terminal neural network are ε� 5
and δ � 0.5. +e calculation results are shown in Figure 5,
and the calculate value X(t) converges to the ideal value
X∗(t).

Figure 6 shows the comparison between the two norms
of f(x) in the terminal network and the asymptotic net-
work. It can be seen from the figure that ‖f(x)‖2 obtained by
using the terminal network has a faster convergence speed
and converges to zero in finite time.

6. Simulation Experiment and Result Analysis

6.1. Simulation Software and Parameters. In this paper, the
hybrid electric vehicle simulation software ADVISOR is
used as a test platform to test whether the neural network
controller can improve the response speed of instantaneous
control. ADVISOR, which stands for advanced vehicle
simulator, was developed by the U.S. National Renewable
Energy Laboratory. ADVISOR adopts modular program-
ming idea and MATLAB/Simulink programming language,
and the code is completely free to the public so that it has
good secondary development and cosimulation with other
software functions. +e simulation process of ADVISOR is
shown in Figure 7. First, the actual speed and fuel con-
sumption rate of the vehicle are calculated according to the
model data and component data, and then simulation ex-
periments are carried out. Finally, simulation graphics and
data are output.

In order to increase the authenticity of the simulation
experiment, the parameters of the vehicle in this simulation
experiment were formulated according to the data of a listed
hybrid model. +e main parameters are shown in Table 1.

Power transistor

Driving wheel

Electrical
machineryPower battery

Electrical
machinery Fuel tankEngine

Figure 4: Energy flow diagram of hybrid power system.
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+e choice of driving conditions will have a great impact
on the performance of the test vehicle. +e new European
Urban Driving Cycle (NEDC) and Highway Fuel Economy
Test (HWFET) were selected to carry out simulation tests.
Table 2 shows the relevant parameters of the two commonly
used driving conditions.

6.2. Comparison and Analysis of Simulation Results. After all
the simulation work is completed, the simulation results of
traditional instantaneous control, fuzzy neural network
control, and terminal neural network control are compared.
+e three control strategies are compared in SOC, fuel
consumption, and simulation time.

In Figure 8, NEDC_mdf, NEDC_fnn, and NEDC_tnn,
respectively, represent the simulation results corresponding
to the three schemes of traditional instantaneous control,
fuzzy neural network control, and terminal neural network
control of the hybrid electric vehicle model under NEDC
conditions. HWFET_mdf, HWFET_fnn, and HWFET_tnn,
respectively, represent the simulation results corresponding
to the traditional instantaneous control, fuzzy neural net-
work control, and terminal neural network control schemes
of the hybrid electric vehicle model under HWFET condi-
tions. As can be seen from Figure 8, the terminal neural
network controller can approximately simulate the tradi-
tional instantaneous control rules, and the SOC value is
maintained in the high efficiency range.

As can be seen from Table 3, the terminal neural network
controller realizes the advantages of low fuel consumption of
the fuzzy neural network control strategy and can bring
good economy to the vehicle. As can be seen from Table 4,
the simulation time of the terminal neural controller is
significantly shortened compared with the other two control
strategies, thus improving the real-time performance of the
control.
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Figure 5: Comparison between the true result and resultant values of nonlinear equations.
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Table 1: Parameters of HEV for simulation.

Automobile key module Parameter Value

Full vehicle Mass 1605 kg
http://dict.youdao.com/w/drag%20coefficient/ 0.32

http://dict.youdao.com/w/engine/ http://dict.youdao.com/w/displacement/ 2.5 L
http://dict.youdao.com/w/maximum%20power/ 118 kW

http://dict.youdao.com/w/battery%20pack/

Type Hydrogen ballast
Number of modules 34

Capacity 6.5 Ah
http://dict.youdao.com/w/nominal%20voltage/ 244.8/650V

Motor Type Permanent magnet synchronous
http://dict.youdao.com/w/maximum%20power/ 105 kW

Table 2: Two typical driving conditions.

Parameter NEDC HWFET
Cycle time (s) 1184 765
Maximum speed (km·h−1) 10.93 16.51
http://dict.youdao.com/w/operating%20range/ (km) 120 96.4
Average velocity (km·h-1) 33.21 77.58
http://dict.youdao.com/w/maximum%20acceleration/ (m·s−2) 1.06 1.43
Maximum deceleration (m·s−2) −1.39 −1.48
Idle time (s) 298 6
Number of stopping 13 1
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Figure 8: Comparison of power battery SOC. (a) NEDC. (b) HWFET.

Table 3: Fuel consumption per 100 kilometers.

Conventional instantaneous control Fuzzy neural network control Terminal neural network control
NEDC (L·100 km−1) 10.1 9.8 9.8
HWFET (L·100 km−1) 9.2 7.8 8.0
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7. Conclusions

In view of the shortcomings of traditional instantaneous
control strategy, such as slow response and weak real-time
performance, this paper uses neural network controller as
torque control device to seek for more reasonable control of
engine and motor output power of parallel strong hybrid
electric vehicle. Under two typical operating conditions,
ADVISOR software was used to simulate the hybrid electric
vehicle model embedded with traditional instantaneous
control, fuzzy neural network control, and terminal neural
network control, respectively. +e results show that the
reaction time of the instantaneous control can be greatly
reduced by the control strategy of the terminal neural
network under the premise of ensuring the fuel economy
and emission performance of the vehicle [27–30].
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“Traceability” is an important method often used in modern supply management. +e traceability system is a system based on the
Internet of +ings technology. In this process, users will share resources through cloud service providers, so how to ensure data
security is also one of the issues we consider. Blockchain technology is an emerging technology in the field of information
technology. Its decentralized nature, distributed storage, and difficult data modification provide us with fair exchange and sharing
of data. Feasible solutions: in this article, we have studied the key issues of fair exchange and safe sharing of data based on
blockchain and designed a multigroup data sharing scheme based on alliance chain. To solve the various existing traceability
systems problem, this paper designs a new traceability system based on blockchain technology and implements a system prototype
to verify the feasibility of the system.

1. Introduction

Imagine we went to a Chinese restaurant for dinner. +e
waiter led us to the self-service ordering area, there are all
kinds of vegetables and meat in front of us, and there is a
miniature two-dimensional code in front of these dishes. We
scan the two-dimensional code through our mobile phones
to obtain the production place, processing process and
parameters, logistics information, and so on.+is experience
undoubtedly increases our dining experience. With the
awareness of food safety deeply rooted in people’s hearts,
many agricultural products-related enterprises began to
establish their own agricultural products tracking systems to
help consumers track the production and processing data of
agricultural products [1], enhance consumers’ purchasing
confidence, and enhance their own market competitiveness.

Because of its characteristics, blockchain can provide a
security framework for transactions on the network [2], and
it is also a trusted cryptosystem. Blockchain network system
is an infrastructure, which can protect content and track
network operations, so it has attracted the attention of many
companies or managers. +e Personal Health Record (PHR)

system is problematic in some cases because it contains a
large amount of private data of patients, so it is troublesome
for patients to approvemedical personnel to enter the system
in an emergency. +erefore, the main purpose of a health
care management framework based on blockchain tech-
nology is tamper protection. In view of the lack of product
data sharing, fake and shoddy goods will flood, and how to
prevent them has become an important issue [3]. How to use
blockchain technology to share product data end-to-end in
cross-border environment is to use a structure to track the
process of manufacturing goods and prevent counterfeit
goods. Although data sharing is practical. Researchers put
forward a new CP-ABE scheme with multiauthority and
large universe, which is the sharing of multigroup fine-
grained data in the cloud Internet of+ings system based on
blockchain, which can ensure the integrity of data, introduce
public audit, and realize tracking [4]. Experiments show that
the scheme can be used in large-scale Internet of +ings
systems in terms of security analysis. Ground rescue needs
data transmission support to be efficient and safe. Un-
manned Aerial Vehicle (UAV) can perform urgent rescue
tasks and share data with the ground, which also involves a
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network, unreliable behavior tracking, and so on, which
makes the data sharing between vehicles and UAVs pose a
security threat [5]. To solve this problem, a lightweight
vehicle blockchain-supported secure (LVBS) data-sharing
framework is proposed, which not only improves the se-
curity but also optimizes the quality of data sharing strat-
egies. In the process of placing orders and arriving goods in
online shopping, goods are often exchanged for no reason.
+erefore, we propose a decentralized database that can be
maintained collectively by using the high reliability and high
confidentiality of blockchain, which provides a way for
logistics confidentiality and produces a modern logistics
environment [6]. An intelligent antiswitching package for
logistics system traceability based on blockchain is proposed.
Its function is to enable customers to track their location,
temperature, and humidity at any time, thus realizing in-
telligent logistics. Alliance blockchain technology is a
multigroup data sharing scheme based on blockchain [7],
which enables users to verify each other whether the shared
data is valid without a third party. Some existing schemes
cannot realize data sharing among different users, and then
this scheme solves the problem of data sharing among
different groups and has security and reliability. Combined
with this epidemic, the potential application and opportu-
nities of epidemic data deposition and sharing are combined
to fight against novel coronavirus pneumonia epidemic, and
the potential application of blockchain in this area is found.
+e advantage of blockchain is that it can provide high
performance and security for the stored data and can be
accessed globally so that the stored related medical data can
be shared [8]. Blockchain data sharing is one of the most
influential and practical methods available for health care
data management. +e medical data sharing and privacy
protection eHealth system based on blockchain, namely,
SpChain [9], has higher security and higher data retrieval
rate in EMR sharing and management scheme than the
traditional eHealth system based on blockchain. In addition,
key blocks andmicro blocks are established to store EMRS of
patients.

However, these agricultural product traceability systems
also have shortcomings, mainly including the following
problems:

(1) Low data security:
Traditional agricultural products traceability system
mostly adopts B/S design mode; resources are
concentrated in a certain institution or organization;
system centralization is serious; and data is easy to be
tampered with, resulting in low data security.

(2) Low trustworthiness:
Because each node of the agricultural products
supply chain is independent, it is easy to produce
information gap and form information island, and
the trust between them is greatly reduced.

(3) It is difficult to obtain source data:
+e core of the agricultural product traceability
system is data, which comes from every link of the
agricultural product circulation process. Under the

traditional supply chain mode, there are no clear
requirements and regulations for the participants in
the supply chain, leading to great differences among
the participants, unbalanced distribution of re-
sources and technologies, unified management
standards among each link, and lack of some key
technologies, which make it difficult to collect data
and information of agricultural products source.

2. CharacteristicsofBlockchainTechnologyand
Introduction of Related Technologies

Blockchain is a way to organize data skillfully, while
blockchain technology [10] is a technology that integrates
many outstanding achievements of human intelligence,
including database technology and network technology
related to distributed books, network technology related to
consensus algorithm, and asymmetric encryption technol-
ogy and software technology related to intelligent contracts.
Blockchain technology, which integrates these cutting-edge
technologies, has challenged and confronted the mechanism
based on central node credit since it was put forward. With
the development of time, this characteristic of blockchain
technology is becoming more and more obvious, which
makes it no longer limited to digital cryptocurrency [11], but
widely used in many fields of social and economic life, such
as supply chain finance, data authentication, asset man-
agement, election voting, and fair security traceability in-
troduced in this paper. Nowadays, blockchain technology
has become an important technology that cannot be ignored
among many high-end cutting-edge technologies.

2.1. Distributed Book. Unlike the traditional system network
structure, the network architecture and data storage of the
blockchain system choose distributed books with a decen-
tralized architecture. +e transmission of information in the
network does not pass through the central node, and each
member node retains complete data, which is embodied in
the distribution of nodes in entity and the distribution of
nonrelational databases on each node in logic. Account book
is a storage form of data and a management unit of data.
Nonrelational database is the logical carrier of data and
account book, and the physical carrier of data and account
book is the member node. Blockchain is the underlying form
of an account book, that is, the data form of a chain of blocks
strung together. After the consensus process, members will
reach a consensus and write the same data into the block-
chain system, so each member keeps a copy of the data.
Because the data in each ledger cannot be deleted, the total
amount of data will only increase, which is a great test for the
ability of data storage. Still, with the rapid development of
technology, this will not be a problem. +e breeding nodes,
slaughtering nodes, processing nodes, transportation nodes,
and sales nodes in the livestock products supply chain are
distributed in different places in the physical sense, in line
with the distributed ledger technology in the blockchain. In
the ideal traceability model, the status of nodes where each
link is located is expected to be equal, the information flow
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does not pass through the central node, and its network
architecture naturally fits the characteristics of distributed
books in blockchain technology, so it is reasonable and
efficient for livestock products traceability system to select
the network architecture based on blockchain technology.

2.2. Cryptographic Algorithm. Cryptography is the core of
the blockchain data layer, which escorts the whole data
transmission and access of blockchain. Cryptographic al-
gorithms will be used in three places in the blockchain
platform of cold chain drug traceability, including hash
algorithm and asymmetric encryption algorithm. +is sec-
tion will discuss the principle and selection of these two
algorithms.

2.2.1. Hash Algorithm. +e secure hash algorithm is an alias
of the hash algorithm that maps data of arbitrary length into
hash strings of fixed length through certain rules. +e more
common ones are SHA-256, SHA-384, SHA-512, and so on,
which are widely used in various technologies requiring
encryption, including blockchain technology [12].

2.2.2. Asymmetric Encryption Algorithm. Asymmetric en-
cryption algorithm comes from the secret way of the key in
the cryptographic algorithm.+e key consists of a public key
and a private key.+e keys are generated at the same time, in
which the public key is public as its name implies, while the
private key is private and needs to be saved by itself. When
encryption is needed, one of the same pairs of keys is used to
complete the encryption operation, and only the other key
can complete the decryption of the message. Asymmetric
encryption algorithm plays an important role in blockchain
and is the cornerstone of the security of the whole block-
chain system. +e asymmetric encryption algorithm is
mainly used in encrypted communication and digital sig-
nature in blockchain [13].

2.3. SM2 Digital Signature Algorithm. SM2 algorithm is an
improved national cryptographic algorithm based on ECC
published in China in 2010, which includes digital signature
algorithm, key exchange protocol, and public key encryption
algorithm. It has become the current public key algorithm
standard GM/T 0003.2-2012 in China and entered the in-
ternational standard ISO/IEC14888-3.

2.3.1. Principle of SM2 Digital Signature Algorithm. +e
elliptic curve equation E, (A, B) selected by the SM2 algo-
rithm is as follows:|

y
2

� x
3

+ ax + b. (1)

+e Abelian group (G, +) is defined on Ep (a, b), where
the unit element O of the group is defined as an infinity
point. Let the elliptic curve be y2 � x3 − x. Take two points P
and Q on the elliptic curve (G, +) arbitrarily, make a straight
line intersecting the other point R’ of the elliptic curve, make
a parallel line of y-axis intersecting R through R′, and define

P+Q�R. In this way, the sum of the additions made by two
points on the Abelian group will also be on the elliptic curve
and also satisfy the properties of the Abelian group. When
the same points P are added, that is, when the two points P
and Q coincide, the tangent of the point P is made. Repeat
the above operation, and when k points P are added, it is
recorded as kP.

Ordinary elliptic curves are continuous and not suitable
for encryption. In the national standard, the elliptic curves
with 256 bits in prime number field are used to transform the
elliptic curves into discrete points. Let the prime number be
P, the prime number field formed by the elliptic curves Fp,
and the elliptic equation Erp (a, b):

y
2

� x
3

+ ax + b(modp), (2)

where a and b are elements in the prime field and satisfy
4a3 + 27 b2≠ 0 (mod P). SM2 can be encrypted by assuming
that, in the elliptic curve P� dG, where P and G are two
points on Ep (a, b), n is the order of G (nG�O∞), and d is
an integer and its value is not higher than order n. Given D
and G, it is easy to compute P in the front direction but
difficult to compute D in the reverse, according to the
definition of Abelian group addition rule. Let the set {O, G,
2G, 3G, (n− 1) G} be a cyclic subgroup generated by G on E:
(a, b). If d is selected as the private key and P� dG as the
public key, the problem of finding d from P is the discrete
logarithm problem (ECDLP) on elliptic curve group, which
is the mathematical basis of elliptic curve encryption al-
gorithm [14].

2.3.2. SM2 Digital Signature Scheme. +e digital signature
scheme designed by SM2 encryption principle is as follows:
key generation: input SM2 elliptic curve parameter parms
(elliptic curve equation Ep, large prime number p, base point
G, order n of base point); the private key d is randomly
generated and kept secret, and the public key is generated by
using the relationship between public and private keys:

P � [d]G. (3)

In the formula, P is the obtained SM2 public key, which
is an important basis for SM2 to be used in encryption and
signature. SM2 signature process: input SM2 elliptic curve
parameter parms, private key d, and messageM to be signed,
and calculate hash value ZA at the same time:

ZA � H256 I DLA || IDA||a||b||xG||yG||xA||yA( . (4)

IDA is the user’s distinguishable identification, IDLA is
the length of IDA, a and b are the coefficients of elliptic curve,
xG and yG are the horizontal and vertical coordinates of base
pointG, respectively, and xA||yA is the horizontal and vertical
coordinates of public key, respectively.

+e hash value ZA is obtained, and then the hash digest e
with the message M to be signed is calculated:

e � H256 ZA||M( . (5)

Randomly generate k∈[1, n− 1] and calculate the elliptic
curve point X1 from it:
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X1 � x1, y1(  � [k]G. (6)

Calculate the signature parameters r and s to output the
signature (r, s):

r � e + x1( mod n,

s � (1 + d)
− 1

(k − rd) mod n.
(7)

SM2 verification process: input parms, the public key P
owned by the verifier, the message M to be verified, and the
signature (R″, S′) sent by the signer to obtain the hash digest
E of the message M to be verified according to formula (5),
and calculate the T value:

t � r′ + s′( mod n. (8)

Verify whether t is equal to zero. If it is equal to zero, the
verification fails; otherwise, calculate the elliptic curve point
X′1:

X1′ � x1, y1(  � s′ G + r′ PA. (9)

Verify whether r’� (e’ + x1′) mode is true. If it is true, the
verification is successful.

2.4. Consensus Algorithm. At present, the consensus algo-
rithms commonly used in blockchain are Pow, Pos, DPos,
and PBFT. Pow uses the workload proof mechanism to
determine the node accounting right and ensures the
consistency of data through a large number of calculations.
Pos adds the concept of currency age to the workload proof
mechanism and uses currency age instead of computing
power to reduce the difficulty of block solution. DPOS uses
digital cash holders to generate node sets with bookkeeping
rights through elections and adopts rotation bookkeeping to
generate blocks. PBFT is a distributed consensus algorithm
based on state machine replication. Consensus is completed
through three-stage communication between nodes. For the
four consensus mechanisms in throughput, the performance
of delay and scalability is compared. +e application of the
consensus mechanism in blockchain ranges from PoW to
PoS and then to DPOS and PBFT. In this process, computing
power competition is gradually replaced by equity compe-
tition. +e cost of obtaining node bookkeeping rights is
gradually reduced. With the development of the blockchain
application, the transaction speed gradually increases. At the
same time, the consensus mechanism has gradually evolved
from the initial decentralization to the current weak cen-
tralization. Each consensus mechanism has different ad-
vantages and disadvantages. PoW can realize
decentralization to the greatest extent, with safe, reliable, and
low consumption of network resources. Still, it consumes too
much computing resources. +e computational attack is
easy to occur, and the consensus time is longer. +e
emergence of PoS solves the problem of excessive waste of
PoW computing power, but it makes the pressure of network
traffic increase. +e implementation is more complicated.
DPOS has made appropriate compromises on centralization.
+e consumption of network resources is reduced, the

consensus time is greatly shortened, and the system
throughput is improved. However, due to its weak cen-
tralization, the security is reduced, which is prone to security
loopholes. +e PBFT algorithm solves the problem of a
distributed system with Byzantine error nodes and improves
the fault tolerance rate of the distributed system. However,
due to the existence of a large number of point-to-point
communications, it occupies a large number of communi-
cation resources [15].

2.5. Smart Contracts. More than ten years before blockchain
technology was proposed, the idea of smart contract existed.
However, because there was no corresponding underlying
technical support at that time, it had been unknown until the
blockchain developed into the 2.0 era. Combining intelligent
contract with virtual digital cash technology becomes an
important part of programmable blockchain technology
[16, 17]. Intelligent words in intelligent contracts reflect their
ability to judge and execute independently; the word con-
tract shows that it needs certain rules, just like contracts, as
the standard of independent judgment. When intelligent
contracts judge that a certain behavior conforms to this rule,
they will perform corresponding operations accordingly.
Self-judgment is the task that computer programming
language is good at accomplishing, and self-execution is also
well realized by programming language. Because the intel-
ligent contract takes the programming language as the
carrier, that is to say, it is a written program in practical
application, whether the data triggers its conditions and
executes corresponding behaviors is completely determined
by the machine, and human intervention is impossible. +is
is very consistent with the design purpose of blockchain
technology to ensure that data cannot be tampered with
artificially. After the intelligent contract is integrated into the
blockchain technology, all kinds of business can be written
into it to judge and execute spontaneously, which greatly
reduces the influence of human factors, improves the
credibility of transaction data, and makes the blockchain
technology not limited to the currency circulation field but
gradually integrated into many other leading cities in social
and economic life.

3. The Basic Principle of Blockchain Uses
Double-Chain Traceability System Design

3.1. Design of Traceability System

3.1.1. System Requirements Analysis. +is paper describes
the traceability of information in the traditional blockchain
production process and eliminates the risk of information
tampering in the blockchain production process. Using the
decentralized characteristics of blockchain, a decentralized
traceability system is constructed.

Simply using an existing high-reliability public chain or a
license chainmaintained bymultiple system participants as a
carrier for storing traceability information has drawbacks. It
will multiply the cost, and the processing speed will be slow.
Storing traceability information in the license chain can
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better solve the cost and speed problems. However, storage
in the license chain faces the risk of small nodes and easy
attack. +is requires a much cost to solve the security
problem. +e public blockchain has the advantage of reli-
ability, but it needs to invest many computing resources.
+erefore, this paper will design a traceability scheme
combining double chain, public chain, and license chain.
+e traceability system needs to be able to locate the re-
sponsible person; that is, it needs to be able to find the input
person of each traceability information. In the traceability
system described in this paper, the traceability information is
entered by publishing the traceability information of
transaction records and storing the traceability information
in the blockchain using one’s own account. Because pub-
lishing transactions in the blockchain requires an account
signature, in the license chain, you only need to find the
account that published the traceability record to know who
has entered the traceability information into the traceability
system; that is, the traceability system described in this paper
has the function of locating the responsible person.

3.1.2. Overall Design. In the traceability system designed in
this paper, the blockchain operated by nodes related to the
traceability system is used to store the product traceability
records recorded by each traceability node. In order to
enable the traceability system to process a large amount of
traceability information, a license chain is used to store
traceability information in the traceability system described
herein. In order to improve the security of the above license
chain, license chain block authentication information must
be stored in the public chain to check whether the data in the
license chain has changed. Universal chains use highly re-
liable chains, such as Ethereum and Bitcoin. +e overall
design of the traceability system is shown in Figure 1.

As shown in Figure 1, each node of the source nodes
sequentially adds source information to the authorization
chain. Hashes of blocks of several license chains are stored in
a database in the form of aMerkel tree, the roots of which are
stored in the public chain. How the license chain stores
traceability information will be described in detail later.

Figure 1 shows that the manufacturer can generate labels
for each product. +e user can find the location of the
product corresponding to the last trace information through
the tag, and the trace information can find the faster source
information in the license chain. For each source infor-
mation stored in the license chain, the user can obtain a
block title corresponding to the license chain and can verify
whether the source information is actually stored in the
license chain by Merkel authentication. For a block title in
the license chain, the user can compare the block title with
the information stored in the shared chain and useMerkel to
verify whether the block has been tampered with.

3.1.3. License Chain Design. In the source tracking system
described herein, source information is stored in the license
chain through transactions. In the source tracking system
described herein, source information is stored in the form
shown in Table 1. Trace information includes information

recorded at a trace node and the transaction number for which
the previous trace information is recorded in the license chain.
In addition to the above information, the traceability infor-
mation will also include the signature of the person in charge
and the information of the person in charge holding the public
key for locating the relevant person in charge.

In this tracking system, the person entering the source
information has an account of the license chain. +e inputs
of the source information start the transaction, which is all
through the traceability information recorded in the ac-
count. So, the account signature must be used at the be-
ginning of the transaction. At the beginning of the
transaction, the mining node of the license chain will verify
and protect the legitimacy of the transaction. In the license
chain, as long as the account of the transaction with ad-
ditional record tracking information is found, it can be
determined that the recorder of the transaction information
is responsible for positioning. +e MPT tree stores the
correspondence between the product number and the last
transaction tracked by the product. +is tree is similar to the
Ethereum state tree. Each worksheet node records the status
of each product, including transaction numbers and book
labels. Actions that record the latest product tracking in-
formation can be found in the license chain through
transaction numbers. Operations that record information
from other sources can be found through transactions.
Bookmarks are used to prevent labels from being copied.
Bookmarks are initialized to false. If the product has been
tracked and questioned, its value should be changed. If the
value is true, the information stored in the corresponding
form node will not change. In this way, consumers who have
restored the origin information of the product know that the
product has been restored.

3.1.4. Public Chain Design. +is paper discusses two
methods of storing hash validation of license chain blocks in
the public chain.

(1) In the open chain, a hash transaction storing the title
of the license chain block is published.

(2) +e smart contract expanded in the public chain
stores the hash of the license chain block according
to this contract.

In this paper, Scenario 2 hopes that, by expanding the
intelligent contract on the open blockchain, anyone can
observe the logic of the contract and the hash verification of
each block of the license chain stored in the contract. If a
transaction for a burst column storing a license key block is
started directly in the shared chain, other systems need to
provide a method of finding a transaction storing a hash of
the corresponding block in the shared chain. However, for a
blockchain such as Ethereum, the cost of Scheme 2 is too
high. +e license chain generates a transaction that calls the
smart contract every 10 seconds, starts the transaction at the
public chain store every 10 seconds, and calls the saved
source information of the smart contract. After reducing the
occurrence speed of license blocks, the response speed of
stored information of the source systemwill slow down.+at
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is, the source node can store the source information in the
tracking system for a long time after starting the tracking
information request.

In order to ensure the response speed of the information
stored in the tracking system and reduce the cost, the source
tracking system in this paper forms a lava tree from several
blocks of continuous authorization chains and stores the roots
of this lava in the public chain. When verifying whether the
block has been tampered with, the block’s validity is verified by
using the Merkel tree [18] to which the Merkel verification
block belongs. In the license chain, the block head acts as the
leaf nodes of twoMerkel trees, which is used to verify whether a
block in the license chain has been tampered with. +e block
needs to extract all nodes and their siblings on the root node
path from the leaf nodes of the corresponding Merkel tree and
its leaf nodes. +en, verify that the hash values stored by these
nodes in the parent node are all child node information and
hash values. If the above conditions are satisfied and Merkel’s
root coincideswithMerkel’s root stored in the shared chain, the
block corresponding to the permission chain is considered not
to have been tampered with. As shown in Figure 2, to verify
node a, it is necessary to verify the accuracy of the following
formulas:

Hc � H HB + HA( , (10)

HB � H HD + HC( , (11)

HG � H HF + HE( , (12)

3.1.5. Entry and Query System Requirements. In the source
tracing system described in this article, desktop software is
used to enter tracing information. +e operation method is
that the operator fills in the trace information or selects trace
information from the drop-down menu. +en, the QR code
recording the source information of the commodity is
scanned, and the source information of the commodity is
recorded in the tracking system. +e specific implementa-
tion is described in the next chapter. For the search system,
users can query the specific tracking information of products
through the Internet.

3.2. Realization of Traceability Prototype System

3.2.1. Implementation of License Chain. Because the amount
of complete and used blockchain is too large, in this paper,
we build a blockchain that takes Taifang’s private chain as a
prototype system to store tracking information. +is paper
will implement and verify the license chain P2P network [19]
and consistency algorithm designed [20]. +e license chain
of the prototype system is shown in Figure 3.

In the prototype system, to save the space of the private
chain of Ethernet Square, the tracking information is stored in
the coupon chain by using summary information, which

Production 1

Production information 1

Production information 2

Production information 3

Node 1

Node 2

Node 3

Public chain Mroot Mroot

hash hash

hash hash hash hash

Hash_function

transaction

Prev
hash

Prev
hash

hash hash

hash hash hash hash

hash hash

hash hash hash hash

mes_root id_root mes_root id_root

mesprev mesprev tid

transaction product

License chain

Production 2

Figure 1: Overall design drawing of the traceability system.

Table 1: Storage structure of traceability records.

Traceability information
Production information
Signature of the relevant responsible person on production
information
Record the transaction number of the previous traceability
information
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includes hash containing source information and link of source
information to the database. Detailed source information
obtains the above link in the database and stores the detailed
source information in a hash value in an Ethernet private chain
for verifying the authenticity of the source information stored
in the database. +e key value of the link value is stored in the
database. Here, link represents the detailed source information
link, and value represents the detailed source information, both
using MySQL VARCHAR type.

3.2.2. Realization of Public Chain. +e source tracing system
[21] in this paper is to organize the blocks of the permission
chain into the form of tag tree and store each private chain
block in the Merkel tree with 2n− 1 nodes (including 2
(n− 1) leaf nodes). In the Merkel tree described above, each
leaf node stores a hash value of one block of the permission
chain, and the root node of the Merkel tree is stored in the
public chain. +e license chain block header is continuously

located in the database, which is in the form of key value, and
the key value is the node number and the hash value of the
value node. For each Merkel tree, assuming that the starting
number of Merkel tree is start, the leaf node number of
recording the first hash is start +2n− 1, and then the cut-off
hash leaf nodes allowed to be stored are added to the Merkel
tree according to the increasing order of leaf node number.
In the lava tree described in this chapter, the parent node
number of n nodes is (start + n)/2, the sibling node number
is n+ 1–2 ∗ (n% 2), and the parent node stores the hash
value of all the child nodes. If each Merkel tree has 2̂N leaf
nodes, the block of block numberN calculates the start (start
position) corresponding to the Merkel tree using the fol-
lowing, where int0 represents a downward modification:

start � int
n

2n ∗ 2n+1
+ 1. (13)

+e label key corresponding to the leaf node can also be
obtained from

G

EF

D C

AB

Figure 2: Merkel verification.

Database

Detailed traceability information, the transaction number of the 
last transaction for which certain product information is stored in 

the private chain Traceability information summary information

Ethereum private chain

Figure 3: License chain in the prototype system.
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key � start + 2n
− 1. (14)

In the prototype system, Ethernet Square [22] is adopted as
a shared chain, and the intelligent contract deployed in
Ethernet Square is used to access data. Smart contracts use
solity to store the root node of eachMerkel.+e above contract
only allows a specific account to perform storage operations
and prohibits changes to data stored in mapping. If each
Merkel tree has 2n leaf nodes, the block with block number n
corresponds to the Merkel tree number: int (n/2n).

3.2.3. Double-Stranded Interaction. In this paper, when
investigating trace information. +e background will con-
firm whether the block holding trace information in the
verification license chain has been tampered with.

Merkel’s verification process is as follows:

Step 1. In the database, find the leaf node of the Merkel
tree of the storage block according to the method in
Section 3.2.1.
Step 2. Calculate the key values of the sibling node and
the parent node from the key values of the leaf node in
the first step in the way of Section 3.2.1, and obtain the
value values stored by the sibling node and the parent
node in the database.
Step 3. Set the node to store the hash value H1 and the
sibling node to store the hash value H2 and verify
whether the value H stored by the parent node satisfies
H�H (H1, H2), if not, Merkel authentication fails.
Step 4. After obtaining the key value of the parent node,
repeat the second step until the root node of the Merkel
tree is reached.
Step 5. Compare the hash values stored in the Merkel
tree root node to the hash values stored in the common
chain.

In Step 3, the hash value is calculated using sha256, and in
the prototype system, the sha256 function of the OpenSSL
library is used. +e calculation method of formula (15) is used
to calculate H (H1, H2). In equation (15), STR1 is a hash value
stored in a node with a smaller number and STR2 is a hash
value stored in a larger node. When validating, if the stored
STR1 node number is odd, you need to exchange the hash
value STR2 stored in STR1 and sibling nodes:

H(STR 1, STR 2) � sha 256(STR1 + STR 2). (15)

3.2.4. Entry of Traceability Information. +e logistics in-
formation module in the agricultural product traceability
system mainly includes agricultural product ID, industrial
and commercial information of sales enterprises, and other
data. Upload is when the agricultural product ID is entered
through the page, and the industrial and commercial in-
formation is obtained through the third-party interface to
automatically fill in the interface. Click the upload button
and upload the sales information to the blockchain network
through the method PutState as shown in Figure 4.

Figure 4 is to realize the data uploading function of
different traceability information, which has been men-
tioned in the article, including data uploading such as ag-
ricultural product ID and industrial and commercial
information of sales enterprises, among which information
such as agricultural product ID can be uploaded to the
traceability system through Invoke interface.

3.2.5. Query of Traceability Information. +e traceability
information query module in the agricultural product
traceability system mainly queries the information of each
link of the agricultural product supply chain on the
blockchain network through the agricultural product ID as
shown in Figure 5.

3.2.6. Detection System of Heavy Metal Ions in Soil. For
traceability of agricultural products, heavy metal concen-
tration information of soil with crops is usually stored as
traceability information in the traceability system.
According to the blockchain technology described in this
paper, the heavy metal inspection node is used as a tracking
node of the source system, and the soil heavy metal ion
information is recorded in the source system as an item of
tracking information.

As shown in Figure 6, the soil heavy metal detection
system described in this section mainly consists of three
parts:

(a) Heavy metal ion concentration sensors, including
copper and chromium ion concentration sensors.

(b) An analog-to-digital converter.
(c) A heavy metal ion concentration analysis system

running on a single chip microcomputer.

4. System Test

+e previous chapter discusses mainly building the envi-
ronment and functional development of detailed design and
analysis. +is chapter discusses the traceability system of
agricultural products function test and performance test, to
ensure that the system can run normally and stably. It
mainly includes unit, function, and performance tests.

4.1. System Unit Test. System unit test is mainly to test the
current chain code file method. +e chain code of agri-
cultural products traceability system studied in this paper
uses go programming language, so the go test tool used in
unit test and unit test file is shown in Table 2.

Let us take product.go as an example. In the chaincode
directory, create a new product _ test.go file. +e test
function is as shown in Algorithm 1.

Execute the go test command, and the test result “pass”
indicates that the test succeeded; otherwise, it failed.

4.2. System Function Test. System function test is mainly to
verify whether the blockchain network in the agricultural
product traceability system is normal, and whether the data
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uploading and query function modules are normal. Specific
verification data are shown in Table 3.

4.3. System Performance Test. +e system performance test,
also called the stress test or load test, mainly tests whether the
system can normally work under a certain load. +e perfor-
mance test of the agricultural product traceability system
studied in this paper mainly starts with two indicators: user

concurrency and response time, through LoaderRunner soft-
ware to simulate online users and through LoaderRunner
software controller module for multiuser simulation.

In the controller interface, you can choose to set the
number of users manually and then increase the test index in
a gradual way to test the limit of the system. +e traceability
system of agricultural products studied in this paper adopts
the working state of 100 people, 400 people, and 1000 people,
and its test results are shown in Tables 4–6.

We also compared the performance of agricultural prod-
ucts traceability system in Heilongjiang Province. Under the
same experimental environment, the results are as follows.

To show the superiority of performance more clearly, the
blockchain system is compared with the traditional multiple
traceability systems, and its average response time is plotted
with the number of users. +e results are as shown in
Figure 7.

ProductId
SaleBusi

Chain code (SaleCC) Chain code (SaleCC)
Invoke (PutState)

Figure 4: Upload model of agricultural product sales data.

ProductDate
LogisticsBusi

Chain code (QueryCC) Blockchain network
Invoke (GetState)

ProductVal
ProductEle

ProductBusi

ProductEve
ProductPlace
ProductType
ProductName

ProductId

Figure 5: Traceability model of agricultural products.

Heavy metal ion 
sensor

Analog-to-digital 
converter

Heavy metal ion 
concentration analysis 

subsystem

Analog signal Digital signal Ion concentration

Figure 6: Soil heavy metal inspection system.

Table 2: List of unit test files.

Test content Test results
product.go Pass
process.go Pass
logistics.go Pass
sale.go Pass
source.go Pass
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As can be seen from Figure 7, the designed data sharing
traceability system based on blockchain has a better response
time, which means that our performance can meet the
general requirements of the traceability system and is better.

4.4. Comparison of Specific Functional Tests of Block Systems.
ART: average response time per request; TPS: the number
of concurrent requests that can be responded to per
second.

package main
import(
“fmt”
“eccoding/json”
“github.com/hyper ledger/fabric/core/chaincode/shim”
pb “github.com/hyperledger/fabric/protos/peer”
)

func TestUploadProductInfo(t ∗testing.T){//+e test function name must begin with test and must accept a ∗ testing.T type parameter
got:� uploadProductinfo(“orange”, “orange01”, “fruit”, “sichuan”, “xxx”, “xxx”)//Program output result
want:� shim.Success(nil)//Expected result
if !reflect.DeepEqual(want, got){
t.Error(“excepted:%v, got:%v”, want, got)//Test failure output error prompt
}

}

ALGORITHM 1: +e product _ test Function.

Table 3: System function test table.

Test Test content Test results
Functional test project Does the container in the blockchain network operate normally Normal

Functional interface test
Is the interface of each link in the agricultural product supply chain displayed normally Yes

Inquire whether the traceability information interface is displayed normally Yes
Is page jump normal Yes

Form validation test
Whether the required entry is validated Yes

Prompt for input errors Yes
Prompt for success or error of submission Yes

Browser compatibility test Is the display of different mobile phones normal Normal

Table 4: Performance test of agricultural product traceability system based on blockchain.

Number of users Average response time (ms) Peak traffic response time Test conclusion
100 0.925 1.145 Pass
400 1.318 1.923 Pass
1000 2.466 2.786 Pass

Table 5: Performance test of Heilongjiang agricultural products traceability system.

Number of users Average response time (ms) Peak traffic response time Test conclusion
100 2.012 2.203 Pass
400 3.318 3.567 Pass
1000 4.466 4.498 Pass

Table 6: Performance test of the traditionally developed traceability system.

Number of users Average response time (ms) Peak traffic response time Test conclusion
100 3.523 3.125 Pass
400 6.451 6.874 Pass
1000 7.355 7.845 Pass
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Figure 8: ART-concurrent information query request curve.
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Figure 7: Performance diagram of various traceability systems.

Table 7: System query test results.

System Number of query requests 1000 1500 2000 2500 3000 3500 4000

Blockchain Mean response time (MS) 22 35 52 97 125 215 278
Success rate (%) 100 100 100 100 100 100 100

Heilongjiang agricultural products Mean response time (MS) 25 40 70 125 189 264 387
Success rate (%) 100 99.7 99.6 99.5 99.4 98.4 99.3

Traditional development Mean response time (MS) 32 54 87 165 221 312 452
Success rate (%) 100 99.4 99.3 99.2 99.2 99.1 99
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Figure 9: ART-concurrent information query request success rate.

Table 8: Business transaction processing function test.

System Transaction volume 30 60 90 120 150 180 210

Blockchain Mean response time (MS) 74 156 227 345 489 654 801
Success rate (%) 100 100 100 100 100 100 100

Heilongjiang agricultural products Mean response time (MS) 85 174 310 415 612 1021 1250
Success rate (%) 100 99.5 99.4 99.4 99.3 99.2 99.1

Traditional development Mean response time (MS) 112 225 398 521 787 1254 1545
Success rate (%) 99.6 99.4 99.3 99.2 99.1 89.9 89.7
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Figure 10: ART-concurrent completion transaction volume curve.

12 Scientific Programming



+rough the influence of ART and TPS indexes on the
load performance of blockchain system because it is a
simulation system, considering many factors, such as cost,
time, and experimental conditions, according to the ex-
perimental test process, the system is reduced in equal
proportion, which is convenient for the experiment.

4.4.1. Query Function Test. Grouped according to the
number of query requests, there are seven groups for 1000,
1500, 2000, 2500, 3000, 3500, and 4000. +e data are as
shown in Table 7.

From the query time and success rate of concurrent in-
formation in Figures 8 and 9, the system based on the
blockchain can have a very low average response time and the
highest query success rate. In the other two methods, the
average response time increases obviously with the increase in
concurrency, but the success rate is getting lower and lower.

4.4.2. Business Transaction Processing Functional Testing.
+ere are seven groups, 30, 60, 90, 120, 150, 180, and 200,
which are grouped according to the transaction volume of
concurrent requirements. +e data are as shown in Table 8.

From the response time and success rate of completing
business transactions in Figures 10 and 11, the system based on
the blockchain can have a very low average response time and
the highest query success rate. In the other two methods, the
average response time increases obviously with the increase of
concurrency, but the success rate is getting lower and lower.

5. Conclusion

In this paper, aiming at the shortcomings of the traditional
agricultural product traceability system, such as low security,
untrustworthiness, and difficulty in information collection, a
data-sharing traceability system based on blockchain tech-
nology is proposed.+e traceability system uses a license chain
with high throughput to store traceability information and

realizes the function of locating the responsible person. To
reduce the security overhead of the license chain, the verifi-
cation information of the license chain is stored in the public
chain with great computing power to ensure security, and its
legitimacy is verified by Merkle verification.+e security of the
public chain is fully guaranteed. Future work considers dif-
ferent intelligent optimization algorithms [23, 24] in block-
chain to further optimize the system and improve its
performance.
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Along with the urban renewal and development, the urban living environment has given rise to various problems that need to be
solved. With an eye on the future development model of residential communities, an experimental preliminary design for the
construction of architectural space, public space, and landscape space based on people’s actual needs is carried out in an attempt to
alleviate the more urgent symbiotic relationship between people and urban environment. To this end, this paper proposes a
planning and design generation framework for the constructed external spatial environment of building groups based on a
recursive double-adversarial network model. Firstly, we extract the features of the constructed external spatial environment of the
building group in depth and generate the expression feature map, which is used as a supervisory signal to generate an expression
seed image of the constructed external spatial environment of the building group; then we use the generated seed image together
with the constructed external spatial environment of the original target building group as the input to generate a feature-holding
image as the output of the current frame, and the feature-holding image is also used as the input for the next. Finally, the seed
image generation network and the feature-holding image generation network are recursively used to generate the next frame, and
the video sequence of the expressions of the constructed external spatial environment of the building group with the same feature-
holding expressions as the original input is recursively obtained several times. *e experimental results on the building group
database show that the proposed method can generate clear and natural video frames of the constructed external spatial en-
vironment of the building group, which can be gradually derived from the design of building units to the construction of the
building group and penetrate into the planning and design of the external spatial environment in order to comprehensively
improve the living environment of urban population and provide a design method and theoretical support for the design of future
urban residential communities.

1. Introduction

At present, along with the rapid development of the global
economy and the leapfrogging take-off of China’s economy, the
overall social environment is also facing various problems such
as economic, environmental, and urbanization. On the eco-
nomic front, prices are rising; housing prices are still high;
employment pressure is high; and various resources are be-
coming increasingly scarce due to various uncertainties. On the
environmental side, the negative effects of climate and envi-
ronmental pollution continue [1]; on the urbanization side, the
rapid development of cities and population expansion have

become the norm, which also leads to the lack of management
resources, social conflicts, urban environmental degradation,
and other serious problems [2].*ere are four major problems
in urban development as follows.

*e tendency for higher demand for living areas: people
have continued to pursue new housing in all periods of social
development. Although the living area and per capita area of
urban households have increased, the average housing area
of typical urban households continues to be lower than the
national urban average, and the gap has widened [3]. As the
urban household population continues to increase, urban
housing tends to develop more and more highly.
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Continuous expansion of urban form: the first level of
urban areas is the distribution of town clusters in the
macroregion; the second level is the external spatial form of
the city, that is, the plan form and facade form of the city;
and the third level is the zoning form within the city [4]. As
the urban form continues to expand, the scope of the “urban
fringe” area continues to expand.

Traffic congestion and environmental pollution in cities:
with the increasing number of cars and population in cities,
the problems arising from traffic in cities are becoming more
and more prominent. In many cities today, the excessive
number of cars often leads to traffic jam, frequent traffic
accidents, and atmospheric pollution [5]. Traffic problems
have brought a serious impact on the socioeconomic de-
velopment of cities.

Continued high urban energy consumption: China’s
urban energy consumption is exploding, and China’s
electric energy mainly comes from coal-based thermal
power, thus causing a surge in CO2 emissions. In the face
of the above-mentioned situations, the expansion of urban
areas cannot solve the fundamental problems, and a good
urban development cycle requires targeted spatial con-
struction solutions and attempts [6]. Along with the urban
renewal and development, the urban living environment
has given rise to various problems that need to be solved.
Focusing on the future development mode of residential
communities, we try to alleviate the urgent symbiotic
relationship between people and the urban environment
by conducting experimental preliminary design for the
construction of architectural space, public space, and
landscape space based on the actual needs of people. To
this end, this paper proposes a planning and design
generation framework for the constructed external spatial
environment of building groups based on a recursive
double-adversarial network model. Firstly, we extract the
features of the constructed external spatial environment of
the building group in depth and generate the expression
feature map, which is used as a supervisory signal to
generate an expression seed image of the constructed
external spatial environment of the building group; then
we use the generated seed image together with the con-
structed external spatial environment of the original target
building group as the input to generate a feature-holding
image as the output of the current frame, and the feature-
holding image is also used as the input for the next. Finally,
the seed image generation network and the feature-
holding image generation network are recursively used to
generate the next frame, and the video sequence of the
expressions of the constructed external spatial environ-
ment of the building group with the same feature-holding
expressions as the original input is recursively obtained
several times [7]. *e experimental results on the building
group database show that the proposed method can
generate clear and natural video frames of the constructed
external spatial environment of the building group, which
can be gradually derived from the design of building units
to the construction of the building group and penetrate
into the planning and design of the external spatial en-
vironment in order to comprehensively improve the living

environment of urban population and provide a design
method and theoretical support for the design of future
urban residential communities [8].

2. Possible Ways of Constructing the
Architectural Space Form of Future
Residential Communities

2.1. Functional Requirements for the Construction of Archi-
tectural Forms. At this stage, the structure of urban
buildings is basically frame type; however, the existing
environment, area restrictions, traffic requirements,
energy-saving, functional changes, style outlook and peo-
ple’s lifestyles, the future building energy system, integrated
cleaning system, green ecological system, media interface
system, air system, lifestyle, and other systems need to have
an overall comprehensive consideration [9].

Dutch architect Rem Koolhaas has made it clear that the
global economic crisis will lead to a decrease in showy
buildings and an increase in buildings that are more “socially
responsible” and better serve the public. In the current
economic downturn, architectural design is placing more
emphasis on space utilization.*erefore, the future structure
and form of buildings will pay more attention to ecology and
environmental protection, focusing on the construction of a
small ecological environment. Innovative new materials are
used to build units, and different forms of construction styles
are tried [10]. *e space formed between different shaped
units will be used for greening, which can greatly save the
land on the one hand and form a good integrated micro-
circulation system on the other hand and finally make the
whole building form a unique ecological group [11].

2.2. *e Generation of Architectural Space: From Unitary to
Group Structure. It is a source of ideas in today’s archi-
tectural space design to form new forms of architectural space
by continuously repeating and combining unitary buildings.
*e process of constructing a group of units is similar to
building a box, and the form of the building constructed in this
way is similar to children’s building blocks. *e space formed
between the different shaped units can be used for landscaping,
and the whole building can thus form an independent eco-
logical cluster [12]. *e design structure of this building unit
canmeet the functional needs of the occupants on the one hand
and increase the green space on the other.

Nowadays, if you need 3 acres of land to build a com-
munity, you may have to set aside 1 acre for green space and
public space, while in the future, this modular building will
form more public space between its units, which will not
only save land resources but also increase the area of
greenery and make it dispersed in the building system [13].

2.3. Generation and Design Evolution of Architectural Units.
In this experimental construction, the initial single building
consists of two overlapping square boxes, with the upper box
picking out a part and its common part running through the
two upper and lower spaces, and then the single building is
continuously stacked and combined to form a group

2 Scientific Programming
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structure and finally form a group of buildings, that is, the
whole building, as shown in Figure 1 [14].

2.4. Generation of Building Plan Layout. *e whole building
plan was linear in the predesign period and evolved into art
for the sake of light and visual needs. *e curved plan layout
makes the building more vivid. Each building has 96° of
curvature; each floor has 12 unit buildings; the whole
building has 96 degrees of curvature; each group of unit
buildings has 8° of curvature; and 96 divided by 12 is exactly
equal to 8, thus forming the final initial plane of the single
building, as shown in Figure 2. *e three circles in the
middle are the public space, and the two buildings are
interconnected through this group of public spaces [15].

2.5. Design Analysis of Building Unit A. Building unit A (see
Figure 3) has single floors 1-8 in a curved block consisting of 12
individual units combined and each with a driveway of 7meters
in width. Two elevator shafts are provided for easy access to the
floors. *e second floor of each house is a living room,
bathroom, kitchen, and so on, and the second floor is mainly a
study and bedroom [16]. *e composition of the double-layer
structure of 1–8 floors in the designed building is the same as
the composition of the single-layer structure of 1–8 floors, but
with the opposite house type; each house also has a driveway
with a width of 7meters and an elevator shaft, but the difference
from the single story is that the double story has an extended
balcony. *e living room, bathroom, and kitchen are on the
second floor of each house, and the study and bedroom are on
the second floor, as shown in Figure 4. Building A’s 9-25 single
floors are the same as 1-8 single floors in terms of layout and
composition, but the biggest difference is that there is no
driveway on 9-25 single floors, but there are still two separate
automatic elevator passages and corridors, as shown in Figure 5.

2.6. Design Analysis of Building Unit B. Building B is also
curved, as opposed to building A, which is more youthful
and dynamic, as shown in Figure 5. *e curved form of the
building is more convenient to dye and so on. *e traffic
problem has brought a serious impact on the socioeconomic
development of the city [17].

2.7. Continued Climb in Urban Energy Consumption.
Energy consumption in China’s cities is currently exploding,
and the fact that China’s electricity is mainly generated by
coal-based thermal power has led to a surge in CO2 emis-
sions. In the face of the above-mentioned situation, the
expansion of urban areas cannot solve the fundamental
problems, and a good urban development cycle requires
targeted spatial construction solutions and attempts [18].

3. Dual Network Model

*e key idea of the method in this paper is to construct a
double-adversarial network structure model for recursively
generating the constructed external spatial environment of
building groups by using a constructed external spatial

environment generator for building groups focusing on
expression features and a constructed external spatial en-
vironment generator for building groups focusing on fea-
tures such as texture features and image light and dark
details and to connect the two networks in series to form a
recursive model [19]. *e structure is recursive, and the
U-net-like jump connection is added to the model, which
can effectively maintain the texture information of the
underlying image in the image generation, and is used to
synthesize fine expressions of the constructed external
spatial environment of the building group. In expression
video generation, the conventional algorithm uses a separate
image for all expression synthesis, which is not conducive to
the continuous maintenance of the generated video frames.
It is to be noted that the changes in the expressions of the
built external spatial environment of the building group in
the video frames are often reversible and small, using the
image generated in the previous frame as the input for the
next frame can generate the same quality of images using a
smaller model and effectively reduce the number of model
parameters [20].

3.1. Dual Network Model. Our proposed dual network
model consists of two deep learning-based generative
adversarial networks, including a network φ1 (FaceGAN) for

Individual 
responsibility

staggeredMonomer

Framework 
generation

Figure 1: Generation and design evolution of building units.

Straight Arc
Monomer

combination
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Figure 2: Generation of building plan layout.
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Figure 4: Building A rendering.
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Figure 5: Building B flow analysis diagram.
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Figure 3: Structure of network φ1 (GAN) generator for initial generation.

4 Scientific Programming



RE
TR
AC
TE
D

seed image generation and a network φ2 (FineGAN) for
generating feature-preserving images, and the two networks
are connected in series to form a dual network model.

3.2.Model Architecture. For the constructed external spatial
environment image S of the target building group and the
expression feature image B, nonreciprocal codecs are used
for the two images since they provide different information,
where the constructed external spatial environment feature
image B of the building group is used as supervisory in-
formation in the generation of seed image O1

1 to generate the
seed image corresponding to the expression feature, while
the original target image S provides texture and other image
detail features in the generation of the seed image and the
feature-holding image. Each component of the model is
composed of a convolutional layer and a pooling layer. In the
φ1 network, unlike the traditional generative network, the
U-net [21] network structures are borrowed, and jump
connections are used between different feature layers for
maintaining the texture information of the underlying target
image in the generated expression image [22].

φ2 network structure is shown in Figure 3; for the ex-
pression feature image B of the constructed external spatial
environment of the building group, multiple convolutions
and pooling layers are used to extract the depth features, and
the expression feature image extractor is used to extract the
expression information of the constructed external spatial
environment of the building group, which is used as the
supervisory information in the image reconstruction; rela-
tively speaking, it contains less information. In order to
reduce the number of network parameters and improve the
system speed, the depth of the feature extractor should be
reduced appropriately [23].

*e image S of the external environment of the target
building group can be constructed by the feature extractor,
since the constructed external spatial environment target
image of the building group provides texture and individual
features in generating the constructed external spatial en-
vironment expression animation of the building group; the
constructed external spatial environment target image fea-
ture extraction and feature decoding of the building group
need to preserve more details of the constructed external
spatial environment of the building group [24]. Extracting
different features in the image S of the external environment
of the building complex can increase the depth of the en-
coder network; using jump connection, the low-level image
texture features are preserved, and the constructed external
spatial environment feature image of the building group
and the constructed external spatial environment of the
target building group are connected separately and simul-
taneously across layers of features, and finally more infor-
mation is fused in the decoder stage to improve the image
fineness [25].

As shown in Figure 6, two inputs are used in φ2, one of
which is the seed image O1 output by φ1, and the other input
is the original constructed external spatial environment
image S of the target building group, so two feature ex-
tractors with the same structure are used in φ2 but without

sharing parameters. In the decoding stage, more jump
connections are added.

In addition, the enhanced discriminator of the VGG
network with stronger classification power is used in the φ2
discriminator, which enables φ2 to distinguish of more
subtle differences between the generated and real images.
Since the stronger discriminator makes the generative
network more difficult to train, some φ1 network parameters
are shared in φ2 when training φ2.

3.3. Recursive Video Frame Generation. *e consistency
between different frames in the generated video is not
considered in the literature related to the expression of the
constructed external spatial environment of the building
group based on deep learning [26], and most of them are
generated only for single graphics, although the static image
generation has achieved a very fine and realistic effect, but
once the related generation of the video is performed, it
exposes the generation of different image frames with the
problem of large differences in brightness and darkness, that
is, some frames are brighter and some frames are darker, and
has the problem of uneven distribution, which leads to
flicker and video fidelity degradation during video playback
[27]. *e recursive generation method proposed in this
paper uses the seed image generation network to obtain the
expression seed image, then uses the feature retention
network to generate the feature retention image, and then
uses the generated feature retention image as the input of a
new frame for a recursive generation. Finally, the color,
brightness, and texture of all the video frames are more
uniform, and the generated video is more realistic and
natural [28].

Two networks are used to generate the constructed
external spatial environment of the building group sepa-
rately: first, the seed image of the constructed external spatial
environment of the building group is generated by φ1, and
then the generated image is further optimized for recursive
generation using φ2 to obtain the output image of the
constructed external spatial environment of the building
group with features maintained.

In the recursive generation, let the input sequence of
driving image frames be B, the corresponding i-th frame
driving image be bi, and the constructed external spatial
environment image of the target building group be S. *e
flow of recursive generation is shown in Figure 4. *e seed
O1

1 image generation of the constructed external spatial
environment expression of the building group is per-
formed by φ1. O1

1 will be used as the input of φ2. At the
same time, the constructed external space environment of
the target building group will also be used as the input of
φ2 to obtain the feature-holding image O2

1 of the con-
structed external space environment of the first frame
building group and output it. *en, input the construction
external space environment boundary sequence B2 of the
building group in the second frame, take the feature
holding Image O2

1 finally output in the first frame and the
construction external space environment feature image B2

of the building group corresponding to the second frame

Scientific Programming 5
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as φ1 input, and generate the second frame seed image O2
1.

*en, the second frame feature-holding image O2
2 is

generated by O2
1. With this loop, the output of all ex-

pression frames is generated recursively, as shown in the
following equations:

ψ1 S, b
i

  � O
i
1, (1)

ψ2 S, O
i
1  � O

i
2, (2)

where Oi
2 is the output of the i-th frame.

3.4. Residential Community Architectural Space Form
Generation. In this experimental construction, the initial
single building consists of two overlapping square boxes,
with the upper box picking out a part and its common part
running through the two upper and lower spaces, and then
the single building is continuously stacked and combined to
form a group structure and finally form a group of buildings,
that is, the whole building, as shown in Figure 4.

Building B also has an arc-shaped unit, as opposed to
building A, which is more energetic like young people. *e
arc-shaped building form is more convenient for lighting,
and the sunlight from the second floor can shine through
the second-floor windows to the first floor, which is good
for lighting and sufficient light. *e elevator shaft on both
sides leads from the first-floor garage to the top floor.*e 9-
25 floors of building B are residential space, but the single-
story units are the opposite of the double-story units
[29–31].

In addition, unlike building A, building B is lit mainly
through the windows on the back of the building; in order to
make up for the lack of light on the first floor, the light can
reach the first floor through the second floor for better
lighting effect, and the curved building form is more con-
venient for lighting [32].

3.5. Performance Evaluation. In this paper, two experiments
are designed to investigate the dichotomous (normal and
anomaly) and five-class performance of ourmodel (K� 100).
To compare with other machine learning methods, com-
parison experiments were also designed to compare the
classification performance of our model model with ma-
chine learning methods such as C4.5 decision trees, random
forests, random trees, support vector machines, and re-
current neural networks [32].

(1) Binary Classification. Table 1 shows the classification
results of the our model model on the test set in the binary
classification experiment. *e experiments show that after
100 iterations, the our model has a high detection accuracy
of 97.44% in the training set and 91.88% in the test set.

*e results compared with previous researchers’ pro-
posed C4.5 decision trees, random forests, random trees,
support vector machines, and recurrent neural networks on
the same benchmark data set are shown in Figure 7. It is
clear that the our model outperforms all the other classi-
fication algorithms in the binary classification experiments
[33].

(2) Five Classifications. In the five classification experiments,
as shown in Figure 8 that our detection model achieves an
accuracy of 97.47% on the training set and 82.40% on the test
set. *e results of our model on the test set are shown in
Table 2. Table 3 shows the detection accuracy and recall rates
for different attack types.

As shown in Figure 9, the detection accuracy of the our
model model is higher than that obtained by classification
algorithms such as C4.5 decision trees, random forests,
random trees, support vector machines, and recurrent
neural networks. Due to the uneven distribution of samples
in the dataset, the detection accuracy of the model with five
classifications decreases compared to the two classifications
[34].
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2
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2
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Figure 6: *e framework of expression generation of the external spatial environment for the construction of architectural groups: (a)
recursive generation flowchart and (b) recursively generate flow chart data flow.
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4. Conclusions

*e design of urban residential communities focuses on
people’s living requirements, emphasizes community par-
ticipation, and puts itself in the shoes of users, especially the
user groups’ usage requirements, living customs, and
emotional psychology. In this paper, we propose a planning
and design generation framework for constructing external
spatial environments of building groups based on a recursive
dual-adversarial network model. *e experimental results
on the building group database show that the proposed
method can generate clear and natural video frames of the
external spatial environment of the building group, which
can be gradually derived from the design of the building

Table 1: Classification results of the our model model in the binary
classification experiment.

Correct category
Prediction results

Anomaly Normal
Anomaly 11,507 1,326
Normal 505 9,206
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Figure 7: Detection accuracies of the binary classificationmodel on
the training and test sets.
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Figure 8: Comparison of the performance of the models for the
second classification.

Table 2: Classification results of our model in the five classification
experiments.

Correct category
Prediction results

Normal Dos Probe R2L U2R
Normal 9,278 152 267 4 10
Dos 938 6,398 93 8 21
Probe 216 107 2,095 3 0
R2L 1,969 10 0 772 3
U2R 152 0 9 5 34

Table 3: Detection accuracy and recall for different attack types.

Type Accuracy (%) Recall rate (%)
Dos 95.97 85.79
Probe 85.02 86.53
R2L 97.47 38.95
U2R 50.00 17.00
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Figure 9: Accuracy rate of each model in five categories.
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units to the building group and penetrate into the planning
and design of the external spatial environment.
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Current methods of human body movement recognition neglect the depth denoising and edge restoration of movement image,
which leads to great error in athletes’ wrong movement recognition and poor application intelligence. -erefore, an intelligent
recognition method based on image vision for sports athletes’ wrong actions is proposed. -e basic principle, structure, and 3D
application of computer image vision technology are defined. Capturing the human body image and point cloud data, the three-
dimensional dynamic model of sports athletes action is constructed.-e color camera including CCD sensor and CMOS sensor is
selected to collect the wrong movement image of athlete and provide image data for the recognition of wrong movement. Wavelet
transform coefficient and quantization matrix threshold are introduced to denoise the wrong motion images of athletes. Based on
this, the feature of sports athlete’s motion contour image is extracted in spatial frequency domain, and the edge of the image is
further recovered by Canny operator. Experimental results show that the proposed method can accurately identify the wrong
movements of athletes, and there is no redundancy in the recognition results. Image denoising effect is good and less time-
consuming and can provide a reliable basis for related fields.

1. Introduction

With the increasing importance attached to sports events,
athletes need to train according to various standard
movements in the training process. Referees cannot rec-
ognize the wrongmovements because of the fast speed or the
large number of people. With the development of computer
vision technology, it is widely used in the analysis of human
body structure. In order to realize the intelligent recognition
of athlete’s wrong action, computer vision technology is
applied. It can not only improve the athlete’s movement level
but also quickly and accurately judge whether the athlete has
the wrong movement, thus enhancing the competition
fairness. Computer vision technology is one of the key re-
searches in the field of graphics and computer vision because
there are many sports items and there are some differences
in recognizing athletes’ wrong actions. -ere are a variety of
organs and tissues in the human body. Different combi-
nations of these tissues can make the human body complete

specific behavior, integrate the information of human
motion, and provide a strong basis for the analysis of human
behavior. -erefore, the action recognition based on image
human body has very critical research value [1, 2]. At
present, the commonly used methods of action recognition
are usually disturbed by illumination, occlusion, or shaking,
which leads to the difficulty of action feature extraction and
the inability to get useful features accurately, so that the
subsequent segmentation and recognition effect is not ideal.

Liu [3] proposed a method of human posture recogni-
tion based on multifeature fusion. Aiming at the problem
that the existing posture recognition algorithms cannot
reflect the dynamic characteristics of athletes’ posture, this
paper proposes a posture recognition algorithm based on
multifeature fusion. Firstly, the image is captured by optical
image collector, and then the image is transformed to gray
level to improve the image quality. -en, the body contour
and the motion region are obtained based on shadow
elimination and interframe difference. Finally, posture
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region and body contour are extracted based on Radon
transform and discrete wavelet transform. Chen [4] proposed
a moving image contour feature extraction method based on
multithreshold optimization. Aiming at the problems of long
extraction time and low extraction accuracy in traditional
moving image contour feature extraction methods, a moving
image contour feature extraction method based on multi-
threshold optimization is proposed. -rough moving image
contour feature analysis, themembership function is obtained
by using the maximum interclass variance fuzzy constraint
method, and multiple thresholds of target contour in moving
image are calculated by using fuzzy membership. -e geo-
metric center values of the two contour points adjacent to the
center point in the image contour range are calculated by
using multiple constrained thresholds. -e curvature symbol
is obtained by calculating the curvature angle, and the
contour features of the moving image are extracted according
to the curvature symbol. Shen et al. [5] proposed an action
recognition method of sports athletes based on deep learning.
-is method processes the image data of sports athletes
through dense optical flow method and extracts the char-
acteristics of wrong actions of sports athletes by combining
short-term memory neural network and convolution neural
network. -is method cannot obtain key frames in the
process of data processing, resulting in low feature extraction
rate of the method.

Aiming at the above problems, this paper proposes a new
intelligent recognition method of sports athletes’ wrong
actions based on image vision.

2. Intelligent Recognition Method of Sports
Athletes’ Wrong Actions Based on
Image Vision

2.1. Computer Image Vision Technology. With the develop-
ment of computer technology and computer vision technology,
people begin to study 3D vision gradually. Computer vision
technology is mainly derived from photogrammetry and is
mainly used in 2D image recognition and analysis. Today,
computer vision technology is powerful enough to be used in a
variety of fields [6, 7]. -e main principle of computer vision
system is to obtain the target image first, then extract the
feature, and finally analyze, process, and calculate the feature,
in order to make a reasonable decision. Figure 1 is the basic
structure of computer vision system, in which the computer is
the core part, needs to control the normal operation of each
module, and also needs to calculate and output the results.

2.2. Establishment of aree-Dimensional Dynamic Model of
SportsAction. High realistic 3D dynamic model requires not
only the deformation of skeletal joints, but also the move-
ment of the associated skin driven by the joints, so as to
produce reasonable movement. -erefore, based on the
above captured and processed motion images and point
cloud data, a 3D dynamic model of sports motion is built, in
which the former builds the skeletonmodel of the sportsman
and the latter adds the display appearance to the skeleton
model to make the virtual human model more realistic.

2.2.1. Establishment of Surface Models. After the establish-
ment of the skeleton model, in order to make the 3D human
model more three-dimensional and realistic, we need to
build the skin model outside the bone. Based on the point
cloud data, the surface model is built by triangle mesh
method.-e process is as follows: first, select any point as the
initial point, connect it with the nearest two points to form a
triangle, and then extend along the three vertices to make the
mesh grow continuously; finally all points are connected to
form a triangle network. In meshing, the meshing of the
parts that often produce movement should be more detailed,
while the meshing of the parts that do not produce large
movement should be larger.

After building the skeletonmodel and surface model, it is
necessary to determine which segments of the skeleton affect
a point on the skin mesh and then bind the two together to
form a complete 3D humanmodel.-e specific expression is

F(n) � R1 + R2 + R3. (1)

In the formula, R1, R2, and R3 are expressed as the fuzzy
recognition parameters of the three-dimensional dynamic
model of athletes’ movements under the hybrid architecture.

2.2.2. Establishment of Skeletal Models. Skeleton is the most
basic support for the human body to complete all kinds of
movement. Only skeleton movement can make the whole
3D model of human body move correspondingly. -e
skeleton model was established according to the optical
motion images. Since human motion is mainly embodied in
16 main parts, the established skeleton model is a simplified
skeleton model. -is is shown in Figure 2.

When describing these 16 parts, the corresponding joints
connecting the bones are also included, and the rotation
operation of the bones is also the operation of the corre-
sponding joints. -e bone names corresponding to the
numbers are shown in Table 1.

Only when the skeleton of the 3D model is driven to
move can the corresponding movement of the surface model
be generated; that is, the construction of the 3D dynamic
model of sports movement is realized.

2.3. Error Action Image Acquisition and Processing. -is
research selects the color camera which includes the CCD
sensor and the CMOS sensor to collect the sports athlete
wrong movement image. -e camera can capture color
images, depth images, and bone images of the wrong motion
simultaneously [8].

Computer Image acquisition 
card vision sensor

image processing 
system

PCI
Transmission line

Figure 1: Structure of computer vision system.
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-e color image and the depth image are transmitted in
the form of data stream. -e color image resolution is
640∗ 480, the frame number is 30 Fps, the format is Bayer
format, and the color data can be encoded as RGB-32 bits.-e
depth image acquisition process is consistent with color
image.-e effective position information is 13 bits higher and
the user ID information is 3 bits lower. Skeletal images are
captured from depth image data and contain 3D coordinates
of 20 nodes, visually displaying skeletal maps of athletes [9].

In order to facilitate the application of error motion
images, the spatial coordinates of color images, depth images,
and bone images are analyzed. -e color space, depth space,
and skeleton space coordinates are shown in Figure 3.

Set color space pixel coordinates to (x(t), y(t), z(t)),
depth space pixel coordinates to (xs(t), ys(t), zs(t)), and
bone space pixel coordinates to (xd(t), yd(t), zd(t)).

-e skeletal space and depth space coordinate system
conversion formula is

xd(t) � xs(t)
320

zs(t)tan(a/2)
,

yd(t) � ys(t)
240

zs(t)tan(b/2)
,

zd(t) � zs(t).

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(2)

In formula (2), a represents the horizontal angle of view
of the camera with a value of 57° and b represents the vertical
angle of view of the camera with a value of 43°.

-e conversion formula between depth space and color
space coordinate system is

xs(t) �
Δl

z(t)tan a
+ x(t),

ys(t) � y(t),

zs(t) � z(t).

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(3)

In formula (3), Δl represents the displacement of the
camera.

-e color image, depth image, and skeleton image are
transformed into the same coordinate system. In order to
facilitate image processing and ignore z direction infor-
mation, the error motion image is I(x, y), which provides
image data for the following error motion feature extraction.

2.3.1. Wavelet Transform of Noisy Motion Image. An action
image wavelet transform with noise can be described by

f(x, y) � s(x, y) + e(x, y). (4)

In the expression, the image information can be de-
scribed as s(x, y), the image noise signal can be described as
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8

1

14
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5 2

6 3

7 4

Figure 2: Bone model.

Table 1: Correspondence between bone name and serial number.

Number Name
1 Abdomen
2 Right thigh (right hip)
3 Right lower leg (right knee)
4 Right foot (right ankle)
5 Left thigh (left hip)
6 Left lower leg (left knee)
7 Left foot (left ankle)
8 Chest
9 Neck
10 Head
11 Right upper arm (right shoulder)
12 Right forearm (right elbow)
13 Right hand (right wrist)
14 Left upper arm (left shoulder)
15 Left forearm (left elbow)
16 Left hand (left wrist)

Color/depth 
image

0 x

y
Color space and depth 

space coordinate system

Figure 3: Schematic diagram of color space, depth space, and bone
space coordinate system.
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f(x, y), and the variance of Gaussian white noise as ϖ2 is
described as e(x, y), subject to N(0,ϖ2). If there is mul-
tiplicative noise signal in the image, it needs to be processed
by logarithmic conversion, and the multiplicative noise can
be converted to Gaussian white noise in logarithmic
dimension.

Image wavelet transform with noise has the following
characteristics:

(1) Wavelet transform coefficients have certain spatial
orientation characteristics. LH represents edge data
in horizontal direction, HL represents edge data in
vertical direction, and HH represents edge data in
diagonal direction. -ese edge data will provide a
strong basis for the denoising of subsequent images
[10, 11].

(2) -e series of white noise can be transformed by
wavelet base coefficients so that it can be represented
by zero mean white noise.

(3) In the wavelet transform domain of the noisy image,
the signal energy is mostly near the coefficient with
higher absolute value, while the noise is completely
the opposite [12]. -erefore, a threshold value is set,
the coefficient not exceeding the threshold value is
set to 0, and the wavelet coefficients beyond the
threshold value are stored. Depending on the wavelet
coefficients after processing, it can be understood
that this part of the coefficient is a normal signal in
the image, while the residual coefficient has noise to
obtain the specific location of the noise.

2.3.2. Image Denoising under Quantization Matrix
reshold. -e multiresolution of image is decomposed by
decomposition algorithm, and the wavelet coefficient matrix
is constructed, then the threshold of matrix is quantified, and
the new wavelet coefficient matrix is obtained. Finally, under
the threshold of quantization matrix, the image in the matrix
is reconstructed by reconstruction algorithm to obtain the
denoised image [13, 14]. -e specific procedures are as
follows:

(1) According to the decomposition method, at the
quantization matrix threshold, the orthogonal
wavelet basis is generated in the wavelet function,
and the initial image is decomposed into three layers
of wavelet to obtain HH, LH,HL detail component
and LL smooth component of the image signal

(2) Wavelet thresholds are quantified

How to select threshold and quantize threshold is the
key step in denoising. In a certain sense, at the quanti-
zation matrix threshold, this step is related to the quality
of the image signal reconstruction. -erefore, this paper
uses soft threshold algorithm, quantization threshold c

defined as

c �
sign(c),

0.
 (5)

2.4. Spatial and Frequency Domain Feature Extraction of
Sports Athletes’ Action Contour Image. Based on the above
notable image, the number of pixels in the recognized sports
athletes action image is calculated to get the target pixel
number and the number of frames in the period. Suppose a
sportsman has a frame n image in his movement, the for-
mula of the energy generated by the sportsman’s movement
is expressed as follows:

G(x, y) �


i�1
n Bi(x, y)

n
. (6)

In formula (6), G(x, y) represents the gray image and
Bi(x, y) represents the gesture parameters of the motion
image.

After the above basic processing, the high-frequency part
and low-frequency part of the athlete’s movement are dis-
tinguished by the discrete cosine transformation method to
effectively extract the frequency domain characteristics of
the athlete’s movement posture [15]. Five sets of motion
images, in which f(x, y), x, y � 0, 1, 2, . . . , N − 1  is rep-
resented as N × N, are represented by the DCT formula as
follows:

F � f(x, y) ·
(2x + 1)uπ

2N
·
(2y + 1)vπ

2N
. (7)

In formula (7), f(x, y) represents the gray value of the
coordinates of pixels f(x, y) in the sports athletes’ action
image, u and v, respectively, represent the horizontal and
vertical conversion rates of pixels in the image, and N

represents the DC part of the image features.
After the above calculation, the same transformation

coefficient matrix as that of the original athlete can be
obtained; that is, the frequency domain characteristics of the
athlete’s movement can be reasonably reflected. Based on the
above transformation, a human posture model can be
established. Its structure diagram is shown in Figure 4.

-e human contour model is represented as follows:

v � N, R, F(D){ }. (8)

In formula (8),

N �
W

H
,

R �
Ar

W · H
,

D � d1, d2, · · · , dn ,

F(D) � R · D.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(9)

In formula (9), W represents the average width pa-
rameter of the contour of the human body, H and W, re-
spectively, represent the height and width values of the
athlete’s motion image, Ar represents the area of the athlete’s
motion target, and R represents the characteristic value in
the athlete’s motion model [16].
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2.5. Edge Restoration Based on Canny Operator. -e Canny
method uses a suitable Gaussian function to smooth the
image by columns and rows and also to convolve the image
signals [17]. -e Gaussian functions used are

G(x, y) �
e

−
x
2

+ y
2

 /2σ2 

2πσ2
. (10)

In formula (10), σ represents the Gaussian curve, which
controls the smoothing intensity.

Canny operator is constructed on the basis of 2D
convolution ∇G(x, y) · f(x, y), obtains edge direction and
intensity, and identifies edge features through threshold
[18, 19].

-e two-dimensional convolution of ∇G(x, y) is divided
into two one-dimensional convolvers and the result is

zG(x, y)

zx
�

y
2

202
,

zG(x, y)

zy
�

x
2

202
.

(11)

Convolution is then performed with f(x, y) for each
convolver to obtain

Ex �
zG(x, y)

zx
∗f,

Ey �
zG(x, y)

zy
∗f.

(12)

-e following conditions are met:

A(i, j) � E
2
x + E

2
y, a(i, j) � arc tan

Ey(i, j)

Ex(i, j)
, (13)

where the edge strength is described as A(i, j) and the di-
rection perpendicular to the edge is described as a(i, j).

In the process of extracting edge features by Canny
operator [20, 21], the selection of threshold is very impor-
tant. If the threshold is too large, the edge feature recognition
will be intermittent, and the low threshold will lead to false
contour of the image. In this paper, we use double threshold
method to solve the problem of threshold selection. Firstly,
we propose two thresholds r1 and r2, and 2r1 � r2, so that
we can obtain two threshold edge images N1[i, j] and
N2[i, j] because N2[i, j] is obtained by using high threshold.
-erefore, the double threshold algorithm needs to link the
edge into the contour within N2[i, j], and when the contour
is linked with each other, the method can connect the inner
edge of the contour by searching for the coordinates in the 8
fields of N1[i, j], so that the algorithm can continuously
collect the edges within N1[i, j] until N2[i, j] is connected.
-e flow of the algorithm is as follows:

(1) Calculate the derivative Gx, Gy of the image gray
scale according to the reciprocal operator and si-
multaneously calculate the gradient direction and
size of the derivative.

(2) If the gray value of an image pixel in a certain di-
rection is low, it is necessary to set the pixel coor-
dinate to 0, that is, nonedge pixels.

(3) -e threshold is calculated based on the histogram of
the image. If the gray level value exceeds the
threshold, the gray level area is the edge of the image,
and vice versa.-en the continuity between the point
above the threshold and the previous point is found.
If the gray level value is not continuous, then the
neighborhood coordinates of the point are found in
the stack of the low threshold, and these coordinates
are connected, so that the search is iterated until the
overall contour is complete [22].

2.6. Intelligent Recognition of Athletes’ Wrong Actions.
Bayesian classifier is the key to intelligent recognition of
sports athletes’ wrong movements. -erefore, a classifier is
designed according to Bayesian algorithm [23–25].

Bayesian classifier is a kind of classification method
designed according to Bayesian algorithm on the premise of
conditional independence assumption. For the training
sample set, the joint probability distribution function of the
input and output of the training set is calculated firstly, based
on which, the maximum posterior probability output of the
input data is calculated by Bayes algorithm [26, 27].

Suppose the training dataset is
R � (x1, y1), (x2, y2), · · · , (xN, yN) , and the j feature of
the i training sample is x

(j)
i , which is composed of a plurality

of values and recorded as ajl.

Image to be 
analyzed

Human contour image

Fourier descriptor

object detection

Morphological operation

Human body posture ratio

Area ratio

Figure 4: Human posture model structure.
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For input value x, the priori probabilities and condi-
tional probabilities are calculated as follows:

P Y � ck(  � 
N

i�1
I yi � ck( , k � 1, 2, . . . ,

P X
(j)

� ajl | Y � ck  � 
N

i�1
I x

(j)

i � ajl, yi � ck .

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(14)

In formula (14), Y � ck represents the output space
corresponding to the input space; N represents the number
of training datasets; and P(X(j) � ajl | Y � ck) represents the
joint probability distribution function [28, 29].

For a given input x, the corresponding output space is
expressed as

P Y � ck(  

n

j�1
P X

(j)
� x

(j)
| Y � ck . (15)

Determine the category of input x according to formula
(15), and the determined formula is expressed as

y � argmaxP Y � ck(  

n

j�1
P X

(j)
� x

(j)
| Y � ck . (16)

Using Bayes to estimate the conditional probability, the
result is

P X
(j)

� ajl | Y � ck  �


N
i�1 I x

(j)

i � ajl, yi � ck 


N
i�1 I yi � ck(  · Sj

. (17)

In formula (17), Sj represents the total number of
characteristic values [30, 31].

Based on formula (17), a classifier that maximizes a
posteriori probability is obtained, and its expression is

f(x) � argmaxP
Y � ck

X � x
 . (18)

-e above process completes the design of Bayesian
classifier, which provides a solid support for intelligent
recognition of sports athletes’ wrong movements.

After the above basic processing, the feature vectors
and their tags are given to the classifier for action rec-
ognition. In general, not all of the data contained in the
feature data is useful but also contains data that is not
relevant. To avoid this, the feature dimension of the data
needs to be subtracted [32] by classifying it as shown in
Figure 5.

Based on the above process, SVM is used to classify the
input features in advance. When there is an error classifi-
cation, there is a support vector near the hyperplane of the
classification [33, 34]. In classification, the test set is rep-
resented by T, Tsu is the support vector set, and k is the
number of classifiers. -e process is as follows:

Step 1: support vector machine algorithm is used to
calculate the corresponding support vector and to solve
the coefficient and constant b.
Step 2: if T is not an empty set, take x ∈ T, and if T is an
empty set, stop [35].

Step 3: calculate g(x) �  yiαiK(xi, x) − b.
Step 4: if g(x)> ε, then f(x) � sgn(g(x)) is directly
used as the output of the classifier, and if g(x)> ε, it is
subsumed into the classifier for classification [36].

Based on the above process, we classify the support
vectors and complete the recognition of the athlete’s
movement.

3. Simulation Experiment Design and
Result Analysis

3.1. Image Acquisition of Experimental Samples. -e main
equipment used in the experiment is the image acquisition
device, which can make the wrong movement of sports
transient and fast. -e experiment adopts a short time ac-
quisition and storage system to realize the acquisition and
storage of the experimental image, which is composed of the
camera, the acquisition card, the cable, the computer, and
the acquisition software. -e parameters of the camera are
shown in Table 2.

-e experimental sample selects two sports videos as the
experimental objects. -e two videos are football match and
gymnastics match, respectively. In order to verify the reli-
ability and effectiveness of the model, the following ex-
periments are designed. In view of the experimental object
sports video frequency to carry on the athlete wrong
movement recognition, the comparison method selects
reference [3] proposed based on the multicharacteristic
fusion athlete posture recognition method and reference [4]
proposed based on the multithreshold optimization
movement image outline characteristic extraction method.
-e recognition results of different methods are given in the

Start

Contour extraction

Feature extraction

PCA

Is it successful?

Behavior recognition

End

Y

N

Multilevel SVM

Figure 5: Flowchart of hybrid classification model.
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experimental results. -e specific recognition results are
shown in Figures 6–8.

-rough the analysis of the two images, it can be seen that
the algorithm studied in this paper can clearly identify the key
wrong actions of athletes.-ere are some redundant results in
the recognition results of athletes’ human posture recognition
method based on multifeature fusion and moving image
contour feature extraction method based on multithreshold
optimization, and the recognition results are not unique, and
the error is relatively large compared with the actual action.

3.2. Image Denoising Experiment. To verify the performance
of the proposed method, within 250 frames, two frames are
extracted: as shown in Figures 9 and 10, there is uneven noise
distribution in the two frames, the contrast is too high, the
image is denoised by the proposed method, and the result is
shown in Figures 9 and 10.

It can be seen from Figures 9 and 10 that after the image
denoising is completed, the noise elimination effect in the
initial image is good, which provides a strong basis for
subsequent action image recognition.

(a) (b)

Figure 6: Detection results of the algorithm studied in this paper. (a) Test sample 1. (b) Test sample 2.

Table 2: Camera parameters.

Parameter name Numerical value Company
Image type Mono/color —
Pixel depth 8/10 Bit
Pixel size 5.5× 5.5 μm
Data output type Camera link -
Maximum frame rate 340 fps
Maximum resolution 2048×1088 Pixels
Overall dimension 63.5× 63.5× 44.1 mm

(a) (b)

Figure 7: Recognition results of athlete’s human posture recognition method based on multifeature fusion. (a) Test sample 1. (b) Test
sample 2.
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3.3. Accuracy Test of Athletes’ Wrong Movement Recognition.
In addition, in order to further verify the better accuracy of
the proposed algorithm, we compare it with the traditional
algorithm, establish a 3D visual inspection model, and then
test two different methods for many times, so as to get the

results shown in Figure 11. As can be seen from Figure 5, the
accuracy is above 90%, while the progress of the traditional
algorithm is between 70% and 77%. So the algorithm studied
in this paper has better accuracy and can control the error in
a reasonable range.

(a) (b)

Figure 8: Recognition results of moving image contour feature extraction method based on multithreshold optimization. (a) Test sample 1.
(b) Test sample 2.

(a) (b)

Figure 9: Takeoff image with noise and back high jump image. (a) Test sample 1. (b) Test sample 2.

(a) (b)

Figure 10: Two-frame image denoising effect. (a) Test sample 1. (b) Test sample 2.
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3.4. Time-Consuming Comparative Test of Different Methods.
Comparing the three methods for the intelligent recognition
of erroneous actions of 200 successful samples of erroneous
actions takes time, and the comparison results are shown in
Figure 12.

As shown in Figure 12, the intelligent recognition time of
reference [3] method for each wrong action is 0.25 s on
average, the intelligent recognition time of reference [4]
method for each wrong action is 0.39 s on average, and the
intelligent recognition time of each wrong action is 0.08 s on
average.-erefore, the proposed method has high speed and
accuracy of intelligent recognition of athlete’s wrong
movement, which fully shows that the model has good
intelligent recognition performance.

To sum up, the intelligent recognition method of sports
athletes’ wrong actions based on image vision has good effect
and high recognition accuracy. It can complete the recog-
nition of sports athletes’ wrong actions in a shorter time, and
the recognition effect is ideal.

4. Conclusion

(1) -is paper puts forward an intelligent recognition
method of athletes’ wrong action based on image
vision, which improves the application disadvan-
tages of traditional athletes’ wrong action recogni-
tion methods

(2) -e intelligent recognition method of sports athletes’
wrong actions based on image vision has ideal
recognition accuracy

(3) -e image noise is low, which can complete the
recognition of sports athletes’ wrong actions in a
shorter time

Data Availability

-e raw data supporting the conclusions of this article will
be made available by the authors, without undue
reservation.
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*e music performance system works by identifying the emotional elements of music to control the lighting changes. However, if
there is a recognition error, a good stage effect will not be able to create. *erefore, this paper proposes an intelligent music
emotion recognition and classification algorithm in the music performance system.*e first part of the algorithm is to analyze the
emotional features of music, including acoustic features, melody features, and audio features. *en, the three kinds of features are
combined together to form a feature vector set. In the latter part of the algorithm, it divides the feature vector set into training
samples and test samples. *e training samples are trained by using recognition and classification model based on the neural
network. And then, the testing samples are input into the trained model, which is aiming to realize the intelligent recognition and
classification of music emotion. *e result shows that the kappa coefficient k values calculated by the proposed algorithm are
greater than 0.75, which indicates that the recognition and classification results are consistent with the actual results, and the
accuracy of recognition and classification is high. So, the research purpose is achieved.

1. Introduction

Watching entertainment programs has become one of the
main leisure activities in our daily lives. When watching the
program, we can often see that the lights will change with the
performance of the performers, so as to render the per-
formance scene and drive the scene atmosphere, which helps
the performers to complete their performance better. *e
conversion of the performance lighting is mainly completed
under the control of the music performance system. Namely,
the control principle of the music performance system is to
control the lighting by classifying and identifying the
emotions contained in the performers’ music. For example,
if the emotions expressed in the music are cheerful, joyful,
and enthusiastic, the corresponding rhythm of lighting will
change fast, and the light color will be red or other bright
colors. On the contrary, if the emotional factors expressed in
music are depressive and serious, the corresponding rhythm
of lighting will change slowly. And, the light color will be
dark blue or other deep cool colors [1]. Once the emotion

recognition is wrong, it is very likely to ruin a performance.
Based on the above background, music emotion recognition
and classification has become the most critical part of the
music performance system and the focus of researches.

*ere are many researches on emotion recognition and
classification contained in music. For example, in literature
[2], Wang Jinhua, Ying Na, Zhu Chendu, and others
extracted emotion strong correlation feature spectrogram
through the hybrid convolution neural network model and
recognized emotion in music on this basis. In literature [3],
Wang Jie and Zhu Beibei took Chinese lyrics as the main
object, extracted the emotional feature keywords contained
in lyrics, and then calculated the similarity between words
and Chinese emotional dictionary, to achieve music emo-
tional classification. In literature [4], Li Qiang and Liu
Xiaofeng constructed a probabilistic neural network model
(PNN) to classify music emotion, extracted feature pa-
rameters in the process of music playing, and then input the
feature parameters into the PNN model to complete emo-
tion classification.
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Combined with the experience in previous researches,
in order to improve the accuracy of recognition and
classification, this study extracts the emotional features
contained in music from multiple aspects and then con-
structs a multifeature space vector. Finally, the classifica-
tion of music emotion is achieved by using the constructed
recognition and classification model, which helps the
completion of the control of lighting in the music per-
formance system. *e purpose of this study is to help
performers complete stage music performance and im-
prove the performance appeal.

2. Research on Music Emotion Intelligent
Recognition and Classification
Based on Multifeatures

A perfect music performance is not only achieved by the help
of necessary musics but also the complementary scene at-
mosphere. In the music performance, the setting of the scene
atmosphere is mainly realized by lighting, which often changes
with the emotional factors expressed in the music and assists
the music to create a good stage effect [5]. Based on this, in
order to control the lighting in the performance, realizing the
music emotion recognition is very important. *erefore, to
achieve a more suitable music emotion, it is necessary to
construct the music recognition and classification model and
complete the research on intelligent recognition and classifi-
cation of music emotion in the music performance system.

2.1.Analysis of theFeaturesofMusicEmotion. *e realization
of music emotion recognition and classification is based on
music emotion features, so the extraction of music emotion
features is analyzed in the former part of this study. In the
previous classification of music emotions, most studies were
just based on one kind of music feature. Although this kind
of study can also complete the classification task, its accuracy
cannot be guaranteed [6]. In order to solve the above
problem, this paper analyzes all the factor features of music
emotion and then combines them together into a feature
vector, which will do a great help to carry out the purpose.

Considering that the premise of extracting emotional
features in music is to understand the composition of music,
among which the music-related factors can show emotional
features more obviously. It includes acoustic features, melody
features, and audio features [7]. In view of these three aspects,
the following content will analyze it specifically.

Among them, acoustic characteristics, melodic charac-
teristics, and audio characteristics are the general music-
related factors that can show emotional characteristics more
obviously [7]. According to the above analysis, the *ayer
emotion model constructed mainly includes two dimen-
sions: energy and pressure, as shown in Figure 1. *e above
two dimensions representing the abscissa and ordinate,
respectively, correspond to Figure 1 that can reflect the
measurement of standard strength. From left to right, the
abscissa corresponds to emotion from happiness to sadness,

and from bottom to top, the ordinate corresponds to
emotion from calm to vitality.

Based on Figure 1, the following content specifically an-
alyzes acoustic features, melodic features, and audio features.

2.1.1. Acoustic Features. Acoustic factor is the most basic
component of music. Music with different emotions has
different acoustic features. *e basic corresponding rela-
tionship is shown in Table 1 [8].

2.1.2. Melody Features. Melody is the overall beat and tune
of music, which can be described by the following five
characteristic parameters [9].

(1) Balance Parameter Y1. Balance refers to the proportion of
volume in the left and right channels. *e calculation for-
mula is as follows:

Y1 � P(k) −
64
127

, k � 1, 2, . . . , 16. (1)

In the formula, P(k) represents the equilibrium value,
P(k) ∈ (0 ∼ 127).

(2) Volume Parameter Y2. Volume refers to the loudness of
sound that can be heard by human [10]. *e calculation
formula is as follows:

Y2 �
V

127
. (2)

In the formula, Vrepresents the total volume loudness,
and its range is V ∈ (0 ∼ 127).

(3) Pitch Parameter Y3. Pitch refers to the vibration frequency
of the note fundamental frequency. Music with fast rhythm has
fast vibration frequency; on the contrary, it has slow vibration
frequency [11]. *e calculation formula is as follows:

Y3 �
1

127n


n

i�1
Pti. (3)

In the formula,Pti represents the pitch value, nrepresents
the number of note fundamental frequency.

Pressure

En
er

gy

Happy Sadness

Calm

Liven

Contentment Anxious

Exuberance Depression

Figure 1: *ayer emotion model.
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(4) Average Strength Parameter Y4. Strength refers to the
strength of the power generated by music. *e soothing
music has weak strength, while the more shocking music has
strong strength [12]. *e calculation formula is as follows:

Y4 � 

N

i�1

Uel(m,i)

N
, m � 1, 2, . . . , 16. (4)

In the formula, Uel(m,i) represents the sound’s intensity
factor; m represents the sort number of musical notes; and N

indicates the total number of musical notes.

(5) Energy Parameter of Musical Notes. Energy of musical
notes refers to the sum of the product of the pitch and the
length of a note. *e calculation formula is as follows.

Y5 � 
n

i�1
pji × dji , j � 1, 2, . . . , 16. (5)

In the formula, pji represents the pitch and length of i

notes in trackj.

2.1.3. Features of Audio Frequency. Audio frequency is one
of the important factors in music, which affects the rhythm
of music. *e faster the rhythm is, the more obvious the
audio is, and the happier the music emotion will be. On the
contrary, the music emotion is more dull or depressed [13].
Audio features are described from two aspects, the following
part is a detailed analysis.

Time domain characteristics are as follows.

(1) Zero Crossing Rate Zn. Zero crossing rate refers to the
frequency of the audio signal waveform passing through the
zero level. Generally speaking, in a piece of music, the zero
crossing rate of high frequency band will be higher; otherwise,
the zero crossing rate will be lower.*rough this parameter, we
can well distinguish between unvoiced and voiced music.
Generally, unvoiced music is mostly used in cheerful music,
while voiced music is often used in low and deep music [14].
*e zero crossing rate is calculated as follows:

Zn �


N
m�1 sgn snx(m)  − sgn snx(m − 1) 

2N
. (6)

In the formula, snx(m) represents the sign function of
audio signal of x(m) and N represents the effective width of
the window.

(2) Range Mn. Range refers to the width of the waveform
vibration of the audio signal. *e more passionate the music
is, the greater the audio amplitude is. *e more soothing the

music is, the smoother the audio amplitude is. *e audio
amplitude is described as follows:

Mn � 
n

m�n− (N− 1)

|x(m)w(n − m)| � 
n

m�n− (N− 1)

|x(m)|w(n − m).

(7)

In the formula, w(n − m)represents the moving window
function.

(3) Frequency Domain Characteristics. *e frequency domain
characteristics of audio include two parts: spectrum centroidRt

and spectrum flux Ft. *e calculation formula is as follows:

spectrum centroid Rt �


N
n�1 qt[n] × n


N
n�1 qt[n]

,

spectrum flux Ht � 
N

n�1
St[n] − St− 1[n]( 

2
.

(8)

In the formula, qt[n] represents the amplitude of the
short-time spectrum of the t frame at frequency point n and
St[n] and St[n − 1] represents the amplitude value of the
spectrum at frame t at frequency n and n − 1.

Based on the above three types of 14 music emotional
features, the feature vector is constructed to describe the
emotional factors of a part of music or a piece of music. It is
described as follows:

U � U1, U2, U3 ,

U1 � S1, S2, S3,S4, S5 ,

U2 � Y1, Y2, Y3,Y4, Y5 ,

U3 � Zn, Mn, Ct, Ft .

(9)

In the formula, U1 represents acoustic features; U2
represents the characteristics of melody; U3 represents audio
features; S1 represents the speed of speech; S2represents the
pitch; S3 represents strength; S4represents sound quality; and
S5 stands for pronunciation.

2.2. Construction of Music Emotion Recognition and Classi-
fication Model. Based on the emotional features contained
in the above music, this chapter uses the BP neural network
to establish a recognition and classification model to realize
the recognition and classification of music emotion.

BP neural network is an intelligent algorithm that simulates
the neural work of brain, which mainly includes three layers,
and the classification processing is realized through the oper-
ation of each layer [15].*e recognition and classificationmodel
constructed by this algorithm is shown in Figure 2.

Table 1: *e corresponding relationship between acoustic features and music emotion.

Acoustic features Pronunciation Tone quality Speech speed Intensity Mean pitch Pitch range
Happy Normal Breathing sound, chirping sound Fast or slow High Very high Very wide
Hate Normal Mumble, chest voice Extremely fast Low Extremely low Slightly wider
Anger Tight Breathing sound Slightly faster High Extremely high Very wide
Sadness Vague Resonance sound Slightly slower Low Slightly lower Slightly narrow
Fear Clear Shrill voice Very fast Normal Extremely high Very wide
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In Figure 2, the model needs to be trained before
practical application. *e specific process is as follows:
through feedforward operation of each layer, it can obtain
the output result and subtract the output result from the
expected result. When the difference between the two is
less than the set threshold, the difference is propagated
backward after training, and the process is repeated from
output to input until the weight and threshold reach the
optimal [16]. *e purpose of the BP neural network
training is to adjust and optimize the weights and
thresholds of every two levels in the model. *erefore, the
formula is given as follows:

(1) Connection weight wij and threshold θj between the
first input layer and the second hidden layer, ad-
justment formula is as follows:

wij(N + 1) � wij(N) + β · g
k
j · ci

θj(N + 1) � θj(N) + β · g
k
j

i � 1, 2, . . . , n,

j � 1, 2, . . . , m,

0< β< 1.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(10)

In the formula, gk
j represents error value of the

second layer; ci represents input feature vector; N

represents iterations; and k represents the number of
training samples.

(2) Connection weight vjt and threshold ct between the
second hidden layer and the third output layer,
adjustment formula is as follows:

vjt(N + 1) � vjt(N) + α · t
k
t · yj

ct(N + 1) � ct(N) + α · t
k
t

j � 1, 2, . . . , p,

t � 1, 2, . . . , q,

0< α< 1.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(11)

In the formula, tk
t represents error value and yj repre-

sents the output value of the second layer node.
After training of the model based on the BP neural

network, the music emotion classification can be realized by
inputting test music samples.

3. Example Analysis

In order to test the application effect of the multifeature
recognition and classification algorithm in music emotion
recognition of the music performance system, the following
research takesMATLAB software as the algorithm operation
platform, selects specific calculation examples, and carries
out simulation test and analysis.

Based on the five emotions of happiness, disgust, anger,
sadness, and fear in Table 1, this study constructs a simu-
lation model of music emotion recognition process in the
music performance system, as shown in Figure 3.

Music sample

Test sample

training
sample

feature

feature

Initial weights and thresholds

Output of each layer

Error between actual output
and expected output

Back
propagation

Adjust

NY
less than threshold or not

Output
threshold

and weight

feature result

Figure 2: Schematic diagram of construction and working principle of recognition and classification model.
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As can be seen from Figure 3, the example analysis steps
based on the simulation model are as follows: firstly, input
different music training samples in MATLAB software,
secondly classify music emotion through the BP neural
network emotion classifier and then determine the music
performance lighting pertinently, so as to achieve the
purpose of analyzing music emotion.

3.1. Sample Selection. *e samples selected in the test come
from three emotional corpora, namely, EMO-DB, Belfast,
and e NTERFACE. According to the different emotions of
the selected samples, the samples can be divided into five
categories, and the specific distribution of the samples is
shown in Table 2.

3.2. Neural Network ClassificationModel Training. Input the
training samples in Table 2 above into the neural network
classification and recognition model for model training. *e
parameters of model training are set as follows: the number
of nodes in the three-layer structure is 3-32-5; the maximum
training times are set to 500 times; the target of convergence
accuracy is less than 0.0002; tansig function is the transfer
function of the hidden layer, and purelin function is the
transfer function of output layer. *e training page based on
Simulink is shown in Figure 4.

It can be seen from Figure 4 that the convergence ac-
curacy of the classification model based on the neural
network finally stabilizes at 0.000125, meeting the conver-
gence accuracy target (the set convergence accuracy is less
than 0.0002), indicating that the performance of the con-
structed model meets the needs of subsequent classification
and can be used in the actual music emotional intelligence
classification test.

3.3.RecognitionResults ofMelodyFeature. Melody is the soul
of music, and interval difference is the most basic element of
melody movement. Interval difference refers to the for-
mation of different melody combinations according to the
differences between the high and low tones, so that people
can perceive different musical images, thoughts, and

emotions. Figure 5 shows five examples of interval difference
statistics for music with five different emotions: happiness,
sadness, tenderness, anger, and fear.

Figure 5 shows statistical results of interval difference.
*e smaller the interval difference, the higher the percentage
of data, the more interesting and relaxed the main emotion
of the music. *e smaller the interval difference, the more
intense and depressed the main emotion of the music. *e
frequent occurrence of large interval difference cannot in-
crease the fluency of music, but will cause a sudden feeling.
*erefore, in the main melody of music, there are also some
differences in the ratio range of the same interval difference
for music with different emotions.

3.4. Extraction Result of Audio Features. With the acceler-
ation of music rhythm in the music performance system, the
more obvious the audio is, and themore cheerful the musical
emotion is expressed. On the contrary, the musical emotion
is dull or depressed, and the extraction results of audio
features are shown in Figure 6.

According to the analysis results in Figure 6, the extraction
area of a music audio feature is regular under a single emotion
change, but the extraction area of audio feature is irregular
under different emotion changes, which is consistent with the
music emotion reflected by the actual rhythm.

3.5. RecognitionResult of Spectral Flux. Spectral flux refers to
the difference mean value of the spectrum of all two adjacent
audio frames, which reflects the dynamic characteristics of
the music signal. *e music signal includes three parts:
unvoiced, voiced, and mute, which determines that the
spectrum flux of music has a large range of variation. *e
change of performers’ performance will also cause the
change of spectrum flux. *erefore, the following takes
music tracks containing multiple emotions as an example
and carries out the spectrum flux identification test. *e test
results are shown in Figure 7.

According to the analysis result in Figure 7, with the dif-
ferent changes of music emotions in the music performance
system, the output spectral density shows an irregular change
trend. *e main reason is that, there are many emotional

Type I sample

Type II sample

……

Type N sample BP neural network emotion 
classification

�e first kind of emotion

�e second kind of emotion

……

�e fi�h kind of emotion

Musical performance

Emotional feature extraction

Music training sample

Figure 3: Simulation model.
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expressions in amusic, and themusic content (such as lyrics and
background ect.) will affect the expression of emotion, which
further leads to the irregular change of output spectral density.

3.6. AlgorithmEvaluation Index. *e kappa coefficient is the
index to evaluate the performance of the algorithms. *is
coefficient is usually used to evaluate the consistency be-
tween the application results and the actual results of the
algorithm, and its calculation formula is as follows:

k �
po − pe

1 − pe

. (12)

In the formula, po represents observation consistency
rate; pe represents expected consistency rate; k ∈ [− 1, 1], the
larger the value of K, the better the consistency is, and the
closer the algorithm application result is to the actual result.
Generally speaking, when k≥0.75, the recognition and
classification is more accurate. If <0.4, it indicates that there
is a lack of consistency, and the accuracy of recognition and
classification is poor.

*e test samples of Table 2 are tested by inputting
them into the training results in Chapter 2.2, and the
classification results of output recognition are shown in
Figure 8.
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Figure 4: Training page of neural network recognition and classification model.

Table 2: Distribution of test samples.

Emotional style Name of music segment Feature dimension Sample attribute

Joy

Segment of ;e Red Head Rope 455 Test sample
Segment of It Rains on Our Love 355 Test sample

Segment of Carmen 784 Test sample
Segment of ;e Trout 232 Test sample

Grief

Segment of ;eme From Schindler’s List 534 Test sample
Segment of Butterfly Lovers 454 Test sample
Segment of “Pathetique” 234 Test sample
Segment of Farewell 545 Test sample

Gentleness

Segment of Lullaby 215 Test sample
Segment of Blue Danube waltz 313 Test sample

Segment of Little Star 534 Test sample
Segment of For Elise 341 Test sample

Indignation

Segment of Polonaise 132 Test sample
Segment 1 of Destinies 431 Test sample

Segment of ;e Internationale 453 Test sample
Empty Crazy 315 Test sample

Fear

Segment of Gloomy Sunday 341 Test sample
Segment of One Missed Call 345 Test sample

Segment of ;irteen Pairs of Eyes 422 Test sample
Segment of Step by Step 244 Test sample
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Based on Figure 8, the test results are counted according
to formula (12) to calculate the kappa coefficient. *e results
are as follows:

kjoy � 0.855,

kgrief � 0.870,

kgentleness � 0.912,

kindignation � 0.825,

kfear � 0.811.

(13)

In the formula, k1, k2, k3, k4, and k5 represent the kappa
coefficients of happiness, sadness, tenderness, anger, and
fear, respectively. *e kappa coefficient K values calculated
by this method are all greater than 0.75, which indicates that
the recognition and classification results are in agreement
with the actual results, that is, the application results of
algorithm are close to the actual results, and the recognition
and classification accuracy is high. *en, the research
purpose is achieved.

4. Conclusion

In order to achieve the effect of stage performance, generally
in the process of performance, the light will change with the
artistic conception created by the performance under the
control of the music performance system. *erefore, it can
be seen that music emotion recognition is crucial to the
lighting control. Based on this, this paper proposes an in-
telligent music emotion recognition and classification al-
gorithm in the music performance system. *e following
conclusions are drawn from the study:

(1) *e proposed algorithm mainly extracts emotional
features from music, and then inputs them into the
constructed recognition and classification model so
as to clarify the emotion to be expressed in music and
control the lighting.

(2) *is study verifies the algorithm’s performance by an
example that proves the proposed algorithm can
accurately recognize the music interval difference.
*e extraction area of audio feature is regular, and
the output spectral density shows an irregular change
trend, which is consistent with the actual trend of
music expression. *e kappa coefficient values are
greater than 0.75, indicating that the recognition and
classification results are in good agreement with the
actual results, and the research goal is achieved.

(3) However, this study did not apply the algorithm to
the actual music performance system and lacks some
practical application, which needs to be further
verified and analyzed in the future.
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Human-computer interaction technology simplifies the complicated procedures, which aims at solving the problems of inad-
equate description and low recognition rate of dance action, studying the action recognition method of dance video image based
on human-computer interaction. /is method constructs the recognition process based on human-computer interaction
technology, constructs the human skeleton model according to the spatial position of skeleton, motion characteristics of skeleton,
and change angles of skeleton, describes the dance posture features by generating skeleton node graph, and extracts the key frames
of dance video image by using the clustering algorithm to recognize the dance action. /e experimental results show that the
recognition rate of this method under different entropy values is not less than 88%. Under the test conditions of complex, dark,
bright, and multiuser interference, this method can make the model to describe the dance posture accurately. Furthermore, the
average recognition rates are 93.43%, 91.27%, 97.15%, and 89.99%, respectively. It is suitable for action recognition of most dance
video images.

1. Introduction

Action recognition is one of the focus in current research
studies. Many scholars have optimized and innovated the
action recognition technology according to the character-
istics of action changes and human body structure [1, 2].
Among them, the documents [3] optimized the action
recognition method by using the improved deep convolu-
tion neural network and built a new recognition network by
combining the Google Net network model with the idea of
batch normalization transformation. /e 4 documents [4]
introduced the MEMS sensor network to collect the ac-
celeration and angular velocity of gymnastics and recognized
gymnastic movements by the classification model based on
standard deviation, mean square error, and other classifi-
cation feature of parameter setting, which has a high rec-
ognition rate.

However, when the background of the video image is
complex, the light is weak, or there is multiuser interference,

the recognition rate of the previous research methods will be
greatly reduced. In the broadest sense, human-computer
interaction includes the interaction between human and
machine, human and computer, and human and robot. In
the past few years, human-computer interaction technology
has been widely used in various industries and has good
development in education, medical treatment,
manufacturing, and other aspects, which can improve the
display effect of action recognition effect. So, it is necessary
to develop a new action recognition method of dance video
image based on human-computer interaction technology.

2. Action Recognition Method of Dance Video
Image Based on Human-
Computer Interaction

2.1. Construction ofHuman SkeletonModel Based onHuman-
Computer Interaction. Our human skeleton consists of more
than 200 skeleton nodes, and each node has its own degree of
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freedom. In order to recognize dance action, the human
skeleton model has a certain complexity. /is study adds
Kinect device to the action recognition method and replaces
all skeleton information with joint points and then generates
the joint point image which is consistent with the contour of
the human body by human-computer interaction technol-
ogy, which all aims to feedback the correlation between
skeletons and joint nodes.

Generated by Kinect device, the nodes of hands, wrists,
feet, and ankles are closer. In order to simplify the calcu-
lation, the nodes such as wrist and ankle are removed to
optimize the human skeleton model. In view of the spatial
position of skeletons, this paper studies the changes of
skeleton position caused by dance movements at a certain
time [5, 6]. Taking the two actions of raising hands and
kicking as examples, the lower body is still when raising
hands, while the upper body is relatively still when kicking.
Based on this, this study regards the neck as a central node,
takes the neck node as the center, constructs the spatial
position structure of the model, establishes the space co-
ordinate system by taking other skeleton nodes as the center,
and then uses the coordinates of other points to do sub-
traction. It can get the following results:

Hab � ri − rj|, i, j � 1, 2, . . . , N, i≠ j . (1)

In the formula, Hab represents an eigenvector whose
coordinate is (a, b); ri and rj represent the horizontal co-
ordinate of two adjacent skeleton nodes i and j on the same
frame, respectively; and N represents the total number of
nodes. Because there are differences in dancers’ figure, the
position from head to spine center is different. In order to
minimize the influence, this design method calculates the
absolute length from head to spinal center of identified
dancer according to the calculation result of formula (1) and
reduces the effects of figure difference. /e formula is as
follows:

Hab
′ �

Hab

L
. (2)

In the formula, a represents the actual eigenvector under
adaptive change and L represents the absolute length from
head to spinal center. It is known that dancing is a dynamic
movement process, so the constructed model needs to have
the ability of dynamic change, which can generate matching
recognition results according to the change of each frame in
the video sequence [7–10]. /erefore, this method can
calculate every skeleton node by subtraction based on the
principle of difference operation between frames.

Hbb
′ � r

α
i − r

β
j |, i, j � 1, 2, . . . , N . (3)

In the formula, α and β represent the frame sequence of
two continuous changing actions, respectively. /e gener-
ation of dance action depends on the skeleton angle, so the
model also needs to have the basic characteristics of angle
changes of skeleton. If the azimuth angle and elevation angle
of the skeleton are set as θ and c, it also can obtain the
skeleton recognition angle of the model through the fol-
lowing equations:

θ � arctan
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(4)

Substituting the calculation results of formulae (2)–(4)
into the human skeleton model, the recognition of human
skeleton motion features in the dance video images under
the human-computer interaction technology [11, 12] can be
realized.

/e model minimizes the influence of dancers’ body
difference through formula (2) and obtains more accurate
action recognition results. With the support of formula (3),
the model has the ability of dynamic change and generates
matching recognition results according to the change of each
frame of video sequence. /e model has the basic charac-
teristics of bone angle change under formula (4), so it can
recognize the characteristics of human bone movement in
dance video images based on human-computer interaction
technology [11, 12].

2.2. Description of Dance Posture Characteristics. Dance
movement can be seen as a combination of multiple postures
on the timeline, and its complexity and duration determine
the length of the posture sequence. /e skeleton feature
recognition nodes of different dance postures can be ob-
tained based on the above model. Under the control of
human-computer interaction technology, the human skel-
eton model generates the posture according to the distance
characteristics between the specific joint point and the
central joint, among which 10 nodes were the most stable
feature joint points.

According to the characteristic joint node
gt

i � (xt
i , yt

i , zt
i) and the “SpineBase” node gt

0 � (xt
0, yt

0, zt
0),

it can calculate the relative distance between them and
describe the dance posture at t time according to the result,
in which i � 1, 2, . . . , 10. /e formula is as follows:
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. (5)

In the formula, Gt
i represents the spatial coordinates of

the i-th characteristic joint point at the time t and Gt
0

represents the initial node coordinate. In order to eliminate
the movement differences caused by height, body shape, and
other aspects, this model deals with the skeleton distance
characteristics of different people by the equal proportion
method and distinguishes the directional characteristics of
dance movements of left and right, up and down, and so on
[13, 14]. It is known that the ratio of length of joint skeleton
to height is constant. If the distance feature is multiplied by
the height scale factor λ, then λ � 1/Δy can be obtained, in
which Δy represents the absolute value of the y coordinate
difference between “Head” joint and “FootLeft” joint
[15–18]. Assuming that frame number of dance video image
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is M, then the distance characteristic matrix of n∗M di-
mension is as follows:

f �

G1

G1

⋮

Gt

⋮

GM

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

� λ

G
1
0G

1
1

�����→


G
1
0G

1
2

�����→


· · · G

1
0G

1
n

�����→



G
2
0G

2
1

�����→


G
2
0G

2
2

�����→


· · · G

2
0G

2
n

�����→



· · · · · · · · · · · ·

G
t
0G

t
1

�����→


G

t
0G

t
2

�����→


· · · G

t
0G

t
n

�����→



· · · · · · · · · · · ·

G
M
0 G

M
1

�������→


G

M
0 G

M
2

�������→


· · · G

M
0 G

M
n

�������→



⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(6)

According to the above process, this model realizes the
recognition of dance video movements and describes the
characteristics of dance posture. /e description of recog-
nition node of dancers’ skeleton feature on the timeline is
shown in Figure 1.

According to Figure 1, it can predict human activity
intention and performance with high accuracy by deter-
mining the posture and motion of the specific dancer’s
skeleton feature recognition node on a given timeline. Al-
though different people have different sizes and shapes of
skeleton, their motion performance is similar when they
perform similar movements. /erefore, for a given move-
ment, the speed and acceleration of joint points are more
stable than the position information of dancers’ skeleton
feature recognition node.

2.3. Image Action Recognition by Extracting Key Frame.
/e sample video sequence of dance movements is estab-
lished based on the description results of dance posture
features, which is represented by p(1), p(2), . . . , p(M) . And
there is p(i) ∈W(M). Here, p(i) represents the 3D coordinate
position vector of the joint point in the ith frame of the
sequence; W(M) represents the set of vectors; and
c(1), c(2), . . . , c(k)  represents the extracted sample centers
whose number is k. k cluster centroids are selected randomly
and represented by o1, o2, . . . , oK , respectively,

o1, o2, . . . , oK  ∈W(M) [19, 20]. It can calculate that the
minimum distance between the sample and k cluster cen-
troid in the random sample p(i), and the formula is as
follows:

D � argmin
M

i�1


K

j�1
p

(i)
− oj

�����

�����
2
. (7)

In the formula, D represents the minimum distance
between the sample and the centroid. It can classify the
samples into a class set that should belong to a certain feature
according to the above calculation results, and then the
centroid is recalculated for each class.

oj �


M
i�1 lijp

(i)


M
i�1 lij

. (8)

In the formula, lij represents the feedback constant when
the vector p(i) is classified; lij � 1 exists when the class is j;
otherwise, lij � 0 [21, 22]. k sample centers are returned
according to the calculation results, and the above steps are
repeated until the convergence is completed.

/e frame clustering is completed according to the above
process, and the Euclidean distance is calculated between the
sample and the mth frame. /e formula is as follows:

I � dis xi1, yi2, zi3( , xm1, ym2, zm3( 


, . . . , dis xij, yij, zij , xmj, ymj, zmj 


 . (9)

After calculating the Euclidean distance for all the frames
of the dance video image, the minimum value of
dis|(xij, yij, zij), (xmj, ymj, zmj)| is recorded as 1, otherwise as
0./e extraction of key frames is completed so far. According

to the deep fusion feature of the result, namely, the fusion of
the location feature and the angle feature of the joint points,
the movement recognition of the dance video image is re-
alized based on the human-computer interaction [23–25].
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Figure 1: Identify nodes of dancer skeleton feature.
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3. Case Testing

3.1. Setup Human-Computer Interaction Test Environment.
/e design of the interactive interface can be realized
through Windows Presentation Foundation. In order to
ensure the stability of the test, this example selects a four-
wheel robot for man-machine interaction, and the upper
limb of the robot can simulate human arm movement. /is
example sets 10 kinds of dance movements according to the
human-computer interaction technology./e action picture
is shown in Figure 2.

/e robot can recognize actions and make corre-
sponding postures according to the ten groups of dance
action images in Figure 2. /e recognition device of the
robot is shown in Figure 3.

/e robot can recognize the movements of these dance
video images and make corresponding gestures. /e rec-
ognition device is shown in Figure 3.

In Figure 3, the speed control is a very important link in
the robot driving process. /e four-wheel self identification
robot can adjust driving force according to the position
signal collected by the recognition device. If the driving force
is greater than the resistance, the robot will continue to
accelerate at a certain acceleration. And it is easy to rush out
as turn the corner when the speed is too high. In the same
way, if the driving force is less than the resistance, the robot
will continue to slow down. /e robot tested in this example
must keep the corresponding speed according to the actual
situation, which is to ensure the unique variable in the
process of human-computer interaction and simulation.

/e human-computer interaction interface is shown in
Figure 4.

In the human-computer interaction display interface, the
first step is to record the dance video. During this process, the
recorder should stand within the effective recognition range of
the Kinect sensor. At this time, the skeleton image and dance
video image can be shown in the interface. And the name of the
recorded action in ComboBox control is selected. /e second
step is to click “Motion capture,” and the human-computer
interface display comes into 3S countdown. /e recorder can
start to show the dance movements after timing. /e interface
uploads the action feature data to the buffer in real time and
starts to enter the action recognition program, while recorder
can check action recognition effect. If the dancemovements are
not standard or the collected data are not comprehensive, it
needs to record again. /e last step is to record 10 kinds of
dance movements one by one according to the above process,
then click “Save to Template. txt” to store the data, establish the
action template library, update the system interface, open
“Load Ation Template,” and finally enter the action recognition
test stage after generating all the data.

In order to setup human-computer interaction test
environment, it is necessary to turn on the switch of the
robot, connect the Bluetooth of the robot’s main controller
with the Bluetooth adapter of the computer, and select the
communication serial port and baud rate. /en, it is also
important to click the “Open/Close COM” button to es-
tablish effective communication between the robot and the
computer. /e recorder can control the robot through its

own actions. According to the recognition results of the
video image of the recorder’s dance movements, this test
evaluates the action recognition method based on human-
computer interaction and analyzes the overall performance
and robustness of the method.

3.2. Overall Performance Evaluation. It is known that dif-
ferent joint points have different abilities to describe actions. So,
its contribution can be described by information entropy,
among which the joint points are lower than the threshold
value that needs to be eliminated. /is study determines the
threshold value according to the recognition rate and gets
information entropy threshold. /e formula is as follows:

s �
n1

n1 + n2
. (10)

In the formula, s represents the average recognition rate
of 10 dance movements and n1 and n2 represent the times of
recognition successes and recognition failures, respectively.
Assuming that the threshold is K, the interval is set to 0.05
according to the equal interval value method when
K ∈ [0.05, 0.95]. /e recognition rate under different en-
tropy values is shown in Figure 5.

According to the test results in Figure 5, the recognition
rate is the highest when K � 0.25 and s � 0.9762. When the
value of K continues to increase, the value of s decreases.
Because the entropy value of some joint points with large
contribution will be less than the threshold value when the
value of K is too large, it always filters out these joint points.
So, it will influence the action display effect of the robot in
the process of action recognition. According to the test
results shown in Figure 5, with the increase in K value, the
overall result is above 0.88 although the value of average
recognition rate s decreased somewhat, which indicates that
this method is practical and can be applied to the action test.

3.3. Robustness Testing. In order to achieve a good test effect
of action recognition in different dance video images, the test
verifies whether the recognition method can successfully
recognize the dance movement under the condition of
different background environment, different ambient light,
and the presence of multiuser interference.

Figure 5 shows the action recognition effect based on the
above test conditions.

According to Figure 6, it can be seen that under different
background environments, the recognition methods based
on human-computer interaction can use the constructed
human skeleton model to describe the characteristics of
dance posture accurately.

/is test sets 10 groups of actions and calculates the
average recognition effect of 10 groups of actions in four test
environments. Taking the example of lifting the left arm,
swinging the right hand backward, and lifting the left leg, the
simulation diagram is shown in Figure 7.

For the simulation recognition results obtained under
the human-computer interaction technology and the
quantization processing, it is processed quantitatively. /e
quantization results are shown in Table 1.
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Figure 2: 10 groups of dance actions in the experiment.

Figure 3: Recognition device of four-wheel robot.
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Figure 4: Display interface of human-computer interaction.
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Figure 6: Continued.
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Figure 6: Recognition effect: (a) complex environment; (b) dark environment; (c) bright environment; (d) multiuser interference
environment.
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Figure 7: Simulation recognition results based on human-computer interaction technology: (a) the right hand swings backward; (b) the left
arm up; (c) the left leg up.
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According to Table 1, it can be seen that the average
values of four groups of test results are 93.43%, 91.27%,
97.15%, and 89.99%, respectively. Based on the above test
results, it shows that the action recognition method of dance
video image based on human-computer interaction can
obtain more accurate recognition results under different test
backgrounds.

4. Conclusion

/is research takes human-computer interaction technology
as the innovation point, studies a new action recognition
method, and completes the recognition of specific dance
video image action through human-computer interaction.
/e experimental results show that

(1) /e joint points of the human are mainly distributed
in the limbs. /e human skeleton model can be built
combined with the joint points of the upper limbs,
lower limbs, head, neck, and shoulders. Its principle
is to accurately record the movement of each joint
point and recognize the movements of the dancer in
the process of various movements so as to output the
correct human motion skeleton. With the human
motion skeleton model, the recognition accuracy
and efficiency of the computer vision system can be
significantly improved. /e human skeleton model
based on human-computer interaction technology
can accurately describe the characteristics of dance
posture and make the recognition rate of the method
in the range of 0.8865–0.9762 under different en-
tropy values.

(2) Using the clustering algorithm to extract key frames
of dance video image can reduce the influence of
interference environment on recognition effect. In
the experimental results, the average recognition
rates in complex environment, dark environment,
bright environment, and multiuser interference
environment are 93.43%, 91.27%, 97.15%, and
89.99%, respectively. /e above data prove that the
proposed method is robust and suitable for motion
recognition of most dance video images.

/is research takes human-computer interaction tech-
nology as the innovation point, studies a new action

recognition method, and recognizes the action in dance
video image by human-computer interaction. However, as a
result of the test time is insufficient and experimental test
preparation is hasty, there are some certain limitations in
terms of test location and setting different test environment.
In the future research, we can set more experimental test
conditions, but not limited to the different gender, body
shape of the recording object, and dance actions of different
difficulties, so as to provide more detailed and accurate
research results for the development of new recognition
technology.
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Infrared sensing technology can be well used for night observation, which is becoming an important measure for battlefield
reconnaissance. It is a powerful way to implement precision strikes and situational awareness by improving the ability of target
recognition based on infrared images. For the problem of infrared image recognition, the Light Gradient Boosting Machine
(LightGBM) is employed to select the outline descriptors extracted based on the elliptic Fourier series (EFS), which is combined
with sparse representation-based classification (SRC) to achieve target recognition. First, based on the target outlines in the
infrared image, the multi-order outline descriptors are extracted to characterize the essential characteristics of the target to be
recognized. ,en, the LightGBM feature selection algorithm is used to screen the multi-order outline descriptors to reduce
redundancy and improve the pertinence of features. Finally, the selected outline descriptors are classified based on SRC. ,e
method effectively improves the effectiveness of the final features through the feature selection of LightGBM and reduces the
computational complexity of classification at the same time, which is beneficial to improve the overall recognition performance.
,e mid-wave infrared (MWIR) dataset of various targets is employed to carry out verification experiments for the proposed
method under three different conditions of original samples, noisy samples, and partially occluded samples. By comparing the
proposed method with several types of existing infrared target recognition methods, the results show that the proposed method
can achieve better performance.

1. Introduction

,e development and maturity of infrared imaging tech-
nologies provides an important tool for night observation
[1–4]. In the civil field, traffic monitoring can be performed
based on infrared images or videos, which effectively avoids
accidents. In the military field, infrared imaging can be used
for battlefield monitoring and precision strikes. ,e target
recognition method based on infrared image aims to con-
firm the target category in the measured samples, so as to
obtain valuable information for technical support. As a
supervised classification problem, infrared image target
recognition usually adopts a two-stage process of feature
extraction and classification. Feature extraction acquires
features such as intensity distribution, local texture, key
points, and regional distributions of the target through the

analysis of infrared images. In [5], the boundary features
were extracted for target recognition. In [6], the image
moments were employed to analyze the regional charac-
teristics for discriminating different categories of targets.
Local textual descriptors, i.e., histogram of oriented gradient
(HOG) features, were applied to infrared image target
recognition in [7]. ,e multi-scale HOG features were de-
veloped in [8] to describe the intensity distribution prop-
erties of infrared images for target recognition. ,e
classification process employs mature classifiers to train the
extracted features and obtain the corresponding categories
of the unknown samples. Typical classifiers used in infrared
image target recognition include support vector machine
(SVM) [8], sparse representation-based classification (SRC)
[9], neural networks [10], etc. Since the emergence of deep
learning theory and algorithms, the classification models
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represented by convolutional neural network (CNN) have
been widely used in image processing and have become a
powerful tool for infrared target recognition [10–13].

,e results of feature extraction are used as the input of
subsequent decision making. In this sense, the effectiveness
of the extracted features directly determines the validity of
the final decision. According to the existing literatures, most
of the features used in infrared target recognition were di-
rectly applied based on mature algorithms in the field of
pattern recognition, lacking targeted analysis and screening.
In fact, some of the extracted features may have little con-
tribution to the final decision or even cause negative influ-
ences on the classification process. For example, the
redundant features would definitely increase the computa-
tional load and possibly cause some wrong decisions. In
[14, 15], the genetic algorithm and particle swarm optimi-
zation algorithm were used to select the extracted Zernike
moment features for synthetic aperture radar (SAR) target
recognition. A basic comparison between the results of using
all the features and the selected features verified the necessity
and validity of feature selection. Inspired by this work, this
paper employs the Light Gradient Boosting Machine
(LightGBM) [16–20] for the selection of outline descriptors
extracted by elliptic Fourier series (EFS) [21–23] and applies
it in infrared image target recognition. As a new boosting
algorithm, LightGBM is operated on the gradient boosting
decision tree (GBDT) developed in the early stage and
optimizes learning through additive models and forward
step-by-step algorithms. According to relevant research
studies, LightGBM can effectively improve the learning speed
and model accuracy. Based on LightGBM, the extracted
multi-order outline descriptors can be analyzed and
screened. Only the effective components are maintained, and
redundant ones are eliminated, so as to ensure the effec-
tiveness of the final features. In the classification stage, SRC is
used as the basic classifier to characterize and recognize the
final selected outline descriptors. As a classifier based on the
compressive sensing theory, SRC could adapt to different
kinds of features and achieve robust performance [24–31]. In
the experiments, the public mid-wave infrared (MWIR)
target image dataset is employed to test and verify the
proposed method, and the results reflect its effectiveness and
robustness.

2. Outline Descriptors

,e ellipse Fourier descriptor uses ellipse superposition to
approach the boundary of a specific object. It can approach
the boundary infinitely in the form of multiple harmonics
and has the advantages of scale transformation, rotation
transformation, and invariance of starting point transfor-
mation [21–23]. ,is paper first uses the method in [32–35]
to obtain the outline point set of the target. For a closed
boundary C, it can be expressed as a vector form
v(t) � [x(t) y(t)]T, where t ∈ [0, 2π). ,erefore, v(t) is the
periodic function of the parameter t, which can be expressed
in the form of Fourier series as shown in the following
equation:

x(t)

y(t)
  � 

∞

k�0
Fk

cos(kt)

sin(kt)
 , (1)

where Fk ∈ R2×2, k � 0, 1, 2, . . ., represents the EFS outlier
descriptors, which are calculated as follows:
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(2)

In equation (2), F0 is the 0-order elliptic Fourier de-
scriptor, which represents the DC component of the har-
monic. It denotes the center of the closed boundary, which
contains two parameters [a0c0]

T. For k≥ 1 subharmonics,
there are four coefficients [akbkckdk]T. ,is paper adopts the
first 6 orders of the EFS outline descriptors for the following
classification.

3. Proposed Target Recognition Method

3.1. Feature Selection Based on LightGBM. ,e multi-layer
features from the same images are usually not completely
uncorrelated, and the contribution of different features to
the target classification is also distinguished. As the number
of extracted features increases, the amount of repetitive
redundancy will increase, and the noise and error will also
increase. ,e increase will not only increase the calculation
amount of the algorithm but also reduce the recognition rate
of the target. ,erefore, it is necessary to select features that
are beneficial to target classification. In this paper,
LightGBM is used for feature selection [16–20], the training
samples are put into LightGBM for training, the importance
of each feature is calculated, and the key features are selected
according to the importance to reduce the number of fea-
tures required for classification. ,e classification perfor-
mance reduces the recognition time at the same time.

,e LightGBM algorithm measures the importance of
feature attributes according to the total number of times the
feature is used to split in all decision trees, sorts the feature
elements in descending order, starts from the full set of
sample features, and judges whether to exclude according to
the accuracy of the result.,e current feature with the lowest
degree of importance is looped in this way to achieve feature
selection. ,e specific process is described as follows
(Algorithm 1).

It can be seen that the proposed LightGBM feature se-
lection algorithm sorts according to the importance of
features and preliminary evaluation of the model results,
which greatly reduces the volatility of features. It is beneficial
to the improvement of the accuracy of target recognition in
the later stage. At the same time, because the features of
relatively low importance are deleted, the redundancy of the
features is reduced, so the time consumption required for
target recognition can also be reduced.

2 Scientific Programming



3.2. SRC for Classification. SRC is a non-parametric clas-
sifier developed from the compressive sensing theory,
which was first applied to face recognition with excellent
performance. In that work, the effectiveness and robustness
of SRC were validated. Afterwards, SRC was widely used in
pattern recognition like SAR target recognition [25–27].
For a sample from the ith class, SRC assumes that it can be
linearly represented by the samples from the same class as
follows:

yi,test � Ai ∗ xi + εi, (3)

where yi,test is a test sample assumed from the ith class; Ai

comprises the training samples of the ith class; xi denotes the
coefficient vector with only a few non-zero elements; and εi

is the reconstruction error.
When the test sample y is from an unknown class, SRC is

performed on the global dictionary A � [A1, A2, . . . , AC] as
follows:

x � argmin ‖x‖0,

s.t. ‖y − Ax‖
2
2 ≤ ε,

(4)

where x denotes the coefficient vector over the global
dictionary.

,e optimization task in (4) can be robustly solved by the
ℓ1-norm relaxation or greedy algorithm like orthogonal
matching pursuit (OMP). With an optimal solution of x, the
reconstruction errors related to different classes can be
computed as equation (5) for decision making.

r(i) � y − A∗ δi(α)
����

����2,

Class(y) � argmin
i

r(i),
(5)

where δi(α) corresponds to the coefficients of ith training
class.

3.3. Implementation Details. Figure 1 shows the basic
process of the proposed method, which can be defined as
two stages of feature extraction and classification decision
according to traditional idea. In the feature extraction
stage, the first step is to use EFS outline descriptors to
analyze the target contour in the infrared image to obtain
multi-order features. On this basis, LightGBM is used for

training and learning, the best feature subset is selected,
and the redundant components are eliminated. For the
training samples, the same operation is followed to
construct the corresponding global dictionary, which
contains the outline descriptors corresponding to all the
samples. Finally, SRC is used to classify the outline de-
scriptors of the test sample and obtain its corresponding
target category.

4. Experiments and Discussion

4.1. Dataset. ,e experiments are carried out on the MWIR
dataset, which contains images of 10 typical military targets
acquired by the mid-wave infrared sensors. Figure 2 shows
the exemplar images of the 10 targets. According to the
relevant experimental settings in [21], 120 images are ran-
domly selected as the training set and 100 images are used as
the test sample. During the experiment, four types of
methods are selected for comparison, which are denoted as
SVM, SRC, EFS, and CNN methods. Among them, the EFS
method does not use the feature selection by LightGBM in
the proposed method and directly classifies the extracted
multi-order outline descriptors based on SRC.

4.2. Original Test Samples. First, experiments are conducted
on the basis of the original training and test samples. At this
time, the test sample and the training sample come from
similar conditions and their difference is small. So, the
recognition problem is relatively simple. Table 1 shows the
detailed recognition results of the ten types of targets in this
paper. ,e recognition rates of all types of targets are above
97%, and the final average recognition rate is 97.9%,
reflecting the effectiveness of the proposed method. Table 2
further compares the average recognition rates of different
methods on the original samples. ,e method in this paper
has the highest performance and shows its advantages. ,e
performance of the CNN method under the current con-
ditions is second only to the method in this paper, indicating
the effectiveness of the deep learning model. Compared with
the method that directly uses outline descriptors, this paper
introduces LightGBM to analyze and select them, and the
retained features further improve the recognition perfor-
mance, which shows the effectiveness of the proposed
method.

Input: dataset D, feature set F � Ti ∣ i � 1, 2, . . . , d ;
Output: optimal feature subset Fbest;
Step 1: LightGBM is used to calculate the importance Ii of sample feature elements Ti, respectively.
Step 2: the feature elements Ti are arranged in descending order according to the results Ii obtained in the first step.
Step 3: LightGBM is used to evaluate and calculate the accuracy ai of the current feature subset F.
Step 4: the sorted feature subset is selected in step 2 by deleting the feature element Ti with the least importance in F and calculating the

recognition accuracy abest.
Step 5: if ai < abest, then go back to step 3 for execution; otherwise, recycle the feature elements Ti deleted in the previous step and then

go back to step 3 for execution.
Step 6: when all the feature elements Ti have been traversed, the optimal feature subset Fbest is output.

ALGORITHM 1: Feature selection using LightGBM.
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4.3. Noisy Test Samples. Natural noise, perceived inter-
ference, and sensor thermal noise may all cause the signal-
to-noise ratio (SNR) of the final infrared image to be
reduced. ,erefore, it is necessary to improve the per-
formance of the identification method under noise in-
terference conditions. ,is paper firstly generates test sets

with different signal-to-noise ratios based on the original
test samples by adding white noise and then tests various
methods to obtain the results shown in Figure 3. It can be
seen that noise corruption has caused the performance of
various methods to decrease, but the proposed method
maintains the strongest robustness. Compared with SVM,
the SRC method has performance advantages and reflects
the adaptability of the sparse representation mechanism
to the influence of noise. Despite the lack of secondary
feature selection, the EFS method can still maintain good
noise robustness, reflecting the stability of outline de-
scriptors under noise interference. In detail, EFS outline
descriptors are mainly related to the target contour, and
the overall regional characteristics of the target can be
kept robust under noise corruption conditions, so this

Dictionary

EFS outline
describtors SRCTest sample LightGBM

Training
samples

Target label

Figure 1: Procedure of infrared target recognition based on selected outline descriptors by LightGBM.

(a) (b) (c) (d) (e)

(f ) (g) (h) (i) (j)

Figure 2: Images of targets in MWIR dataset. (a) Pickup. (b) SUV. (c) BTR70. (d) BRDM2. (e) BMP2. (f ) T72. (g) ZSU23-4. (h) 2S3.
(i) MTLB. (j) D20.

Table 1: Recognition results of the proposed method on the original test samples.

Class Pickup SUV BTR70 BRDM2 BMP2 T72 ZSU23/4 2S3 MTLB D20 Recognition rate (%)
Pickup 97 0 2 0 1 0 0 0 0 0 97
SUV 0 98 0 1 0 0 0 0 0 1 98
BTR70 0 0 100 0 0 0 0 0 0 0 100
BRDM2 1 1 0 98 0 0 0 0 0 0 98
BMP2 0 0 1 0 97 0 0 1 0 1 97
T72 0 0 0 2 1 96 0 1 0 0 96
ZSU23/4 2 0 1 0 0 0 97 0 0 0 97
2S3 0 0 0 0 0 0 0 100 0 0 100
MTLB 0 0 0 0 0 0 0 0 99 1 99
D20 0 1 0 1 0 1 0 0 0 97 97
Average (%) 97.9

Table 2: Performance of different methods on original samples.

Method Average recognition rate (%)
Proposed 97.9
SVM 94.5
SRC 95.1
EFS 96.9
CNN 97.2
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type of method can achieve stable performance under
noise conditions. ,e proposed method combines the
advantages of outline descriptors, LightGBM-based fea-
ture selection, and sparse representation, so the final
recognition result has advantages.

4.4. Partially Occluded Test Samples. ,ere may be two
reasons to cause partially occluded infrared images. One
is that the target itself is partially absence, and the other is
that it is partially occluded during the imaging process. In
both cases, there are some missing target characteristics

in the final image, which makes the recognition problem
more complicated. In this paper, based on the original
test samples, the partial occlusion algorithm is used to
simulate the construction of test sets under different
missing levels (measured by the ratio of the occluded area
to the target area). Figure 4 shows the average recognition
rate curve of various methods under partial missing
conditions. It can be seen that the performance of all
methods has been significantly reduced under the partial
missing condition, and the method in this paper can
maintain the highest recognition rate at all levels, indi-
cating its robustness. ,e SRC method has a performance
advantage over the SVM method, which shows the ef-
fectiveness of the sparse representation mechanism for
partial deletions. ,e EFS method is at a disadvantage
compared to the proposed method due to the lack of
secondary feature screening, but it has certain advantages
over other methods. ,is shows that the outline de-
scriptors have certain adaptability to the damage of the
target area caused by partial missing. In summary, this
method combines outline descriptors, LightGBM-based
feature screening, and SRC-based decision making to
jointly improve the recognition performance under the
current test conditions.

5. Conclusion

,is paper proposes an infrared image target recognition
method based on feature selection of EFS outline de-
scriptors. LightGBM is used to screen the multi-order
outline descriptors of infrared targets to eliminate re-
dundant components. On this basis, SRC is used to
classify the selected outline descriptors to determine the
target category of the test sample. ,e proposed method
improves the final recognition performance through ef-
fective extraction, secondary feature selection, and SRC-
based decision making. Experiments are carried out on
the MWIR dataset to classify 10 typical military targets.
According to the experimental results, the following
conclusions can be drawn. (1) ,e proposed method
achieves better recognition performance on the original
test samples, noisy samples, and partially occluded
samples than the four types of comparison methods,
showing its performance advantages. (2) ,e introduc-
tion of LightGBM for the selection of the original multi-
order outline descriptors effectively improved the overall
recognition performance in the proposed method. (3),e
LightGBM-based feature selection can be regarded as a
general framework for other types of features for different
kinds of pattern recognition problems.

Data Availability

,e dataset can be accessed upon request.
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Figure 3: Performance of different methods under noise
corruption.
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Due to its own limitations, the traditional teaching quality evaluation method has been unable to adapt to the development of
information-based curriculum teaching. ,erefore, the establishment of a scientific and intelligent teaching effect evaluation
method will help to improve the teaching quality of college teachers. To solve the above problems, a student fatigue state
evaluation method based on the quantum particle swarm optimization artificial neural network is proposed. Firstly, face detection
is realized by adding three Haar-like feature blocks and improving the AdaBoost algorithm of a weak classifier connection.
Secondly, in order to effectively improve the image imbalance, the MSR algorithm is used to enhance the face data image, which is
effectively suitable for network training. ,en, by readjusting the connection mode, the DenseNet is improved to fully reflect the
local detail feature information of the low level. Finally, quantum particle swarm optimization (QPSO) is used to optimize the
DenseNet structure, which makes the optimization of network structure more automatic and solves the uncertainty of manual
selection. ,e experimental results show that the proposed method has a good detection effect and prove the effectiveness and
correctness of the proposed method.

1. Introduction

With the rapid development of Educational Informatics, it
has been widely used in many aspects of the higher edu-
cation field and achieved good results, but research and
practice have lagged behind in measuring teaching quality,
such as the teaching quality evaluation system and evalu-
ation model; it is well known that the evaluation of teaching
quality analysis is a very complex nonlinear process [1–4];
there are multiple influencing factors and dynamic variables
involved, so that the traditional model of the teaching quality
has become less fully competent in work addressing this
ambiguity.

At present, cameras are used in most classrooms of
information courses to monitor students’ status in real time,
resulting in a large amount of video data. ,e traditional
teaching quality evaluation method needs to monitor each
student’s sitting posture, facial expression, and other

information in the video manually to judge whether each
student has fatigue. ,is method has the problems of low
efficiency and high labor cost [5–8], so it cannot be pop-
ularized and applied on a large scale. How to find the fatigue
state of students in time and effectively by means of auto-
mation in practical application, so as to effectively prevent
the occurrence of students’ inattention in class, has a strong
practical significance and helps to ensure the teaching
quality of information-based courses.

Artificial intelligence uses computers to simulate some
human thinking processes and intelligent behaviors, so as to
endow machines with human intelligence [9–11]. Machine
learning is a branch of artificial intelligence, and its most
successful application is in the field of computer vision
[12, 13]. As a technology to realize machine learning, deep
learning has attracted great attention. Deep learning adopts a
multilevel network structure to model the human brain
autonomous learning. ,e advantages of deep learning are
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mainly in the following two aspects. First, deep learning
mostly adopts a deep neural network. With the deepening
of network level, it can often get better learning effect,
which is far from being achieved by shallow learning
[14, 15]. Second, in-depth learning attaches great impor-
tance to the learning of the characteristics of the training
object and has a very strong feature learning ability [16–18].
Many researchers have applied deep learning to fatigue
state detection tasks and achieved good recognition ac-
curacy, among which the most representative is the arti-
ficial neural network. However, the essence of the artificial
neural network is a gradient descent algorithm, which will
fall into a local optimal solution. ,eoretically, it still has
room for optimization.

In order to solve the above problems, this study
proposed a student fatigue state evaluation method based
on the quantum particle swarm optimization artificial
neural network. ,e proposed method improves Dense-
Net [19] by reducing the number of redundant connec-
tions, so as to fully reflect low-level local detail feature
information. Finally, QPSO [20] is used to optimize the
DenseNet structure and increase the number of hyper-
parameters, which makes the optimization of network
structure more automatic and solves the uncertainty
problem of artificial selection. Experimental results show
that, on CAS_PEAL and self-built datasets, the accuracy of
the QPSO-DenseNet algorithm is higher than that of the
optimal DenseNet structure selected manually.

2. Literature Review

For students in the information class, physical fatigue will
lead to distraction, leading to students being unable to
concentrate in the normal teaching process. ,e research
technology on fatigue state detection at home and abroad
began in the 1930s and has not made great progress. It is not
until the last two decades that the research results have made
great progress, which is mainly due to the development of
information processing technology, sensor technology, and
deep learning technology in recent years. Research on fa-
tigue state detection can be divided into two aspects: the
method based on physiological parameters and the method
based on human behavior characteristics.

,e fatigue state detection method based on physio-
logical parameters receives signals from electrode patches on
the forehead, heart, and muscle through medical special
instruments and equipment, and the signals are transmitted
to the system for real-time analysis. ,e threshold value of
physiological parameter signals defined clinically is used as
the basis for fatigue discrimination. Luo et al. [21] evaluated
driving fatigue based on frontal EEG signals. Wang et al. [22]
proposed the method of deep learning and convolution
neural network combined with EEG, which improved the
detection accuracy compared with previous methods.
However, physiological parameters are mostly collected by
special human body signal acquisition instruments, and the
volume of medical equipment is relatively large, which
cannot be used in the classroom. In addition, because one
end of the data acquisition equipment must be connected to

the skin of the human body, it is not conducive to normal
teaching activities, so the adaptability is poor.

,e driver fatigue state detectionmethod based on driver
behavior characteristics is a research method combining
pattern recognition and image processing technology. With
the facial state image collected with the camera as the input
data, after image processing and computer vision-related
technology processing, the dynamic data of the eyes and
mouth on the face are analyzed to judge whether the fatigue
limit is reached and then the fatigue state is judged. At
present, there are many research results using this method.
Qian et al. [23] used Haar-like features and AdaBoost
classifier to conduct real-time detection of the face and
analyzed the optimal sampling rate and minimum possible
target size to improve detection accuracy and calculation
efficiency. Eye localization and iris localization are per-
formed on the detected face. Finally, PERCLOS was used as
the criterion to judge fatigue. You et al. [24] used elliptic
curve fitting and image enhancement methods, respectively,
to determine fatigue according to eye opening. Guo et al.
[25] used the convolutional neural network and Bayesian
network, respectively, to extract face features and the rela-
tionship between features.

In order to improve the accuracy of student fatigue state
evaluation, this paper proposes a student fatigue state
evaluation method based on the quantum particle swarm
optimization artificial neural network. Firstly, face detection
is realized by the improved AdaBoost algorithm. Secondly,
in order to effectively improve the image imbalance, Mul-
tiscale Retinex (MSR) [26] algorithm is used to enhance the
face data image. ,en, DenseNet is improved by reducing
the number of redundant connections. Finally, the DenseNet
structure was optimized by QPSO.

3. EvaluationMethod of Students’ Fatigue State

3.1. FaceDetectionBasedon the ImprovedAdaBoostClassifier.
,e purpose of this stage of face detection is to determine the
position of the human face region in the whole image from
the input image and output coordinates and other infor-
mation, such as head tilt angle. Face detection is a key step in
the study of student fatigue state detection. Although the
relative positions of facial features are roughly the same, it is
still very difficult to detect faces under the influence of
different expressions and external light.

In the face detection stage, the cascaded AdaBoost
classifier [27] can quickly exclude a large number of nonface
images at the initial stage of training, which will greatly help
improve the efficiency of face detection in the end. Haar-like
features are inspired by Haar wavelet transform, which can
describe feature edges and feature changes in each direction
of the image in detail. Haar-like feature is an important tool
for AdaBoost to realize face detection. In order to improve
the accuracy of face detection, this paper adds three rect-
angular features on the basis of the original rectangular
features (Figure 1), as shown in Figure 2.

In Figure 2, the left rectangle is used to represent the left
cheek, the middle rectangle is used to represent the right
cheek, and the right rectangle is used to represent the local
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features of the face. ,e white part of local features repre-
sents the forehead, and the rest represents the eyes.

,e improved AdaBoost method obtains the strong
classifier G(x) by combining several weak classifiers.

f(x) � 
N

n�1
e

anGn(x)
,

G(x) � sign(f(x)) � sign 
N

n�1
e

anGn(x)⎛⎝ ⎞⎠,

(1)

where an represents the coefficient of Gn(xi), which is how
important it is in Gn(xi).

an �
1
2
log

1 − en

en

, (2)

where en represents the error rate on the training set.

en � 
M

i

wniI Gn xi( ≠yi( , (3)

where wni represents the weight.
,en, the corresponding weights in the training set are

constantly updated so that the incorrectly classified samples
have increasing weight and the correctly classified samples
have decreasing weight. In this way, the training can make
the samples that are difficult to classify easily get attention.

3.2. Data Enhancement Algorithm. ,e Retinex algorithm is
based on the consistency of colors and is determined by an
object’s ability to reflect light. It can strike a balance between
dynamic compression, edge image enhancement, and color
constancy. At the same time, the lighting and color of objects
can be kept consistent, that is, the influence of information
transmission between the two is independent. A schematic
diagram of Retinex is shown in Figure 3.

,e original image is enhanced after illumination esti-
mation and correction. ,e R and L branches in the above
process can be expressed by the following formula:

I(x, y) � R(x, y) · L(x, y), (4)

where I(x, y) represents the received image information,
R(x, y) represents the reflection parameter of the target
object in the image information distribution, and L(x, y)

represents the irradiation parameter.
In the field of image processing, the principle of image

enhancement is often used in order to obtain better adaptive
images. Retinex differs from traditional image enhancement
algorithms, such as linear and nonlinear transformations,
random cropping, and flipping, in that they can only locally
enhance certain features of the image.

,e Multiscale Retinex (MSR) algorithm is used to
enhance the face data image, in order to solve the problem of
the complexity of the Retinex method in operation and the
decrease of operation speed and to better adapt to the ar-
tificial neural network. Gaussian filtering is completed after
the face image is processed in batch, and then, the filtering
results at different scales are averaged to obtain the best face
image. ,e calculation formula is as follows:

ri(x, y) � 
N

K�1
wk log2 Ii(x, y)(  − log2 Ii(x, y)∗Fk(x, y)( ( ,

(5)

where N represents the number of scale parameters, wk

represents the average weight of the k-th scale, and Fk(x, y)

represents the Gaussian filter function on the k-th scale.



N

K�1
wk � 1,

Fk(x, y) �
1

����
2πck

 exp −
x
2

+ y
2

2c
2
k

 ,

(6)

where ck represents the calculation coefficient on the k-th
scale.

3.3..e Improved DenseNet NetworkModel. DenseNet is an
artificial network with a new connection mode. In the
DenseNet network, each layer is connected with all other
layers; each layer receives its input from all previous layers
and propagates the feature mapping of this layer to all
subsequent layers to ensure the maximum transmission of
information between the layers of the network. Compared
with other neural networks, this network has the advantages
of encouraging feature reuse, strengthening feature transfer,
reducing the amount of calculation, and alleviating the
disappearance of a gradient. It is more suitable for fatigue
state detection. ,erefore, this paper improves on the basis
of DenseNet to improve the accuracy of fatigue state eval-
uation. ,e network structure of DenseNet is shown in
Figure 4.

Because the correlation between the training features is
increased between the layer and layer connections of the
network, in the network with dense connections, the similar
features generated by the later layer connections are better
than those generated by the previous layer connections. ,e
last layer of dense connection often accepts the output of all
previous layers as input for aggregation, but there is

Figure 2: Haar-like feature block proposed.

Figure 1: Original rectangular feature.
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redundant information between these features in the last
layer, resulting in the easy loss of feature information in the
lower layer.

DenseNet has the defect that feature information is easy
to be lost, so it should be improved. ,e main idea of this
paper is to abandon the traditional idea that each layer in
DenseNet accepts the output of all previous layers as the
input of this layer, in order to reduce the number of in-
terlayer connections. ,e connection of the first part of the
network maintains a dense connection state; the later part is
connected to the next layer with only one connection. ,e
structure diagram of the improved new module is shown in
Figure 5:

As shown in Figure 5, firstly, 1× 1 convolution is used to
change their dimensions to 256. For 38× 38 sizes, the feature
map needs to use a step size of 2 and filter size of 2× 2 and
downsample it to 19×19. ,e bilinear interpolation method
should be used to upsample the feature graph with a scale
smaller than 19×19 to enlarge it to 19×19. ,ey are then
concatenated together to form a pixel layer; Batch Norm
processing is used to make the activation values of different
hierarchical features with the same order of magnitude.
Finally, this layer is used as the base layer to generate
subsequent connections through the simple stacking of 3× 3
convolution blocks.

3.4. Optimization of DenseNet Structure Based on QPSO.
Because the velocity of PSO particle has upper limit, its
search space is limited. From the perspective of quantum
mechanics, QPSO enables the particle to have an uncertain
search trajectory, searching in the whole feasible region, but
with global convergence. ,e iterative expression of QPSO
algorithm is as follows:

p
k
id � φk

idpbest
k
id + 1 − φk

id gbestkd,

φk
id ∼ U(0, 1),

x
k+1
id � p

k
id ±

L
k
id

2
ln

1
u

k
id

,

u
k
id ∼ U(0, 1),

(7)

where xk+1
id is the d-dimensional component of the i-th

particle position in the k+1-th iteration, φk
id and uk

id are the
random numbers evenly distributed on (0, 1), pbestkid is the
d-dimensional component of the individual optimal posi-
tion (local optimal value) of particle i in the k-th iteration,
and gbestkd is the d-dimensional component of the optimal
particle position (global optimal value) of all particles in the
population.

,e update mode of pbestkidand gbestkd in the QPSO
algorithm is exactly the same as that of the PSO algorithm.

L
k
id � 2α x

k
id − C

k
d



, (8)

where α is the compression expansion factor.When α<1.781,
the QPSO algorithm converges globally. Ck

dis the average
value of the d-dimensional component of its own optimal
position gbestkd in the search process of all particles in the
population.

C
k
d �

1
N



N

i�1
pbestkid, (1≤ d≤M), (9)

where N is the population size and M is the particle
dimension.
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,e flowchart of the QPSO-DenseNet model is shown in
Figure 6.

4. Experiment and Analysis

4.1. Experimental Environment and Parameter Setting.
,e experimental simulation environment includes Inter
core i7-8750h, 8GB memory, and graphics card GTX 1060.
,e operating system is Windows 10. Deep learning
framework is TensorFlow, and we use Microsoft Visual
Studio 2010 as the development environment. ,e maxi-
mum number of iterations of QPSO is set to 30, the pop-
ulation size is 10, and the dimension of particles is 11.

4.2. Fatigue Discrimination Parameters.

(1) ,e parameter PERCLOS is the ratio of the time of
eye closure to the time of monitoring. Within a
certain period of time, when the number of eye
closure frames exceeds 70% or 80%, it can be judged
as fatigue. Since the number of frames of the image
collected using the camera in a fixed time is un-
changed, the PERCLOS value is expressed by the
ratio of the number of frames with eyes closed in the
video to the total number of frames in the video
during this period, which can be expressed by the
following formula:

PERCLOS �
eyes closed frames

total frames in detection period
× 100%.

(10)

(2) ,e parameter BF is the number of blinks per unit
time. ,ere are two types of blinking: protective
blinking in response to external stimuli and human
involuntary behavior. Normal nonfatigue people will
blink quickly; especially when you are energetic, the
BF value is 2–4 times per second and the duration of
each blink is short about 0.25–0.3 seconds; when
people are tired, their blinking speed will slow down,
BF will decrease, and the duration will be prolonged
after each eye closure. In order to study the BF

characteristics under fatigue state, 10 sample data
under different fatigue states are randomly selected
from the dataset for analysis and the mean and
standard deviation under nonfatigue state and fa-
tigue state with time windows of 20 s and 40 s are
calculated, respectively, as shown in Table 1.

It can be seen that BF is significantly different in the 20 s
and 40 s time windows, so BF can be used as the detection
parameter of fatigue driving. Based on the above experi-
mental analysis, the CAS_PEAL dataset [28] was selected,
and each face in the dataset had 27 different posture images.
A partial example of the CAS_PEAL dataset is shown in
Figure 7.

Two parameters, PERCLOS and BF, were used to dis-
criminate fatigue. w was used to represent the proportion of
PERCLOS parameter in the discrimination (the proportion
of BF parameter was 1− w). Figure 8 shows the accuracy of
the PERCLOS parameter discriminating fatigue with dif-
ferent proportions.

It can be seen from Figure 8 that when w � 1, that is, only
the PERCLOS parameter is used to distinguish fatigue, the
accuracy rate is 92.4%. When w � 0, that is, only the BF
parameter is used to distinguish fatigue, the accuracy rate is
82%. When w � 0.6, the accuracy is 91%. It can be concluded
that the comprehensive detection result of PERCLOS and BF
is better than that of a single parameter.

4.3. Comparative Analysis of Experimental Results under
Different Loss Functions. In this experiment, the artificial
neural network model was used to conduct experiments on
the CAS_PEAL and self-built datasets and the accuracy of
fatigue state discrimination was compared horizontally.
During the test, the test set randomly included images with
stronger blocking effects such as environment, light, and
angle. In order to verify the validity and correctness of the
proposed improved loss function, the settings of the loss
function are constantly changed under the condition that
other parameters in the network model remain unchanged,
so as to test the performance of different loss functions in the
network, as shown in Table 2.
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Figure 5: Improved DenseNet network structure.
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As can be seen from Table 2, Softmax loss function has a
good performance in both the original dataset and the
dataset containing affected images. ,erefore, Softmax loss
function is uniformly used in subsequent experiments.

4.4. Comparative Analysis of Experimental Results under
Different Connection Modes. In order to verify the

correctness and effectiveness of the improved connection
mode in this paper, the network with unchanged connection
mode and the network with improved connection mode in
this experiment are tested and compared on different
datasets, and the results are shown in Table 3.

As can be seen from Table 3, in terms of detection ac-
curacy, the network with improved connection mode in this

Table 1: Analysis table of blink frequency in nonfatigue state and fatigue state.

Time window (s)
Not fatigued Fatigued

Mean value Standard deviation Mean value Standard deviation
20 15.10 5.97 15.46 5.65
40 15.10 3.65 15.46 3.64

Figure 7: Partial example of the CAS_PEAL dataset.
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Figure 6: Flowchart of the QPSO-DenseNet model.
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Figure 8: ,e accuracy rate varies with the parameter ratio.
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paper has a better performance in CAS_PEAL and self-built
datasets. In terms of average time consumption, the network
with improved connection mode in this paper has low time

consumption in both datasets. ,e results show that the
improved network not only improves the detection accuracy
but also reduces time consumption.

Table 2: Correct recognition rate under different loss functions.

Loss function Original dataset Datasets with affected images
Hinge loss 0.866 0.821
Softmax loss 0.891 0.844
Square loss 0.882 0.779
Exponential loss 0.831 0.798
Smooth L1 loss 0.843 0.801

Table 3: ,e verification accuracy of different networks.

Dataset
Accuracy of detection under different connection

modes
Average time consumption under different

connection modes (s)
Original link mode Improved link mode Original link mode Improved link mode

CAS_PEAL 0.891 0.897 0.52 0.47
Self-built dataset 0.837 0.852 0.73 0.65
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epochs

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Va
lu

e

Accuracy
Validation loss
Training loss

Figure 9: Network training process diagram.

Table 4: Accuracy of detection under different datasets.

DenseNet QPSO-DenseNet
CAS_PEAL 0.891 0.921
Self-built dataset 0.837 0.872
CAS_PEAL+ self-built datasets 0.781 0.813
,e bold values given in all tables indicate better performance.

Table 5: Comparison of accuracy of different models.

CNN PSO-CNN QPSO-DenseNet
CAS_PEAL 0.886 0.903 0.921
Self-built dataset 0.824 0.865 0.872
CAS_PEAL+ self-built datasets 0.767 0.809 0.813
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4.5. Comparative Analysis of Comprehensive Experimental
Results. In order to verify the overall efficiency of the QPSO-
DenseNet model, the detection accuracy curve and loss
function curve with the change of training times were
plotted. It can be seen from the curve that the accuracy rate
changes with the training times, when it is close to 30 epochs,
the accuracy rate is basically stable, and the loss rate also
tends to be stable. ,e network training process is shown in
Figure 9.

,e accuracy results of the QPSO-DenseNet model and
the original DenseNet model on CAS_PEAL and self-built
datasets are shown in Table 4.

It can be seen that the accuracy of the QPSO-DenseNet
model is higher than that of the original DenseNet model in
a comprehensive view, no matter in a certain dataset or two
datasets. In order to fully verify the advancement of the
proposed model, comparison with the CNN and PSO-CNN
models was carried out under the same experimental con-
ditions. ,e accuracy comparison results are shown in
Table 5.

It can be seen from Table 5 that the QPSO-DenseNet
model in this paper is superior to the CNN and PSO-CNN
models in terms of final detection accuracy. When QPSO-
DenseNet trains face images, feature reuse produces a
network model with easy training and a high parameter
efficiency. By connecting the eye feature maps learned in
different layers, the input changes of subsequent layers are
increased and the efficiency is improved. ,is is the main
reason why the proposed model is superior to other models.
From the above results, it is feasible to use the QPSO-
DenseNet model to judge the eye state to describe the fatigue
state of students in class.

5. Conclusions

In this paper, based on the traditional DenseNet, an im-
proved DenseNet network framework is constructed by
reducing the number of redundant connections and the
DenseNet structure is optimized by QPSO. Firstly, experi-
ments are carried out for different loss functions and
structures with reduced connection numbers, and the de-
tection accuracy and time consumption are analyzed and
compared on different datasets. Finally, the QPSO-Dense-
Net model was compared with CNN and PSO-CNNmodels,
and the experimental results showed that the QPSO-Den-
seNet showed a good detection effect.
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,e experimental data used to support the findings of this
study are available from the corresponding author upon
request.
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(e decisions and actions of operators in the operation of transport infrastructure play a crucial role in the sustainability of the
project but are influenced by factors such as the strength of government regulation and the frequency of use by users.(e influence
of social recognition and acceptance by the authorities on the decisions of the various parties involved in a project is becoming
increasingly significant. To address this issue, this paper attempts to apply prospect theory to characterize the impact of changes in
recognition on the decisions of project managers and the government from the perspective of recognition and to construct a
tripartite evolutionary game model for the government, the operator, and the users, taking into account the combined effect of
multiple factors, to explore the evolutionary law of the operator’s strategy choice. Evolutionary game theory, in which each person
is considered irrational and behavior is changeable, is more realistic. (e addition of prospect theory allows the model to more
realistically reflect the decisions of each participant in the game process when faced with risk. (e results of the study show that
there is an optimal level of external regulation to maximize the benefits for all three parties in the game, strong government
regulation does not necessarily improve service quality, operators tend to provide low-quality services in the game process and
incentives should be increased, and that attempts should be made to provide users with a variety of transport infrastructure
options to ensure that users’ interests are maximized. (e paper further analyzes the indicators established by sensitive factors
using BP neural networks on the basis of the analysis of transportation infrastructure operation and impact sensitive factors using
evolutionary games and finds that the conclusions obtained by deep learning algorithms are more consistent with those obtained
using evolutionary games, achieving cross-validation of the results. (e reliability of the result is improved, and it is demonstrated
that deep learning algorithms can be introduced as a supplement in the process of future analysis of transportation infrastructure
operations. Finally, management suggestions are made in light of the actual situation.

1. Introduction

As an important part of urban infrastructure, transport
infrastructure has a large impact on the development and
economic growth of cities. How to achieve efficient transport
infrastructure operations and guarantee the sustainability of
the project during its life cycle is a problem that the gov-
ernment must face [1]. Besley and Ghatak studied how to
allocate the public and private sector controllers for purely
public goods [2]. At the same time, due to the existence of
uncertainty in the project operation process and the in-
completeness in the agreement, the project may generate
risks, and the government must prevent the operator from

damaging the public interest through certain means to
prevent the operator from damaging the public interest [3].
Some scholars believe that risks should be avoided through
supplementary mechanisms [4]. (rough the above-men-
tioned scholars’ studies, it can be found that, in the operation
process, the interests of the various parties involved in the
project are not consistent, and they may damage the overall
interests for their own benefit. (erefore, it is of practical
significance to study the behavior of the project parties in the
operation process and the reasons for their occurrence.

At the level of operational regulation of projects, Xia and
Gao argue that as social regulation gradually becomes
mainstream, a credit will become the core of social club

Hindawi
Scientific Programming
Volume 2021, Article ID 6868487, 11 pages
https://doi.org/10.1155/2021/6868487

mailto:machongsen@stu.csust.edu.cn
https://orcid.org/0000-0001-9990-2300
https://orcid.org/0000-0002-4237-791X
https://orcid.org/0000-0002-0923-2030
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/6868487


regulation of infrastructure operations [5]. Jiang argues that
the main problems of China’s infrastructure currently focus
on government departments’ negligence in supervision, and
operators usually choose unreasonable pricing and negligent
management strategies in order to expand their interests [6].
He argues that the lack of government policies, regulatory
systems, and reasonable risk allocation systems at the reg-
ulatory level leads to project risks [7]. El-Gohary et al. argue
that when the private sector only cares about its own in-
terests, the probability of adopting a breach of trust strategy
to operate rises [8]. (e above-mentioned studies show that
there are many problems in the process of infrastructure
operation and it is difficult to achieve sustainable operation
of projects. (e lack of government regulation and the
private sector’s focus on its own interests usually result in
reduced benefits for users and the government. (e parties
involved in the project are unable to maximize the overall
benefits.

To address the difficulty of achieving sustainability in the
operation of transport infrastructure, Wu argues that the
PPP model should be introduced for the operation of stock
assets to expand the sources of financing to revitalize the
project [9]; Sun proposes promoting “hybridization” to
enhance the benefits of the project through the analysis of
two typical projects [10]; Xia et al. used an evolutionary game
approach to analyze the impact of different levels of social
regulation on the behavior of government departments and
the private sector.

However, in the course of many scholars’ research, the
following two main problems exist.

(1) All parties involved in the project are imperfectly
rational in the process of participating in the deci-
sion-making game, and they do not precisely per-
ceive the risks of the project and the risks of their
behavior, and their perception of risks is influenced
by the environment they are in. However, there are
relatively few papers in the existing literature that
address this point.

(2) Although the existing studies take a variety of ap-
proaches, they usually only consider the game be-
tween the government and the operator in the
analysis process and rarely include users in the study
[11–15]. Although transport infrastructure is a quasi-
public benefit facility, in the actual operation process,
if only government subsidies are considered in the
benefit calculation process, without considering the
impact of users and social recognition on the project
decision in the operation process, it cannot fully
meet the actual situation; at the same time, in the
current research, less psychological factors such as
recognition are included in consideration of the
dynamic game, and it is more practical to include
recognition in the model [16–20].

(3) In the traditional analysis, the operation of trans-
portation infrastructure is mostly analyzed in the
form of game, regression, or expert scoring [21–25].
In the research process, machine learning and deep

learning [26, 27], which are more studied in recent
years, are less involved, and there is less research on
whether such methods can be used to predict the
operation effect of transportation infrastructure.

(e innovation points of this paper are mainly reflected
in the following two points:

(1) Based on prospect theory and imperfectly rational
decision-making in the study of sustainable opera-
tion of transport infrastructure projects under
government regulation, it more realistically reflects
the choices of the parties involved in the project
when facing different degrees of risk.

(2) (e modeling process takes into account the impact
of behavior on social acceptance and the acceptance
of higher regulatory authorities and quantifies it.
More realistic and appropriate recommendations are
made in response to the simulation results.

(3) (e paper uses BP neural networks to predict the
operation of transportation infrastructure and finds
that the conclusions obtained are closer to those of
the traditional evolutionary game approach, which
can be better implemented with the traditional ap-
proach and facilitate the operation of transportation
infrastructure.

2. Simulation Model Construction

2.1. Simulation Analysis Model Construction for Sustainable
OperationEvolution ofTransportation InfrastructureProjects.
In recent years, transport infrastructure projects have be-
come more difficult to operate sustainably due to their large
scale of construction, high capital investment, and long
payback period. However, regardless of the mode of oper-
ation, the main interest groups involved can be summarized
as follows: the government, the construction operator, and
the user. From an economic point of view, the three parties
have a mutual influence on each other. (e government
commissions the developer to build or operate the project,
supervises the project with preagreed contracts, and mon-
itors the performance of the project in terms of actual usage;
the developer provides services to the users through con-
struction and operation, and the users’ satisfaction and
frequency of use influence the government’s decisions on
similar projects. Due to the asymmetry of information in the
whole process and the imperfect rationality of the stake-
holders in the decision-making process, the construction
and operation parties may be driven by their own technical
and information advantages to act opportunistically, causing
the government to pay more costs and the users to reap
higher profits without receiving the services they deserve. To
ensure that transport infrastructure projects meet their
construction objectives and achieve sustainable operation,
the government and user groups should monitor the be-
havior of the construction operators. (e relationship be-
tween the main stakeholders in the sustainable operation of
transport infrastructure is shown in Figure 1.
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2.2. Model Assumptions

Assumption 1. In transport infrastructure, the government
entrusts the operation of the project to the construction
operator. (e government regularly reviews the construc-
tion and operational effectiveness of the project and adjusts
the operation subsidy according to the operational effec-
tiveness to ensure that the social benefits of the project are
maximized. (e construction operator is responsible for the
operation of the project and receives a return through user
fees and operating subsidies.

Assumption 2. In the operation of transport infrastructure,
the government, the construction operator, and the user are
all effectively rational “economic agents;” i.e., all parties
involved in the project are not fully rational. In the game
process, the three parties play a finite number of repeated
games.

Assumption 3. Evolutionary games are based on expected
utility theory and do not take into account the influence of
psychological perception factors on the decision outcome
of the game subjects during the decision-making process.
In this paper, we use the prospect theory proposed by
Kahnerman et al. to correct for the inconsistent behavior of
risk preferences of decision subjects. Prospect theory states
that one cannot perceive losses and gains in absolute terms
but rather the relative value of perceived losses.(is value is
expressed using ∆ω1, which is the difference between the
actual loss or gain ω1 and a reference point ω0. (is ref-
erence point is subject to the subjective influence of the
decision-maker. (e choice of reference point varies in
different fields of study. In the field of finance and in-
vestment, the average return is mostly chosen as the ref-
erence point, whereas in the literature on regulatory
research using prospect theory, 0 is mostly chosen as the
reference point. In this paper, 0 is chosen as the reference
point. In prospect theory, the expected total utility of a
decision is measured using a value function v (∆ω1) and a
weight function π. (e prospect value is

V � 
t

π(pι)v(Δωι). (1)

Each participating subject in the gamemakes a judgment
on its next move based on its perceived value of the lost gain,
where a value function is

V Δωi(  �
Δωi( 

θ
, Δωi ≥ 0,

− λ − Δωi( 
θ
, Δωi < 0,

⎧⎪⎨

⎪⎩
(2)

where θ is the risk attitude coefficient, indicating the mar-
ginal degree of diminishing perceived value of profit and loss
by the game subject; λ is the loss avoidance coefficient,
indicating the sensitivity of the game subject to loss; the
larger the value, the greater the sensitivity of the game
subject to loss. At the same time, the game subject judges the
weights according to the actual situation of the event, and
the judgment formula is

π pi(  �
p

c

p
c

+(1 − p)
c

( 
1/c, (3)

with the exception of very small probability events,
π(pi)<pi, π(pi) + π(1 − pi)≤ 1 and π(1) � 1, π(0) � 0. In
prospect theory, the probability of a low-probability event
occurring is usually overestimated, and the probability of a
high-probability event occurring is usually underestimated.

Assumption 4. (e government has two strategic choices
based on its own and society’s overall benefits: a strong
control model and a weak control model. (e building
operator has two strategies: to provide high-quality services
and to provide low-quality services. Users have two strategic
choices: high frequency of use and low frequency of use. (e
probability of the government, the construction operator,
and the user choosing the strong control model and pro-
viding high-quality services and high frequency of use are x,
y, z, (0≤ x≤ 1, 0≤y≤ 1, 0≤ z≤ 1), respectively; then, the
probability of choosing the weak control model and pro-
viding low-quality services and low frequency of use is 1 − x,
1 − y, 1 − z.

Assumption 5. (e government’s choice of the “strong
control model” means that the government will take ap-
propriate measures to correct any problems that arise
during the construction and operation of the project and
will make real-time adjustments to the project’s subsidies if
the operational performance is not up to standard. (e
“weak control model” means that the government will not
adjust the incentives and subsidies according to the op-
eration of the enterprise and will provide a uniform
standard subsidy. (e construction operator chooses to
“provide high-quality services,” which means that the
operator, in the course of operation, strictly abides by the
contractual agreement and gives full play to the initiative of
the enterprise, providing services that meet or exceed the
requirements of the government and the needs of the
applicable parties. To “provide low-quality services” means
that the operator has chosen to partially or fully violate the
contractual agreement and in some cases has even colluded
with government officials.

Government Construction
operator

User

Commissioned to build,
operate and supervise

Complete the
appropriate

requirements

Su
perv

isio
n

Product

offeri
ng

Examining user

satisfaction

Figure 1: Tripartite relationship map of the game.
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2.3. Parameter Setting and Model Construction. If the gov-
ernment chooses the “strong control model,” it incurs ad-
ditional regulatory costs C3 and receives incentives from
higher authorities and social benefits SR1; if the government
chooses the “weak control model,” it incurs no additional
regulatory costs and receives no additional benefits. If the
government chooses the “weak control model,” there are no
additional regulatory costs and no additional benefits.
However, when the operator chooses to “provide a low-
quality service,” it will be challenged by society, resulting in a
combined loss of SR2 (SR2 < SR1, SR1>C3).

Assuming a fixed revenue of V to be realized by the
building operator, an additional cost of C1 and an incentive
subsidy of B are incurred by the operator if it chooses to
“provide a high-quality service.” (e cost of choosing to
“provide a low-quality service” is C2 (including loss of
goodwill, loss of potential customers, etc.), C3<C1<C2, but
if the operator chooses to provide a low-quality service, it
will incur a penalty of F in the event of government
regulation.

(ere is no additional gain for the user when the op-
erator “provides a high-quality service,” regardless of which
strategy is chosen. In the case of low-quality services, there is
an additional loss of Y1 if “high usage” is chosen, and a loss of
Y2 if “low usage” is chosen. If the government adopts a
“strong control model” when the operator is providing a
“low-quality service,” it will gain an additional SR3 due to the
increased trust in the government as a result of the increased
government control over the project (SR1 > SR3, Y2 > Y1).

It is assumed that the probability of the operator being
detected by the government for “providing low-quality
services” is α under the “weak control model” and 100%
when the government adopts a strong control model.

In this paper, the cost of government regulation and the
operating cost of the builder are assumed to be deterministic,
while the rest of the parameters are related to subjective
perceptions and are calculated using prospective values. (e
benefit matrix of the evolutionary game for the operation of
transport infrastructure projects is shown in Table 1.

2.4. Model Solution. According to Table 1, the prospective
and average expectations of the government’s “strong
control model” and “weak control model” strategies are

E11 � yz∗ − C3 + V SR1( (  + y(1 − z)∗ − C3 + V SR1( ( 

+(1 − y)z∗ − C3 + V SR1(  + V SR3( ( 

+(1 − y)∗ (1 − z)∗ − C3 + V SR1(  + V SR3( ( ,

E12 � yz∗ 0 + y(1 − z)∗ 0 +(1 − y)z

∗ − V SR2( (  + (1 − y)∗ (1 − z)∗ − V SR2( ( ,

E13 � xE11 − (1 − x)E12.

(4)

(e prospective expectations and mean expectations for
the “high-quality service” and “low-quality service” strate-
gies of the operating service providers are

E21 � xz∗ V − C1 + B(  + x(1 − z)∗ V − C1 + B( 

+(1 − x)z∗ V − C1 + B(  +(1 − x)∗ (1 − z)∗ V − C1 + B( ,

E22 � xz∗ V − C2 − V(F)(  + x(1 − z)∗ V − C2 − V(F)( 

+(1 − x)z∗ V − C2 − V(F)(  +(1 − x)∗ (1 − z)

∗ V − C2 − V(F)( ,

E23 � yE21 − (1 − y)E22.

(5)

(e prospective expectations and mean expectations of
users adopting the “high use” and “low use” strategies are

E31 � xy∗ 0 + x(1 − y)∗ − V Y1( (  +(1 − x)y∗ 0

+(1 − x)∗ (1 − y)∗ − V Y1( ( ,

E32 � xy∗ 0 + x(1 − y)∗ − V Y2( (  +(1 − x)y∗ 0

+(1 − x)∗ (1 − y)∗ − V Y2( ( ,

E33 � zE31 − (1 − z)E32.

(6)

(e replicated dynamic differential equation for the
government side, the building operator, and the user side
choosing an active strategy can be expressed:

F(x) �
dx

dt
� x∗ E11 − E13(  � x∗ (1 − x)∗ yz∗V SR1(  − C3(  + y∗ (1 − z)∗ V SR1 − C3( (  +(1 − y)∗ z

∗ V SR1(  + V SR2(  + V SR3(  − C3(  +(1 − y)∗ (1 − z)∗ V SR1(  + V SR2(  + V SR3( (  − C3,

F(y) �
dy

dt
� y∗ E21 − E23(  � y∗ (1 − y)∗ xz∗ B − C1 + C2 + V( (F)(  + x∗ (1 − z)∗ B − C1 + C2 + V( (F)

+(1 − x)∗ z∗ B − C1 + C2 + α( V(F) +(1 − x)∗ (1 − z)∗ B − C1 + C2 + αV(F)( ,

F(z) �
dz

dt
� z∗ (1 − z)∗ (x∗ (1 − y))∗ V Y2(  − V Y1( (  +(1 − x)∗ (1 − y)∗ V Y2(  − V Y1( ( .

(7)
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When the probability of the government side choosing
the strong control model is 1, the government gains an
additional SR1; when the government side chooses the weak
control model, the government gains an additional 0. (e
prospective value of SR1 is

V SR1(  � π(1)∗V SR1( 

� SR1( 
θ
.

(8)

When the probability of the construction operator
choosing a low-quality service is 1, the penalty imposed by
the higher level of government is F; when a high-quality
service is chosen, the penalty received is 0. (e prospective
value of F is

V(− F) � π(1)∗ (− F)

� − λF
θ
.

(9)

When the probability of a user taking a high frequency of
use is 1, the operator gains a loss of Y1 if it provides a low-
quality service; when a low frequency of use is chosen, the
loss is reduced to Y2; the prospect value is

V Y1(  � π(1)∗V − Y1( 

� − λY
θ
1,

V Y2(  � π(1)∗V − Y2( 

� − λY
θ
2.

(10)

Similarly, the prospect values of SR2 and SR3 can be
obtained as

V SR2(  � π(1)∗V SR2( 

� − λ SR2( 
θ
,

V SR3(  � π(1)∗V SR3( 

� SR3( 
θ
.

(11)

Substituting the prospect values yields a dynamic
equation for the replication of the active strategy of the
three-way game.

F(x) � x∗(1 − x)∗ yz
∗

( ∗ SR1( 
θ
− C3 

+y∗(1 − z)∗ SR1( 
θ
− C3 +(1 − y)∗z∗

+ SR1( 
θ
− λ SR2( 

θ
+ SR3( 

θ
− C3 +(1 − y)

∗(1 − z)∗ + SR1( 
θ
− λ SR2( 

θ
+ SR3( 

θ
− C3 ,

(12)

F(y) � y∗(1 − y)∗ xz∗ B − C1+C2 − λF
θ

  +x∗(1 − z)

∗ B − C1 +C2 − λF
θ

 +(1 − x)∗z∗ B − C1+C2 − αλF
θ

 

+(1 − x)∗(1 − z)∗ B − C1+C2 − αλF
θ

 ,

(13)

F(z) � z∗(1 − z)∗(x∗(1 − y))∗ λY
θ
1 − λY

θ
2 

+(1 − x)∗(1 − y)∗ λY
θ
1 − λY

θ
2 .

(14)

3. Equilibrium Analysis of the Tripartite
Game for the Operation of Transport
Infrastructure Projects

3.1. Unilateral Stabilization Strategies for Game Subjects

3.1.1. Government-Side Progressive Stability Analysis. Let
equation (12) equal 0 and solve for x� 0, x� 1, y� λ(SR2)
θ − (SR3)

θ − (SR1)
θ + C3/λ(SR2)

θ − (SR3)
θ − 2ZC3 �Y∗. It

follows from the stability theorem for replicating dynamic
differential equations that F(x)� 0, and zF(x)/ zx< 0,x is an
evolutionary stabilization strategy.

When y�Y∗, F(x)� 0 constantly established. (e stability
point is x� 0, x� 1. Any value of x is a steady state; i.e., the
strategy of the construction unit does not change over time.

When y<Y∗, F(x)� 0 constantly established. And
zF(x)/zx > 0, x � 0
zF(x)/zx < 0, x � 1 established.(e stability point is x� 1.

Any value of x is a steady state. (at is, this suggests that the
perceived benefits of strong control measures are greater than
the costs of regulation. In this regard, the benefits include
multiple gains, and it is clear from prospect theory that game
players are usually reluctant to take losses when faced with

Table 1: Revenue matrix.

Strategy
Government

Strong control model Weak control model
High-quality service Low-quality services High-quality service Low-quality services

User

High usage
− C3 +V(SR1) − C3 +V(SR1) +V(SR3) 0 − V(SR2)
V − C1 +B V − C2 − V (F) V − C1 +B V − C2 − αV (F)

0 − V(Y1) 0 − V(Y1)

Low usage
− C3 +V(SR1) − C3 +V(SR1) +V(SR3) 0 − V(SR2)
V − C1 +B V − C2 − V (F) V − C1 +B V − C2 − αV (F)

0 − V(Y2) 0 − V(Y2)
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gains; i.e., government departments usually tend to choose
the strong control model to avoid incurring losses.

When y>Y∗, F(x)� 0 constantly established. And
zF(x)/zx > 0, x � 1
zF(x)/zx < 0, x � 0 established. (e stability point is

x� 0. Any value of x is a steady state. (at is, it shows that
government departments are more sensitive to the perceived
cost of inputs than the returns they receive when taking
strong control measures. (ey prefer to bear penalties with
uncertainty rather than invest more in regulatory costs. (at
is, the government tends to choose a weak control model. In
this case, the higher level of government should takemeasures
to assign responsibility and increase control, making the
government strengthen its control over the project.

3.2. Construction Operator Progressive Stability Analysis.
Let equation (13) equal 0 and solve for y� 0, y� 1, z� B −

C1 + C2 − αλFθ − xλFθ + αxλFθ/2x(B − C1 + C2 − xλFθ)

�Z∗. It follows from the stability theorem for replicating
dynamic differential equations that F(y)� 0, zF(y)/zy< 0,
and x is an evolutionary stabilization strategy.

When z�Z∗, F(y)� 0 constantly established. (e stability
point is y� 0, y� 1. Any value of y is a steady state; i.e., the
strategy of the construction unit does not change over time.

When z<Z∗, F(y)� 0 constantly established. And
zF(y)/zy> 0, y � 0
zF(y)/zy< 0, y � 1 established. (e stability point is

y� 1; Any value of x is a steady state.(at is, it shows that the
sum of the penalties and losses received by the building
operator for providing a low-quality service is greater than
the benefits under this strategy. If the building operator
adopts a speculative strategy, it will face inevitable losses. In
this case, the building operator tends to choose to provide a
high-quality service.

When z>Z∗, F(y)� 0 constantly established. And
zF(y)/zy> 0, x � 1
zF(y)/zy< 0, x � 0 established. (e stability point is

y� 0. It indicates that the penalties and losses received by the
building operator in providing low-quality services are less
than the gains under this strategy. (e building operator

tends to choose a speculative strategy to obtain higher
returns in this situation.

3.3. User Progressive Stability Analysis. Let equation (14)
equal 0 and solve for z� 0, z� 1, x� λ(SR2)

θ − (SR3)
θ −

(SR1)
θ + C3/λ(SR2)

θ − (SR3)
θ − 2ZC3 �X∗. It follows from

the stability theorem for replicating dynamic differential
equations that F(z)� 0, zF(z)/zz< 0, and x is an evolu-
tionary stabilization strategy.

When x�X∗, F(z)� 0 constantly established. (e sta-
bility point is z� 0, z� 1. Any value of z is a steady state; i.e.,
the strategy of the construction unit does not change over
time.

When x<X∗, F(z)� 0 constantly established. And
zF(z)/zz> 0, z � 0
zF(z)/zz< 0, z � 1 established.(e stability point is z� 1.

Any value of z is a steady state. (at is, this situation in-
dicates that the user receives more losses than gains when
adopting a low frequency of use, in which case the user tends
to choose a high frequency of use.

When x>X∗, F(z)� 0 constantly established. And
zF(z)/zz> 0, z � 1
zF(z)/zz< 0, z � 0 established.(e stability point is z� 0.

(is situation indicates that the loss suffered by the user by
adopting a low frequency of use is less than the gain, in
which case the user tends to choose a low frequency of use.

3.4. Mixed Stabilization Strategy for Gaming Subjects. Let
F(x)� F(y)� F(z)� 0. (e equilibrium points can be ob-
tained as follows: E1 � (0,0,0), E2 � (1,0,0), E3 � (0,1,0),
E4 � (0,0,1), E5 � (1,1,0), E6 � (1,0,1), E7 � (0,1,1), E8 � (1,1,1),
and E9 � (x∗, y∗, z∗), where E9 is the mixed strategy equi-
librium point. If the equilibrium point in the three-way
evolutionary game is ESS, it must be satisfied that the
equilibrium point is a pure strategy equilibrium, and
therefore, only the asymptotic stability of E1–E8 needs to be
discussed. (e asymptotic stability of the system can be
obtained from the analysis of the Jacobian matrix, as pro-
posed by Friedman:

J �

zF(x)

zx

zF(x)

zy

zF(x)

zz

zF(y)

zx

zF(y)

zy

zF(y)

zz

zF(y)

zx

zF(y)

zy

zF(y)

zz

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

SR2( 
θλ(y − 1) +(1 − y) SR3( 

θ
+ SR1( 

θ
− C3 (1 − 2x) x(1 − x) λ SR2( 

θ
− SR3( 

θ
  0

y(1 − y)F
θλ(α − 1) F

θαλ(x − 1) − F
θλx + B − C1 + C2 (1 − 2y) 0

0 z(1 − z)λ Y2
θ

− Y1
θ

  (1 − y)λ Y1
θ

− Y2
θ

 (1 − 2z)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(15)
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Each of the eight equilibrium points is substituted into
the Jacobian matrix, and if the eigenvalues of the corre-
sponding matrix are all negative, then the equilibrium point
is the ESS of the system, and the eigenvalues of each point are
shown in Table 2.

(is paper makes the following assumptions,
(SR2)

θλ< (SR1)
θ < (SR3)

θ. Under prospect theory, the loss
to social challenge is less than the reward to government
regulation; i.e., the government tends to adopt an active
strategy to control the project. (e stabilization strategy of
the game is analyzed in the following cases:

Situation 1: (SR2)
θλ + C3 < (SR3)

θ + (SR1)
θ,

B<Fθαλ + C1 − C2. In this scenario, the operator
chooses to provide a low-quality service, resulting in a
combined loss that is less than the cost of government
regulation, while the benefit to the operator of reducing
the quality of the service is greater than the govern-
ment’s incentive for high-quality service. From the
table, we can find that this is the game model evolution
equilibrium point, and evolution equilibrium strategy
is strong control mode, low-quality service, and low
frequency of use.
Situation 2: (SR2)

θλ + C3 > (SR3)
θ + (SR1)

θ,
B<Fθαλ + C1 − C2. In this case, the combined loss
caused by the operator choosing to provide a low-
quality service is greater than the cost of government
regulation, while the gain to the operator from reducing
the quality of the service is greater than the govern-
ment’s incentive for a high-quality service. Table 3
shows that this is the equilibrium point for the evo-
lution of the game model, and the evolutionary equi-
librium strategy is a weak control model, low-quality
service, and low frequency of use.
Situation 3: (SR2)

θλ + C3 < (SR3)
θ + (SR1)

θ,
B>Fθαλ + C1 − C2. In this case, the combined losses
incurred by the operator when it chooses to provide a
low-quality service are less than the cost of government
regulation, while the revenue gained by the operator for
reducing the quality of the service is less than the
government’s incentive for a high-quality service.
Situation 4: (SR2)

θλ + C3 > (SR3)
θ + (SR1)

θ,
B>Fθαλ + C1 − C2. In this case, the combined losses
incurred when an operator chooses to provide a low-
quality service are greater than the cost of government
regulation, while the revenue gained by the operator for
reducing the quality of the service is less than the
government’s incentive for a high-quality service.

(ere is no stable equilibrium strategy under situation 3
and situation 4.

(e above analysis shows that, in the actual operation
of the project, the operator usually chooses to provide
low-quality services out of self-interest, in order to ob-
tain high revenue by the number of operations. (ere-
fore, in the process of gaming the project, the
government should set up reasonable penalties to en-
hance the willingness of the operators to provide high-
quality services.

4. Analysis of Simulations

In order to verify the validity of the evolutionary stability
analysis, the model was assigned according to realistic
conditions, and numerical simulations were carried out
using Python. (e parameters set in this paper are shown in
Table 4.

Firstly, in order to analyze the impact of the change in
the regulatory cost C3 on the process and outcome of the
evolutionary game, C3 is assigned to 10, 14, and 18, re-
spectively, and the simulation results of replicating the
system of dynamic equations evolving 50 times over time are
shown in Figure 2. In order to analyze the impact of loss
avoidance coefficients on the process and outcome of the
evolutionary game, the values of C3 are assigned as 1, 2, and
3, respectively, and the simulation results are shown in
Figure 3.

(e graph of the impact of regulatory costs shows that as
the cost of regulation rises, it accelerates the rate at which the
operating companies and the government side evolve to a
point of stability. As the cost of regulation rises, the
probability of the government choosing a strong control
model decreases. (erefore, when choosing a strong control
model, the government needs to be careful to control the
cost of control so that it is within a reasonable range. For
projects in an unstable state (e.g., in the early stages of
operation or within a special period), the regulatory re-
quirements should be appropriately relaxed to facilitate the
project to get on track and achieve sustainable operation as
soon as possible.

(e risk aversion coefficient influence diagram shows
that as the risk aversion coefficient rises in the evolutionary
process, the probability of the government side choosing a
strong control model and the operator choosing a high-
quality service rises. (erefore, during the operation of the
project, priority should be given to risk-sensitive operators,
and the penalties for accidents should be increased to raise
the risk awareness of operators and increase the probability
of operators choosing high-quality services.

(e government incentive subsidy B was then analyzed
by assigning B values of 6, 16, and 26 and replicating the
simulation results for the system of dynamic equations
evolving 50 times over time as shown in Figure 4.

(e graph of the impact of incentive subsidies shows that
as the incentive subsidy rises, it reduces the rate at which the
operator and the government side evolve to a stable point.
(e evolutionary process shows that if the incentive sub-
sidies are increased, to a certain extent, it will reduce the
incentive of the operator to improve the service quality.
(erefore, the government should formulate a reasonable
subsidy incentive policy to avoid the negative effects of high
subsidies.

Substituting the parameters so that they evolve 50 times
from the initial strategy combination over time, the results
are shown in Figures 5–7.

Figures 5–7 show that there is a stable point of evolution
of the system (strong control model, low-quality service,
and low usage frequency) under the condition that scenario
1 is satisfied. In the case of scenario 2, there is a stable
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evolution point (weak control model, low-quality of ser-
vice, and low frequency of use). In the case of scenario 3,
there is a stable evolution point (strong control model,
high-quality service, and low frequency of use). (erefore,
the government should strengthen regulation during the
development of transport infrastructure to promote the
provision of high-quality services by operational service
providers, while providing users with a diversity of
transport options.

5. A BP Neural Network-Based Prediction
Model for Sustainable Operation of
Transportation Infrastructure

In order to investigate whether the above results based on
game theory are in line with reality and whether the con-
clusions can serve as a guide to reality, based on the simu-
lation using MATLAB, the paper uses BP neural network to

build a prediction model based on the results of game theory
by collecting actual operation cases of transportation infra-
structure across the country and investigates whether the
conclusions obtained from the evolutionary game are correct
and whether the results of the evolutionary game can be used
to further guide the future construction. Based on the results
of the game and the sensitivity of each parameter, the index
parameters in the BP neural network construction process are
further selected. (e indicators selected in the model con-
struction process are based on the indicators used in the
evolutionary game process, including government subsidies,

Table 2: Eigenvalues.

Equalization points Eigenvalue λ1 Eigenvalue λ2 Eigenvalue λ3
E1(0, 0, 0) − (SR2)

θλ + (SR3)
θ + (SR1)

θ − C3 − Fθαλ + B − C1 + C2 λ(Yθ
1 − Yθ

2)

E2(1, 0, 0) (SR2)
θλ − (SR3)

θ − (SR1)
θ + C3 − Fθαλ + B − C1 + C2 λ(Yθ

1 − Yθ
2)

E3(0, 1, 0) 0 (SR1)
θ − C3 Fθαλ − B + C1 − C2

E4(0, 0, 1) − (SR2)
θλ + (SR3)

θ + (SR1)
θ − C3 λ(Yθ

2 − Yθ
1) − Fθαλ + B − C1 + C2

E5(1, 1, 0) 0 − (SR1)
θ + C3 Fθλ − B + C1 − C2

E6(1, 0, 1) (SR2)
θλ − (SR3)

θ − (SR1)
θ + C3 − Fθλ + B − C1 + C2 λ(Yθ

2 − Yθ
1)

E7(0, 1, 1) 0 (SR1)
θ − C3 Fθαλ − B + C1 − C2

E8(1, 1, 1) 0 − (SR1)
θ + C3 Fθλ − B + C1 − C2

Table 3: (e equilibrium stability of the nonlinear dynamic system for eight situations.

Equalisation points
Situation 1 Situation 2 Situation 3 Situation 4

λ1 λ2 λ3 Stability λ1 λ2 λ3 Stability λ1 λ2 λ3 Stability λ1 λ2 λ3 Stability

E1(0, 0, 0) + − − − − − − ESS + + − − − + − −

E2(1, 0, 0) − − − ESS + − − − − + − − + + − −

E3(0, 1, 0) 0 + + − 0 + + − 0 + − − 0 + −

E4(0, 0, 1) + + − − − + − − + + + − − + + −

E5(1, 1, 0) 0 − + − 0 − + − 0 − − − 0 − − −

E6(1, 0, 1) − − + − + − + − − + + − + + + −

E7(0, 1, 1) 0 + + − 0 + + − 0 + − − 0 + − −

E8(1, 1, 1) 0 − + − 0 − + − 0 − − − 0 − − −

Table 4: Assignment table.

Parameters Assignment
SR1 20
SR2 10
SR3 10
θ 1
B 12
λ 2
C1 30
C2 50
C3 18
F 10
Y1 20
Y2 25
α 0.5
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Figure 2: Impact of regulatory costs.
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government support, GDP, operating income, and other
indicators, and supplemented with data indicators that reflect
the scale of the project. (e selected evaluation result is the
final revenue of the project.

(e relevant data of the paper are obtained from China
National Statistical Yearbook, local economic operation
reports, and other official public data.

(emean square error of the model is shown in Figure 8,
and the model fit data are shown in Figure 9.

From the fitted data (Figure 9), it can be found that the
outcome of the transportation infrastructure operation
process can be predicted better using the indicators deter-
mined by the evolutionary game and sensitivity analysis of
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Figure 3: Impact of risk aversion factors.

1

0.8

z

0.6

0.4

0.2

0
1

0.8
0.6

0.4
y x0.2

0 0
0.2

0.4
0.6

0.8
1

B=6
B=16
B=26

Figure 4: Impact of incentive grants.
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indicators. (e mean square error of the original data and the
fitted data are small, and the BP neural network can be used to
predict and analyze the operation process of the trans-
portation infrastructure. At the same time, by adjusting the
corresponding indexes in the prediction set according to the
results of game theory analysis, we can find that the error of
the model constructed by the BP neural network is smaller
than that of the conclusion obtained by using the evolutionary
game. (erefore, the combination of the deep learning
method and game theory in the traditional operation process
can better assist the government and the operator to predict
and analyze the possible situation of the project.(e use of the
BP neural network can better predict the operation results of
transportation infrastructure by external influencing factors;
therefore, relevant deep learning algorithms can be added to
analyze and evaluate the feasibility of the project in the
process of relevant policy formulation and project evaluation.

6. Conclusions

(is paper introduces prospect theory to the sustainable
operation of transport infrastructure projects under gov-
ernment regulation, establishes an evolutionary game model
with the participation of three parties: government, oper-
ator, and user, and analyzes it using relevant theories to
obtain the following conclusions.

(1) (e growth rate of the three parties in the game to
participate in the construction of transport infra-
structure by adopting positive strategies is not the
same, and the size of the government’s incentive for
the construction operator to adopt positive strategies
affects the government’s willingness to participate.
Excessive rewards are not only more burdensome for
the government but also do not encourage operators
to improve their service quality

(2) (e government’s willingness to participate is
influenced by the cost of monitoring the low-quality
of services provided by the operator. (e govern-
ment should dynamically adjust the level of super-
vision according to the operator’s own positive level
of operation and the actual operating results and
control the supervision expenses while ensuring the
operating results. Strong government control does
not necessarily result in high-quality service from the
service provider. In some cases, it has led to low-
quality services being provided. (erefore, the in-
terests of the operators need to be taken care of in the
control process as well

(3) In all cases of evolutionary stability, users tend to
choose low-frequency strategies, and the govern-
ment should provide users with diverse transport
options to meet their needs. (e government should
provide users with a wide range of transport options
to meet their needs, and in the construction of the
city, it should balance the development of each re-
gion as far as possible and build up distinctive in-
dustries in each region to avoid the emergence of
“sleeping cities”

(4) In many cases, operators evolve a balanced strategy
of “choosing low-quality services” in order to
maximize their own profitability. (is is a reflection
of the fact that operators are currently rewarded for
providing high-quality services and are not suffi-
ciently penalized for providing low-quality services,
resulting in operators choosing to adopt low-quality
services in order to avoid loss of profit during the
operation process, which is not conducive to good
project operation

(5) In the process of research for infrastructure opera-
tions, the use of deep learning algorithms can better
simplify the original research process on the basis of
complex calculations to obtain similar conclusions
and at the same time can realize the prediction of the
future based on the underlying data.(erefore, in the
process of future research and use, we can try to
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combine deep learning algorithms with traditional
analysis and evaluation methods to further optimize
the operation process
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In order to effectively improve the recognition rate of human action in dance video image, shorten the recognition time of human
action, and ensure the recognition effect of dance motion, this study proposes a humanmotion recognitionmethod of dance video
image..is recognitionmethod uses neural network theory to transform and process the human action posture in the dance video
image, constructs the hybrid model of human motion feature pixels according to the feature points of human action in the image
coordinate system, and extracts the human motion features in dance video image. .is study uses the background probability
model of human action image to sum the variance of human action feature function and update the human action feature
function. It can also use Kalman filter to detect human action in dance video image. In the research process, it gets the human
multiposture action image features according to the linear combination of human action features. Combined with the feature
distribution matrix, it processes the human action features through pose transformation and obtains the human action feature
model in the dance video image to accurately identify the human action in the dance video image. .e experimental results show
that the dance motion recognition effect of the proposed method is good, which can effectively improve the recognition rate of
human action in dance video image and shorten the recognition time.

1. Introduction

.e advent of the intelligent era promotes the rapid de-
velopment of computer image processing technology. Hu-
man action recognition technology has always been a hot
topic in the field of computer vision [1]. .e purpose of
studying human action recognition technology is to effec-
tively extract the human motion features of video image,
analyze human action features in video through effective
preprocessing of video image, extract human action features
from video image and classify them, and finally realize ef-
fective recognition of image features. .is recognition
technology has been widely used [2, 3]. It is of great sig-
nificance to analyze the human action in the dance video
image by using the characteristics of computer vision, realize
the recognition of human action, and correct the wrong
action in time to achieve high-quality development.

At present, scholars in related fields have conducted
research on video image recognition technology and

achieved some research results. Guo et al. [4] proposed a
human action feature recognition technology based on
image feature similarity. Firstly, they use the image analysis
method to make action recognition of the video image, then
carry out the dimension reduction, and obtain a group of
new human action representation models at the same time,
use the image feature similarity technology for secondary
recognition analysis, and calculate the similarity of the same
two images through the adaptive analysis of the image, and
finally obtain the recognition results of human action fea-
tures by the weighted processing method. .is method can
effectively improve the recognition accuracy of similar ac-
tions in human action video. Yu and Min [5] proposed a
human action recognition algorithm based on improved
time network. Firstly, they extract human action features
based on improved time network, construct human rec-
ognition model through neural network, use CNN frame-
work for grid fusion, and analyze the characteristic of neural
grid..en, they use the same structure as spatial network for
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weighted summation, obtain a set of new feature vectors, and
iterate the processing results. Finally, they get a new set of
human action features and obtain the classification recog-
nition results through the recognition of the two groups of
human motion features. .is method has good recognition
effect. Based on the above analysis, this paper proposes a
method of human action recognition in dance video image,
which provides a certain reference for further improving the
recognition rate of human action in dance video image and
shortening the recognition time of human action.

2. Design of Human Motion Recognition
Technology in Dance Video Image

2.1. Extraction of Human Action Features from Dance Video
Image. In the design process of this technology, the human
action features in the dance video image are extracted by
using the neural grid theory, and the feature points of the
extracted feature image are classified and processed.
Combined with the above theory, the following research
carries out the posture transformation of the human action
target in the dance video image, which can be expressed as

A(i,j)(k, l) � B(i, j) · C(k, l). (1)

In the above formula, A(i,j)(k, l) represents the filtering
result of the human action image in the dance video image
after processing, B(i, j) represents the human dance target
action image, and C(k, l) represents the filtering combi-
nation result. By processing the above results, the definition
of p + q order matrix human action image D(x, y) in dance
video image is obtained, which is expressed as

Epq � 
x


y

(x − x)
p
(y − y)

q
D(x, y). (2)

In formula (2), the center coordinate of the dance video
image is (x, y).

.rough the iterative processing of human action image
in dance video image [6–8], the feature point (i, j) in the
coordinate system of human dance action image is obtained,
and the pixel probability within the moment t is

p G
t
ij  � 

s�K,L

ps G
t
ij|θ

t
ij,s . (3)

In this formula, Gt
ij represents the pixel value of the

human action in the dance video image at time t. It is as-
sumed that the actual probability of the pixel (i, j) of the
humanmotion image is ps(Gt

ij|θ
t
ij,s) at any time t. .emixed

model of human action feature pixel ps(Gt
ij|θ

t
ij,s) in the

dance video image at time t is as follows:

pb G
t
ij  � 

k

w
t
ij,b,k Gt

ij, μ
t
ij,b,k . (4)

In the above formula, k represents the number of rec-
ognition models of human action image in dance video
image. .e weight of feature vector of human action image
in dance video image is wt

ij,b,k at time k. When kwt
ij,b,k � 1,

the characteristic vector value of human action image is

μt
ij,b,k, and the variance matrix of human action features in

dance video image is G at time t[9–11].
.rough weight analysis, the fitness value of individual

action image in the dance video image can be obtained, and
suitable human action feature distribution model can be
found in the dance video image. At any time t, in the dance
video image, the probability value of the action image pixel
(i, j) of the human action is expressed as follows:

η(Y, μ, υ) �
1

(2π)
π/2

|υ|
1/2 exp −

1
2
(Y − μ)

Tυ . (5)

In this formula, Y and η represent the feature vectors of
the coordinate point (i, j) of the human action image in the
dance video image, in which the probability value of the
coordinate point is μ, and υ represents the variance matrix of
the human action image in the dance video image.

According to the pixel information of the human action
image in the obtained dance video image, the judgment pixel
can be obtained, which is as follows:

p HB(  �
λa

5
,

p HF(  � 1 − p HB( .

(6)

In formula (6), p(HB) represents the characteristic
distribution function of the pixel value HB of the human
action image, p(HF) represents the characteristic distri-
bution function of the pixel value HF of the body action
image. When p(HB)≥p(HF), the human action image
feature can be used as foreground pixel. When
p(HB)<p(HF), the human action image can be used as the
background pixel [12–14].

After obtaining the background of the human action
image in the dance video image, comparing the human
action image in the dance video image with the standard
motion image, the features of the human action in the dance
video image can be obtained, which can be expressed as

pu(y) � Ih 

n

i�1
k

y − xi

h

������

������

2
 δ b xi(  − u . (7)

In the above formula, Ih represents the normalization
processing result of the human action image in the dance
video image, u represents the characteristic value of the
human action image, y represents the center pixel (i, j) of
the human action image in the dance video image. .e
feature of the human action in the dance video image can be
obtained by formula (7), so as to realize the extraction of the
human action features.

2.2. Detection of Human Action in Dance Video Image.
Assuming that the variance of the gray value distribution of
the human movements in the dance video image is σ, all the
gray values meet the expected value μ of the human action
image and the Gaussian distribution of the human action in
dance image at this time [15–17]. .en, the background
probability model of human action image in dance video
image can be obtained by using the following formula:
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p x|wi(  �
1
����
2πσ

√ exp −
1
2

x − μ
σ

 
2

 . (8)

In formula (8), p(x|wi) represents the normal distri-
bution of human action image features, and wi represents
the feature vector of gray value of human action. Assuming
that K � 2, 3, . . . L, the variance summation of the human
action feature function in the dance video image can be
expressed as

μK+1′ �
K − 1

K
μK
′ +

1
K
μK,

σ2′
K+1 �

K − 1
K

σ2′
K +

1
K
σ2K.

(9)

.en, in frame K � L + 1, if updated the variance of the
human action feature function in the dance video, it can be
expressed as

μK+1′ � (1 − ρ)μK
′ + ρμK,

σ2′
K+1 � (1 − ρ)σ2′

K + ρσ2K.
(10)

In the above formula, μK � 1/NK 
NK

j�1 Ij represents the
statistic mean value of human action image in the dance
video image of frame K, σ2K � 1/NK 

NK

j�1 (Ij − μK)2 repre-
sents the variance of human motion feature vector, μK

′
represents the Gaussian model feature function, σ2′

K repre-
sents the Gaussian model variance of human action, NK

represents the sample number of human action, Ij repre-
sents the gray value of human action feature points, and ρ
represents the feature update rate.

In the analysis of human action in dance video image, in
order to detect the relationship between human action
features and basic feature points, this study carries out the
target comparison of human action image in dance video
image by using Kalman filter [18]. Assuming that the action
amplitude of the human action image in the first dance video
image is X1, then the feature of detecting the human action
in the dance video image can be expressed as

XK+1 � MXK. (11)

In formula (11), M represents the structure parameter in
the dance video image, and XK represents the detection
variance value of human action in the K-th dance video
image. Combined with the above formula, the detection of
human action in dance video image can be completed.

2.3. Recognition of Human Action in Dance Video Image.
In order to recognize human action in dance video image,
the mathematical model is established as follows:

By connecting the human action samples in the dance
video image, the recognition model of the human action in
the dance video image can be obtained..e coordinate point
of this model is p, and T � (Y1, Z1, A1
, . . . , Yp, Zp, Ap)U ∈ S3p. .e number of human action
samples in this model is n, and the human action component
in the dance video image is Tj, and then j � 1, 2, . . . , n. T

represents the behavior classification of human action. It can

be obtained through normalization processing of all human
actions in dance video image [19, 20] and also can be used to
describe the linear combination of human action features,
which is as follows:

T � 
n

j�1
xjTj. (12)

Using the above analysis method, both the human action
matrix of the dance video image and the human action
image features can be obtained:

U � U + Tu. (13)

In the above formula, U represents the mean value for
classification of human action behavior in dance video
image, and u represents the human action matrix in dance
video image. According to the human action feature vector
[21], the multiposture features of the human body can be
obtained:

U
s

� U
s

+ GS
U. (14)

In formula (14),GS represents the offset matrix of human
action in the dance video image; Us and U

s are the state
variables in the changing process of human dance posture.
Based on the feature distribution matrix K, the human
action feature model of dance video image can be obtained
by carrying out pose transformation of human dance action
features. .e formula is as follows:

U
l

 
s

� K U
l

  + G
l

 U
s

 . (15)

In the above formula, Ul represents the feature points of
human action in dance video image [22]. By extracting the
state variables of human dance action image, the feature
vector of human dance action and the feature components
U

l and Gl of human dance action can be obtained. .rough
the above steps, the recognition of human action in dance
video image can be realized.

3. Experimental Analysis

In order to verify the effectiveness of human action rec-
ognition technology in dance video image in practical ap-
plication, this experiment chooses the AIST++ dance video
dataset and uses MATLAB simulation software as the ex-
perimental platform to carry out simulation verification.

In the AIST++ dance video dataset, the most common
dance actions mainly include belly dance action, Latin dance
action, ballet dance action, national dance action, and folk
dance action. .is experiment respectively uses the method
proposed in this paper and the methods in literature [4] and
literature [5] for recognition and compares the recognition
effects of dance action with different methods, as shown in
Figure 1.

According to Figure 1, for the belly dance action, the
dance action recognized by the methods in literature [4] and
literature [5] cannot accurately identify the image details,
while the method proposed in this paper can accurately

Scientific Programming 3



(A) Original image (B) �e method proposed
in this paper

(C) Reference [4]
method

(D) Reference [5]
method

(a)

(A) Original image (B) �e method proposed
in this paper

(C) Reference [4]
method

(D) Reference [5]
method

(b)

(A) Original image (B) �e method proposed
in this paper

(C) Reference [4]
method

(D) Reference [5]
method

(c)

Figure 1: Continued.
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identify the image contour. For Latin dance action, the dance
action contour edges recognized by the methods in literature
[4] and literature [5] are missing, while the dance action
contour edges of the method proposed in this paper are
complete. For the ballet dance action, the hand and foot
areas of dance action recognized by the methods in literature
[4] and literature [5] are deformed, and the method pro-
posed in this paper can effectively restore the original image
shape. For the national dance action, the methods in lit-
erature [4] and literature [5] still cannot effectively identify
the details of the hand area of dance action, but the method
proposed in this paper can accurately restore the original
shape of the original image on the hand area. For the folk
dance action, both the methods in literature [4] and liter-
ature [5] have deviations from the original image, while the
method proposed in this paper avoids the image recognition
deviations and accurately identifies the image edges. Based
on the above analysis, it can be seen that the recognition
effect of the proposedmethod is better, because the proposed
method uses Kalman filter to detect human action in dance
video image, which can effectively remove image noise, so as
to ensure the recognition effect of dance action.

During the experiment, the neural network method is to
extract the dance video image in the AIST++ dance video

dataset frame by frame, and the descriptor matrix is taken as
the training sample. According to the dance action samples
of the collected dance video image, the experiment aims at
five dance action types in AIST++ dance video dataset, and it
also tests the recognition rate of the dance action type by the
method proposed in this paper. .e results are shown in
Figure 2.

According to Figure 2, in the AIST++ dance video
dataset, when the method proposed in this paper is applied
to identify dance action types, the recognition rates of five
dance actions are high. In addition, among them, the rec-
ognition rate of belly dance action is the highest, which can
reach 92%, and the recognition rate of folk dance action is
the lowest, which is 85%. .en, the calculation shows that
the average recognition rate of the proposed method is
88.7% when identifying five dance action types in AIST++
dance video dataset. .erefore, the recognition rate of dance
action types by the proposed method is high.

In order to further verify the recognition effect of the
proposed method on human action in dance video image,
this experiment selects the data in 400MB AIST++ dance
video dataset, uses the proposedmethod for recognition, and
obtains the recognition rate of human action in dance video
image by the proposed method, as shown in Figure 3.

(A) Original image (B) �e method proposed
in this paper

(C) Reference [4]
method

(D) Reference [5]
method

(d)

(A) Original image (B) �e method proposed
in this paper

(C) Reference [4]
method

(D) Reference [5]
method

(e)

Figure 1: Recognition effect of different methods on dance action. (a) Belly dance action. (b) Latin dance action. (c) Ballet dance action.
(d) National dance action. (e) Folk dance action.
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As it can be seen from the results in Figure 3, when the
proposed method is used to identify human action in the
AIST++ dance video dataset, the recognition rate is high.
Among them, when the data amount of AIST++ dance video
dataset is 240MB, the highest recognition rate reaches
95.5%. However, when the data amount in the AIST++
dance video dataset is 300MB, the lowest recognition rate is
86%. According to the calculation, when the data volume in
AIST++ dance video dataset is 400MB, the average rec-
ognition rate of human action in dance video image by the
proposed method is 90.4%. .erefore, the proposed method

can effectively improve the recognition rate of human action
in dance video image.

On the above basis, the recognition time of human
movements in dance video image is further verified. .e
400MB AIST++ dance video data are selected and the
recognition time of humanmovements in dance video image
is obtained by using the method proposed in this paper, as
shown in Figure 4.

According to the data in Figure 4, the recognition time of
human action in the dance video image by the proposed
method also increases with the increase of the data amount
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Figure 2: .e recognition rate of dance action type by the proposed method.

95

90

85

80

75

70

Re
co

gn
iti

on
 ra

te
 (%

)

0 20 40 60 80 100 120 140 160 180 200 220 240 260 280 300 320 340 360 380
Data volume (MB)

400

Figure 3: .e recognition rate of human action in dance video image by the proposed method.
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in the AIST++ dance video dataset. When the data amount
in the AIST++ dance video dataset is 400MB, the recog-
nition time of human action in dance video image by the
proposed method is only 40 s. .erefore, the proposed
method can effectively shorten the recognition time of
human action in dance video image.

4. Conclusion

.is paper studies the human action recognition technology
in dance video image, detects the human action in the dance
video image by extracting the features of human action, and
finally realizes the human action recognition in the dance
video image according to the principle of human action
recognition in the dance video image. What is more, the
research results show that the human action recognition
technology designed in this paper has high recognition rate,
and it can effectively shorten the recognition time, which
further verifies the practicality of this technology [23–26].
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Image processing technology is to use computer, camera, and other technologies to calculate and process images andmake the image
clearer and convenient for quick extraction of information. Image processing technology has entered an all-round development stage.
It also plays a great role in the components of the intelligent service model for the aged. Now many countries in the world have
entered the aging stage, but old-age equipment is relatively backward and personnel management is not standardized. Based on these
problems, this paper studies the intelligent model of old-age care in small- and medium-sized cities by using the image recognition
method. Based on the analysis of the present situation of intelligent old-age care, an intelligent system is proposed, which solves the
problems of defects in old-age care facilities and insufficient comprehensive management of medical staff in some small- and
medium-sized cities. )is system has RTID positioning system and APP client, which can ensure the privacy of the elderly. )rough
real-time identification of images in the elderly service, the rationality and layout optimization of existing old-age facilities are
analyzed. )e mathematical model is used to detect the regularity of participants’ daily activities. )e image experiment results show
that the prediction accuracy is over 90%, and the optimal prediction effect is obtained. In addition, a questionnaire survey was
conducted among many elderly people over 50 years old to investigate their willingness to use smart old-age products.

1. Introduction

With the development of computers, image technology has
also been applied to all aspects of human life. In the
construction of smart models for the elderly in certain
small- and medium-sized cities, image processing tech-
nology has also played a great role. Literature [1] intro-
duces the development of image processing technology
and the connection with the smart service model for the
elderly. We analyzed the results of previous research and
related data. Because of the physical reasons of the elderly,
their social and victory functions will decline with age, so
they will encounter various difficulties in daily life. )e
article is based on the elderly. )e daily activity habit of
creating scenes provides a specific solution for the activ-
ities of the elderly at home. Literature [2] discusses the
views and suggestions of alternatives to restraint and

isolation for service users and their families, as well as the
conditions that can be used in adults in short-term psy-
chiatric care and residents in long-term care. Set up 3
nursing institutions related to middle-aged and elderly
family members and 5 focus groups related to service
quality. )ese small focus groups discussed and analyzed
records and found that more companionship and caring
for the elderly are the most effective way to solve the
mental disorders of the elderly. Listen to the inner
thoughts of the elderly and give them more love and
company. Immature old-age care policies in big cities
result in the high poverty rate of the elderly and a series of
old-age care problems. Literature [3] studies the elderly to
provide location-based, customized job search services to
actively support the elderly to participate in economic
activities, provide customized positions for the elderly
according to their residence, physical condition, and
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working conditions, so that the elderly can choose suitable
positions according to their interests and living condi-
tions, and contribute to the expansion of the employment
market for the elderly. Literature [4] aims to develop smart
healthcare glove system (SHGS) and transcutaneous
electrical nerve stimulator (TENS) based on electronic
textiles as healthcare equipment for elderly hypertension.
Using image processing technology, the patient’s pulse and
blood pressure generated pictures can be transmitted to
the computer for better observation. Observing the blood
pressure and pulse of multiple patients wearing SHGS, the
results show that SHGS can not only be used for the elderly
to lower blood pressure and improve the irregular blood
circulation but also be used for hypertensive patients of
any age. )e goal of literature [5] is to deploy an intelligent
nursing service integration agent to provide individuali-
zation and integration for each elderly person. Every el-
derly person’s needs and preferences are different. In time,
a robot with strong learning ability also needs to spend a
lot of time learning everyone’s preferences and needs. In
order to provide basic nursing tasks, we have deployed
nursing templates in the cloud. )ere are different scenes
for each character. Literature [6] provides a theoretical
basis for combining biophilic and smart home technology
and provides a framework for smart home services to
ensure that elderly residents can have a biophilic experi-
ence. Smart home technology is not a mechanized
achievement. It simulates nature and creates a high quality
of life, which can support the physical and mental health of
the elderly. It not only provides effective information for
the elderly smart home industry but also makes a huge
contribution to the trend of smart home services. Liter-
ature [7] studies the contradiction between the design of
smart home products under the medical care model and
the daily needs of the elderly and conducts case analysis of
smart home products for the elderly. )e research results
show that smart homes can maximize the satisfaction of
the elderly. Literature [8] introduces WITSCare, which is a
research prototype of a web-based IoTsmart home system.
It is a smart home system designed using the intelligence of
the Internet of)ings, which can help the elderly live safely
and independently at home. Literature [9] proposes an
application architecture suitable for such online service
network platforms and designed it with the most advanced
concepts such as server-side JavaScript, NoSQL databases,
and machine learning. )e rapid increase in the number of
elderly people has brought great pressure to our country’s
medical treatment and society. It has become an in-
creasingly popular topic to provide the elderly with a high-
quality living environment. Literature [10] proposes a
conceptual model of an integrated and personalized sys-
tem to solve this problem.We interviewed three healthcare
experts to better explore the needs of the elderly and
customized a conceptual model for the elderly to live
independently, centering on the concepts of comfort,
safety, and environmental protection and providing good
protection for the elderly to live alone. )e purpose of
literature [11] is to propose services based on behavioral
patterns. )e range of activities for the elderly is limited,

and the living room is an important area. We have pro-
posed a method of developing a smart living room spe-
cifically designed for the elderly. We put forward a number
of behavior patterns of the elderly, including preventing
falls and injuries, and explain safety issues and health
issues to provide a comfortable living environment in all
aspects. )ere are many hidden safety hazards for the
elderly at home alone. To ensure the safety of the elderly at
home, we must consider the hazards such as gas leaks in
the kitchen, fire, and falls in the bathroom. Literature [12]
deals with the hazards and intelligent services in the
kitchen according to the behavior of the elderly. According
to multiple accidents such as fires and gas leaks, a smart
service has been set up. )e smart service can not only
detect safety problems at home but also has functions such
as automatic alarms and automatic ventilation to further
protect the safety of the elderly at home. Studies have
shown that the most common disease in the elderly is
cardiovascular disease, which also poses a great threat to
the health of the elderly. Literature [13] develops smart
clothes to record 3-lead electrocardiogram (ECG). Using
the image elementary technology, the analyzed data are
quickly generated into pictures. )e system is composed of
fiber clothes with electrodes which have the function of
acquiring physiological signals and can analyze health
data. Experimental results show that the accuracy of ECG
is as high as 86.82%. Starting from the two ways of family
pension and institutional pension, family pension is the
pension mode chosen by most people. )e deficiency of
traditional family pension lies in that it is generally difficult
for the elderly to get professional and meticulous care,
medical care, and spiritual and cultural services in the
family. Under the background that “421 structure” families
have become the mainstream of urban society, social
competition has intensified and the pace of life has
accelerated.)e social labor cost and people’s work burden
are generally increasing, family members and children
cannot have enough energy to take care of the elderly at
home, family pension is facing severe challenges, the
traditional family pension model is increasingly difficult to
maintain and play its social function and role, and the
urban family pension is gradually weakened and social-
ized. Nursing homes charge higher fees, so most families
cannot bear the economic pressure, and they have higher
requirements for medical staff. Based on these problems,
this paper creates an intelligent mathematical model to
help solve the problem of providing care for the aged and
uses image processing technology to create an intelligent
system. )e system has many functions, such as detecting
health problems of the elderly and real-time positioning.
By analyzing the present situation of old-age wisdom in
China, this paper finds some problems in old-age care in
China, such as backward old-age care equipment and ir-
regular personnel management. )is paper uses image
processing technology to build an old-age wisdom service
model, which solves the problems of old-age care facility
defects and insufficient comprehensive management of
medical staff in some small- and medium-sized cities.
Using this model, the problem of providing care for the
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aged in China has been greatly solved. )rough the test, it
can be found that the system has a very high accuracy for
the health detection of the elderly.

1.1. Overview and Development of Digital Image Processing
Technology. With the rise of the computer industry, people
gradually began to pay attention to digital image processing
technology. In 1964, the US Jet Propulsion Laboratory used a
computer to process a large number of lunar photos sent by
the “Prowler” spacecraft. )e results are very satisfactory.
)e digital image technology has also become an emerging
subject. Until the 1990s, digital images have developed
rapidly. Today, various industries have put forward high
requirements on image processing technology, which has
also promoted the better development of image processing
technology. Common methods of processing technology
include image transformation, image enhancement and
restoration, and image segmentation. Image processing
technology has the following characteristics: the diversity of
image processing, the sharpness of the processed image is
getting higher and higher, and the amount of data processing
is large.

1.2. Research Background. )e problem of population aging
in our country is becomingmore andmore serious.)e issue
of elderly care is one of the problems that our country must
face in its development. According to the report of the civil
affairs department, the elderly in our country now account
for 17.17% of the total population, and the problem of
population aging is aggravated.)e imperfections of old-age
facilities show that our country is not fully prepared for the
problem of population aging again. )e number of elderly
people living alone has increased rapidly in recent years.
Because with the acceleration of social development and the
pace of life, young people in many big cities have chosen to
develop in big cities, so they cannot accompany these old
people for a long time to take care of their own old people.
)e elderly care in modern society is mainly divided into two
types: one is home care and the other is “material home.”
Because of the early implementation of the family planning
policy in our country, a pair of husbands may have a single
child every day. )is traditional family management model
is called “4-2-1” by us. It refers to a special family that
requires 4 independent elderly people, a husband and a wife,
and a child. )is is for a couple of two people. In other
words, it is necessary to take care of 4 independent old
people and one child at the same time. Because of the
livelihoods of working outside, there is no way to accompany
the old people at all times. )e traditional family care model
is difficult to achieve. When the elderly live alone, there are
also many hidden dangers. When the elderly suddenly falls
ill and cannot seek medical treatment in time, they cannot
deal with the sudden accident in time. )ese hidden dangers
make children of many ages gravitate towards nursing care
institutions. )e elderly care institutions in our country are
showing a trend of two levels of differentiation. Senior
nursing homes are equipped with advanced equipment and
high level of management personnel, but the fees are too

high. Most families cannot afford the high expenses. )e
general nursing homes have aging equipment and limited
service quality and cannot provide high-quality services for
the elderly.

1.3. Research Significance. With the increase of age, the
elderly may also have some problems in life, such as falling
hair and teeth, shaking legs and feet, and memory loss. )ey
tend to have a strong sense of self-dependence and fear of
loneliness. )ey pay more attention to their own life and
health problems and their dependence on family and af-
fection. As modern Chinese elderly people decline in their
cognitive abilities and active actions, their ability to accept
new things has also declined. Most nursing homes in our
country have imperfect medical service facilities and im-
perfect management, which will cause many retired elderly
people to have to enjoy high-quality medical care. At
present, most nursing homes in our country monitor and
care for the elderly mainly through videos. Although video
monitoring can directly monitor the situation and behavior
of the elderly in the life of the home and nursing homes,
there are dead corners in this kind of monitoring and cannot
provide full coverage to the elderly. )is kind of monitoring
easily reveals the personal privacy of the left-behind elderly.
)erefore, this article proposes an intelligent elderly care
service system. On the premise of ensuring that the privacy
of the elderly in the family is not leaked and will not affect the
normal life of the elderly in the family, the RFID technology
equipment can monitor the elderly in the family in real time.
)e RFID technology equipment can monitor the situation
of medical sanatorium in real time for the elderly at home.

1.4. Status Quo of Research on Smart Elderly Care.
Population aging is an inevitable phenomenon. Many de-
veloped countries have entered a new era of population
aging earlier than our Chinese nation and have accumulated
a lot of advanced experience. )erefore, when dealing with
these pension problems, our country should appropriately
learn from the practices of developed countries. From the
successful examples of the elderly care service systems in
these developed countries, we can find some more excellent
high-quality smart elderly care products, which not only
integrate advanced technology but also incorporate hu-
manistic care that meets the characteristics of the elderly, so
that the elderly can enjoy high tech while bringing conve-
nience and fun and feel the humanistic care that meets your
requirements. With the development of computer tech-
nology and the Internet of )ings, the convenience brought
by automation to the elderly care problem is of great sig-
nificance, and it provides effective experience for the de-
velopment of our country’s smart elderly care industry.

2. Related Technical and Theoretical Research

2.1. Positioning Technology. Positioning technology mainly
includes two major components: indoor positioning and
outdoor positioning. Outdoor positioning technology has
been widely used in various scenarios. At present and
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internationally, outdoor positioning systems that can
achieve commercial operation and normal operation mainly
include the United States’ global positioning system,
Europe’s Galileo satellite positioning system, and Russia’s
global positioning system. )e navigation satellite system
and China’s BeiDou satellite positioning system are based on
satellite signals, but when a satellite signal is transmitted
indoors, the signal strength will be severely degraded and the
error is large, making it impossible for anyone to receive.
)erefore, it cannot be suitable for indoor positioning.
However, the area of daily life of the elderly is basically
indoors, so the indoor automatic positioning system can
greatly promote the daily life of the elderly.

2.2. Frequency Radio Identification. RFID wireless radio
frequency technology is a technology that uses radio fre-
quency signals to achieve information interaction through a
magnetic field. )e basic structure diagram is shown in
Figure 1.

)e development process of RFID technology is shown
in Table 1.

)ere are 3 categories of RFID, and their main char-
acteristics are shown in Table 2.

)e comparison chart of RFID technology under dif-
ferent carrier frequencies is shown in Table 3.

3. Image Preprocessing

3.1. Image Binarization. Image binarization is a common
image segmentation method. )e grayscale processed image
is binarized again. Assuming that an image has L gray levels
and T is the binarization value, the entire image can be
divided into two districts, namely, C0 and C1.)e number of
sharing speed points of gray level i is ni, and N is the total
number of pixels in the image. )en,

N � 
t−1

i�0
ni. (1)

)e probability of occurrence of i is

pi �
ni

N
. (2)

)e probability of the pixels in the two regions appearing
in the image is

ω0 � 
T

i�0
Pi,

ω1 � 
L−1

i�T+1
Pi � 1 − ω0.

(3)

)e average grayscale of the two regions is

μ1 �
1
ω0



L−1

i�T+1
ipi, (4)

μ0 �
1
ω0



T

i�0
ipi. (5)

)rough formulas (4) and (5), the average gray value of
the entire image is obtained, and according to the pixel
points, the color image is divided into three components: R,
G, and B, which show various colors such as red, green, and
blue, respectively. Grayscale is the process of making the R,
G, and B components of color equal. )e pixels with large
gray value are brighter (the maximum pixel value is 255,
which is white), and the opposite is darker (the lowest pixel is
0, which is black).

)e background and the interclass variance formula of
the target can be obtained as follows:

μ � 
L−1

i�0
iPi � 

T

i�T+1
iPi � ω0μ0 + ω1μ1,

σ2(T) � ω0 μ0 − μ( 
2

+ ω1 μ1 − μ( 
2

� ω0ω1 μ0 − μ1( 
2
.

(6)

3.2. Image Morphological Filtering. Image morphological
filtering is widely used in the process of image processing,
and its common arithmetic methods are divided into the
following types.

(1) Expansion Algorithm. )e principle of the expansion
algorithm is to assume that A is an image, B is a structural
element, and ⊕ is an operator in Figure 2, which is defined as

A⊕B � Z | (B)Z ∩ A≠∅ . (7)

(2) Corrosion Algorithm. )e basic principle of image
expansion is assuming that A is an image, B is a structural
element, and ⊙ is an erosion mathematical operator in
Figure 3, which is defined as

A⊙B � Z | (B)z ⊆A . (8)

3.3. Use Image Processing Data

3.3.1. Extreme Learning Machine. When training an ex-
treme learning machine to deal with classification problems,
a set (xi, ti) ∈ Rd × Rm is given, where xi is the input vector
and ti represents the category to which it belongs. )en,
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Figure 1: RFID structure diagram.

Table 1: RFID technology development process.

Year Development process
1941–1950 RFID technology is separated from radar technology and appears in front of people as an independent technology
1951–1960 RFID technology is separated from radar technology and appears in front of people as an independent technology

1961–1970 )e first RFID-related paper was published, and the successful application of EAS for electronic article monitoring marks the
further development of RFID technology

1971–1980 A large number of RFID patents appeared, and RFID technology appeared in commodity applications for the first time
1981–1990 RFID has been officially used in commercial production, and various large-scale applications have begun to appear

1991–2000 )e standardization of RFID technology is getting more and more attention, RFID products are widely used, and RFID
products have gradually become a part of people’s daily lives

2000 later RFID product types are more abundant, the production level is continuously improved, the cost of electronic tags is
continuously reduced, and the scale of application industries is expanded

Table 2: Comparison of characteristics of different types of RFID.

Types of RFID Passive RFID Semiactive RFID Active RFID
Label power supply Without battery Built-in battery Part of the built-in battery
Range of action Limited Farther General
Service life Longer Shorter General
Label cost Lower Higher General
Adapt to harsh environments Suitable Inappropriate General

Table 3: Technical comparison table under different frequencies.

Frequency Low frequency High frequency UHF
Carrier frequency <125 kHz 13.56MHz >433Hz

General
characteristics

High price, affected by
the environment

Low price, suitable for short-distance and
multiple target recognition applications

Advanced IC technology makes the cost the
lowest, suitable for multiple target

recognition
Data transfer rate Low (8kbit/s) High (64kbit/s) High (64kbit/s)
Recognition speed Low (<1m/s) Medium (<5m/s) High (<50m/s)
Label structure Coil Printed coil Dipole antenna
Directionality None None Part
Humid environment No effect No effect Greater impact
Market share 74% 17% 9%
Transmission
performance Penetrable conductor Penetrable conductor Linear propagation

Imitation impact
performance Limited Good Good

Existing standards ISO11784 ISO11785 ISO18000-3 ISO14443 EPC G2
ISO18000-6

Recognition
distance <60 cm 0.1–1m 1–6m

Scope of application Access control, fixed
equipment, natural gas Library, product tracking, transportation Shelves, truck tracking, containers
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tj � 
L

i�1
βiGi wi · xi + bi( , j � 1, . . . , N. (9)

Among them, G(w, b, x) is the activation function.
Equation (10) can be simplified to

Hβ � T. (10)

In equation (10),

H �

G w1 · x1 + b1(  · · · G wL · x1 + bL( 

· · ·

G w1 · xN + b1(  · · · G wL · xN + bL( 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

N×L

,

β �

βT
1

⋮

βT
N

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

L×M

,

T �

tT
1

⋮

tT
N

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

L×M

.

(11)

According to the permission matrix of the learning
machine, it can be set as

β � H
T
H + λI 

− 1
H

T
T, λ> 0. (12)

When entering an unknown sample of x,

t � argmax(hβ), (13)

where
h � G W1 · X + b1(  · · · G wL · x + bL(  , (14)

where t is the predicted value of unknown sample x.

3.3.2. Support Vector Machine. )e training process of the
support vector machine model is to solve a minimum
problem with constraints:

yi wi · xi(  + b  ≥ 1, i � 1, 2, . . . m,

min J(w) �
‖w‖

2

2
 .

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(15)

Image A Structural element B B swells to A

Figure 2: Schematic diagram of expansion algorithm.

Image A Structural element B Corrosion of B to A 

Figure 3: Schematic diagram of corrosion algorithm.
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Solving by Lagrangian function,

L(w, b, α) �
1
2

(w · w) − 
m

i�1
α xi · w(  + b yi − 1 , (16)

Take the partial derivative of w and b, and then take the value
of 0. )en, we obtain

zL

zW
� W − 

m

i−1
αiyixi � 0,

zL

zb
� 

m

i�1
aiyi � 0.

(17)

)e optimal hyperplane needs to meet

αi xi · w + b  yi − 1 � 0, (18)

which is transformed into

minW(α) �
1
2



m

i�1


m

i�1
yiyjαiαj xi · xj  − 

m

j�1
aj,

s.t

ai ≥ 0, i � 1, . . . , m,



m

i�1
αiyi � 0.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(19)

)e value of α∗ is the optimal solution, and there are

w
∗����
���� � 2w α∗(  �  svα∗i α

∗
j xi · xj yiyj. (20)

)e optimal decomposition function is

f(x) � sgn 
m

sv

yiα
∗
i xi · xj  + b

∗⎛⎝ ⎞⎠. (21)

For the linear inseparable case, the constraint conditions
are transformed into

yi w · xi(  + b  − 1 + εi ≥ 0, i � 1, . . . , m. (22)

)e objective function is transformed into

J(w, ε) �
1
2

(w · w) + C 
m

i�1
εi

⎛⎝ ⎞⎠. (23)

In formula (15), C is the penalty factor, and the larger the
value of C> 0, the greater the loss caused by the outlier to the
objective function.

4. System Design

)e smart elderly care system is a smart elderly care system
designed using image processing technology, remote
monitoring, and information service platforms, combined
with the life needs of the elderly, and the overall structure is
shown in Figure 4.

)e system has many functions. When the elderly wear
the ECGmonitoring bracelet, the heart rate and heartbeat of
the elderly will be generated and transmitted to the mobile

phones of family members andmedical staff. So that they can
pay more attention to the health problems of the elderly and
spend the day of the elderly. )e pictures generated by the
system will also be sent to the family members’ mobile
phones. Based on the actual management and service needs
of nursing homes, a nursing home personnel positioning
management system is developed, which can realize daily
basic information management, real-time positioning and
tracking of the elderly, vital signs monitoring of the elderly,
one-button alarm of dangerous situations of the elderly, and
other functions. When the elderly have special circum-
stances, they can respond as soon as possible, and the system
can truly realize the significance and requirements of in-
telligent old-age care and be responsible for the daily life and
health status of the elderly. It is no longer the traditional way
of providing care for the aged, and there is a shortage of
nursing staff. )ere is an independent nursing home in this
system.

4.1. Simulation Experiment Results. We investigated,
learned, and collected the daily activity trajectories of many
elderly people, as shown in Figure 5.

)e collected images are counted, and the statistics chart
can view the real-time location of each person, as shown in
Figure 6.

You can also query the activity track of a user in a day, as
shown in Figures 7 and 8.

)ere are many recreational facilities in nursing homes.
)ese recreational facilities bring great fun to the elderly and
enrich the daily life of the elderly; some facilities are used by
a large number of people, and the resource allocation is not
reasonable. Nursing homes should strengthen the con-
struction of the project and make elderly care services better.

4.2. Obtaining Experimental Results. In order to check the
accuracy of the system, we arranged the RFID equipment
and collected the daily data of 4 students for a month. )e
ReaderIDs of the two places are represented by 1 and 2,
respectively. )e specific data are shown in Table 4.

)e smart elderly care system generates many pieces of
location data every day to prevent data memory from being
confused. We should process these data to facilitate more
accurate results. )e data of each experimenter are accu-
mulated in one place. Because there are 5 active areas, the
experimental data are divided into 5 groups.

4.3. Analysis of Simulation Experiment Results. )e experi-
ment process lasted for one month. We used the data of 4
students within 25 days as the training set and used the data
of the last 5 days to test the robustness of the prediction
model and the support vector machine prediction model.
Figure 9 shows the prediction results. )e results show that,
in the five-day life of four people, there were only two errors,
and the accuracy rate was as high as 90%.)e specific results
are shown in Figures 9 and 10.
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Figure 5: Activity trajectory diagram of the elderly.
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)e predicted value and actual value of the extreme
learning machine are 70 and 60, respectively, and the ac-
curacy rate is as high as 90%.

4.4. Research Methods. We started a round of question-
naire surveys with 50 pairs of elderly people and those
older than 50 years as the survey subjects and distributed
questionnaires to elderly people in different regions,

different ages, and educational backgrounds. After re-
moving invalid questionnaires, there were 254 valid
questionnaires remaining. )e distribution results are
shown in Table 5.

)e willingness to use smart aged care products is shown
in Figure 6.

According to the experimental results obtained in Fig-
ures 9 and 10, we can clearly observe the accuracy of pre-
diction by drawing images with image processing
technology. For the questionnaire survey obtained in Ta-
ble 6, through image analysis, we can also clearly see the
different percentages of statistical characteristics of different
samples and other conditions.
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Figure 6: Statistics of the scope of activity.
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Figure 8: Statistics of the scope of activities for the elderly.

Table 4: Stored location data.

TagID Time Date ReaderID AntID ReaderRssi AntRssi

82027158
10:
35:
00

2020-
09-16 2 2 −12 −7

82028058
10:
35:
00

2020-
09-16 2 2 −16 −17

82027159
10:
35:
00

2020-
09-16 1 1 −23 −20

82032425
10:
35:
00

2020-
09-16 2 2 −21 −14

82027158
10:
36:
00

2020-
09-16 2 2 −12 −7

82028058
10:
36:
00

2020-
09-16 2 2 −16 −17

82027159
10:
36:
00

2020-
09-16 1 1 −23 −20

82032425
10:
36:
00

2020-
09-16 2 2 −21 −14
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Figure 9: Prediction results of the extreme learning machine.
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)rough the results of the questionnaire survey, we can find
that the degree of education, education level, and salary of the
elderly are related to the willingness to use smart pension
products. In general, the elderly with high wages also have a
higher education level and they will use their own knowledge
reserve ability to quickly learn how to use smart products.
)erefore, in the process of product development and pro-
motion, we should focus on the elderly who are slow to accept
new things.

5. Conclusion

In view of the difficulty of providing care for the aged in
cities, this paper puts forward an RTID positioning system
and APP client, which can ensure the privacy of the elderly.

)rough image processing technology, it analyzes the old-
age situation in each activity center and the living conditions
of the elderly in different environments. It can reasonably
plan urban old-age facilities and activity centers, so as to
improve the satisfaction of elderly services.

Data Availability

)eexperimental data used to support the findings of this study
are available from the corresponding author upon request.
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)e authors declare that they have no conflicts of interest
regarding this work.

Table 5: Distribution results.

Sample statistical characteristics Category Frequency Percentage% Cumulative percentage%

Gender Male 113 39.8 39.8
Female 171 60.2 100.0

Age 50–69 years old
70 years old and above

172 60...6 60.06
112 39.4 100.0

Education

Elementary school and below
Junior high school

High school
Bachelor degree and above

144 50.7 50.7
60 21.1 71.8
39 13.7 85.6
41 14.4 100.0

Monthly income

<1000 yuan 85 30.0 30.0
1000–2000 yuan 80 28.3 58.3
2000–3000 yuan 53 18.7 77.0
>3000 yuan 65 23.0 100.0

Table 6: Regression analysis table.

D V I V
Nonstandardized

coefficient Standard coefficient t Sig. VIF Durbin–Watson R2

B Standard error

U M Constant

0.424 0.151 0.291
0.433
0.211

2.801 0.005 1.583
1.663
1.299

1.758 0.5970.293∗∗ 0.048 6.104 0.000
0.402∗∗ 0.046 80848 0.000
0.210∗∗ 0.043 4.879 0.000
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Figure 10: Prediction results of the support vector machine.
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Under the background of rapid economic development and the continuous expansion of city size, people’s travel is deeply
troubled by the problem of urban traffic congestion. Subway is an effective way to relieve traffic pressure and plays an important
role in its use. In the process of building the city subway, the excavation of the underground tunnel is the most critical. However,
the excavation of the tunnel will inevitably disturb the nearby soil, change the stratum stress conditions, and make the stress
distribution uneven. If the surface settlement is too large, it will not only affect the normal construction of the tunnel but also cause
damage to the surrounding buildings (structures), roads, underground pipelines, and so on, resulting in very serious malignant
consequences. In this study, Cuobuling Station is taken as a case study. First, the construction status of the subway tunnel in the
station is analyzed, and then the monitoring results are analyzed. According to the cross-section settlement law, the numerical
simulation and neural network are used to build a model, calculate the numerical simulation results, and carry out a risk
assessment of regression model. Finally, combined with the tunnel construction situation of the station, according to the risk
assessment results, the concrete measures are put forward to deal with the subway tunnel construction settlement problem.

1. Introduction

As an effective way to relieve traffic pressure, the subway
plays an important role. It is foreseeable that the con-
struction of urban subways in the future will usher in new
development opportunities. .e well-developed shield
construction will still disturb the soil layer, and different
levels of ground displacement and surface subsidence will
occur [1]. Once this phenomenon exceeds a certain range,
the safety of adjacent buildings and underground pipelines
will not be guaranteed, and geotechnical environmental
engineering problems will be caused one after another [2]. In
order to reduce the disturbance of surrounding soil and
reduce the adverse impact on adjacent buildings (struc-
tures), many experts and scholars are committed to finding a
method to control surface settlement to a great extent [3].
.erefore, it is very important to study the evolution law and
control method of surface subsidence, which is one of the
most critical research issues [4, 5]. Based on the Cuobuling

Station project of QingdaoMetro Line 4, the evolution law of
ground subsidence caused by subway shield construction
was analyzed and studied in this paper. And a series of
measures are summarized to control the ground subsidence,
so as to ensure the safety of Qingdao metro shield con-
struction, but also to provide a reference for the ground
subsidence caused by the construction of similar areas in the
future.

2. Project Summary

Cuobuling Station is a nine-seat station of Qingdao Metro
Line 4, which interchanges with the Cuobuling Station of
Line 3. .e strata involved in the temporary construction of
the shaft and the cross passage are mainly the artificial filling
soil of the Quaternary-Holocene, alluvial and diluvial de-
posits of the Quaternary Holocene, and late Yanshanian
granite. Controlled by the Cathaysia tectonic system, the
regional main tectonic trajectory in the Qingdao area is a
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group of NE-trending faults distributed diagonally, with the
characteristics of high inclination, overall inclination to the
northwest, and local counterinclination. From west to east,
there are the Cangkou fault, the Pishikou-Fushan fault, and
the Wanggezhuang-Shandongtou fault. .e main types of
groundwater in the field are Quaternary pore water and
bedrock fissure water. .e Quaternary pore water mainly
occurs in the filling soil and the ninth layer of coarse sand,
which is rich in water and belongs to medium to strong
permeable layer. .e bedrock fissure water occurs in layers
and bands in the strong wind zone of the bedrock and the
densely developed zone of fissures. Due to the uneven de-
velopment of fissures, its water richness is uneven.

3. Monitoring Results

3.1. Testing Arrangement. In Cuobuling Station, a total of
seven survey lines are arranged on the road surface, in-
cluding five-line survey and two-point survey. .e surface
detection line layout diagram is shown in Figure 1:

Within the detection range, the electromagnetic wave is
distributed regionally, and the distribution uniformity of the
energy group is poor. .ere are obvious diffraction and
refraction phenomena in the local electromagnetic wave.
.ere is a fault in the in-phase axis, and the reflected wave
energy in local areas is strong, and the amplitude is high. In
view of the complex structure of the overlying soil layer and
numerous pipelines under the road surface, there is a great
interference to the identification of radar Atlas. It is expected
that the local area rock strata are broken, and there are weak
structures and bedding structural planes. Surface detection
results map is shown in Figure 2.

3.2. Cross-Section Settlement Law. .ree sections are se-
lected, and five groups of monitoring data are taken from
each section [6]. During the whole process of the shield
machine passing through each section (including before,
during, and after the shield machine passing through), the
field surface subsidence monitoring is carried out. Because
the number of rings advanced by the shield machine is
different in different monitoring periods, the interpolation
method is adopted locally for data processing when the
monitoring data is counted.

3.3. Analysis Method. With the development of computer
technology, numerical analysis methods have been realized;
the application of numerical analysis methods in geotech-
nical engineering began in the 1960s [7], among which the
most widely used methods are the finite element method
(FEM) and finite difference method (FDM).

3.3.1. Finite Element Method (FEM). .e finite element
method establishes the relationship between force and
displacement based on the basic mechanics principle of
continuum and calculates the displacement and stress of
unknown nodes according to the known stress and strain of
each division element [8].

3.3.2. Finite Difference Method (FDM). .e solution of a
given initial and boundary value problem is the finite difference
method, an earlier numerical analysis method. With the rapid
development of computer technology, the finite difference
method has shown certain advantages in the numerical analysis
due to its unique calculation format and calculation flow [9].

3.4. Numerical Simulation Software. At present, the com-
mon numerical analysis software includes ANSYS, MIDAS/
GTS, ABAQUS, PLAXIS, and so on. Different numerical
simulation software have their own advantages and disad-
vantages and are suitable for different research fields.

In the civil construction industry, ANSYS simulation
software can accurately deal with and simulate the situation
of stressed nodes. Because of its own characteristics, ANSYS
software can be used for physical simulation analysis in
many disciplines, such as fluid mechanics, geotechnical
engineering, structural engineering, and other disciplines.

.e MIDAS/GTS provides a reference for the research and
calculation of underground engineering. It has advanced rep-
resentation, and it can provide good solutions in tunnel con-
struction or other more complex environments [10]. .e
ABAQUS is not only well used in simple linear domain sim-
ulations, but also for relatively difficult nonlinear simulations.
.e simulation in the linear domain can also be solved a lot.

In this paper, PLAXIS 3D numerical analysis software is
used to carry out numerical simulations of the shield
construction process. Now the PLAXIS software is briefly
introduced, with emphasis on its calculation and analysis
function and modeling process. PLAXIS has powerful cal-
culation and analysis functions, stable calculation, and ac-
curate results [11]. .e software CCP includes three
modules: main module, seepage module, and dynamic
module, which can perform numerical analysis of various
conditions such as consolidation, fluid-solid coupling,
plasticity, and dynamics.

4. Model Building

4.1. Shield Excavation Model. .e lining of shield tunnels is
usually composed of precast concrete segments, and the
precast concrete segments are connected by bolts during

No. 4 Well Project Department of
Cuobuling Station

Point 2

Line 4

Line 2

Line 5
Point 1
Line 3

Line 1

About 12m

About 30m

Figure 1: Surface detection line layout diagram.
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shield tunneling to form the tunnel lining [12]. .e simulated
construction process is divided into several construction
stages according to the length of each ring lining segment,
which is generally about 1.5m long. Considering that the
overlaying soil layer above the tunnel is different at different
sections, numerical simulation analysis is carried out on the
three selected representative sections to calculate the settle-
ment results. .e detailed modeling process is as follows.

4.1.1. Geometric Model Building and Parameter Input.
Shield construction is mainly a construction method in which
the shield machine is used as a tunnel excavation tool. In order
to prevent the collapse of the tunnel surrounding the rock, the
shield machine is pushed forward while laying tiles and lining.
Before excavation, the soil is excavated with a cutting device.
.e excavatedmachine is out of the hole, the jack is pressed on
the top, and precast concrete segments are assembled to form a
tunnel structure. In the numerical simulation of the tunnel
excavation construction process, the project is often simplified
appropriately. According to the geological investigation data
and the study of boundary conditions, two adjacent borehole
intervals are selected as the study area of the geometric model
[13]..e length of the model is 80m (in the direction of theX-
axis); the width is 20m (in the direction of the Y-axis); and the
thickness is 30m (in the direction of the Z-axis). .e buried
depth of the tunnel is 18m; the outer diameter of the shield is
6.3m; the inner diameter of the shield is 5.7m; each segment
ring is 1.5m; and the wall thickness is 0.3m. .e physical and
mechanical parameters such as cohesion, friction angle, elastic
modulus, and Poisson’s ratio of the overburden soil layer are
simulated by solid elements. Reference table of section soil
material is shown in Table 1.

Model plate unit material properties are shown in
Table 2.

Numerical simulation of three-dimensional model
meshing is shown in Figure 3.

4.1.2. Defining Structural Units and Creating Advanced
Excavation Segments. Shield excavation, support, and other
relevant contents are defined under the “structural mode,”
and the tunnel shield machine (TBM) is used to carry out the
excavation [14]. .e length of the shield is 9m, and the
diameter is 6.3m. .e tunnel inner and outer diameter
profile is established, and the inner and outer diameter
profile surface of the left half tunnel lining is established to
form the left half tunnel entity. In order to simulate the
shield machine’s propulsion process, it is divided into five
stages, including the initial position of the shield and four
stages of propulsion, with each stage advancing 10m and
each advancing 1.5m, divided into seven times. .e initial
position of the section shield is shown in Figure 4.

(1) Creating the Tunnel Face to Balance the Pressure and Jack
9rust. .e equilibrium pressure of the tunnel face is
bentonite pressure, which increases linearly with depth. At
the same time, in the process of tunnel excavation, the shield
needs to push itself forward and separate from the com-
pleted lining. .is process is realized by hydraulic jacks.
.erefore, the force exerted by the jacks on the tunnel lining
should be considered in the model.

(2) Defining Shield, Surface Shrinkage, Grouting Pressure,
and Soil-Structure Interaction. .e “Create Plate” of the
outer cylinder of the model is selected to specify the plate
element for the surface representing the shield machine.
Each stage is only 9m long in the active state to simulate the
shield machine [15]. Once again, the “Creation Surface
Shrink” of the outer cylinder is selected, and the distri-
bution type and value of the contraction will be defined in
the calculation stage. .e grouting pressure was defined,
and the “original surface load” of the outer cylinder was
selected to simulate the grouting pressure. Finally, the
interaction between soil and structure is simulated around
the tunnel.

Line 1 Line 2

Point 1 Point 2

Figure 2: Surface detection results map.
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4.2. Numerical Results. .e width of each ring of segments
is 1.5 m. For the convenience of numerical simulation
calculation, each shield tunneling is carried out in a group
of seven-ring segments with 1.5 m of each advance. When
the distance of the shield tunneling machine from the
monitoring surface is −10m, 0m, 10m, 20m, and 30m,
the research and analysis are carried out. .e settlement
amount of the study section is counted, and the cloud
map of a complete calculation stage is shown as follows.

(1) 9e Shield Machine Advances to a Position of −10m from
the Monitoring Surface. .e shield machine advances to a
position of −10m from the monitoring surface, which is
equivalent to the part of the soil before “freezing.” .e
excavation releases Earth pressure, and a small amount of
settlement is generated on the monitoring section. .e

maximum stratum uplift value is 2.814mm, which occurs at
the grouting behind the bottom wall of the tunnel. Vertical
cumulative subsidence cloud image at −10m from section
YDK13 + 001 is shown in Figure 5.

4.2.1. Simulating Ring Wall Grouting for Excavated Soil.
In the second stage, due to soil excavation, a small part of the
monitoring section has subsided, so it is necessary to sim-
ulate ring wall grouting in real-time. Cloud image of ring
wall grouting settlement before −10m from section
YDK13 + 001 is shown in Figure 6.

4.2.2. Shield Machine Advances One Step Forward. A new
stage is added to hide the surrounding soil of the tunnel,
making it easy to select TBM, lining, surface load, and

Table 1: Reference table of section soil material.

Tab Parameter Symbol Concrete Marl layer Clay layer Plain fill layer Unit

General

Material model — Linear elasticity Moore-Cullen Moore-Cullen Moore-Cullen —
Drainage type — Nonporous Drain Drain Drain —
Natural severity cunsat 27 17 16 17 kN/m3

Saturation severity csat — 20 18 20 kN/m3

Parameter

Elastic modulus Eref 3.10E7 7.50E4 1.00E4 1.30E4 kN/m3
Poisson’s ratio V — 0.10 0.30 0.35 0.30

Cohesion C′ — 35 15 10 kN/m3
Friction angle ρ — 31 25 21 (°)
Dilatancy angle ψ — 0 0 0 (°)

Interface Interface strength Rinter Rigidity Rigidity Rigidity Rigidity —
Initial conditions Initial horizontal stress coefficient K0 Automatic Automatic Automatic Automatic —

Table 2: Model plate unit material properties.

Name of the material Natural density (g/
cm3)

Compression modulus
(MPa)

Angle of internal
friction (°)

Cohesion
(kPa)

Poisson’s
ratio

Shield shell (70mm thickness) 7.72 210,000 50.00 20,000 0.28
C50 concrete segment (300mm
thickness) 2.49 35,000 62.63 4,241 0.16

Shield tail void medium (grouting
material) 1.63 0.94 10.00 1.12 0.45

Length: 80m

�ickness: 30m

Width: 20m

Figure 3: Numerical simulation of three-dimensional model meshing.
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surface shrinkage from the outside and inside of the tunnel.
.e load between −10m and −8.5m is frozen; its forward
interface is activated; and the TBM is used to advance 1.5m.
Sedimentation cloud map at −8.5m from section
YDK13 + 001 is shown in Figure 7.

4.2.3. 9e Shield Propulsion Process from −8.5m to −6m Is
Simulated. In the fourth stage, TBM was advanced from
−8.5m to −6m, and the simulation process is basically the
same as that in the previous stage, except that the whole
process is advanced along the X-axis by 1.5m. Grouting
pressure from −10m to −8.5m remains unchanged; the jack
thrust at −10m is removed; the grouting pressure from
−10m to −8.5m needs to be changed to the lining; and the

jack thrust is applied; Only 6 m–8.5 m is required from the
tail of TBM to the grouting pressure Settlement cloud di-
agram at −6.5m from YDK13 + 001 section is shown in
Figure 8

4.2.4. 9e Shield Reaches the Monitoring Section. .e shield
machine advances cyclically, advancing forward 1.5m each
time, and When the TBM shield machine advances to the
ydk13 + 001 section, the numerical simulation cloud dia-
gram is shown in Figure 9.

4.3. Regression Model Risk Assessment. .e artificial neural
network evaluation model for large-section tunnels uses a

Figure 4: Initial position of section shield.
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Figure 5: Vertical cumulative subsidence cloud image at −10m from section YDK13 + 001.
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three-layer neural network. .e geological conditions and
construction parameters of the surrounding rock of the
tunnel are used as the input layer, and the evaluation in-
dicators of the dome subsidence, ground settlement,
structural force, and the extent of the plastic zone are used as
the output layer [16]. Suppose the input neuron is h, the
hidden layer neuron is i, and the output layer neuron is j

using nh, ni, and nj to denote the number of nodes in the
input layer, hidden layer, and output layer, θi and θj are
thresholds of hidden layer node and output layer node,
respectively. .e input sample is as follows:

Xk,h|k � 1, 2, ..., nk; h � 1, 2, ..., nk; . (1)

.e output sample is as follows:

dk,j|k � 1, 2, ..., nk; h � 1, 2, ..., nj; . (2)

In this evaluation, the median value nk is the number of
nodes in the input layer, which is 75, and the number of
nodes in the output layer nh is 14. .e larger the number of
hidden layer nodes ni, the higher the fitting accuracy of the
network, but the lower the generalization ability of the
network and the longer the training time. .erefore, under
the condition of satisfying accuracy, the value ni should be as
small as possible. It is taken as 15 in this assessment.

Functions used:

y � (x − min)(max − min). (3)

[∗10-3m]
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4.00
5.00
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10.00
11.00
12.00
13.00
14.00
15.00

Total displacement | u |
Maximum=0.00830m (Unit 1532 is at node 5873)

Figure 6: Cloud image of ring wall grouting settlement before −10m from section YDK13 + 001.
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Figure 7: Sedimentation cloud map at −8.5m from section YDK13+ 001.
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.e input and output samples are normalized, where x

represents the original data and represents the normalized
data. .e 1 in the normalization process is processed into
0.99, and the 0 in the normalization process is processed into
0.11.

In order to reduce the learning error and make the
evaluation result more accurate, the four evaluation indexes
of the output layer are trained separately. All the samples
corresponding to the four evaluation indicators are learned
successively, and their weights and thresholds are obtained.
.e evaluation result is substituted into the input layer of the

artificial neural network model. After calculation, the result
of the output layer is the evaluation index value of the
current tunnel. .e evaluation results are shown in Table 3.

5. Responses

5.1. Management Process Optimization. Based on a large
amount of engineering practice experience in the past,
combined with many engineering accident lessons, and
consulting a large number of literature materials, according
to the specific engineering characteristics of Cuobuling

Total displacement | u |
Maximum=0.00960m (Unit 1872 is at node 6549)
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Figure 8: Settlement cloud diagram at −6.5m from YDK13+ 001 section.
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Figure 9: Deformation cloud image when TBM shield reaches YDK13 + 001 section.
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Station, the management process optimization measures are
formulated.

5.1.1. Advanced Geological Forecast. .e survey of subway
tunnel is very difficult. At the same time, due to the
equipment and technical reasons, the geological conditions
considered in the design are often different from reality [17].
.erefore, it is necessary to use an advanced geological
forecast system and geological radar to forecast the geo-
logical condition of the tunnel face.

5.1.2. Monitoring Measurement. .e tunnel vault subsi-
dence, tunnel circumferential convergence and deformation
of the support structure, and water inflow are monitored and
measured. According to the disclosed surrounding rock
information, a geological sketch of the palm surface is done
[18]. .e monitoring data and construction information are
analyzed in a timely manner and fed back to the technical
leader and site supervisor in time.

5.1.3. Dynamic Risk Management. In the process of exca-
vation, a dynamic information management system with the
advanced geological forecast, risk assessment, and moni-
toring measurement as the core should be developed to
timely deal with advanced geological forecast results and
feed back to the risk assessment system. And the revised
construction method should be reassessed according to
whether the risk is reduced. .e dynamic management
diagram is shown in Figure 10.

5.2. Grouting Process Control. Generally speaking, there are
two aspects to ensure the effect of field grouting. Firstly, it
should strictly control the grouting speed. .e filling speed
of the slurry should be consistent with the excavation speed
of the shield machine as far as possible, so as to minimize the
generation of shield tail voids, so as to avoid the settlement
caused by shield tail voids. When the grouting speed is too
fast, it is necessary to pay attention to the leakage phe-
nomenon of shield tail and damage the construction effect.
.erefore, the specific grouting speed should be determined
according to the actual construction situation. Secondly, the
grouting time is accurately grasped, through the analysis of
the above surface subsidence reasons; one of the important
reasons for the subsidence is not timely grouting. In the
construction of a shield, it is necessary to grasp the timing of
grouting. Generally, the best time for grouting is the time
when the segment is off the tail of the shield.

5.3. Setting of Heading Parameters. .e three parameters of
formation earth pressure, groundwater pressure, and pre-
liminary pressure are the earth pressure parameters that
need to be controlled during shield construction. Because
there are too many factors that cause ground settlement, it is
impossible to accurately calculate the specific value of the
settlement, so the shield parameters should be adjusted while
digging..ere are many factors to consider when calculating
the earth pressure. .e construction of shallow tunnels
should follow their respective formulas and make selections
based on past experience.

6. Conclusion

By increasing the grouting amount, the soil deformation
caused by shield construction can be well controlled. .e
influence range of grouting pressure is 10M smaller than
that of the tail, and it has an obvious effect on reducing the
instantaneous settlement of the tail. In addition, in the
process of shield propulsion, the influence of shield thrust
force and cutter head torque on soil deformation is small,
and the change of cutter head torque has no obvious rela-
tionship with the change of vertical displacement. .e in-
fluence of working face pressure is mainly concentrated
around the shield incision and has little influence on the
shield tail, which is the main factor affecting the soil de-
formation in front of the shield. It should be pointed out that
the soil deformation caused by shield tunneling is a com-
prehensive expression of the interaction of various influ-
encing factors, and the relationship between vertical
displacement and each influencing factor cannot be fully
reflected by the relationship between them. According to the
measured settlement data and numerical simulation anal-
ysis, the influence factors of shield tunnel construction on
ground settlement are obtained, which provides a reference
for further study of settlement control of shield tunnel
construction. In order to deal with settlement caused by
metro tunnel construction, the management process should
be optimized; grouting technology should be controlled; and
tunnel parameters should be set. Taking the ground set-
tlement caused by the shield construction of Cuobuling
Station as an example, the field settlement is monitored and
analyzed, and the influence of different strata is considered.
In the process of tunnel excavation, the shield machine
damages the earth pressure balance of the original soil,
which leads to the settlement of the top part of the tunnel

Table 3: .e evaluation results.

Projects Risk degree (%)
Water burst 71.21
Surrounding rock deformation 88.96
Plastic zone 99.12
Landslide 83.42
Supporting structure 82.47

�e decision of construction

Advanced geological prediction

Monitoring measurement

Risk assessment

Figure 10: Dynamic management diagram.
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and the cracking of the bottom of the tunnel. PLAXIS 3D
software is used to construct the shielding model, and the
calculated results are close to the measured data, indicating
that the ground subsidence and subsidence trend caused by
the shielding constant can be accurately predicted by using
PLAXIS 3D software for finite element analysis.
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Considering the limitation of tracking range on sports video target tracking in basketball games, there are some problems, such as
poor tracking effect, low accuracy, low anti-interference ability, and being time-consuming. .erefore, this study proposes a target
tracking algorithm of basketball video based on improved grey neural network. According to the pixel grey difference of the target
image in basketball video, this study applies the adaptive threshold algorithm in order to segment the target image of basketball video
and obtain the target area of basketball video. .is algorithm can normalize the grey level of the target area, build the generating
sequence of the target area, and collect the target data of the basketball video. It obtains the feature output matrix of basketball video
target based on the geometric dispersion of the target image and extracts the key feature points of basketball video target by single
frame visual difference analysis. In addition, it makes use of the improved grey neural network to track and locate the feature points of
basketball video target and reconstruct the basketball video target image with superresolution to realize basketball video target
tracking..e experimental results show that the proposed algorithm has good target tracking effect of basketball video, can effectively
improve the target tracking accuracy and anti-interference ability, and can shorten the target tracking time.

1. Introduction

As it is known, the development of computer network
technology promotes the update of image processing
technology, and the video processing technology is also
applied in people’s daily lives [1, 2]. At present, the image
accuracy of basketball video is high, but due to the variable
target trajectory of basketball video, the similar moving
target, and complex background, it is more difficult to track
the target of basketball video. In addition, in the actual
basketball game, it is difficult for the target tracking effect to
achieve the ideal state due to the influence of various factors
such as illumination, occlusion, and the definition of image
acquisition equipment [3]. .erefore, the research on target
tracking algorithm of basketball video has become a hot
issue.

Yang andWang [4] proposed a target tracking algorithm
of basketball video based on DSP and FPGA. .is study

constructed a target index of the basketball video on the basis
of collecting the basketball video, initialized the video, and
determined the basic color map of the target index. .en
according to the input basketball image, it used FPGA
technology to obtain a new target index image and processed
the new target image and the original image to get a new
target position, so as to realize the target tracking of bas-
ketball video. .e algorithm in this study can effectively
track moving targets in basketball game video, but the
tracking accuracy of moving targets is low. Wang and Hou
[5] proposed a target tracking algorithm of sports video
based on optimized particle filter. .is study firstly detects
the sports video, removes the background color histogram,
then tracks the color target by using the particle filter
technology, combines it with the color distribution, and
finally realizes the target tracking of sports video by opti-
mizing the tracked target model. .e algorithm has high
efficiency, but poor performance in target tracking of
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moving video. Aiming at solving the above problems, this
study proposes a target tracking algorithm of basketball
video based on improved grey neural network, which
provides a certain reference for accurately tracking bas-
ketball video target.

2. Design of Target Tracking Algorithm in
Basketball Video

2.1.Obtaining theTargetAreaofBasketballVideo. In order to
obtain the target area of basketball video, this study as-
sumes that the pixel point of basketball video image is
(x, y) and sets the grey neural network as I(x, y, t), and the
time is t. At time t + 1, I(x, y, t + 1) is used to represent the
grey neural network. .e pixel grey difference at time t and
time t + 1 is calculated by the following formula, which is
expressed as

ΔI(x, y) � I(x, y, t + 1) − I(x, y, t) . (1)

By iterative processing of formula (1), it can obtain the
segmentation threshold T of basketball video that is pro-
cessed by improved grey neural network and play the ad-
vantages of visual technology [6–8] to obtain the possible
areas of the moving target in the basketball video:

I(x, y) �
1, ΔI(x, y)>T,

0, ΔI(x, y)≤T.
 (2)

Particle filter is used to detect the target of the processed
basketball video [9–11]. In order to increase the accuracy, it
is assumed that when the basketball video is at time t, the
pixel point (x, y) of the image is represented by grey neural
network I(x, y, t). After simulation of the motion of bas-
ketball video, if this pixel point remains unchanged, when
dI/dt � 0, it can obtain the following formula:

uIx + vIy + It � 0. (3)

In formula (3), u � dx/dt, v � dy/dt, and the differen-
tiation of the target area images x, y, and t in the basketball
video can be represented by Ix, Iy, and It.

It can obtain the solution of (u, v) by using the iterative
algorithm:

u
k+1
x,y � u

−k
x,y −

Ix Ixu
−k
x,y + Iyv

−k
x,y + It 

ΔI(x, y)
2

+ Ix
2

+ Iy
2 , (4)

v
k+1
x,y � v

−k
x,y −

Iy Ixu
−k
x,y + Iyv

−k
x,y + It 

a
2

+ Ix
2

+ Iy
2 . (5)

Here, a represents the iterative coefficient.
Referring to formulas (4) and (5), it can segment the

basketball video image by using the threshold after iterative
processing:

Energyd Ii, Cj  � (u)
2

+(v)
2

 
1/2

. (6)

Here, Ii represents the area where the target may appear
and Cj represents the area where the target actually appears.

Taking clustering analysis of the segmented image by the
image processing technology [12–14], it can obtain the target
area of the basketball video, which can be shown in the
following formula:

j � min j/d Ii, Cj  ≤ θ1. (7)

In formula (7), the distance between the two areas is
d(Ii, Cj), the maximum distance threshold of the two target
areas of basketball video is θ1, and the nonzero pixel in the
basketball video is Ii.

2.2. Acquisition of Target Data in Basketball Video. .e al-
gorithm in this study fuses the feature vectors by matching
technology, monitors three-dimensional fusion target in the
target area of basketball video, reconstructs the video that is
not in the target area [15–17], and takes resolution recon-
struction and spatial exchange matching of target data in the
target area of basketball video. .e calculation formula is as
follows:

S(ω) �
1
K



K−1

k�0
Sk(ω). (8)

In formula (8), K represents the reconstruction coeffi-
cient and Sk(ω) represents the target data.

Assuming that the tracking targets in the target area of
the basketball video are distributed linearly, the linear
tracking target model in the public area of the basketball
video is as follows:

x(n) �
1
��
N

√ A 
N−1

k�0
X(k)exp

j2πkn

N
, n � 0, 1, . . . , N − 1.

(9)

Here, j represents the number of image pixel node, k

represents the image pixel node, A represents the amplitude
of image reconstruction in basketball video,N represents the
sensor node in the collected basketball video, and X(k)

represents the target image pixel of the basketball video.
Assuming that A � ai,j, 0< i, j<N , the basketball video
image can be decomposed into multimodule color map.
.rough the feature classification processing of the target
data in the video, it can form the target pixel matrix M × N

of basketball video.
Suppose the feature vector of the i-th pixel in the bas-

ketball video is B � bj(k) ; then when 0< j<N, 0< k<M,
and the initial pixel of the target data distribution in the
basketball motion video is π, the probability distribution is
π � πi, i � 1, 2, . . . , n  at this point. Using the grey nor-
malization processing of grey neural network [18–20] and
combining with the basketball video after template
matching, it can obtain the single frame pixel feature set of
the basketball video, which is as follows:

s(k) � s1(k), s2(k), . . . , sm(k) 
T
. (10)

In the target area of basketball video, this algorithm
matches the target image template of the block area and
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constructs the generation sequence of the target area in
basketball video, which is as follows:

Dif C1, C2(  � Nminw vi, vj . (11)

In formula (11), N � 1, 2, . . . , T represents the feature
collection sample of the target area in basketball video,
w(vi, vj) represents the pixel width of the basketball video,
and the feature vector is composed of the eigenvalue of the
target image in the target area of basketball video, thus
achieving the acquisition of the target data of basketball
video.

2.3. Extraction of Key Feature Points of Basketball Video
Target. .e following research is mainly to collect the
target data of basketball video and extract the key feature
points of the basketball video target [21]. Firstly, it is
necessary to use the image degradation model to detect the
feature of the target in the basketball video, combined with
the improved grey neural network to optimally match the
target image in the basketball video. If the threshold of the
main feature sequence h(j) of the target image in the
basketball video is set as h(j), the acquisition model of the
target data in basketball video can be obtained..e formula
is as follows:

x(n) � 
∞

j�0
h(j)w(n − j). (12)

Secondly, according to the motion curve of basketball
video target image in three-dimensional space [22, 23], it can
obtain the combined dispersion of target image in basketball
video. .e formula is as follows:

ψa,b(t) � [U(a, b)ψ(t)] �
1
���
|a|

√ ψ
t − b

a
 . (13)

Here, U(a, b) represents the similarity of pixels, and ψ(t)

represents the discrete features of the image.
.e characteristic output matrix of basketball video

target is as follows:

X′ �

x11 x12 · · · x1n

x21 x22 · · · x2n

⋮ ⋮ · · · ⋮

x(n−1)1 x(n−1)2 · · · x(n−1)n

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (14)

.irdly, after obtaining the feature vector of the bas-
ketball video, it can detect the moving image in the target
area of the basketball video by template matching method
[24] and get the fusion image, which is as follows:

Xt � AXt−1 + t. (15)

In formula (15), A represents the matching amplitude, t

represents the image frame, the coordinate point of the key
feature point of the target in the basketball video is
X � [xt, yt]

T. Assuming that the two most boundary target

feature points in the target area of basketball video are PE1
and PE2, it can obtain the average matching pixel of the
feature points.

A � s
cos θ −sin θ

sin θ cos θ
 ,

t �
tx

ty

⎡⎣ ⎤⎦.

(16)

Finally, it also needs to match each feature point ob-
tained above and geometrically describe the sparse items of
the image based on the improved grey neural network and
extract the motion feature of the target image in the bas-
ketball video by using the single frame visual difference
analysis method.

zu(x, y; t)

zt
� MΔsu(x, y; t) + NΔtu(x, y; d, t). (17)

Here, M and N, respectively, represent the common
sparse item set of the image, and Δt represents the image
area..rough the above operations, the key feature points of
the basketball video target can be extracted.

2.4. Design of Target Tracking Algorithm of Basketball Video.
Based on the improved grey neural network, it can recon-
struct the target data of the target area in the basketball
video, extract the key points of the motion video in the target
area, and obtain the feature vectors of the basketball video.
According to the improved grey neural network, the image
feature points of the basketball video can be tracked and
positioned; the tracking and positioning information can
also be obtained, which is as follows:

θ(t) � −2πK ln 1 −
t

at0
  + θ0. (18)

Here, it can obtain θ0 � −2πK ln(1 + T/2t0) after the
amplitude segmentation of image in the target area of the
basketball video, in which K represents the reconstruction
coefficient. .en it is necessary to fuse the target image of
basketball video through the fusion technology [25] and
get the fused n subimage blocks, so as to obtain the
permutation matrix of the dynamic feature points of the
basketball motion image. .e permutation matrix is as
follows:

e
ij

mk �
−pklog pk( , pk ≠ 0,

0, pk � 0.
 (19)

In formula (19), the probability value of dynamic
characteristic distribution of basketball video is pk, and then
m � 1, 2, . . . , N.

After extracting the implicit features of the target image
in the target area of the basketball video and reconstructing
the image superresolution of basketball video, it can obtain
the output:
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pi,j(A) �

wi,j

wi

, if i≠ j and ei,j ∈ A,

0, if i≠ j and ei,j ∉ A,

1 −


j: ei,ε∈

wi,j

wi

, if i � j.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(20)

Here, wi,j represents the weight of basketball video target
image, wi represents the weight of pixel i, and ei,j represents
the matching value of pixel.

.e 3D feature reconstruction model of target area in
basketball video is as follows:

NLM[g](i) � 
j∈Ω

w(i, j)g(j).
(21)

In formula (21), w(i, j) represents the weight of image
pixels i and j, and g(j) represents the sequence of pixel j.
Assuming that the three-dimensional features of the target
image of basketball video achieve uniform distribution [26],
it can calculate the features of the target tracking image of
basketball video.

μpq � 
M

m�1


N

n�1
(x − _x)

p
(y − _y)

q
f(x, y). (22)

Here, f(x, y) represents the scale information of target
features, (x − _x) represents the feature quantity of tracking
target x, and (y − _y) represents the feature quantity of
tracking target y. According to the result of pixel recon-
struction of basketball video, it can realize the reconstruction
of dynamic feature in the target area of basketball video and
achieve the design effect of target tracking algorithm of
basketball video.

3. Experimental Analysis

In order to verify the effectiveness of the target tracking
algorithm of basketball video based on the improved grey
neural network in target tracking, this experiment tracks two
video sequences with different video frame number and
tracking area size. In the VS platform under Windows
environment, the experiment uses C++ language for pro-
gramming, sets the experimental error threshold as 0.55, and
chooses three algorithms for comparison experiment,
namely, the target tracking algorithm designed in this paper
and the algorithm in [4] and in [5]. .ree groups of bas-
ketball video sequences are selected for the test. And the
image sequences of frames 23, 38, and 56 of the three groups
of basketball video in a group of videos are collected as the
sample sequences of the experimental test. .is experiment
mainly tests the basketball video target tracking effect of
different algorithms under different basketball video frames,
as shown in Figure 1.

According to Figure 1, when tracking the 23rd frame
image of basketball video, the proposed algorithm, the

algorithm in [4], and that in [5] can accurately track the
basketball video target. When tracking the 38th frame image
of basketball video, both the proposed algorithm and the
algorithm in [4] can accurately track the basketball video
target, while the algorithm in [5] has lost the basketball video
target. When tracking the 56th frame image of the basketball
video, both the proposed algorithm and the algorithm in [5]
can accurately track the basketball video target, while the
algorithm in [4] has errors in tracking the basketball motion
video target. It can be seen that the proposed algorithm has a
good effect on basketball video target tracking.

According to the image sequence of the basketball video,
when tracking the image sequence of the 23rd, 38th, and
56th frames, this experiment tests the accuracy of the target
tracking algorithm of basketball video based on the im-
proved grey neural network. .e results are shown in
Figure 2.

As can be seen from the results in Figure 2, in the test of
the target tracking algorithm of basketball video based on the
improved grey neural network, when tracking the 23rd
frame image of basketball video, the tracking accuracy is
80%∼85%. When tracking the 38th frame of the basketball
video, the tracking accuracy is between 84% and 91%. When
tracking the 56th frame of the basketball video, the tracking
accuracy is between 85% and 98%. .erefore, the target
tracking algorithm designed in this paper has high accuracy
in tracking the basketball video target. .e target tracking
algorithm designed in this paper can determine the actual
position of the basketball video target by obtaining the target
area of the basketball video, which can improve the tracking
accuracy of the basketball video target.

In order to further verify the performance of the target
tracking algorithm designed in this paper in the target
tracking, this experiment collects three target images with
different tracking areas of 600∗ 400, 480∗ 320, and
420∗ 280 and tests the target tracking effects of different
algorithms in different tracking areas. .e experimental
results are shown in Figure 3.

According to Figure 3, it is known that when the
tracking area of the target image is 600 ∗ 400, the proposed
algorithm, the algorithm in [4], and that in [5] can ac-
curately track the basketball video target. When the
tracking area of the target image is 480 ∗ 320, the proposed
algorithm can accurately track the basketball video target,
while the algorithm in [4] has lost the basketball video
target, and the algorithm in [5] has errors in tracking the
basketball video target. When the tracking area of the target
image is 420∗ 280, the proposed algorithm can still ac-
curately track the basketball video target, while the algo-
rithm in [4] and that in [5] have errors in tracking the
basketball video target. .erefore, the target tracking effect
of the proposed algorithm is good.

Under the condition of tracking target image sample
sequences with different tracking area sizes, this experiment
takes three target images with different tracking area sizes
collected in basketball video as sample data and tests the
tracking accuracy of the target tracking algorithm of bas-
ketball video based on improved grey neural network. .e
results are shown in Figure 4.
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As can be seen from the results in Figure 4, with the
expansion of the error threshold range, the tracking accuracy
of target image in different tracking areas gradually in-
creases. When the tracking area of the target image is
600∗ 400, the target tracking accuracy of basketball video is
between 86% and 98%; when the tracking area of the target
image is 480∗ 320, the target tracking accuracy of basketball
video is between 83% and 95%; when the tracking area of the
target image is 420∗ 280, the target tracking accuracy of
basketball video is between 80% and 90%. .erefore, the
target tracking algorithm designed in this paper has high

accuracy in tracking the basketball video target. Among the
three tracking areas with different sizes, this algorithm with
the tracking area of 600∗ 400 has a higher target tracking
accuracy of basketball video, which ensures the performance
of the basketball video target tracking.

In order to further verify the anti-interference ability of
the target tracking algorithm designed in this paper, the
basketball video can be simulated by using 5.3dmax 3D
simulation software in simulation environment, and the
noise size of the image is set to −0.003∼0.003m, as shown in
Figure 5.

In order to further verify the anti-interference ability of
the target tracking algorithm designed in this paper, this
experiment sets the noise with the size of 0.003∼0.003m in
the simulation environment, compares the target tracking
algorithm designed in this paper with the algorithm in [4]
and that in [5], and obtains the target recognition rates of
basketball video with different algorithms under noise in-
terference, as shown in Table 1.

According to the data in Table 1, in the case of noise
interference, when the amount of basketball video data is
500 MB, the average recognition rate of basketball video
target of the algorithm in [4] is 74.8%, and that of the
algorithm in [5] is 65.2%, while the average target recog-
nition rate of basketball video target of the algorithm
designed in this paper is as high as 90.6%. .erefore, in the
case of noise interference, the algorithm designed in this
paper has a high target recognition rate and strong anti-
interference ability. Because the algorithm designed in this
paper processes the target area through grey level nor-
malization, establishes the target area generation sequence,
and collects the target data of the basketball video, it can
effectively remove the image noise and redundant data,
thus effectively improving the anti-interference ability of
the algorithm designed in this paper.
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Figure 2: Test results of target tracking accuracy of basketball video
with different frames.

The proposed algorithm

Frame 23 basketball video

image sequence

Frame 38 basketball video

image sequence
Frame 56 basketball video

image sequence

Reference [4] algorithm

Reference [5] algorithm

Figure 1: Target tracking effect of the algorithm under different basketball video frames.
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On this basis, in order to verify the basketball video
target tracking time of the target tracking algorithm
designed in this paper, this experiment selects 500MB
basketball video data and compares the basketball video
target tracking time of the target tracking algorithm
designed in this paper with that of the algorithm in [4] and
that of the algorithm in [5]. .e test results of basketball
video target tracking time of different algorithms are shown
in Table 2.

According to the data in Table 2, as the amount of
basketball video data increases, the target tracking time of

basketball video with different algorithms increases. When
the amount of basketball video data is 500MB, the basketball
video target tracking time of the algorithm in [4] is 34 s, and
the basketball video target tracking time of the algorithm in
[5] is 39 s, while the basketball video target tracking time of
the algorithm designed in this paper is only 22 s. .erefore,
the basketball video target tracking time of the algorithm
designed in this paper is relatively short. .e algorithm
designed in this paper uses single frame visual difference
analysis to extract the key feature points of the basketball
video target and combines it with the improved grey neural
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Figure 4: Test results of target tracking accuracy of basketball video in different areas.
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Figure 3: Target tracking effect of the algorithm in different tracking areas.
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network to track and locate the feature points of the bas-
ketball video target, thus effectively shortening the tracking
time of the basketball video target.

.is paper extracts the key feature points of basketball
video target and tracks and locates the feature points of
basketball video target combined with the improved grey
neural network, thus effectively shortening the tracking time
of basketball video target.

4. Conclusion

(1) For the target tracking of video images of basketball,
different frames of video images are selected to
complete the target tracking test. .e results show
that the proposed method can achieve high-preci-
sion target tracking of different images, and the
tracking accuracy can be maintained between 80%
and 98%, which has application advantages com-
pared with the literature algorithm.

(2) When the tracking region of the target image is
different, the target tracking results of different al-
gorithms are quite different. When the target image
tracking area is large, the target tracking is not
difficult, and both the literature algorithm and the
proposed algorithm can complete the experimental
task.

When the tracking area of the target image keeps
shrinking, the recognition of target feature becomes
more difficult, and the target tracking error of the
literature algorithm appears obviously. But the
proposed algorithm can still achieve the target
tracking with high precision, and the accuracy can be
maintained between 80% and 98%.

(3) In the case of noise interference, the target recog-
nition rate of basketball video designed in this paper
is high.
When the amount of basketball video data is large,
the target tracking time of basketball video designed
in this paper is only 22 s. It can be seen that the target
tracking time of basketball video with the algorithm
designed in this paper is short.
Based on improved grey neural network proposed in
this paper, the target tracking algorithm of basketball
video takes advantage of improved grey neural
network. It reconstructs the basketball video target
image by obtaining the basketball video target area,
collecting the basketball video target data, and
extracting the key feature points of the basketball
video target, and it finally realizes the basketball
video target tracking. .erefore, the target tracking
algorithm designed in this paper has good tracking

Table 1: Target recognition rate of basketball video with different algorithms under noise interference.

Data size of basketball video (MB) .e designed algorithm (%) .e algorithm in [4] (%) .e algorithm in [5] (%)
100 89 78 69
200 92 72 65
300 95 75 63
400 87 79 67
500 90 70 62

Table 2: Test results of target tracking time of basketball video with different methods.

Data size of basketball video (MB) .e designed algorithm (s) .e algorithm in [4] (s) .e algorithm in [5] (s)
100 5 8 14
200 9 17 20
300 14 23 26
400 19 29 31
500 22 34 39

Figure 5: Simulation video of basketball.
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effect, which can effectively improve the tracking
accuracy and ensure the performance of the
algorithm.
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Aiming at solving the problem that the recognition effect of rare slot values in spoken language is poor, which affects the accuracy
of oral understanding task, a spoken language understanding method is designed based on deep learning. +e local features of
semantic text are extracted and classified to make the classification results match the dialogue task. An intention recognition
algorithm is designed for the classification results. Each datum has a corresponding intention label to complete the task of
semantic slot filling. +e attention mechanism is applied to the recognition of rare slot value information, the weight of hidden
state and corresponding slot characteristics are obtained, and the updated slot value is used to represent the tracking state. An
auxiliary gate unit is constructed between the upper and lower slots of historical dialogue, and the word vector is trained based on
deep learning to complete the task of spoken language understanding. +e simulation results show that the proposed method can
realize multiple rounds of man-machine spoken language. Compared with the spoken language understanding methods based on
cyclic network, context information, and label decomposition, it has higher accuracy and F1 value and has higher practical
application value.

1. Introduction

In our society, with the development of science and
informatization, more tasks have been applied to the field of
artificial intelligence, and it has become an irreversible trend.
With the rapid development of artificial intelligence, there
are countless tasks to process serialized data in our society.
For example, speech recognition, natural language under-
standing, and time series data all need to process serialized
data. +e spoken language system integrating speech rec-
ognition and speech synthesis is the core technology of
human-computer interaction, and oral understanding is the
core of spoken language system [1]. +erefore, the research
on oral comprehension can enable people to apply it more
accurately to spoken language system, which is more con-
venient for people’s life and work. It has always been ex-
plored and studied to enable machines to communicate with
people without barriers. Oral English is used in human
communication. If the computer can understand spoken
language and make correct answers and can correctly

complete various operation tasks required by people
according to people’s instructions, it can use robots to
complete operations in many occasions, especially in some
dangerous fields, which can save a lot of resources and
reduce the risk. It can be seen that spoken language system is
widely used in life and is of great significance. Spoken
language system is such that people express their ideas in
natural language to communicate with a certain field of
computer [2]. +is way can make the computer understand
human requirements more efficiently and quickly, so as to
complete people’s demands according to the corresponding
model processing. Oral understanding is to convert the
natural speech input by people into text through speech
recognition, convert the text into corresponding word vector
or sentence level vector in the oral understanding system,
then send the vector through the encoder or directly into the
built model, and finally decode or directly output the sen-
tence. For the whole spoken language system, the key part is
oral understanding and dialogue management. If oral
comprehension cannot be performed correctly or the
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performance of oral comprehension is poor, such a situation
will lead to the error of query results of subsequent dialogue
management, resulting in the poor performance of the whole
spoken language system, which cannot complete various
operations and tasks required by people [3]. It can be seen
that oral understanding plays a key role in spoken language
system. +e performance of oral comprehension directly
determines the performance of spoken language system.
+erefore, the study of oral comprehension is of great value
and significance.

+e academic community has carried out extensive
research on spoken language understanding. Zhang and
others improved the effectiveness of information feature
extraction and oral comprehension performance by adding
and storing historical state information [4]. Yang and others
constructed the initial representation of the current round of
text and context text in combination with the phonetic
features and used the context semantic information to assist
the intention detection of the current round of text, which
improved the detection effect [5]. Xu and Huang trans-
formed label classification into independent classification
and introduced external word vector to improve the clas-
sification performance of the model [6]. +e above research
results have improved the performance of spoken language
understanding methods, but they still have the problem of
poor slot value recognition, which affects the accuracy of
dialogue tasks. With the successful application of deep
learning, deep neural network has made remarkable
achievements [7]. +e development of deep neural network
has gone through a very long time. Now remarkable
achievements have been made in the fields of speech rec-
ognition, image processing, text processing, computer vi-
sion, and natural language processing. Deep neural network
is a successful application in many fields such as natural
language processing, compared with the traditional oral
comprehension model. +e biggest feature of deep neural
network is to train a large amount of data and then extract
the characteristic information. +e characteristic informa-
tion obtained through the network structure can achieve
good results in oral comprehension tasks. +erefore, based
on deep learning, this paper proposes a spoken language
understanding method to improve the effect of oral un-
derstanding tasks, promote the development of human-
computer interaction technology, and better meet the needs
of practical application scenarios.

2. Spoken Language Understanding Method
Based on Deep Learning

2.1. Semantic Text Classification. In man-machine dialogue
system, oral comprehension is mainly used to understand
what users say and extract important information. Oral
comprehension model includes three tasks: domain recog-
nition, intention recognition, and semantic slot filling.
Domain recognition task and intention recognition task are
used to understand what users say. Both tasks belong to text
classification. Semantic slot filling task is to extract im-
portant information, which belongs to sequence annotation
problem. Domain recognition and intention recognition are

to classify the dialogue text entered by the user, and the
classified label is the domain involved in the dialogue text or
the user’s intention. +erefore, this paper first designs a
semantic text classification model, uses the algorithm to
extract the local features of the text, and matches it with the
current task to better classify the text. +e model consists of
text convolution neural network and bidirectional long-term
and short-term memory neural network combined with
attention mechanism. +e multiconvolution kernel mech-
anism of text convolution neural network model can better
extract the n-gram features of text data, so that the text
convolution neural network model can learn more abundant
local features [8].

+e bidirectional long-term and short-term memory
neural network model can effectively extract the context
information of semantic text and concentrate the more
important information of the current task [9]. +ere are 160
neurons in the hidden layer of bidirectional long-term and
short-term memory neural network model, the size of four-
layer convolution nuclei is 2–5, the number of convolution
nuclei is 32, and the size of attention mechanism is 128. +e
two-channel neural network model is used to extract text
information at the same time, which makes the model more
efficient. +e first channel is the word vector of the word.
First, the text is segmented, converted into word vectors, and
input into the first channel. Unsupervised stacked decon-
volution neural network is used to learn from the word
vector of the text to obtain the feature mapping matrix. +e
feature mapping matrix is used as the convolution kernel of
the deep convolution neural network to convolute and pool
the word vector layer by layer [10]. +en, the important
information of text context is extracted through the two-way
long-term and short-term memory model. +e second
channel is the input word vector. Convert a single Chinese
character in the text into a word vector. +e local semantic
features of the text are extracted through the convolution
model of multiconvolution kernel. +e hierarchical atten-
tion mechanism is used to select the important sentences in
the text at the network layer, and the network is extracted
layer by layer to obtain the text feature vector [11]. Finally,
the left and right channel outputs are spliced into vectors,
and then text classification is carried out through the
maximum layer of fully connected neural network. In text
classification, each output is related to the context of the
input and context at that time [12, 13]. If the output vector is
added each time and the average value is taken directly, the
contribution of each output to text classification is the same,
but this is not the case. Keywords in the classification should
have greater weight. +erefore, when outputting vectors, we
want to focus on vectors that are more important to the
current task, so we introduce the attention mechanism. Note
that the mechanism model can be expressed as

α � tanh(wβ + ε). (1)

In formula (1), α represents the output value of the
attention mechanism; tanh represents hyperbolic tangent
function; w and ε represent the weight and bias of at-
tention mechanism; β represents the splicing of outputs in
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both positive and negative directions at each time. +e
outputs of forward and reverse are spliced to obtain the
randomly initialized attention mechanism column vector.
Finally, a normalized attention mechanism weight is
obtained by softmax operation. +e calculated output
weights at each time are weighted and summed to obtain
the output of the model; that is, the text classification is
completed. Figure 1 shows the semantic text classification
model.

2.2. Design Intent Recognition Algorithm. In oral compre-
hension task, intention recognition task is a classification
problem, which is used to extract users’ specific intention
[14]. Semantic slot filling task is a sequence labeling problem,
that is, each word in a given sentence is labeled respectively.
+ere is a certain relationship between intention recognition
task and semantic slot filling task. +erefore, these two tasks
can be completed in the same model [15]. In this paper,
Albert pretraining model and convolutional neural network
are used to complete the task of intention recognition, and
Albert pretraining model and conditional random field are
used to complete the task of semantic slot filling. Albert
model backbone network adopts transformer encoder
framework and GELU nonlinear activation function. +e
dimension of the input embedded vector dimension is
smaller than the output vector. +e word level embedding
vector has no context dependence, but the output of the
hidden layer includes not only the meaning of the word
itself, but also some context information. +erefore, the
expression of the hidden layer contains more information
[16]. In natural language processing tasks, the word em-
bedding matrix is usually large. Due to the large number of
parameters and the process of back propagation, the updated
content is also sparse. Combined with the above two points,
Albert model adopts a factorization method to reduce the
amount of parameters. Firstly, the unique heat code is
mapped to a low dimensional space and then mapped to a
high-dimensional space. +rough this decomposition
method, the amount of word embedding parameters can be
reduced [17]. On this basis, the parameters of the full-
connection layer and the attention mechanism layer are
shared; that is, all the parameters inside the encoder are
shared. In order to retain only consistency tasks and remove
the impact of subject prediction, the positive samples of SOP
are obtained in the same way, and the negative samples
reverse the order of positive samples. +at is, SOP only
focuses on the order of sentences and has no influence on the
subject [18]. Albert model input needs to add [CLS] at the
beginning of the text, and the output corresponds to the
input [CLS] vector containing the information coding of the
whole sentence, which can be used for text classification
tasks [19]. +e remaining eigenvectors are used for the
sequence annotation task. Use [CLS] vector and feature
vector to identify semantic intention. Conditional random
field is a probability graph model and belongs to discrim-
inant model. In the field of natural language understanding,
linear chain conditional random fields are often used to solve
the problem of sequence annotation [20]. In the linear chain

random field, the sequence and label meet the following
conditions:

θ Bi | A, B1, B2, · · ·, Bn(  � θ Bi | A, Bi−1, Bi+1( . (2)

In formula (2), θ represents probability; A represents
sequence; Bn represents the tag sequence; n indicates the
number of labels; i indicates the marked serial number. +e
parametric form of linear chain conditional random field is
as follows:

θ Bi | A(  �
1
δ

e
λ1+λ2( ). (3)

In formula (3), θ(Bi|A) represents the parametric form; δ
represents normalization factor; e is the natural constant; λ1
and λ2 are local characteristic function and node charac-
teristic function, respectively. λ1 is only related to the current
node and the previous node, and λ2 is only related to the
current node. λ1 and λ2 values can only be 0 or 1.

Each network layer of Albert model has two subnetwork
layers: the first layer is multihead self-attention mechanism
layer. +e second layer is the common feedforward network
layer, which is used to integrate the position information of
words. In addition, each subnetwork layer contains an add
label layer, which is used to add and normalize the input and
output of this layer, and then the residual connection is used
between the two subnetwork layers [21].

Let L be the additional weight matrix to compress the
spliced matrix dimension into the sequence length, Q, K, V

is the vector of each corresponding label in the input se-
quence, and Qij, Kij, Vij is the weight matrix of Q, K, V; DK

represents the vector dimension of each label, and Dm is the
normalized activation function [22]. σ is vector point
multiplication; r is the hidden layer of the network layer.+e
calculation formula of dynamic word vector W is as follows:

MultiHead(Q, K, V) � Lσ Q
ij

, K
ij

, V
ij

 ,

Dm �
DK Q

ij
, K

ij
, V

ij
 

σ
,

W �
Dm

σr
(Q, K, V).

(4)

+e algorithm uses the Chinese Albert pretrainingmodel
to obtain the dynamic word vector with context and then
uses the conditional random field model which can effec-
tively deal with the sequence annotation problem to

First
channel

Second
channel

Text
information a 

Feature
extraction

The
outputText

information b 

Text
information c 

Text
information d 

Complete text
classification

Figure 1: Semantic text classification model.
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complete the idiom meaning slot filling task [23]. At the
same time, the multicore convolutional neural network is
used for training, so that each datum has a corresponding
intention label, so as to complete the intention recognition
task [24]. Figure 2 shows the structure of Albert model.

2.3. Conversation State Tracking Based on Slot Feature. In
each round of conversation, the user input is used as an
important information source for conversation status
tracking, which directly contains the slot or slot value pair
related to the user’s needs. In the process of interaction,
users are allowed to modify or improve their needs at any
time.+erefore, the spoken language system needs to update
the dialogue status according to the user’s current round
input [25]. In order to improve the recognition accuracy of
new slot values and rare slot values, a multiround dialogue
state tracking model based on local slot features is proposed,
including coding module and state evaluation module. Since
each state in state tracking consists of multiple sets of slot
value pairs and the dataset of state tracking is often small
[26], many slot value pairs rarely appear in the dataset, so
wrong inference of rare slot value pairs often leads to poor
state tracking results. +e slot information word vector is
spliced into the word vector of the text to be encoded to
strengthen the connection between the slot information and
the text sequence [27]. At the same time, the attention
mechanism is applied to the slot information to obtain the
weight of the hidden state, so as to obtain the feature
representation of the whole text for the slot. +e encoder is
composed of a forward LSTM (the input is the original
sequence input) and a backward LSTM (the input is the
reverse sequence input) [28]. It can be expressed as

yt � L ct( . (5)

In formula (5), yt represents the bidirectional feature
vector corresponding to the word in the input text; L rep-
resents bidirectional LSTM structure; ct represents the input
sequence; t indicates time. For the input sequence and slot
set, in order to calculate the sequence representation of any
slot, the coding vector of the slot is spliced with the sequence,
and finally the feature vector corresponding to the word in
the input text is generated, which can be expressed as

R � L ω ct, u(  + κ . (6)

In formula (6), R represents the feature vector corre-
sponding to the word; ω represents hidden state weight; u

represents the slot set; κ represents the slot value vector. +e
feature vector is the set of word feature vectors in the input
text and the semantic vector of the whole sentence under the
condition of different slot information. In the new round of
state generation, the purpose is to predict the actual in-
tention of users in this round. Intuitively, judge whether the
slot value pair in the candidate is expressed in the user’s
statement. +ere are three main contribution sources in the
dialogue information, namely, the user’s current round of
input, the previous round of system reply, and the previous
round of system action.+is means that the status evaluation

module will use these three information contribution
sources to score the slot value pairs in each candidate [29].
As the most important information source, the user’s cur-
rent input can directly state the goal or request. Score a
specific slot value set based on the current user’s words. +e
calculation formula is

f � hg + v. (7)

In formula (7), f represents the degree of expressing the
specific slot value under consideration in the user’s dis-
course; h represents the discourse of the current user; g

represents the context representation generated by the at-
tention mechanism; v represents a specific set of slot values.
Considering that the last round of system reply can enrich or
enhance the text information input by the user in detail, the
user input text and the last round of system reply are jointly
modeled in the evaluation module, so as to score the can-
didate slot value. +e calculation formula is

f′ � 
j

hjgj. (8)

In formula (8), j represents all candidate slot value sets;
f′ indicates the degree of expressing the candidate slot value
under consideration in the user’s discourse. After the score
weighted sum is obtained by the scoring module, the score is
mapped to the range of [0, 1] by using the activation
function. +e result is used as the basis for selecting the
current candidate slot value, and the threshold is set. When
the score exceeds the threshold, it indicates that the can-
didate slot value is characterized in the user requirements,
and the slot value is used to update the dialog status.

2.4. Establishing Spoken Language Understanding Model
Based on Deep Learning. In multiround and multitask oral
comprehension, because the user conversation may switch
multiple times in different tasks, not all historical infor-
mation will be useful. It is very important to select the
historical information related to the current conversation.

The input

The labelThe 
network 

layer

The location
information

The output

Normalization

Figure 2: Albert model structure.
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When the current conversation encounters task jump; that
is, all historical information talks about other tasks, its
historical information has a negative impact on the intention
identification and slot filling of the current conversation,
resulting in the historical information not correctly helping
to understand the user’s current conversation [30]. In order
to alleviate this problem, this model introduces current
dialogue into historical coding and combines historical
dialogue with current dialogue to reduce the negative impact
of irrelevant historical context. +at is, an auxiliary gate unit
is constructed to learn the relationship between historical
context and slot position.+e input of the auxiliary gate unit
is the output state and history information coding of the
decoding layer LSTM, which are jointly input into the
auxiliary gate unit for the following calculation:

z � sigmoid ϑ1o + ϑ2m( . (9)

In formula (9), z represents a weight feature of the
historical information and the output state of each step; ϑ1
and ϑ2 represent weights; o represents the output state of the
decoding layer LSTM; m represents the historical dialogue
information code; sigmoid is the activation function.
Learning the relationship between the historical information
and the output state of each step of the current dialogue, we
can better use the historical information to find the key
information in the current dialogue. +e intention of user
statement can affect the generation of slot. Introducing the
context vector and intention representation vector of slot
into a gate structure at the same time can improve the
performance of slot filling task [31]. +e function of the
input layer is to convert the text in the dialog box into a
pattern that can be understood by the computer. In the
neural network channel, word vector and text vector are
used to represent the classified text information. +rough
the expression method of information distribution, the
transformed text information is mapped into high-dimen-
sional space by using the method based on deep learning,
and the semantic relationship can be inferred by using
distance [32]. In this paper, Word2Vec toolkit is used to
train on the prediction set. Finally, the word vector obtained
by training is used as the word coding of the model. As-
suming that a training sample is a given conversation, the
conditional probabilities of intention label and slot label
predicted by the model can be expressed as

p1 � max M1( ,

p2 � 
v

1
max M

v
2( .

⎧⎪⎪⎨

⎪⎪⎩
(10)

In formula (10), p1 and p2 represent the conditional
probability of intention label and slot label; Mv

2 represents
the probability vector of softmax transport slot label cor-
responding to each word; v represents the number of cor-
responding slot labels; M1 represents the intention
probability vector output by softmax. +e probability of the
corresponding category in each dimension and the maxi-
mum probability are taken as the intention category pre-
dicted by the sample [33]. Intent recognition and slot filling

share the same encoder. In the process of training the model,
the two loss functions are added, and the parameters of the
joint model are updated through back propagation [34]. In
this model, the cross direct function is used as the loss
function of the model. +e model proposed in this paper
introduces the current dialogue and attention mechanism
into the historical information coding, learns the relation-
ship between the historical information and the slot through
the auxiliary gate unit mechanism, and effectively uses the
historical dialogue information to improve the effect of the
model.

3. Simulation Experiment

3.1. Dialogue Effect Test. In order to verify the performance
of this method, the following simulation experiments are
carried out. +e experimental platform is MATLAB simu-
lation platform. +e computer used is Windows 10 system,
equipped with i7 processor and running memory of 16G. In
this simulation experiment, the API of iFLYTEK is adopted
for speech recognition and speech synthesis and trans-
planted to the ROS operating system. +e spoken language
understanding part is the content of this paper. Each module
is encapsulated and organized as a node of ROS. +e speech
recognition node collects the user’s audio and publishes the
recognition results in the form of topic after speech rec-
ognition. Using spoken language understanding node, and
after the question preprocessing, question and answer
module, and dialogue management module based on slot
features discussed above, the processing results are released
again in the form of topic. Finally, the speech synthesis node
subscribes to the topics published by the semantic analysis
node and feeds back to the user in the form of audio after
synthesis to complete a round of interaction. In practical
application, the spoken language system runs on the ROS
system and the microphone collects the user’s speech and
finally feeds back to the user with audio. Generally, there is
no graphical interface. For demonstration, this section uses
flask as the background framework to realize the API of
semantic recognition and Apache as the static server of web
resources, and the front end uses HTML, JavaScript, and CSS
to realize a web application. Taking weather query as an
example, the multiround interaction of the spoken language
understanding method is shown in Figure 3.

According to the demonstration results in Figure 3, the
spoken language understanding method proposed in this
paper can ask and answer common questions and has the
effect of real-time interaction of multiple rounds of dialogue.
On this basis, the performance of the proposed method is
further tested.

3.2. Experimental Environment. +e KVRETdataset used in
this paper is from Stanford Natural Language Processing
Group. Task-oriented dialogue focuses on participating in
the dialogue on specific topics initiated by users. Generally
speaking, if researchers want to do task-oriented dialogue
and the training model dataset is not large and diverse
enough, the next work is likely to be blocked. To help
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alleviate this problem, the Stanford natural language pro-
cessing group published a corpus. +is dataset contains
more than 3000 rounds of conversation data, mainly dis-
tributed in schedule, weather retrieval, and navigation.
Because there is only one task in each conversation in
KVRET dataset, in order to fit the reality, this paper reor-
ganizes the KVRET dataset and obtains the conversation
dataset containing multiple tasks. +e reorganization
method is as follows: two dialogue paragraphs of schedule,
weather retrieval, and navigation are randomly selected for
cross splicing, so that the spliced dialogue paragraphs
contain two different tasks. +e learning rate of shallow
neural network is set to 0.064, the size of context window is
set to 8, the dimension of word vector is set to 150, and the
number of hidden layer neurons is 120. +e number of
training steps is set to 10 and the number of iterations is 100.
In order to compare the performance of this method, it is
compared with the spoken language understanding methods
based on circular network, context information, and label
decomposition. +e experimental evaluation criteria are the
accuracy and F1 value, which are widely used at present.

3.2.1. Experiment of Measuring Accuracy. According to the
experimental environment, taking 1000 rounds of training
as an example, the accuracy of the four methods is calcu-
lated. +e precision experiment comparison diagram of
Figure 4 is obtained.

As can be seen from Figure 4, the test accuracy of these
four methods is basically relatively stable and the fluctuation
is small. +e test accuracy of the three methods based on
cyclic network, context information, and oral understanding
of label decomposition is always higher than 90%, and the
test accuracy is relatively stable. +e test accuracy of the
method studied in this paper remains above 94%, up to 97%,

which is always higher than the other three methods, in-
dicating that the performance of this method is better.
According to the accuracy comparison results in Figure 4,
the comparison diagrams of the highest accuracy and the
lowest accuracy of different methods can be drawn, as shown
in Figure 5.

As shown in Figure 5, the highest accuracy of the method
based on cyclic network is 93%, and the lowest accuracy is
91%. +e highest accuracy of context information method is
93.5%, and the lowest accuracy is 92%. +e highest accuracy
of label decomposition method was 96%, and the lowest
accuracy was 92.5%. +e highest accuracy of this method is
96% and the lowest is 94%. Compared with the oral

Oral dialogue system

Send

User: What’s the temperature in
city.
System: What city is it.

Dialogue history:

(a)

Oral dialogue system

Send

User: What’s the temperature in
city.
System: What city is it.
User: Find out the temperature
in Beijing.
System: �e weather in Beijing is
cloudy, 22-30°C.

Dialogue history:

(b)

SendSend

Oral dialogue system

Send

Dialogue history:

User: What’s the temperature in
city.
System: What city is it.
User: Find out the temperature
in Beijing.
System: The weather in Beijing is 
cloudy, 22-30°C.
User: Thank you so much!
System: You 're welcome!

(c)

Figure 3: Schematic diagram of multiwheel interaction. (a) First round of dialogue. (b) Second round of dialogue. (c) +ird round of
dialogue.
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comprehension method based on circular network, context
information, and label decomposition, the accuracy is 3%,
2.5%, and 3.5% higher, respectively. It shows that this
method has high accuracy and good practical application
performance.

3.2.2. Test of F1 Value. In order to better test the actual
performance of the method in this paper, the F1 value of the
four methods is tested. F1 value is an index used to measure
the accuracy of binary classification model in statistics. Its
maximum value is 1 and its minimum value is 0. +e F1
value is tested in the form of percentage, and the comparison
test results are shown in Figure 6.

It can be seen from Figure 6 that the test F1 value of the
method studied in this paper is higher than that of the oral
comprehension method based on circular network, context
information, and label decomposition. Basically, the F1
values of the four methods are relatively stable and have little
fluctuation. According to the F1 value comparison results in
Figure 6, the comparison diagrams of the highest F1 value
and the lowest F1 value of different methods can be drawn,
as shown in Figure 7.

As can be seen from Figure 7, the highest F1 value is 92%
and the lowest F1 value is 91% based on the cyclic network
method. +e highest F1 value of context information
method is 94%, and the lowest F1 value is 89%. +e highest
F1 value of label decomposition method is 92%, and the
lowest F1 value is 90%. +e highest F1 value is 95%, and the
lowest F1 value is 91%. +e highest F1 value is 3%, 1%. and
3% higher than the oral comprehension methods based on
circular network, context information. and label decom-
position, respectively. F1 value is an effective evaluation
standard for comprehensive accuracy and recall, which can
comprehensively reflect the performance of this method.
Experiments can prove that this method has good appli-
cation performance and has certain advantages.

+rough experiments, it can be concluded that the
method proposed in this paper has the highest accuracy of
97%, the highest accuracy of 96%, and the highest F1 value of
95%, which can realize man-machine oral English under-
standing and has a good application prospect.

4. Conclusion

Man-machine dialogue system is the concentrated em-
bodiment of the level of artificial intelligence. As the core
part of man-machine dialogue system, oral comprehension
model is the focus and difficulty of research. +is paper
proposes an spoken language understanding method based
on deep learning. +e test results show that this method can
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significantly improve the accuracy and F1 value and has high
practical value. +e application research of oral compre-
hension is a complex and far-reaching topic, and there are
still deficiencies in this paper. Due to the limitation of
hardware equipment, too many rounds will lead to too large
model parameters and failure to run. However, in actual
situations, such as the communication between online
customer service and users, there may be dozens or even
hundreds of rounds of dialogue between them. How to solve
the difficulty of multiple rounds of dialogue needs further
research. +e data of oral comprehension in this paper focus
on the fact that each sentence contains only one intention.
However, in real life, a sentence may contain multiple in-
tentions, which needs further exploration.
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With the development of modern science and technology and more and more image processing systems, related technologies are
becomingmore andmore complex.+e application of image processing technology can be seen in various fields of society, such as
medical field, aerospace field and life, and entertainment field. Due to the increasing amount of information on the picture, the
requirements for the speed and clarity of image processing are also increasing.+e existence of various external factors will lead to
the production of image products and objects between the error and distortion problems. In order to make the process product
design more authentic and reliable, this paper studies the process product design based on image processing multimode in-
teraction. It uses radiometric correction and geometric correction to process distorted images and uses GPU parallel computing
technology to accelerate the correction process. In this paper, this technology is applied to the visual recognition of welding robot,
and the experiment shows that the product produced by the image processed by this module can obviously reduce the error.

1. Introduction

Image refers to the general information carrier existing on
paper, photo, TV, or computer screen. Image processing
technology refers to the process of image collection, pro-
cessing, processing, and storage. Most images are stored in
computer in digital mode, and image processing is mainly
aimed at digital image processing. With the rapid devel-
opment of science and technology, the amount of infor-
mation accepted by human beings has expanded rapidly, and
the research and application of image processing have also
increased. In the 1960s, the United States used image
processing technology to process nearly 100,000 photos of
spacecraft returning to Earth, which laid the foundation for
the lunar landing plan of the United States. In the 1970s,
Britain applied image processing technology to human
medicine and obtained sectional images of various parts of
human body. Now, in all fields of social production, such as
space remote sensing, agricultural production, scientific
research, and other fields, we can see the application of

image processing technology, and image processing tech-
nology is also concerned as a whole. With the increase of
image information, the requirements of image processing
speed and resolution are getting higher and higher. In many
fields, image imaging is affected by many factors. External
factors are weather factors, illumination angle, exposure, and
so on. +ere are internal factors, such as low precision of
camera sensors and image transmission errors. +ese are
errors and distortions between the produced image products
and the actual target objects.+ese errors and distortions are
not conducive to users’ feelings and evaluation of image
products. In order to eliminate the image distortion, this
paper uses efficient image correction technology to study the
method of dealing with the image distortion and reducing
the error between the image and the real target and devotes
itself to displaying practical and reliable image data to users
[1].

Multimodal interaction refers to the comprehensive
interaction between products and users [2]. However, the
innovation of products has changed from technology type to
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user perception and human-computer interaction. Exactly,
multimodal interaction can reflect this perception and ex-
perience. At present, we propose a design method based on
human-computer interaction and TRIZ cooperation. It
includes the whole process from requirement analysis to
scheme formation and provides a user experience view. After
verification, it shows its effectiveness and helps product
innovation. Internet of things devices have been integrated
into the public physical environment. It is subject to the
application and voice assistant as the interface [3], which
makes its expansion performance poor. On this basis, the
researchers decompose the user’s IOT commands into two
components, selection and interaction in the design space,
and then clarify the possibility that they go beyond the
current way. +e design is transformed into a perception
platform, showing a novel interactive scene of the Internet of
things and solving the fuzzy direction of messy devices.
Nowadays, a wide range of computing and communication
resources can support us to think about sound in a positive
way [4]. Acoustic interaction design belongs to a new field
and is in a cross field. Sid is the abbreviation of acoustic
interactive design. Its application has the artistic significance
from alarm to music creation. It emphasizes the interactive
system of auditory mode and is realized by the integration of
computing, communication, and interactive technology.
Background augmented reality classroom has become
meaningful [5], and its limitations are mainly in two aspects:
first, the inconvenience caused by using cards to operate
experiments and second, single-mode interaction lacking
the sense of real interaction. +e proposed multimodal
interaction algorithm based on augmented reality (argev)
and the virtual reality fusion interaction tool kit (vrfits)
enhance the visual and tactile feedback. By comparing the
availability of single-mode and multimode interaction and
existing TV remote control applications [6], we find out the
appropriate interaction mode. +rough their tests, they
prefer to adopt unimodal interaction design in TV remote
control applications, but due to interface problems, favor-
able interaction design involving brush gestures will replace
this design. +e handicraft design in the traditional design is
manual training to achieve a certain technical height, but
there are skilled operators; handicraft design defective rate is
high, resulting in the cost of handicraft design. It affects the
large-scale production of products, and the process of the
same batch of products is different. +is paper puts forward
a design method of handicrafts based on image processing
technology, thus improving the design accuracy of
handicrafts.

2. Introduction of Related Theories
and Technologies

In digital image processing, generally, the image information
collected by image sensors is transmitted to computers or
other devices, and a series of processing is carried out on this
image by means of software or hardware, so as to highlight
the interesting feature information in the image. Digital
image processing technology can be seen everywhere in our
lives, such as aerospace, consumer payment, artificial

intelligence, intelligent transportation, and medical imaging,
which plays a great role in promoting the progress of human
civilization.

+is section introduces digital image processing and
FPGA technology in detail before using image processing
algorithm to identify PCB defects.

2.1. RepresentationMethod of Related Images. F(X,J) is often
used to represent a gray image, where F(X,Y) is a two-di-
mensional mathematical matrix, (X,Y) represents the pixels
in this gray image, and the value of a single F (X, Y) rep-
resents the gray value at the position (X,Y). Most signals in
nature are analog quantities, and digital image processing is
a process of processing digital quantities, so it is generally
necessary to transform analog quantities into digital
quantities, and a gray image is usually represented by matrix
and binary values.

2.1.1. Array Representation of Gray Image. Let the analog
image become a digital image F(X,Y) after a series of pro-
cessing, which is usually expressed in the matrix form of
M∗N size and can also be expressed in the matrix size of
N∗N), which is expressed by

f(x, y) �

f(0, 0) · · · f(0, N − 1)

⋮ ⋱ ⋮

f(M − 1, 0) · · · f(M − 1, N − 1)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (1)

In a digital image, a pixel is the value of each element in
the matrix f(x, y).

2.1.2. Binary Image Representation. In digital images, the
values of matrix F(X, Y) generally have only two values, such
as logic 0 and logic 1 in logic circuits, and there are only two
possibilities. For digital image processing, gray images are
often changed into binary images for image processing,
which can greatly reduce the amount of computation. +e
characteristic of binary image is that it does not occupy too
much memory and is convenient to store. +e disadvantage
is that when describing complex things, it can only outline its
rough outline and cannot describe it in detail [7].

2.2. Basic Algorithms of Digital Image Processing. In the
external natural environment, when the image sensor is used
to collect the image to be detected, due to external inter-
ference, making the images we collected, more or less, it will
not be so clear. +ere may be certain noise, low image
contrast, and other characteristics. +ese phenomena will
cause great interference to our image recognition. In order to
get the feature information of the image to be detected
better, it is necessary to carry out a series of image pre-
processing on these collected images first, so as to enhance
the feature information of the image to be detected to detect
the related defects of the image to be detected more quickly
and accurately [8].
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2.2.1. Image Enhancement Algorithm. In digital image
processing, image contrast enhancement is usually carried
out in spatial domain and frequency domain. Histogram
equalization is a digital image processing algorithm in spatial
domain. Its main implementation process is to change the
overall gray value of the image by changing the distribution
of the gray histogram. Histogram equalization algorithm is a
common digital image processing algorithm [9], and its
basic principle is as follows.

Let an image have L gray levels and n pixels, and nk is the
number of pixels of gray value f in image f (x, y); then the
probability of gray level k is

p fk(  �
nk

n
. (2)

+e realization of histogram equalization is to change the
gray value of the original image through mapping function.
If T represents its mapping function, histogram equalization
can be expressed as follows:

Sk � T fk(  �
L − 1

n


k

i�0
ni 0≤ k≤L − 1, (3)

where fk is the gray level of the original image, Sk is the
equalized gray level, N is the total number of pixels in the
image, and L is the total gray level in the image.

2.2.2. Median Filtering Algorithm. In the external natural
environment, when the image sensor is used to collect the
image to be detected, because of the external interference,
the images we collected will be more or less clear and may
have certain noise, low image contrast, and other char-
acteristics. +ese phenomena will cause great interference
to our image recognition, so we must first filter the col-
lected images. Median filtering is an image processing
algorithm used to remove noise. It can carry out a series of
processing procedures on images containing noise to
suppress noise. Generally, the median value in the
neighborhood space of the template is used to replace the
gray value at the center of the template [10], and its
mathematical formula is shown in

f(x, y) � median g(x − i, y − i) (i, j) ∈W, (4)

where g(x, y) is the gray value of the image before processing
(x, y) and f(x, y) is the gray value of the image after pro-
cessing (x, y). For the specific implementation of median
filtering, sliding window is very important for median fil-
tering. +e size of sliding window is usually 3× 3 or 5× 5. As
shown in Figure 1, it is a specific filtering process of 3× 3
sliding window.

2.2.3. Edge Detection Algorithm. In digital image processing,
the types of image edges mainly include three types as shown
in Figure 2.

+e types of image edges and the variation law of de-
rivatives are shown in Figure 2. In digital image processing,
in order to describe the edges of images, derivatives in
mathematics are often used to express them, which are

generally obtained by calculating the first and second de-
rivatives of image matrix functions. In digital image pro-
cessing, edge detection is equivalent to derivation of two-
dimensional function. In mathematics, derivation of discrete
function is equivalent to derivation of differential operator.
+erefore, the derivative gradient vector in digital image
processing can be defined as follows:

G(x, y) �

Gx

Gy

⎛⎜⎝ ⎞⎟⎠ �
zf/zx

zf/zy
. (5)

+e direction and amplitude of the gradient are
expressed as

α(x, y) � arctan
Gy

Gx

 ,

|G(x, y)| �

��������

G
2
x + G

2
y



.

(6)

In general, for digital image processing, in order to fa-
cilitate calculation, the formula of gradient amplitude is
simplified:

|G(x, y)| � Gx


 + Gy



. (7)

However, in the actual image processing, some direc-
tional template operators are usually constructed, and it is
easy to obtain derivatives through these directional tem-
plate operators. Generally, Sx and Sy are used to represent
horizontal and vertical gradient operators. According to
the size of template and the value of element, Sobel op-
erator is the most commonly used edge detection operator.
In digital image processing, Sobel edge detection operator
often uses convolution operation in mathematics to realize
edge detection algorithm. Generally, it includes template
operators in horizontal and vertical directions. +e gra-
dient operator templates in these two directions are shown
in Figure 3.

G andG are used to represent the edge detection gradient
in horizontal direction and vertical direction. In mathe-
matics, the formula can be expressed as in Figure 4:

5 2 3

4 1 6

7 8 9

5

1 2 3 4 5 6 7 8 9

Sort the pixels in the window

Median value

Figure 1: Implementation framework of median filtering
algorithm.
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Gx � (P3 + 2P6 + P9) − (P1 + 2P4 + P7),

Gx � (P1 + 2P2 + P3) − (P7 + 2P8 + P9).
(8)

2.2.4. Algorithm of Target Recognition. +ere are three
commonly used target defect detection methods, one is
reference method, the other is nonreference method, and the
third is mixed method. +e most commonly used method is
the reference method [11]. +e reference method generally
compares the pixel values of the image to be tested with
those of the standard image, so as to detect the defects of the
image to be tested. +is method is relatively simple, but the
detection speed is fast and easy to complete; however, the
nonreference method is to detect interesting things through

the feature size of objects or some unique design criteria, so
it is difficult to realize this method, and it can only identify
objects through some feature information, which requires
more complex detection algorithms. Mixed method is a
combination of reference method and nonreference method,
which can achieve twice the result with half the effort. But for
the specific actual situation, the most commonly used
method is the reference method.

Background subtraction algorithm is a commonly used
target recognition algorithm to realize reference method,
which is widely used in the related fields of image detection
and recognition. Background subtraction method is to
subtract the current image and the background image point
by point based on pixels, take their absolute values, and
binarize them with thresholds, so that the interested objects
in the current image can be determined. It can also be used
for defect detection in practice in Figure 5.

+e concrete implementation of the background sub-
traction algorithm is shown in Figure 5. B (X, Y) is a two-
dimensional matrix function processed in advance, FN (X,
Y) is a two-dimensional matrix function of the current
image, and a two-dimensional matrix function DN can be
obtained by processing the two-dimensional matrix function
of the background image and the two-dimensional matrix
function of the current image by

Dn(x, y) � fn(x, y) − B(x, y)


. (9)

A two-dimensional matrix function R can be obtained by
an appropriate threshold T and corresponding operation
according to the following formula:

Rn �
255, Dn(x, y)≥T

0, others
 , (10)

Original
picture

Profile

First derivative

Second derivative

Ascending step edge Descending step edge Pulsed edge Roof edge

(a) (b) (c) (d)

Figure 2: Example of image edge type and derivative curve law.

0 1

0 2

0 1-1

-2

-1 1 2 1

0 0 0

-2-1 -1

Figure 3: Horizontal and vertical templates of Sobel operator.

PP1 P2 P3

P4 P5 P6

P7 P9P8

Figure 4: Schematic diagram of 3× 3 data block of original image.
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where 255 stands for the target and 0 stands for the back-
ground, the interesting target area in the image can be
obtained finally. +ere are four processes in target recog-
nition using background subtraction: obtaining background
image, updating background image, obtaining target area,
and extracting feature information.

3. Welding Image Processing

3.1. Welding Image Preprocessing. In the process of gener-
ation and transmission, the pretreated weld image will be
affected by imaging system and transmission medium,
which will lead to the degradation of image quality, resulting
in image blurring, distortion, noise, and so on. At this time,
it is necessary to introduce image processing technology to
preprocess the weld image, so as to make the weld image
clearer.

3.1.1. Fuzzy Welding Image Processing. When the camera
takes pictures, the front end of the welding gun moves faster
than the weldment, which is easy to cause motion blur,
which brings a lot of inconvenience to the acquisition of
weld image. Using motion blur image restoration technol-
ogy, recognizable weld image can be obtained.

3.1.2. Improving the Contrast of Weld Image. After
obtaining the weld image, the weld profile may not be
obvious, which is not conducive to extracting the important
information of the weld. In order to make the contour of
weld image obvious and discriminate, it is necessary to
improve the image contrast. Commonly used methods are
gamma value adjustment and stretchlim function method.
For this experimental environment, gamma value adjust-
ment method has better effect.

3.1.3. Gray Scale Processing. +e weld image obtained by
industrial camera is a RGB three-channel color image, which
requires a long calculation time. Gray processing can change
the color image of RGB three-channel data into a single-
channel data image with only brightness information but no
color information. After gray-scale processing, the main
contour information of the image is not affected, which can

improve the speed of image processing and reduce the
amount of data processed.

3.1.4. Image Noise. In gray image processing, image noise
should be considered firstly, which is caused by spatter,
smoke, and welding electrical noise in the welding process.
In addition, noise will also be generated when the weld
image is stored, processed and transmitted. Noise is the pixel
value of the obtained image, which cannot reflect the real
scene brightness and will affect the accurate understanding
of image information. +ere are two typical noises in digital
image processing: Gaussian noise and salt and pepper noise
[12].

(1) Gaussian Noise. Gaussian noise is based on the normal
distribution of probability density function caused by poor
illumination and high temperature. Its amplitude follows
Gaussian distribution, but its power spectral density is also
evenly distributed.

(2) Salt and Pepper Noise. Salt and pepper noise is caused by
interference of image signal, which is random white dot or
black dot and may be white dot noise or white image on
black image.

3.1.5. Image Denoising. +e existence of noise has an im-
portant feature that makes the image flooded. Usually, the
image obtained by using image emphasis technology and
image filtering technology is processed by noise reduction,
which reduces the influence of multiple interference signals
and improves the image quality after processing. Image
noise removal mainly refers to suppressing or removing the
noise of the target image while using image filtering tech-
nology to keep the details of the image as much as possible.
General image noise removal methods include frequency
domain filtering and spatial domain filtering. Frequency
domain filtering enhancement processing does not process
the input image directly, but processes the converted image,
which has a large amount of computation and poor real-time
performance and is rarely used in beacon tracking system
using machine vision system. +erefore, spatial region fil-
tering is usually selected to process images, and the most

Current image

Background image

Differential image �reshold processing Discrimination-

B

Dnfn Rn

Figure 5: Operation process of background subtraction algorithm.
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common processing methods are average filtering and
median filtering.

(1) Mean Filtering. Typical random noise is caused by sharp
changes in image gray level. Mean filtering can reduce sharp
changes in image gray level by replacing pixel values with
neighborhood mean value, thus reducing image noise. 3∗ 3
template smoothing filter, 5∗ 5 template smoothing filter,
7∗ 7 template smoothing filter, and 9∗ 9 template
smoothing filter are used for average filtering.

It is found that 5∗ 5 template smoothing filter has a good
effect on removing Gaussian noise and can retain more
details. For salt and pepper noise, its amplitude is basically
the same, but the position of noise points is random, and the
average value of noise in statistical sense is not 0, so the
filtering effect of average filter on salt and pepper noise is not
ideal [13].

(2) Median Filtering. Median filter is a nonlinear signal
processing method, which is insensitive to outliers and can
reduce the influence of outliers without reducing image
contrast. +e template of median filtering is usually a
square adjacent area, and the median point is the target
pixel point. When calculating, the gray value of the sur-
rounding points is sorted, and the median value obtained
becomes the filtering result of the central point. By this
method, the median filtering of the whole image is realized
for each pixel point, and better smoothing processing is
obtained.

+e research shows that if the value filter of 7∗ 7
template is selected, the filtering of pepper noise is the most
effective, and the important information of image edge can
be kept to the maximum extent.

3.1.6. Gray Scale Transformation Enhancement. +e con-
trast of the image becomes worse, and the distribution of
the histogram of the image becomes uneven. +e main
pixels are concentrated in the vicinity of several pixel
values. Gray scale linear transformation every pixel
stretches linearly, gray scale value is transformed into new
gray scale value by certain mathematical transformation
formula, and the dynamic range of gray scale changes. If the
contrast of gray image is enlarged, the display effect of the
image will be improved, and the image quality will be
improved. If the gray scale range of the original image f (x,
y) is set to [a, b] and the gray scale range of the converted
image g(x, y) is linearly expanded to [c, d], the gray scale
value f (x, y) of any point in the image is converted to
g(x, y). +e formula is as follows:

g(x, y) �
d − c

b − a
×[f(x, y) − a] + c. (11)

If the gray levels of most pixels in the image are dis-
tributed in the interval [a, b], the maximum gray level of the
original image is maxf, and only a small part of the gray
levels exceed this interval. In order to improve the image
enhancement effect, you can make

g(x, y) �

c 0≤f(x, y)≤ a

d − c

b − a
×[f(x, y) − a] a≤f(x, y)≤ b

d b≤f(x, y)≤maxf

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(12)

+ere are images after direct gray processing. +e gray
scale in [0, 1] is stretched to [0.1, 0.5] by local stretching of
the image. +e image is stretched locally, and the gray scale
in [0, 1] is stretched to [0.3, 0.5].+ere are images after direct
gray processing and images after stretching gray range.

Compared with the images with linear gray-scale
changes, it is found that the images with direct gray-scale
processing are not obvious in light and shade, and the
contrast is not high. After the gray level changes linearly, the
contrast between light and shade of the image is enhanced,
which makes the weld clear and the contour obvious, ef-
fectively improves the visual effect of the image, and brings
convenience for the subsequent processing.

3.2. Image Binary Processing and Scatter Removal

3.2.1. Image Binarization Processing. +e image after gray-
scale processing is binary, which can make the weld image
only black and white, so that it is convenient to identify the
edge features of the weld. Image binarization processing
mainly sets the gray value of the image and divides the image
through a certain gray value. +e expression of binarization
processing is

g(x, y) �
255, if f(x, y)<T

0, if f(x, y)>T
 (13)

+e algorithm of this expression is as follows: given a
threshold T, when the gray value is greater than T, it is white,
and when it is less than T, it is black. After processing, the
two-dimensional matrix is only composed of 0 and 1, and
the gray-scale image will become a special gray-scale image
with only black and white.

In the image after binary processing, the contour of weld
edge is discontinuous and the image feature is not obvious,
so the bimodal method is used for image processing. +is
method considers that the image is composed of foreground
and background, and the gray distribution of the image can
be considered as the superposition of two normal distri-
bution functions, so there will be two separated peaks in the
histogram of the image, and the trough between the two
peaks is the image reading value.

3.2.2. Scattered Removal. After image denoising, gray
transformation enhancement, and binarization, the weld
image basically meets the requirements of edge detection,
but there are some problems in the welding process, such as
rough welding surface, welding slag splashing, and so on,
which will make the collected weld image appear. +e light
spots with large area are not related and distributed
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irregularly, which are usually called scatter spots. +e area of
scatter points is much larger than that of noise points. But it
is much smaller than the area of continuous weldments on
both sides of the weld. At this time, it is necessary to use
image algorithm to remove these large scatter points, that is,
calculating the area of each bright spot area in the image and
then judging whether the area is large enough. If the area is
small, it can be considered as scatter points and removed
directly, so that the final output image is only the weld and
weldment.

After the scatter points are removed, the image can be
reversed, and the black part can be changed into white, while
the white part can be changed into black, which does not
affect the effect of the weld image and is convenient to
compare with the original weld image and extract the edge
contour of the weld.

After the image is inverted, it can be seen that the white
part in the middle is the weld and the black part is the
workpiece to be welded on both sides. Compared with the
original weld image, we can see that the weld area is basically
the same as the original weld area, which proves that the
image processing flow is feasible and the method is correct.

3.3. Edge Detection and Centerline Extraction. In the image,
the region boundary with sharp change of gray value is called
edge, and the local features of edge image are discontinuous,
and there are sudden variation of gray level and sudden
change of texture structure. Edge detection is an important
research direction in the field of machine vision and image
processing, and it is an important feature extraction method.
+e commonly used edge detection is Roberts operator
detection, Sobel operator detection, Prewitt operator de-
tection, Cany operator detection, and Logo operator
detection.

Comparing the results of edge detection, it is found that
Prewitt operator edge detection and Sobel operator edge
detection cannot meet the requirements, the edge contour is
not clear, and the complete weld cannot be extracted. It is
found that the contour of the weld seam is consistent be-
tween the image processed by edge detection and the
original image collected, which proves that the flow of weld
seam image processing can be carried out.

+e ultimate goal of the seam tracking system is to
control the welding gun to move along the seam centerline,
so that the welding has real time and high accuracy, so it is
particularly important to accurately extract the seam cen-
terline. In this paper, the image skeleton method is used to
extract the center line, which takes the center of the target as
the benchmark, refines the target, and extracts the center line
of the part of the figure, thus removing unnecessary in-
formation and facilitating recognition.

4. Experiment

4.1. Trajectory Extraction Experiment. +rough the seam
edge detection algorithm based on directional wavelet
transform in Section 3, the seam edge image is obtained, and
the seam trajectory image is extracted by morphological

image processing method. Seam trajectory extraction ex-
periments are carried out on different shapes of welds such
as straight lines, broken lines, and curves, and the experi-
mental results are as follows:

(1) +e weld trajectory extraction experiment of straight
weld is carried out on the weld trajectory extraction
experiment of straight weld, and the experimental
results are shown in Figure 6.

(2) Experiment on extraction of weld trajectory of 90
broken line weld: the weld trajectory extraction
experiment is carried out on the 90 broken line weld,
and the experimental results are shown in Figure 7.

(3) Experiment of extracting weld trajectory of broken
line weld greater than 90: the weld trajectory ex-
traction experiment is carried out on the broken line
welds greater than 90, and the experimental results
are shown in Figure 8.

(4) Experiment of extracting weld trajectory of broken
line weld less than 90: the weld trajectory extraction
experiment is carried out on the broken line welds
less than 90, and the experimental results are shown
in Figure 9.

(5) Experiment of weld trajectory extraction of regular
arc weld: the weld trajectory extraction experiment is
carried out on regular arc weld, and the experimental
results are shown in Figure 10.

(6) Experiment of weld trajectory extraction of irregular
arc curve weld: the weld trajectory extraction ex-
periment is carried out on the irregular arc curve
weld, and the experimental results are shown in
Figure 11.

4.2. Experiment and Error Analysis of Center Line Extraction.
+rough the above experiments, the weld trajectory image is
obtained, and the weld trajectory image is further processed.
+e weld trajectory centerline is extracted by thinning
method, and the weld trajectory centerline image and co-
ordinates are obtained. +e weld trajectory centerline ex-
traction experiments are carried out for different shapes of
welds, such as straight line, broken line, and curve. In order
to verify the accuracy of the algorithm for extracting the
centerline of weld trajectory, the error analysis of the
extracted centerline of weld trajectory with different shapes
is carried out. +e actual weld width measured by micro-
scope is about 0.25mm. +e industrial camera selected by
the platform is 2 million pixels, its resolution is 1624×1240
pixels, and the corresponding actual working area is
80mmx 60mm. +erefore, the actual distance between
every two pixels can be calculated to be about 0.05mm,
which is the design accuracy of extracting the center line of
weld trajectory, which is far less than the actual weld width of
0.25mm, and can meet the design requirements. From the
above analysis, it can be concluded that the extraction ac-
curacy of weld trajectory centerline is related to the reso-
lution of the selected industrial camera. Improving the
resolution of industrial camera can improve the extraction
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(a) (b) (c)

Figure 6: Direct weld. (a) Original image of weld. (b) Image of weld edge. (c) Image of weld trajectory.

(a) (b) (c)

Figure 7: 90-degree broken line weld. (a) Original image of weld. (b) Image of weld edge. (c) Image of weld trajectory.

(a) (b) (c)

Figure 8: Broken line weld greater than 90°. (a) Original image of weld. (b) Image of weld edge. (c) Image of weld trajectory.

(a) (b) (c)

Figure 9: Broken line weld less than 90°. (a) Original image of weld. (b) Image of weld edge. (c) Image of weld trajectory.
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accuracy of weld trajectory centerline. Take 20 coordinate
points on the center line of each weld track. Error mea-
surement is carried out with the weld center of the original
weld image. +e extraction results of the weld trajectory
center line and the measured error curves are shown in
Figures 12–17. +e red line in the error curve indicates that
the maximum error value range is 0.12mm, and the blue

curve indicates the error curves of the weld trajectory center
lines with different shapes.

It can be seen from the error graphs of the center line of
weld trajectory with different shapes.

For the weld image with cusp, such as right angle, more
than 90° broken line and less than 90°broken line, there is a
large error in the center line of the weld track at the cusp.+e

(a) (b) (c)

Figure 10: Regular arc weld. (a) Original image of weld. (b) Image of weld edge. (c) Image of weld trajectory.

(a) (b) (c)

Figure 11: Irregular arc weld. (a) Original image of weld. (b) Image of weld edge. (c) Image of weld trajectory.
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Figure 12: Center error of direct welding trajectory.
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Figure 13: 90-degree welding trajectory center error.
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maximum error value is 0.105mm, which is less than the
maximum allowable error value of 0.12mm, which is gen-
erated from the center line of the weld track of less than
90°broken line. For weld images without cusps, such as
straight and curved welds, the error fluctuation range is
small, which can be controlled within the range of
+0.07mm. +rough the error analysis of weld trajectory
centerline with different shapes, it can be verified that the
errors produced by the extraction algorithm of weld tra-
jectory centerline studied in this paper are all less than the
maximum allowable error, which meets the system accuracy
requirements.

Finally, in order to prove that the welding robot using
this image enhancement technology has a lower error rate,
we have done two groups of experiments, which are the

center line error in straight and curved welds in Figures 18
and 19.

+rough comparative experiments, it is found that the
accuracy of process products based on image processing has
been greatly improved, especially the weld error before
enhancement has exceeded the standard value in several
points, which is not allowed for process products, which
further shows that our technology has brought a break-
through in the design of process products. At the end of the
article, some conclusions are given without in-depth anal-
ysis. Image enhancement technology can improve the ac-
curacy of products in process product design. +e
improvement of accuracy brings a new direction to the
development of process technology, continuously integrates
into high-precision equipment, does not rely on imports,
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Figure 16: Center error of regular arc welding trajectory.
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Figure 17: Center error of irregular arc welding trajectory.
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and realizes technological breakthroughs and opens up new
ideas.

5. Conclusion

Due to the increasing amount of information on images,
the requirements for the speed and clarity of image pro-
cessing are also increasing. +e existence of various ex-
ternal factors will lead to errors and distortions between the
produced image products and the target objects. In this
paper, the process product design based on multimode
interaction of image processing is studied. It uses radio-
metric correction and geometric correction to process
distorted images, and GPU parallel computing technology
is used to accelerate the correction process. In order to
validate the effect of image enhancement technology in this
paper on improving process product design, it is applied to

the visual recognition of welding robot. As the most im-
portant visual recognition of welding robot in welding is
the first process, the image quality of recognition is directly
related to the follow-up process. Finally, through experi-
ments, it is found that the error value of the center line
extracted by welding robot through image enhancement is
less than the industry requirements. It shows that the image
enhancement technology based on image processing
studied in this paper can improve the design of process
products and make the design of process products more
authentic and reliable.

Data Availability

+e experimental data used to support the findings of this
study are available from the corresponding author upon
request.
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Figure 18: Contrast chart of linear welding error.
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+e change of life style of the times has also prompted the reform of many art forms (including musicals). Nowadays, the audience
can not only enjoy the wonderful performances of offline musicals but also feel the charm of musicals online. However, how to
bring the emotional integrity of musicals to the audience is a technical problem. In this paper, the deep learning music emotion
recognition model based on musical stage effect is studied. Firstly, there is little difference between the emotional results identified
by the CRNNmodel test and the actual feelings of people, and the coincidence degree of emotional responses is as high as 95.68%.
Secondly, the final recognition rate of the model is 98.33%, and the final average accuracy rate is as high as 93.22%. Finally,
compared with other methods on CASIA emotion set, the CRNN-AttGRU has only 71.77% and 71.60% of WAR and UAR, and
only this model has the highest recognition degree. +is model also needs to update iteration and use other learning methods to
learn at different levels so as to make this model widely used and bring more perfect enjoyment to the audience.

1. Introduction

With the development of the times and technology, people
can easily get digital music, drama, film, and television on
mobile phones, iPad, computers, and other electronic de-
vices, while tapes, CDs, records, videos, and so on gradually
disappear into people’s daily life. +e stage appeal of mu-
sicals is very strong, but simply the video recording tech-
nology is poor, and the audience cannot be there. It is
difficult for the stage effect to have an effect on the audience
online. If the musical is to be moved online well, so that the
audience can be infected by the musical without being on the
scene, it is necessary to study how to completely restore the
musical scene. +is paper is one of the most important step,
using the existing technology to make a musical emotional
recognition model, which can perfectly identify the emo-
tions contained in the musical. Literature [1] used the LEO
model to process tree structure format with Gabor feature
representation in order to recognize human facial emotion.
Literature [2] proposed a layered coding cascade optimi-
zation model for the facial expression recognition system,
which optimizes direct similarity and Pareto-based function

optimization. Literature [3] easily created an entropy-based
maximum emotion recognition model using individual
average differences of emotion signals. Literature [4] proved
that small-world network is the most suitable model to
capture the cognitive basis of facial emotions. Reference [5]
designed an improved wave physics model based on depth
wave field inference in speech emotion recognition. Liter-
ature [6] used the Gaussian mixture model fitting method to
design neutral profile dictionary to solve the baseline
problem. Literature [7] collected emotional physiological
data sets under four induced emotions, and the group-based
IRS model improved the performance of emotion recog-
nition. Literature [8] introduced traditional acoustic features
and new vector functions to represent speech signals ab-
stractly. In Literature [9], cyclic neural network is effectively
replaced by convolution network and self-attention, which is
close to transformer performance. Literature [10] proposed a
new multidimensional cyclic convolution algorithm to
achieve the least number of multiplications in theory. Based
on CRT and Vinograd’s minimum multiple complexity
theorem, a simplified cyclic convolution formula is obtained
in literature [11]. Literature [12] used the music emotion
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recognition model based on deep learning to solve the
problem of low accuracy of emotion recognition. Literature
[13] computed audio function ideas, capturing music form,
texture, and expression elements to advance music emotion
recognition. Literature [14] constructed a balanced music
video emotional data set and integrated multimodal
transport information based on deep learning. Literature
[15] created a model based on deep neural network to
identify and classify music genres and Chinese traditional
musical instruments. In order to learn to restore the im-
portant human emotion nodes in music, this paper focuses
on designing the emotional recognition model of musical
based onstage effect, introduces the related theoretical basis,
respectively, and then designs a hybrid model based on CNN
and RNN according to several points that need to be dis-
cussed emphatically in emotional recognition (signal pre-
processing, emotional data set, recognition algorithm, and
evaluation). +en, the model is simulated and tested.

2. Theoretical Basis

2.1. Emotional Description Model under Stage Effect. +e
charm of musicals is always infectious, which most people
cannot stop. Different from the performance of simplemusic
and drama dance, musical is a mixture of music elements,
dance elements, and drama elements and gradually develops
and changes into a unique artistic expression in the torrent
of years. It brings wonderful enjoyment in visual, auditory,
and other senses. +e stage effect cooperates with the music
to immerse the audience in the performance of the plot. In
this study, we want to establish an emotion recognition
model [16]. We want to build an emotion recognition model
[16] to define and classify various emotions.

(1) A large number of scholars [17] have studied the
definition of relatively basic emotion [18] as shown
in Table 1.
Emotion is a reflection of the relationship between
objective things and subject needs. However, emo-
tion is an extremely complex psychological process,
which is a complex body with multidimensions,
multiforms, and multifunctions. Each individual is
influenced by his own environment, social envi-
ronment, and his own experience and cognition, and
everyone has different definitions of emotion. Fur-
thermore, human research on psychology is not
thorough, and there are many blank fields.+erefore,
there are too many reasons for the differences in
definitions of different scholars, involving a wide
range of fields, which need to be systematically
studied and discussed by later generations.

(2) Because human emotions are complex and
changeable, it is difficult to express them with simple
basic emotional definitions. +erefore, in this study,
we tend to combine a more comprehensive and
complex two-dimensional emotion description
model with a simple emotion definition as shown in
Figure 1.

2.2. Deep Learning Method. Machine learning [19] has a
method called deep learning [20]. +is method is very
mature in the field of speech recognition, so we can use it to
recognize musical emotion.

2.2.1. Deep Confidence Networks. Deep confidence network
(DBN) [21] is a probability generation model [22], and it is
also a special neural network [23]. It consists of a variety of
“constrained Boltzmann machines” as shown in Figure 2.

2.2.2. Parameter Pretraining. Constrained Boltzmann ma-
chine [24] is widely used. Set n, m, v, and h as visible layer
nodes, hidden layer nodes, visible units, and hidden units,
respectively. +e energy of the system [25] is defined as
follows:

E(v, h | θ) � − 
n

i�1
aivi − 

m

j�1
bjhj − 

n

i�1


m

j�1
viWijhj. (1)

When the model state is constant, the joint probability
distribution is as follows:

P(v, h | θ) �
e

− E(v,h|θ)

Z(θ)
,

Z(θ) � 
v,h

e
− E(v,h|θ)

.

(2)

+e activation probability of hidden unit is as follows:

P hj � 1, | v, θ  � σ bj + 
j

viWij
⎛⎝ ⎞⎠. (3)

Visible cell activation probability is as follows:

P vi � 1, | h, θ(  � σ ai + 
i

hjWij
⎛⎝ ⎞⎠. (4)

+e sigmoid activation function is as follows:

σ(x) �
1

1 + exp(−x)
. (5)

2.2.3. Parameter Tuning. +e output of the activation
function hidden layer node is as follows:

Table 1: Definition of emotion by scholars.

Scholar Emotion
Mowrer Pain, joy
Panksepp Expectation, fear, anger, panic
James Fear, sadness, love, anger
Pultchick Acceptance, anger, expectation, disgust, joy
Gray Fear, sadness, surprise
Tomkins Anger, fear, anxiety, joy
Ekman, Freesen Anger, interest, contempt, disgust, pain
Weiner, Graham Fear, joy, shame, surprise
Frijida Anger, disgust, fear, joy, sadness, surprise
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Softmax function is as follows:

ps �
exp vs

N+1
 

jexp vs
N+1

 
. (7)

When ds � 0, the cross entropy function is as follows:

L � − 
s

dslog ps. (8)

2.2.4. CNN. “CNN” is the abbreviation of convolution
neural network. CNN offers supervised and unsupervised
learning. It is usually used for processes corresponding to
natural access and language. Generally, three-dimensional
CNN has two operations: convolution and pooling. Im-
portant formulas of convolution layer are as follows:
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(9)

Excitation function to help express complex character-
istics is as follows:

A
l
i,j,k � f Z

l
i,j,k . (10)

Manifestations of Lp pooling are as follows:

A
l
k(i, j) � 

f

x�1


f

y�1
A

l
k s0i + x, s0j + y( 

p⎡⎢⎢⎣ ⎤⎥⎥⎦

1/p

. (11)

Hybrid pooled linear combination is as follows:

A
l
k � λL1 A

l
k  + L∞ A

l
k , λ ∈ [0, 1]. (12)

2.2.5. RNN. “RNN” is short for cyclic neural network. +e
information of the sequence can be better handled. +e
details are as follows:

Furious
rage

Frustrated
Angry

Fear

Excited

Be
interested

Delighted

Happiness

Pleasure

Sad Boring

Desperate

Sadness

Relax

Satisfied

Serene

Evaluation degree-

Activationdegree+

Activation degree-

……

……

……

Evaluation degree+

……

Figure 1: Two-dimensional (activation and evaluation) emotion model.

h

v

Figure 2: Constrained Boltzmann machine.
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Ot � g V · St( ,

St � f U · Xt + W · St−1( .
(13)

Simply RNN is shown in Figure 3.

3. Research on Emotion Recognition

3.1. Music Signal Preprocessing. When we want to identify
the influence of music in musicals on the audience, the
preprocessing of music signals is the first step of all work.We
try our best to extract many features of music, then identify
their categories, and build models to identify different music.
+is is an extremely important step, and all subsequent work
is based on this step. Music signals will be uniformly con-
verted into good formats, which is convenient for data
management and high-quality operation. +e flowchart is
shown in Figure 4.

Preprocessing is to read audio information for feature
extraction. We use SciPY speech processing tool and Python
for speech information reading and feature extraction,
librosa for speech processing, and MATLAB for pre-filter-
ing. Advantages can eliminate the influence of aliasing, high
frequency, and other factors brought by equipment on the
quality of voice signals, ensure that the processed music
signals are more uniform and smooth, provide high-quality
parameters, and improve the processing quality.

+e preprocessing parameter data are shown in Table 2.
+e parameter settings in Table 2 are basically reason-

able. +e input of the model is the digital amplitude mel
spectrum, and the audio frequency of 22 s is input, and the
fast Fourier transform STFTis performed (FFT is the content
of decomposing the whole time domain into countless small
processes with equal length). Hop size is the overlapping
area between two windows. Mel filter is used to obtain the
logarithmic amplitude mel spectrum; the preprocessing
process is carried out in Librosa, and the output size is array.
Zero padding is the last step in the preprocessing process. By
adding 75 frames on the time axis to inject more data with
the same information, the input signal has better frequency
resolution.

3.2. Music Emotional Data Set. For many years, researchers
have been studying databases that contain many kinds of
human emotions, and these databases contain various forms
of data. Music emotion database can collect signals through
audience’s reaction to different music materials. In this
paper, we quote EMO-DB, CASIA, SAVEE, DEAP, and
MAHNOB-HCI.

3.3. Emotion Recognition Algorithm

(1) Bayesian network is shown in Figure 5.
(2) HiddenMarkov model (HMM) is shown in Figure 6.
(3) +eGaussianmixturemodel (GMM) is shown by the

following formula:

P(X | θ) � 
M

k�1
πkN X; μk; 

k

⎛⎝ ⎞⎠. (14)

3.4. Evaluation Aspects. When we apply the musical emo-
tion recognition model, we will find that there will be an
important problem in the process of construction: over-
fitting and under-fitting. In order to solve this problem well,
we choose to evaluate the model again and again and use
various evaluation indexes to test it. In this study, the K-fold
cross-validation method and UA, WA, SD, SI, Precision,
Recall, and other evaluation indicators were used. Here are
some of the formulas:

UA �
TP + TN

TP + FP + TN + FN
, (15)

WA �


n
i ai

n
, (16)

Precision �
TP

TP + FP
, (17)

Recall �
TP

TP + FN
. (18)

Formula 19 is used to evaluate the accuracy of the model.
TP means positive case prediction is positive case. FNmeans
positive case prediction is negative case. FP means negative
case is predicted as positive case. TN means negative case
predicts negative case.

3.5. Emotion Recognition Based on Hybrid Model.
Convolution neural network and cyclic neural network can
not meet the research needs. Because both theories and
methods have their own advantages and disadvantages, we

O

X

S W

V

U

Output layer

Hidden layer

Figure 3: Simple cyclic neural network.
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take the essence and discard the dross, so we improve these
two kinds of networks and combine them into a more
complex neural network to meet the needs of this study, that
is, convolutional recurrent neural network (CRNN). We
have modified many excellent performances for this model.
It can have all kinds of advantages of CNN and RNN at the
same time.

After the improvement of this model, the operation of
variable length input can be carried out, and the interference
of filling values to model data can be avoided. It can also
ensure that the accuracy of the model will not be lost.

Sconv � Conv(S) · Mask(S). (19)

LSTM is an extension of RNN. It is a long-term and
short-term memory network. We add this extension to the
CRNN model, which can solve the problem of processing
sequence change data. +en, we transport the data to the
Softmax loss and quantification loss layer for processing and
finally the optimization goal. +e CRNN model is shown in
Figure 7.

4. Music Emotion Recognition Model Test

In this experiment, the music emotion model is tested.+e
main tasks of the test model are as follows: accept music
data samples of musicals for certain processing; after
analyzing the sample, speculate and identify what emo-
tions the stage effect will cause the audience (such as
happiness, sadness, sadness, and excitement), the emotion
description model should be applied here, and finally the
audience’s emotions should be collected, and the accuracy
of the opinion collection should be compared with the
results of our experimental model test, so as to evaluate
whether the established CRNN model is available. If there
is too much difference between the two results, it means
that our music emotion recognition model is unqualified,

and more modifications and adjustments are needed to
carry out technical innovation. If the difference accuracy
meets the requirements, it proves that the deep learning
music emotion recognition model based on musical stage
effect can be used.

4.1. Experimental Environment. In the process of music
performance, various unpredictable external interference
factors affect the audience, so it is necessary to deal with
the noise. We chose to conduct the experiment in a
theater where the surrounding environment is quiet and
there is no performance task for the time being. In this
experiment, we invited 30 volunteers (native speakers of
Chinese) who were in good mental state and did not stay
up late, drink alcohol, or get sleepy to watch a Chinese
musical together. While watching the experiment, the
volunteers were unable to do anything else. After
watching the musical, the emotional feelings of these 30
people were collected. +e music emotion recognition
model will be tested by this musical music sample, and
finally the test results will be compared with the feelings
of 30 voluntary participants.

4.2. Experimental Settings. +e experimental test samples
are Chinese musicals, and Chinese emotional data sets are
used. From the matching selection in the database to the data
suitable for this musical, it is divided into pretest, devel-
opment set, and test set.Note. +e main purpose of pretest is
to detect the interference caused by sudden factors such as
garbled code and disordered data, and all the extracted data
should be tested by pretest. As shown in Table 3, it is the
specific data situation.

Music signal input

Pre-filtering Sampling
quantization Pre-weighting

Frame
windowingEndpoint detectionSpeech sample

Figure 4: +e flowchart of feature extraction.

Table 2: Preprocessing parameters of music signal.

Duration n
FFT frame size 512
Hop size 255
Number of mel filters 96
Mel-time matrix size 1∗ 95∗1300
Extended mel-time matrix 1∗ 95∗1356
Extended boundary number 75

C

X1 X2 Xn……

Class node

Feature node

Figure 5: Basic structure of Bayesian network.
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4.3. Parameter Optimization. In the experiment, parameters
are the part that needs special attention.Without adjustment
and optimization, the final result may not achieve the best
experimental effect. +is will cause trouble to the experi-
mental results.+e relevant parameters are shown in Table 4.

We carry out 20,000 iterations on music samples. When
the learning rate is very small (such as 0.001), the learning
process is extremely slow and the recognition is unstable;
high learning rate (such as 0.1) leads to unstable conditions
and even reduces performance as shown in Figure 8.

Figure 8 is a discussion of recognition rate for different
iteration times of learning rate in experimental parameters,
and the most suitable learning rate interval range is selected.
+e reason of performance deviation is that the learning rate
affects the recognition stability of recognition rate.

Momentum coefficient can speed up the learning pro-
cess. +e deviation of coefficient will cause oscillation in the
initial stage, and the fluctuation will cause performance
degradation, as shown in Figure 9.

However, if the weight attenuation coefficient is too large
(such as 0.005), the stability of the learning process will be
destroyed. On the contrary, a relatively small weight at-
tenuation coefficient will be more stable and safe, as shown
in Figure 10.

4.4. Key Elements of Musical Emotion. +ere are some
fragments in the music. It is useful for experiments, in-
cluding emotional parts, and some fragments are not
important, which may cause suspension, transition, and
other effects. Let us take time as an example and look at
the emotional information carried by each sentence as a
characteristic, one is unimportant and the other is
important.

As shown in Figure 11, the music sentence part is divided
into five parts, and the emotional information is mainly
distributed in the first, second, and third parts, which takes
more time to test.

Music signal
spectrogram

Conv1

Conv2

Conv3

Conv4

Conv5

LSTM1

LSTM2

LSTM3

LSTM4

LSTM5

LSTM Softmax Loss and
Quantization Loss Layer

Optimization
objective

Characteristic
map

Characteristic
map

Characteristic
map

Characteristic
map

Characteristic
map

Figure 7: Flow chart of CRNN music recognition framework.

Table 3: Pretest, development set, and test set dataset settings.

Pretest Development set Test set
Is there any situation No abnormality No abnormality No abnormality
Total number of sentences (sentences) 60 120 360

Markov chain Stochastic process
Implicit state sequence Observable state sequence

Figure 6: Schematic diagram of hidden Markov process.
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4.5. Recognition Performance. +e performance calculation
formula of music recognition is as follows:

rejection rate �
number of successfully recognizedmusic sample fragments

total number of sample fragments of testmusic
. (20)

Table 4: Parameters related to experiments.

Parameter Learning rate Batch size Momentum coefficient Weight attenuation coefficient Dropout coefficient
Value 0.01 16 0.9 0.0005 0.5
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Figure 8: Learning rate-related effects.
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Figure 9: Correlation effect of momentum coefficient.
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+e specific identification is shown in Table 5.
From Table 5, we can see that the recognition perfor-

mance of this experiment is very good, the final recognition
rate is 98.33%, and the final average accuracy rate is as high
as 93.22%.

4.6. Experimental Test Results. Because the content of this
musical is sad as a whole, the emotional reaction of
positive energy is excluded. +e specific feelings of 30
voluntary participants are collected as shown in Table 6.

+e results tested by themusic emotionmodel are shown
in Table 7.

After calculating and comparing the experimental re-
sults, it can be found that the coincidence degree of emo-
tional response with 30 voluntary participants is as high as
95.68%.

4.7. Comparison with Other Methods. Compare WAR and
UAR on Chinese emotion database (which can be changed
in other tests). +e results show that only the model created
by us has the highest recognition performance and the most
accurate accuracy. Among the three methods in the table,
even CRNN-AttGRU with the highest recognition perfor-
mance has only 71.77% and 71.60% recognition rates, re-
spectively, as shown in Table 8.
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Figure 10: Correlation effect of weight attenuation coefficient.
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5. Conclusion

In this paper, based on the changes of the times, electronic
instruments are of great significance for musicals to be
perfectly moved to mobile devices. +e stage effect provided
by musicals for the audience leads the audience to immerse
themselves in the emotional changes in music. +is study
needs to restore people’s emotional feelings brought by
music in musicals with technology. +erefore, the CRNN
model is designed for testing. +e recognition accuracy of
the model for emotion is more accurate than that of other
methods. +e results show that (1) there is little difference
between the emotional results identified by the CRNN
model test and the actual feelings of people, and the coin-
cidence degree of emotional responses is as high as 95.68%;
(2) the final recognition rate of the model is 98.33%, and the
final average accuracy rate is as high as 93.22%; and (3)
compared with other methods on the CASIA emotion set,
the CRNN-AttGRU has only 71.77% and 71.60% of WAR
and UAR, and only this model has the highest recognition
degree. Although this paper has some results in music
emotion recognition, it still needs further exploration by
later workers. +is model also needs to update iteration and

use other learning methods to learn at different levels, so as
to make this model widely used and bring more perfect
enjoyment to the audience.
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Table 7: Test results of the music emotion model.

Name Emotion
CRNN model Sadness, sadness, pain, disgust, fear, fear, surprise, anger, surprise, surprise, anxiety, and so on

Table 6: Emotional feelings of volunteers.

Voluntary participant number Emotion
1 Pain, fear
2 Expectation, fear, anger, panic
3 Fear, sadness, anger
4 Acceptance, anger, expectation, disgust
5 Fear, sorrow
6 Anger, fear, anxiety
7 Interest, disgust, pain, fear
8 Anxiety, surprise
9 Anger, disgust, fear, sadness, surprise
··· Boredom, fear, sadness
30 Surprise, sadness, fear

Table 8: Comparison of WAR and UAR on CASIA by different methods.

Model WAR (%) UAR (%)
CRNN-CTC 70.42 69.75
CRNN-GRU 60.48 61.72
CRNN-AttGRU 71.77 71.60

Table 5: Table of recognition performance.

Numbering 1 (%) 2 3 4 (%) 5 (%) 6 (%) 7 (%) ···

False acceptance 0 0% 0% 0 1.19 0 0 ···

False rejection rate 0 20% 2.14% 0 1.9 0 0 ···
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With the development of computer science, especially the application of 3D scanning technology in garment design, intelligent
modeling is realized, which is impossible to achieve in traditional design methods. In this paper, we propose the 3D model
construction of human garments based on the motion recovery structure method. +e eigenmatrix is obtained from the camera
parameters, and the transformation matrix is calculated by matching the image feature points with the help of scale-invariant
feature conversion algorithm to realize the 3D reconstruction technology of human garments based on multiview image se-
quences. +e effectiveness of this method is verified through experiments, and it has good robustness and accuracy. +rough the
form of style modeling, the design thinking and method can be extended to form a more reasonable garment structure and guide
the innovation of garment production mode.

1. Introduction

As computer vision technology is widely used in various
fields such as virtual reality and digital cities, more conve-
nient and efficient acquisition and construction of 3D
models of human clothing have become a current research
hotspot, which in turn promotes the improvement of
computer vision algorithms and applications [1–3]. +e use
of relevant algorithms to construct 3D models of features
from multiview image sequences captured with ordinary
digital cameras has the advantages of wide use and con-
venient application, and they are most widely used in the
field of 3D model construction [4–7].

Currently, 3D technology in China has received strong
support from the government. China’s manufacturing
industry must rely closely on deepening reform and in-
novation to promote its transformation from bits to strong,
thus promoting the development of 3D technology in
China [5].+is paper discusses the design and development
of garments based on 3D scanning technology, taking
women’s shirts as an example. +e purpose is to change the
traditional design made through a new creative thinking in
the 3D era [6].

With the advancement of virtual reality, computer vi-
sion, and computer graphics, interactive apparel design has
attracted attention as an innovation in apparel technology
and a future trend in apparel design. In interactive apparel
design, 3D virtual human models based on 3D scanning
technology are used to instantly display the garments in the
design phase and are a crucial part of the entire workflow
[7, 8].

+e new interaction design development process in-
cludes 5 objects: human body, virtual mannequin, 3D
garment, 2D paper pattern, and physical garment. First, the
point cloud data of the human body are captured using a
modern 3D scanning system, which is used as the basic input
for building the 3D virtual model. +en, according to the
initial design sketch, the paper pattern of the garment is
drawn on it using the relevant design software [9]. +en, the
latest 3D fitting software CLO3D can be used to generate the
2D paper pattern directly into a 3D virtual garment. After
the final 3D garment effect is determined, the 3D garment
can be unfolded into a 2D garment paper pattern using
CATIA (Computer Aided Tri-Dimensional Interface Ap-
plication) software. Finally, the 2D paper pattern can be put
into industrial production for mass production. +roughout
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the process, there are 8 interactions and 3 traditional in-
teraction techniques that are used for the virtual mannequin,
namely, garment fitting/fabric simulation/texturing, data
scanning, and garment unfolding. Production and physical
inspection interactions are more traditional practices in the
apparel design industry (Figure 1).

In this paper, we propose a 3D model construction of
human clothing based on the motion recovery structure
method. We obtain the eigenmatrix from the camera pa-
rameters, match the image feature points with the help of
scale-invariant feature conversion algorithm, calculate the
transformation matrix, and realize the 3D reconstruction
technology of human clothing based on multiview image
sequences [10]. +e effectiveness of this method is verified
through experiments, and it has good robustness and ac-
curacy. +rough the form of style modeling, the design
thinking and method can be extended to form a more
reasonable garment structure and guide the innovation of
garment production mode.

2. Related Work

+e current research on the algorithm for constructing 3D
models of human clothing based on multiview image se-
quences has been focused by scholars on two aspects: image
sources and algorithm improvement. In terms of image
sources, the study in [11] used images acquired using digital
cameras and associated linkage maps to achieve measure-
ments and 3D reconstruction of human clothing. +e work
in [12] used handheld cameras to simulate drone shots and
useful features around objects to obtain camera calibration
parameters for each image using image pairs to complete 3D
modeling. A method for building high-resolution digital
elevation models using captured images from consumer-
grade digital cameras was proposed in [13].+ese studies are
based on a small amount of image data obtained with a
specific instrument and are not adapted to the large amount
of image data obtained using different instruments. For this
reason, Mao et al. [14] used a large collection of unstructured
images downloaded from the Internet to successfully con-
struct a 3D model of the target. High-resolution, multi-
channel image sources have a fundamental impact on the
application area and accuracy of 3D model construction.

For the same image data, the improvement of the al-
gorithm is a necessary way to improve the accuracy of 3D
model construction. Lamb et al. [15] introduced the basic
principle and process of Structure from Motion (SfM)
technique to show the simplicity and effectiveness of the
technique to obtain high-precision 3D terrain data, which
are suitable for areas with sparse vegetation.

Roberts et al. [16] addressed the efficient modeling of
large, unordered, highly redundant, and irregularly sampled
photo sets by SfM. Morris et al. [17] implemented an image-
based 3Dmodel reconstruction process using the global SfM
method instead of iterative SfM based on the opensource
code. Brkic et al. [18] proposed a new incremental motion
structure recovery algorithm (SfM-Y) to solve the problems
of poor algorithm robustness, low efficiency, and compu-
tational redundancy.

+is paper constructs 3D models of human garments
based on SfM and uses multiview image sequences and
computer vision techniques to extract, match, and recon-
struct features of the image sequences in 3D.

3. Extraction and Matching of Feature Points

3.1. Extraction of Feature Points. +e key step of 3D mod-
eling using multiview image sequences is to fuse images
taken from different viewpoints into the same coordinate
system, so as to display 3D scenes in all directions.+e key of
image matching is to extract the corresponding points with
similar features in the adjacent images, and this paper uses
the scale-invariant feature transform (SIFT) [19] algorithm
to extract feature points. +e algorithm is based on Gaussian
fuzzy, and the Gaussian pyramid and Gaussian differential
pyramid are established by using different standard devia-
tion values of feature points and down sampling, and then,
the corresponding feature points are extracted and the edge
points are rejected.

Gaussian blurring is used to extract high-precision
feature points on images of different scales, and Gaussian
blurring is the basis of the algorithm [20]. Gaussian blurring
uses a Gaussian function as a template to convolve the image
to make it smooth. In this paper, let the blurring degree, i.e.,
the standard deviation, be the size of the template a × b and
the coordinates of the pixel point being processed be (x, y).
+en, the Gaussian function is shown in the following
equation:

G(x, y) �
1

2πσ2
e

− (x− a/2)2+(y− b/2)2/2σ2( )( ). (1)

In this paper, a 5× 5 Gaussian template with σ � 0.6 is
used to blur the image.

+is paper invokes the scale space theory to establish a
Gaussian differential pyramid. +e original image is first
processed with different Gaussian blurring to obtain a set of
images with different scales, then the image is downsampled,
and the downsampled image is processed in the same way to
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Figure 1: Development process of interactive fashion design.
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obtain a set of downsampled images with different scales,
and so on, to place the original image group at the bottom
and stack the downsampled image groups in turn to build a
Gaussian pyramid [21].

+e number of groups of the Gaussian pyramid is cal-
culated using the empirical value formula given by Zhang
et al. [22], with different parameter sets according to the
specific need. +e number of groups is calculated as shown
in the following equation:

0 � log2(min(M, N))  − 3. (2)

where 0 is the number of groups andM, N is the image size.
After the Gaussian pyramid is built, the Gaussian dif-

ferential pyramid is obtained by differencing the adjacent
images of each group in turn.

3.2. Matching of Feature Points. After the feature points are
extracted, each feature point has information such as po-
sition, feature vector, and scale; in order to accurately
represent the feature points, descriptors are constructed for
the feature points and ensure that they are rotationally
invariant for matching. In this paper, we use the descriptor
construction method recommended by Kellomaeki et al.
[23], which takes 4∗4 windows around the key points, and
each subwindow has gradient information in 8 directions,
east, south, west, north, southeast, northeast, southwest, and
northwest and a total of 128 gradient vectors constitute the
descriptors of the feature points, as shown in Figure 2.

+e determination of descriptor edge length requires
interpolation, which is calculated by bilinear interpolation in
this paper. And, the direction needs to be rotated to the main
direction of the descriptor before the descriptor calculation
to ensure the rotation invariance, as shown in Figure 3.

After the descriptors are obtained, the descriptors be-
tween matching image pairs are found and the one with the
most similar descriptors is the matching feature point. +e
previously extracted feature points are used to match, and
the feature points that do not have corresponding points are
eliminated [24].

4. Construction of the 3D Model of Human
Clothing Based on Multiview
Image Sequences

4.1. 3D Model Construction of Human Clothing with Dual-
View Image Sequences. Before constructing the 3D model of
the dual-view image sequence, the relationship between the
target point locations in the camera image plane of two
consecutive shots should be determined first [25], that is, to
determine the relationship between the key points of the
overlapping parts of the two images when taking consecutive
shots, as shown in Figure 4.

In Figure 4, the target point is point X, the image co-
ordinates arex1 and x2, and the distances between point X
and the two image planes are z2 and z1. +e internal ref-
erence matrix of the camera is K, and the external reference
matrix of the two shots is T1R1 and T2R2.

Let x1′ � K− 1x1 and x2 � K− 1x2 . +e eigenmatrix be-
tween the two shots is calculated from equation (6) by
matching points (at least 5 pairs) between the two
imagesT2R2.

x2′T2R2x1′ � 0. (3)

Using the eigenmatrix and matching the relationship
between the two image planes, the image points are pro-
cessed using the triangulate method to obtain the world
coordinate system of the target points. +e point cloud
image of the target feature is formed by displaying all the
points of the world coordinate system, and the 3D model
construction based on the dual-view image sequence is
completed [26, 27]. In this paper, the results of constructing
3D models based on dual-view images are shown in
Figure 5.

4.2. 3D Model Construction of Human Clothing with Multi-
view Image Sequence. +e 3D model construction based on
the dual-view image sequence is the basis for the 3D model
construction of the multiview image sequence. However, if
only the previous matching method is followed, matching
the previous image slice with the next two images in se-
quence, only the rotation matrix between adjacent images
can be obtained and their displacement vectors cannot be
obtained, because the displacement vectors calculated by the
above function are unit vectors. +e result of such a method
is that when the difference between the images is large, there
will be few matching points to use and the accumulated
errors will lead to poor matching results.

In this paper, we use the Perspective-n-Point Projection
(PNP) method [28] to derive the shooting position of the
image from the real 3D coordinates of the target point and its
image point coordinates, so as to know the displacement
vector between the images. +e PNP problem is shown in
Figure 6.

Firstly, the initial point cloud is established; i.e., the first
two images are matched using the dual-view image sequence
reconstruction method, the external reference matrix is
solved, and the coordinates of the matched points are tri-
angulated. After getting part of the world coordinates and
image point coordinates, we use the PNP method to cal-
culate the camera pose of each image in turn to get the
displacement vector, then obtain the rotation matrix by
triangulation reconstruction, and match the images in turn
to get the 3D point cloud of the target feature for incremental
update. After that, we use software such as Geomagic Warp
to thicken [29], encapsulate, and add textures to the gen-
erated point cloud data and finally get the results of the 3D
model of human clothing based on multiview images.

4.3. Example Applications. +e experimental data in this
section are obtained from the human body photographs
taken by the Canon 5D3 camera, and the experimental
analysis is performed using the multiview-based image se-
quence 3D reconstruction method [30, 31]. +e image se-
quence data are shown in Figure 7.
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On the basis of the 3D virtual human model, the upper
body surface of the human model is intercepted and
combined with both automatic extraction and manual
definition to obtain human feature information from the
PHBC human model [32, 33], to realize the extraction of key
points and lines of the human body, and to release the key
parts of the human body, such as chest circumference, waist
circumference, and hip circumference, to ensure the fit of the
garment. Finally, we adjust the B-sample curve for the virtual
design of the basic shirt and generate the basic shirt model
(Figure 8).

Figure 2: Descriptor gradient histogram.
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Figure 4: Results of constructing 3D models of dual-view image
sequences.

Figure 5: Construction results of 3D models of dual-view image
sequences.
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Figure 6: Diagram of the PNP problem.
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Due to the irregularity of the human body, a fitted shirt
must have certain split lines and the location and shape of
the split lines are determined by the design style. First, we
imported the base shirt surface into CATIA software [34],
selected the free style design platform, and drew the split
lines on the base shirt surface. After drawing, we switch to
the wireframe and surface design platform, select the un-
folded surface from the unfolded shape, select the surface to
be unfolded, and set the reference point and unfold
direction.

In addition, in order to have the surfaces distributed on
the same plane, the same plane should be selected in the
unfolding interface, and in this experiment, the ZX plane is
selected for both the front and back pieces and the unfolding
direction is the Z-axis direction [35]. After unfolding, it is
necessary to adjust the position uniformly to form a com-
plete paper sample. After these processes, the unfolded paper
pattern of the front and rear surfaces of the net body is
obtained (Figure 9).

Figure 10 shows one of the results of edge extraction
using the cable operator. From the extraction results, it can
be seen that the cable operator has a good effect on the
simple image and the clothing edges are successfully
extracted, but there are still some background spurious
points in the image, so it can be seen that the edge extraction
using only the cable operator cannot achieve the expected
effect [36].

Figure 10 shows the results of the connected-domain
clutter removal, which, when compared, shows that the
results are more satisfactory, with the background clutter
outside the target being largely removed. Figure 10 shows
the new binary image sequence obtained by the pre-
processing operation. +e size of the images used in the
experiments is 589∗800 pixels. In one set of experiments,
the processing time of 10 images is 64.417 s and the average
time per image is only 6.44 s, which are a good image
processing result. By comparing the processing results
before and after the process, the processing process can
remove the background clutter better for the input 3D
reconstructed sequence images and has a better processing
effect.

Figure 7: Human multiview image sequence.

Figure 8: Basic shirt style.

Figure 9: Paper sample unfolding.
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5. Conclusions

In this paper, the 3Dmodel of human clothing is constructed
based on multiview image sequences. +e eigenmatrix is
obtained from the camera parameters, the scale-invariant
feature transformation algorithm is used to match the image
feature points, the transformation matrix is calculated, and
the problems arising in the modeling process are analyzed
and solved to realize the 3D reconstruction technology of
human clothing based on multiview image sequences. Due
to the existing technical conditions, how to weaken the
perspective error and realize the fine model construction
needs further in-depth research.
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Foreign language teaching is not simply the transfer of knowledge, but rather the placement of students in contexts to explore and
discover problems. -e thematic contexts do not exist in isolation. Teachers should adopt certain teaching strategies based on
thematic contexts, rely on relevant discourse, study the discourse text, and use rich learning and activities as the driving force to
highlight students’ active experience and emotional experience. In this paper, we propose an ELT (English Language Teaching)
affective analysis method based on contextual classification and genetic algorithms.-emethod first constructs ELT topic sets and
ELT topic word sets using the LDA (latent Dirichlet allocation) model, then applies genetic algorithms to each ELT topic word set
one by one using ELT label data to automatically iterate the sentiment values of words in the word sets, and finally calculates the
sentiment polarity of ELT texts using the sentiment values of words in the word sets. -e experimental results show that the
accuracy of this method improves 3.12% compared with LDA, the recall rate reaches 87.32%, and F1 reaches 73.79%, which can
obtain ELT sentiment information from contextual and nonfeatured sentiment words and effectively improve the accuracy of
sentiment classification.

1. Introduction

As society develops, education should also keep pace with
the time. Based on the fundamental task of establishing
moral education, foreign languages curriculum standards
have updated the content of the curriculum and emphasized
the thematic contexts [1]. In foreign languages teaching,
teaching design based on thematic contexts can guide stu-
dents to integrate the development of language ability,
cultural awareness, ideological quality and learning ability,
and shape students’ core foreign languages subject literacy
[2, 3].

Context is the language environment, including the
natural language environment and the classroom language
environment. In the process of teaching foreign languages,
due to the lack of a natural language environment, students
mainly rely on the classroom language environment, in
which they learn foreign languages by retelling, remem-
bering, or imagining some scenes in their minds. -e latest

“2017 Curriculum” has established three major thematic
contexts: “Man and Self, Man and Society, and Man and
Nature,” and each of these three thematic contexts is divided
into more subthematic groups, which are interconnected
and inseparable from each other [4, 5]. -e thematic context
of “Man and Self” advocates a correct and healthy lifestyle,
which is conducive to students’ better understanding,
enriching and perfecting themselves and cultivating a cor-
rect human attitude; the thematic context of “Man and
Society” is conducive to students’ forming good social in-
teraction and establishing good interpersonal relationships
[6]. -e theme context of “People and Society” is conducive
to the formation of good social interaction, the establish-
ment of good interpersonal relationships, the formation of
good literacy among students, the cultivation of the inno-
vative spirit of developing information technology, and the
better integration of students into social life; the theme
context of “People and Nature” advocates understanding
nature, knowing nature, caring nature, cultivating students’
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curiosity to explore the natural world, and enhancing the
ecological concept of people and nature [7, 8].

Sentiment tendency analysis of ELT texts is one of the
hot elements of current ELT data mining research. Mining
the sentimental tendency of ELT texts can obtain infor-
mation related to students’ liking for foreign languages [9],
policy support [10], hot topic tendency [11], and position
[12], which are important references for issues such as ELT
improvement.

Text sentimental tendency analysis belongs to the
category of natural language research, and the diversity of
natural language descriptive viewpoints is one of the main
factors affecting the accuracy of text sentiment tendency
analysis. Compared with media with a good content
classification such as news, forums, and postings, ELT [13]
has broad content and poor classification. Currently, there
are two main methods of text sentiment analysis, based on
sentiment dictionaries and based on machine learning,
both of which perform text sentiment polarity calculation
through some algorithm based on the subcategorization of
texts. A large number of research results show that the
accuracy of sentiment analysis by these two research
methods is constrained by the relevance of the text
content domain. Since the same word may show different
sentiment polarity in different contexts, it is difficult to
guarantee the accuracy of sentiment analysis of ELT texts
without differentiating word contexts. -e LDA extended
model is one of the most important methods for text
sentiment analysis, but the current research fails to
consider the difference in sentiment polarity of the same
word in different contexts and the influence of non-
featured sentiment words on the sentiment polarity of
ELT texts. -erefore, this paper proposes an ELT senti-
ment analysis method based on contextual classification
and genetic algorithms.

2. The Role of Thematic Contexts in
Reading Instruction

2.1. +ematic Contexts Can Enhance Students’ Interest in
Reading. Compared with foreign languages teaching in
college, foreign language teaching in college has more
characteristics. For example, there are more diverse genres,
more lengths, more complex sentences, and much more
difficult in the discourse. For this reason, students need to
enhance their comprehension of textual content and im-
prove their language skills. Teachers also need to adopt active
teaching strategies to meet the challenges. College students
are often confronted with boring and tasteless topics in
readingmaterials and feel that they do not match their actual
level, which leads to students’ reluctance to read the ma-
terials or even their inability to read them and their low
interest in reading. In college foreign language reading
teaching, teachers combine the three categories of contextual
themes with reading materials, which can increase the
connection between reading materials and real life; let
students experience different cultures in learning, feel real
life, learn knowledge, and understand language in real
contexts, which can largely motivate students to actively

participate in learning, give full play to their own initiative,
help students apply what they learn, and increase reading
interest [14, 15].

2.2. +ematic Contexts Facilitate Students’ Better Under-
standing of Texts. When reading texts, students often focus
their attention on heavy words or understanding long and
difficult sentences, neglecting to grasp the overall meaning of
the text and lacking knowledge of the logical relationships
between small sentences in the paragraphs of the text, thus
failing to correctly access information in the text, discover
the thematic meaning of the text accurately, and read and
understand reading materials on common topics. Teaching
college foreign languages reading under the guidance of
thematic contexts requires teachers to first study the text in
depth and then guide students to read the text and analyze it,
grasp the culture and meaning embodied in the text, and
discover the thematic meaning, which facilitates students to
use a variety of methods to obtain information creatively.
Teachers are expected to use thematic reading text materials
to provide appropriate instruction to students and promote
students’ initiative to read and think actively and take the
best out of them [16]. By creating authentic thematic con-
texts, teachers can guide students to relate to the context and
combine thematic contexts to grasp the content of the text,
understand the deeper meanings of key sentences, avoid
reading misunderstandings caused by biased generalizations
and words that do not make sense and ultimately improve
students’ reading comprehension skills [17].

2.3. +ematic Contexts Can Improve Students’ Foreign Lan-
guages Application Skills. -emed foreign language reading
teaching in college is a process of active discovery and
learning with students as the main body, and it is also a
learning process that follows students’ cognitive rules from
the surface to the deeper level gradually. Due to the limi-
tations of China’s traditional examination-based education
system, schools currently focus too much on students’ test
scores in college foreign language teaching, ignoring stu-
dents’ ability to apply foreign languages in real-life situa-
tions, resulting in “dumb foreign languages” that students
can learn but cannot use [18]. In order to change the current
situation of college foreign languages reading teaching,
teachers should change the traditional teaching concept,
design the whole teaching based on the theme context, and
create a context that is closely related to the meaning of the
theme and students’ real life. In the process of in-depth study
of the text, teachers should aim at solving problems, focus on
learning foreign languages language knowledge and lan-
guage skills, and closely connect the theme of the text with
students’ lives [19, 20]. At the same time, teachers should
cultivate students’ logical and critical thinking and diverse
cultural perspectives by comparing Chinese and foreign
cultures, adopt thematic contextual teaching, make a pro-
found analysis of texts, reasonably design thematic contexts
that help students improve their comprehension as well as
their application skills, and adopt creative teaching methods
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and approaches to actively improve students’ practical
foreign languages application skills.

3. Related Work

Currently, there are two main methods of text sentiment
analysis based on sentiment dictionary and based on
machine learning. -e method based on sentiment dic-
tionary is to first extract the sentiment feature words of the
text [21], then compare the sentiment feature words with
the words in the sentiment dictionary, and use the sen-
timent polarity of the marked words in the sentiment
dictionary to calculate the foreign languages teaching
sentiment tendency. -e classification accuracy of this
method depends on the sentiment dictionary, and the
goodness of the sentiment dictionary directly affects the
results of sentiment tendency calculation. -e machine
learning-based method extracts text features first and then
applies some algorithms to the features for classification
[22] to get the text sentimental tendency. Machine
learning-based methods are divided into three types of
methods: strongly supervised, weakly supervised, and
unsupervised. -e main strongly supervised methods are
support vector machines [23]. -e accuracy of plain
Bayesian and decision trees [24, 25] depend on the ac-
curacy of the labeled data. Weakly supervised methods
mainly include long- and short-term memory networks
[26], convolutional neural networks [27], and so on. -ese
methods require massive labeled data to train the model to
ensure accuracy. Unsupervised methods mainly include
LDA [28], K-nearest neighbor algorithm [14], random
forest [5], and so on. Compared with supervised methods,
unsupervised methods do not depend on labeled data and
are less affected by the size of data.

To address the above problems, in order to further
improve the accuracy of text sentiment polarity analysis
using the LDAmodel extension method, this paper proposes
an ELT sentiment analysis method based on context clas-
sification and genetic algorithm. -e method first classifies
ELT into contextual topics using the LDAmodel and divides
ELTwords into different contextual topics to form ELT topic
sets and ELT topic word sets; then for each topic of ELTand
topic word sets, a genetic algorithm is used to calculate the
sentiment values of all words (including sentiment feature
words and nonsentiment feature words), and finally, the
sentiment values of words are used to calculate ELT senti-
ment tendency.

4. ELT Theme Analysis Method

4.1. Overall Process. -e overall process of ELT sentiment
classification method based on contextual classification and
genetic algorithm is as follows: (1) ELT data preprocessing,
screening, and word separation of ELT data; (2) LDA ELT
topic contextual word set construction, using LDA to classify
ELT in topic context and construct ELT topic word set; and
(3) genetic algorithm based on topic ELT sentiment ten-
dency calculation. -e overall process is shown in Figure 1.

5. ELT Data Preprocessing

-e ELTplatform is aimed at the mass population, and some
students post information with unclear purpose, and a
considerable number of these sentences do not carry an
opinion tendency. -erefore, nonopinion sentences are
removed first, and only sentences with emotional tendency
are kept before word separation. Main Chinese word sep-
aration tools are Jieba, SnowNLP, THULAC, NL⁃PIR, PKU-
SEG, and so on [29]. Since the content of foreign languages
teaching is relatively brief, PKU-SEG can maintain the
original word formation relationship of sentences better.

5.1. LDA ELT +eme Context Word Set Construction.
ELTis a relatively open and freemedia; compared with news,
forums, and other media with good thematic classification
performance, its content range is broader and more arbi-
trary, without a strict classification structure, so there are
quite a lot of words in the ELT text set showing different
sentiment tendencies in different contexts. LDA is a doc-
ument topic generation probability model, which is able to
obtain “document—topic,” “topic—word,” and “topic—
word.” -is paper applies the LDA model to categorize ELT
document sets and their words by topic context and con-
structs ELT topic sets and ELT topic context word sets based
on topic context division.

5.2. LDA ELT Topic Context Classification. -e LDA ELT
topic model is shown in Figure 2. k topics are set manually in
the LDA ELT topic model, and the preprocessed corpus D
has m ELTs, which is denoted as D � d1, d2, . . . , dm , and
the number of words that are deemphasized after splitting
ELTs is c, and the word set is denoted as
W � word1,word2, . . . ,wordc . Topic conditional distri-
bution of ELT i is denoted as p( z

→
i| α

→
), i ∈ (1, 2, . . . , m), and

the topic conditional distribution of all documents can be
obtained by using the LDA ELT topic model, which is
normalized as shown in the following equation:

p( z
→

| α→) � 
m

i�1
p z

→
i| α

→
  � 

m

i�1

Δ n
→

i + α→( 

Δ( α→)
, (1)

where n
→

i denotes the number of words distributed under k
topics in the i-th ELT, and α is a k-dimensional hypercal-
cemia variable.

Similarly, the distribution of subjective conditions for
word wordt can be obtained as p(word

����→
| z
→

, β
→

),
t ∈ (1, 2, . . . , c) and normalized as shown in the following
equation:

p(word
����→

| z
→

, β
→

) � 
k

j�1
p word

����→
t| z

→
, β
→

  � 
k

j�1

Δ n
→

j + β
→

 

Δ( β
→

)
,

(2)

where n
→

j denotes the number of words under the j-th topic
and β is a c-dimensional hypernatremia variable.
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Combining equations (1) and (2), the joint distribution
of topics and words can be obtained as shown in the fol-
lowing equation:

p(word
����→

| z
→

)∝p(word
����→

, z
→

| α→, β
→

) � p( z
→

| α→)p(word
����→

| z
→

, β
→

) � 
m

i�1

Δ n
→

i + α→( 

Δ( α→)


k

j�1

Δ n
→

j + β
→

 

Δ( β
→

)
. (3)

-e distribution of topics after removing the t-th word is
represented by (t). -e conditional probability of the topic

for the t-th word is shown in the following equation using
Gibbs’ sampling method:

p zi � j|word
����→

, z
→

(t) ∝p zi � j,word � t|word
����→

(t), z
→

(t)  �
n

j

d,(t) + αj


k
s�1 n

s

d,(t) + αs 
t
f�1 n

t
j,(t) + βf



f

j,(t)

+βf. (4)

-e probability distribution of all the words in ELTdwas
summed to obtain the probability distribution of tweet
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Figure 1: Overall process.
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Figure 2: LDA ELT theme model.
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under k topics Ad � pd1
, pd2

, . . . , pdi
 , and the value with

the highest probability was selected as the topic context of
the d-th tweet pdMax � max pd1

, pd2
, . . . , pdi

 .

5.3. ELT +eme Context Word Set Construction.
According to the above maximum probability division
method, the subject context classification of the ELT set is
completed to form the ELT topic set T � T1, T2, . . . , Tk ,
where Tj � djl, dj2: . . . , djy , j ∈ (1, 2, · · · . . . k), y denote
the number of ELTs of topic j. -e word set
Zj, Zj � (vj1, vj2, . . . , vjn) of topic j is obtained by dividing
and deduplicating the tweets in Tj, and n denotes the
number of deduplicated words of the j-th topic.-e word set
of all k topics constitutes the LDA ELT topic word set
Z � Z1, Z2, . . . , Zk , and the pseudocode of the LDA ELT
topic word set construction algorithm is shown in
Algorithm 1.

5.4. Genetic Algorithm-Based Calculation of Affective Dispo-
sition for Teaching Foreign Languages as a Foreign Language.
Considering the influence of nonfeatured sentiment words on
the sentiment tendency of ELT texts, this paper calculates the
sentiment values of all words in each topic context separately
after calculating the LDA ELT topic word sets, which include
nonfeatured sentiment words and feature sentiment words,
and finally calculates the ELT sentiment tendency using the
sentiment values of words. Sentiment values of words in each
topic word set are obtained automatically by genetic algorithm
calculation using ELT (labeled data) with manually labeled
sentimental tendencies. -e sentiment value calculation
method first assigns a random initial sentiment value to the
words within a predefined range; then the optimal sentiment
value is obtained by designing the objective function and fitness
function associated with the label data to self-optimize the
sentiment value of thewords; and finally, the optimal sentiment
value of the topic words is used to calculate the optimal
sentiment tendency value of ELT [30]. Topic context word set
Zj is used as the individual in the genetic algorithm, and
individual Chromx corresponds to the sentimental value of all
words in Zj, which is Chromx � wx1, wx2, . . . , wx3 . wxt is
the sentimental value of the t-th word in individual x. -e
sentimental value of each word corresponds to the chromo-
some code of the individual. -e population is composed ofM
individuals, denoted as P � Chrom1,Chrom2, . . . ,Chromm},
and the initial word sentimental value of an individual is a
random value of [−10, 10], as shown in Figure 3. -e pop-
ulation is iteratively optimized in the genetic algorithm, and the
individual word sentimental value calculated when the number
of iterations reaches a predefined value is the optimal senti-
mental value of all words in the topic context.

5.5. Genetic Algorithm Objective Optimization Function.
In fact, some words do not have the same sentiment ten-
dency in different contexts, so corresponding to this

situation, this paper sets the same word to have different
sentiment values in different individuals, and classifying
words into different thematic contexts is to consider this
variability. In order to make the sentiment tendency of ELT
in individuals close to the sentiment tendency of labeled
data, that is, in order to apply labeled data to automatically
obtain the sentiment tendency of words, the objective
function of genetic algorithm is designed in this paper to
achieve word sentiment value optimization [13]. -e sen-
timental value of the s-th ELT under topic j is calculated
using the following equation:

Senti Zj, Tj,Chromx, djs  � 
word∈dk

wjt Chromx wordt( ( ,

(5)

where wordt is the word in ELT djs, wjt(Chromx(wordt))

indicates the sentiment value of word wordt in individu-
alChromx. When Senti(Zj, Tj,Chromx, djs) is greater than
or equal to 0, it is positive, and vice versa, it is negative.
class(djs) indicates the affective tendency of ELT djs as
shown in the following equation:

class djs  �
positive, Senti Zj, Tj,Chromx, djs ≥ 0,

negative, Senti Zj, Tj,Chromx, djs < 0.

⎧⎪⎨

⎪⎩

(6)

-is paper sets Acc(Chromx, Tj) as the degree of dif-
ference between the affective tendency of ELT in individual
Chromx and the affective tendency of the labeled data under
topic j, as shown in the following equation; the smaller the
value, the closer the affective tendency of ELT in individual
Chromx is to the affective tendency of the labeled data.

Acc Chromx, Tj  � 1 −
num1≤s≤y,dk∈Tj

class djs 

y
, (7)

where Tj is the set of topics djs. -e number of ELT affective
tendencies that are consistent with the labeled ELT data
affective tendencies is calculated in individual 33 by equation
(6). -e minimum difference degree individuals are deter-
mined by setting the objective optimization function
according to equation (7) as shown in the following
equation:

Accmin � min
1≤i≤M,Chrom,∈P

Accuracy Chromx, Tj  . (8)

5.6. Genetic-Algorithm-Based Word Sentiment Value
Calculation. In order to make the probability of individuals
with the smaller variance being retained higher, the adap-
tation function is set in this paper as shown in the following
equation:
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gather edfit Chromx, Tj  �
y

Acc Chromx, Tj 
×(−1) + y −

y

Acc Chromx, Tj 
⎛⎝ ⎞⎠, (9)

where y/Acc(Chromx, Tj) is the number of ELTs in which
the emotional disposition was judged incorrectly in indi-
vidual Chromx and (y − y/Acc(Chromx, Tj)) indicates the
number of ELTs in which the emotional disposition was
judged correctly in individual Chromx. -e roulette wheel
method was used for individual selection, using equation (9)
so that the greater the fitness (smaller the variance), the
greater the probability of individuals being selected for
retention. -e selected individuals are then subjected to

crossover and mutation operations to produce new indi-
viduals. Individual selection, crossover, and mutation op-
erations are repeatedly performed in the genetic algorithm to
optimize the population of individuals iteratively until a
predetermined number of iterations is reached and the
calculation is stopped, and finally, the individual with the
smallest variance is selected as the word sentiment value
using the objective optimization function. -e pseudocode
of word sentimental value calculation based on a genetic

Input: D � d1, d2, . . . , dm , Ad � pd1, pd2, . . . pdk 

//ELT corpus and ELT topic probability distributions
Output: Z � Z1, Z2, . . . , Zk //LDA ELT subject headings

(1) for i� 1 to m do//traverse ELT D
(2) //Get the topic T to which the i-th ELT topic probability maximum belongs
(3) Ta←Get(PiMax)

(4) //put the i article of ELT into the Tath topic
(5) Topic.append (Ta, i)
(6) end for
(7) for j� 1 to k do//traverse k topics
(8) //ELT splitting and deduplication in the j-th topic
(9) lexical← set(seg(Topic[j]))
(10) Zj append(lexical)//constitute a set of subject words Zj.
(11) end for
(12) return (Z)//return to LDA ELT subject word set

ALGORITHM 1: LDA ELT topic word set construction algorithm.

We Comp
any Yes One Good

9 4 -3 -8 0

2 6 -2 3 -5

Word 
set

Chrom 
1

Chrom 
m

...

...

...
... ... ... ... ......

Figure 3: Some of the initial word sentiment scores correspond to.

5 -3 -8 9 2 -5 6 1 5 6 -2 9 -3 -5 0 1

3 6 -2 2 -3 9 0 -8 3 -3 -8 2 2 9 6 -8

Figure 4: Multipoint crossover.

5 -3 -8 9 2 -5 6 1 5 -3 -2 9 2 -5 6 1

Figure 5: Genetic variation.
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algorithm is shown in Algorithm 2, and the individual
crossover and variation operations are shown in Figures 4
and 5.

5.7. Calculation of Emotional Disposition in ELT. -e min-
imum variance individual 11 was obtained by the genetic al-
gorithm, and the codes of chromosomes in the individual
corresponded to the optimal sentiment values of words in the
subject word set. In the minimum variance individual 22, the
sentiment values of all words in ELT are first summed up by
equation (5) to obtain the sentiment value of ELT and then
judged by equation (6) [31], if the sentiment value is greater than
or equal to 0, it means that the ELT has a positive sentiment
tendency, and the opposite means that it has a negative senti-
ment tendency. -e calculation example is shown in Figure 6.

6. Experimental Results and Analysis

6.1. ExperimentalData Set. -e datum was obtained from the
2012–2014 NLPCC public data set [22], with 17,253 ELTs.
-ere were 7,188 ELTs after removing nonopinion sentences,
and this data was used as a corpus for the calculation of affective
tendencies for ELTs, of which 3,314 were positive and 3,874
were negative, and the tenfold cross-validation was used to
train and test the method of this paper.

-e NLPCC data set has eight labels: none, happiness,
like, sadness, disgust, anger, fear, and surprise. -e eight
labels are simplified into two types of labels: positive and
negative, as shown in Table 1.

After the labels were categorized, the ELT content was
stored in a uniform format, and the data format is shown in
Table 2, with the polarity 1 for ELT indicating positive and
−1 for negative.

6.2. Experimental Procedure and Results. In this paper, the
effects of all words on the effective polarity of ELT were
involved in the calculation, and all words in ELT were

retained after the splitting of ELT. Sample results of PKU-
SEG splitting are shown in Table 3.

After ELTword classification, the LDA ELT topic model
is used to construct the topic word sets. K values of the
number of topics in the LDA ELT topic model need to be set
in advance, and the selection of suitable k values is beneficial
to topic classification. In this paper, the k value is set to 5 (the
collected data are divided into 5 topics), and the sample ELT
topic context classification is shown in Table 4.

-e results of the ELT theme context classification are:
theme one is related to foreign languages and foreign lan-
guages commentary; theme two is related to personal
emotional expressions; theme three is social status com-
mentary and event descriptions; theme four is dynamic ELT
commentary about socially prominent people; theme five is
more colloquial popular Internet phrases, and the classifi-
cation results are consistent with reality. After completing
the ELT topic context classification, the ELT topic word set is
constructed, as shown in Table 5.

After obtaining the topic word sets, the word sentiment
values were calculated using a genetic algorithm-based
method for calculating sentimental tendencies in ELT. -e
population P is randomly generated in the algorithm, and
the population size is set to 1,000, and the selection,
crossover, and mutation operations are performed on the
individuals. In this paper, the number of words after
deweighting the current topic ELT words is used as the
individual coding length, and the chromosome coding is
coded with real integers in the [−10, 10] interval, and the
initial word sentiment values are shown in Table 6. -e
initial word sentiment values are shown in Table 6. -e
genetic algorithm is run with the labeled data, objective
function and fitness function for each word set in each topic,
so that the sentiment values are optimized iteratively until
the predetermined number of iterations is reached and the
calculation stops (the iteration threshold is set to 2,000 in
this paper), and the results of word sentiment value opti-
mization are shown in Table 7.

Input: D � d1, d2, . . . , dm , T � T1, T2, . . . , Tk , Z � Z1, Z2, . . . , Zk 

//ELT corpus, ELT topic collection, ELT topic word collection
Output: Chromx � [wx1, wx2, . . . , wxn]

/minimum variance individual (optimal sentiment value of topic word set words)
(1) P � [Chrom1,Chrom2, . . . ,ChromM]//Randomly generated populations P
(2) for j� 1 to MAX do//MAX is the maximum number of iterations
(3) for ch� 1 to M do//traverse the population
(4) fit← fitness (ch)//calculate individual fitness
(5) fitness.append (fit)//save fitness
(6) end for
(7) new_p← select(P, fitness)//select operation
(8) new_p← cross(new_p)//cross operation
(9) new_p←mutation (new_p)//mutation operation
(10) p← new_p//new population P
(11) end for
(12) Chrommin←Accmin //Minimum variance individual
(13) return(Chrommin)//Return the minimum variance individual

ALGORITHM 2: Genetic algorithm-based word sentiment value calculation.
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Figure 6: Example of emotional disposition calculation.

Table 1: Label classification.

Positive Negative
None Sadness
Happiness Disgust
Like Fear

Surprise

Table 2: Sample ELT texts.

Serial number Microblog content Polarity
1 I feel strange and uncomfortable. −1
2 -e film is really moving; especially with the development of the plot, it is melodious and beautiful. 1
3 Suddenly, I found that Liu Xin’s song names are so powerful 1
4 It’s too late. −1
5 -ese days have been wonderful, all kinds of wonderful. 1
6 Superman is everywhere, and Kobe responds only to roars and mistakes. −1
7 I don’t know if the performance of iPad3 is good. If it is good, I can consider buying one. 1
8 Our unit is a good unit. Although we get off work late, we go to work early! −1
9 After reading a lot about the laptop dock of MTO ATRIX, I like it more and more. 1
10 Personality explosion 1

Table 3: Sample ELT PKU-SEG word separation results.

Serial number Word segmentation result
1 I feel strange and uncomfortable.
2 I’ve had a wonderful time these days.
3 Suddenly, I found that Liu Xin’s song names are so powerful.
4 Personality explosion

Table 4: Sample ELT topic context classification.

Topic 1 I don’t know whether the performance of iPad3 is good or not. If it is good, I can consider buying a laptop dock that has read a lot
about MTO ATRIX. I like it more and more.

Topic 2 -e past few days have been wonderful. I feel strange and uncomfortable in my heart. Our unit is a good unit. Although we get off
work late, we go to work early.

Topic 3 -e film is really moving, especially with the development of the plot; the melodious songs are really sensational.

Topic 4 Suddenly, I found that Liu Xin’s songs were so powerful. -ey were superman everywhere. Kobe responded only with roars and
mistakes.

Topic 5 Burst out of character. It’s so sad.
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6.2.1. Mediating Effect Test. -e mediation effect was ex-
amined using the nonparametric percentile Bootstrap
method with the PROCESS 2.16 plug-in installed in SPSS
24.0 software. -e results showed that desire mediated the
relationship between perceived behavioral control, sense of
relatedness, and willingness to act; desire partially mediated
the relationship between perceived behavioral control and
willingness to act; and desire fully mediated the relationship
between sense of relatedness and willingness to act (see
Table 3).

In the genetic algorithm-based method for calculating
affective tendencies in ELT, the objective function is used to
select the individual with the least variance in the optimized
population as the current topic word affective value, as
shown in Table 8.

After the classification of ELT topic contexts, there may
be the same words in different topics, and this classification
method is consistent with the reality that there are differ-
ences in affective tendencies of the same word in different
topic contexts, and the affective values of the same word in
different topics are shown in Table 9.

After the classification of topics, the emotional tendency
of ELT is judged by calculating the sum of the emotional
values of ELT subwords under the topic, and when the sum
of the emotional values of ELT subwords is greater than or
equal to 0, the emotional tendency of ELT is positive, and
when it is less than 0, the emotional tendency of ELT is
negative.

6.3.ComparisonofMethods. -epresent method (LDA-GA)
was compared with LDA, plain Bayesian classification (NB),
random forest (RF), and decision tree (DT) for the

calculation of affective disposition in ELT. Precision (P),
recall (R) and F1 values were used as evaluation indicators,
and the comparison results are shown in Table 10.

-e experimental results show that the F1 values of the
LDA method are higher than those of the DT, NB, and RF
algorithms. -e reason is that the LDA method for ELT
sentiment analysis is based on semantic “text-word” topic
classification, while the DT, NB, and RF algorithms convert
words into word vectors without considering the semantic
information of words, which leads to the less-than-optimal
results of microbial sentiment calculation. -e accuracy of
the LDA-GA method in this paper is not satisfactory. -e
accuracy, recall, and F1 value of the LDA-GA method in this
paper are higher than those of the LDA method. -e reason
is that the LDAmethod only uses feature sentiment words to
calculate ELT sentiment polarity, while the method in this
paper uses a genetic algorithm to calculate all word

Table 5: Selected subject headings.

-eme Partial word set
Subject word set 1 iPad3 Performance Screen Keyboard Product
Subject word set 2 Make complaints Speechless Night Company Good morning!
Subject word set 3 Pain Development Labour Reactionary Challenge
Subject word set 4 Fire Sing Night shanghai Vocal concert Baidu
Subject word set 5 Yes Ah Burst Vulnerable Alas

Table 6: Initial word sentiment values.

Individual number Make complaints Speechless Happiness Awesome Fond dream Life
1 −8 5 −3 8 9 2
2 −5 2 5 2 −4 8
3 2 −4 2 1 3 −5
4 2 1 −6 −2 −3 −1

Table 7: Optimization results of word sentiment values.

Individual number Make complaints Speechless Happiness Awesome Fond dream Life
1 −9 −3 9 7 5 2
2 −5 −2 5 2 −4 −1
3 −2 −7 6 1 2 0
4 −5 −8 5 5 3 −1

Table 8: Example of optimal word sentiment values.

Make
complaints Speechless Happiness Awesome Fond

dream Life

−2 −7 6 1 2 0

Table 9: Examples of sentiment values for the same word in
different themes.

Terms Topic 1 Topic 2 Topic 3 Topic 4 Topic 5
Good 8 5 2 6 2
Large 4 1 −1 3 −7
Yes 2 0 1 3 −2
Sad −9 −8 −2 −5 −9
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nonfeature sentiment words to calculate ELT sentiment
polarity, and calculates word sentiment values according to
different topic contexts to distinguish the sentiment polarity
of the same word in different topic contexts.

7. Conclusions

In this paper, we propose an ELT topic analysis method
based on contextual classification and genetic algorithms.
-e method first constructs ELT topic sets and ELT topic
word sets using the LDA model, then applies a genetic al-
gorithm to each ELT topic word set one by one to auto-
matically iterate and calculate the sentiment value of words
in the word sets, and finally calculates the sentiment polarity
of ELT text by the sentiment value of words in the topic word
sets. -e experimental results show that the accuracy, recall,
and F1 of this method are improved compared with those of
LDA, plain Bayesian classification, random forest, and de-
cision tree-based ELT sentiment analysis methods. -e
method in this paper requires repeated iterative computa-
tion in the genetic algorithm, which is time-consuming, and
the next research work is to consider the problem of genetic
algorithm acceleration.

In the future, we will optimize the algorithm to make it
more robust and stable; we will optimize its scalability so that
it can be applied in educational scenarios in different fields.
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-e traditional urban landscape planning and design method cannot integrate the design into the whole planning scene and
cannot express the planning effect of multiple schemes and large scenes in an efficient, intuitive, and coordinated way. With the
development of computer science and technology, virtual reality technology based on AI is playing an important role in many
aspects of urban landscape planning and design. In this paper, on the basis of 3D visualization landscape planning and design, 3D
visualization urban landscape modeling is carried out using VR combined with the constructed deep neural network (DNN) to
establish a 3D database and virtual scene model of the landscape, and 3D representation of the virtual scene landscape is realized.
-e designed solution allows the user to grab the object and release it into the workspace. If any placement is needed, the user can
pick up the layer again and move it to a new location. Finally, the simulation experiment and its result analysis were conducted to
effectively analyze the site of the real model and its matching rate, to realize the integration of the 3D image, 3D stereo, and system
integration technology, and to finally complete the landscape design task.

1. Introduction

Virtual reality technology emerged at the end of the 20th
century and is a comprehensive information technology
integrating a series of technologies such as computer
technology, multimedia technology, network technology,
parallel processing technology, and sensor technology [1, 2].
People create and experience a variety of virtual worlds
through virtual reality technology. With the growing ma-
turity of virtual reality technology, this technology has slowly
started to be used in various design fields, providing great
convenience for designers to realize their own design ideas,
improving design quality and design efficiency [3]. On the
other hand, today’s constant innovations in science and
technology, especially in computers, hold promise for the
use of computers for large image data processing. Image
digital recognition technology is an innovative technology
that uses digital image processing technology as its own basis
for the recognition of experimental content using a

computer [4]. As technology in the field of AI, the main
process is divided into three steps, image acquisition, image
processing, and image recognition [5]. -e features of the
landscape in landscape images can be collected using special
tools, such as cameras, and then the information collected
can be analyzed using computer technology to complete the
identification or design of the landscape images [6].

In the actual landscape design, all aspects should be fully
considered, not only to realize the effect of the design
structure but also to coordinate and match the surrounding
environment as well as the landscape design, etc. [7, 8]. Once
the final design plan is determined, then extensive modifi-
cations will increase the cost. If virtual reality technology is
used, it allows users to experience the program more real-
istically, and once it is determined, extensive modifications
can be avoided and costs reduced [9]. -erefore, before the
realization of landscape design, the design plan should be
improved, and virtual reality technology should be used to
promote the scientificity and feasibility of landscape design.
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Only by integrating landscape design and virtual reality
technology, 3D characteristics can be highlighted;, in ad-
dition, the designers concerned to clarify whether the design
scheme can use virtual reality technology to achieve the final
effect, to ensure the operability of the design content.-e use
of virtual reality technology to design the landscape can
effectively save a lot of labor and greatly reduce costs.

Convolutional neural networks (CNNs) are one of the
most popular and innovative techniques in the context of big
data, and they contain unique processing methods that have
been utilized inmany fields and scenarios [10], especially in the
area of image processing discussed in this paper. Landscaping
technology is the use of computers to collect image features
contained in images such as landscape images or photographs
and use these features for landscape recognition. Landscaping
is categorized under the category of image recognition, where
the image to be experimented with is viewed as a high-di-
mensional random vector, and the resulting data are mapped
to a low-dimensional feature space [11].

Landscape architects concerned can expand the scheme
according to its own specificity or change the details of the
design scheme to make it more reasonable and then improve
and update it to form the final design scheme [12]. In ad-
dition, although virtual reality technology cannot be fully
realized but can be more comprehensive, a more perfect
display of the content of the drawings guides users to ex-
perience the landscape design content, experience the
process of guiding users according to their actual needs and
the landscape design content of the unreasonable, and puts
forward views and opinions, so that landscape designers can
make users and designs achieve good interaction, so that
designers can reshape the design works [12].

-e use of virtual reality technology combined with deep
learning technology to design the landscape can effectively
save a lot of manpower, greatly saving costs, while the de-
signer can also adjust or modify the plan according to their
own needs, and thus closer to the actual needs of the user for
the landscape effect, to achieve good interaction between the
user and the design [13]. Such an interactive approach will
greatly reduce landscape design time, make the design more
responsive to the actual needs of users, improve the design
more comprehensively, and make it easier for designers to
reshape the design.

In summary, this paper uses virtual reality technology
combined with the constructed deep neural network (DNN)
to establish a 3D database and virtual scene model of the
landscape in the 3D visualized landscape planning and design
and carries out 3D visualized urban landscape modeling to
achieve a 3D representation of the virtual scene landscape
[14, 15]. Finally, the simulation experiment and its result
analysis were conducted to effectively analyze the site of the
real model and its matching rate, to realize the integration of
3D image, 3D stereo, and system integration technology, and
to finally complete the landscape design task.

2. Related Work

Currently, the model design of landscape scenes, through
VR or AI, contributes to advance innovation. In a large

number of problems, the configuration of landscape scenes
is upgraded and solved using computer innovation [5, 16].
Landscape scene measurement recreates, utilizes the view,
and visualizes the scene of a rising degree [8]. Rafiq et al. [17]
uses intelligent landscaping rather than intuitive perceptual
structures to think about design ideas; when faced with
similar static picture designs, many believe this would be a
range of alternatives. A survey of intuitive 3D landscape
scene models has likewise shown to be useful for media
representation of different landscape types [18]. Portman
et al. [19] examined GIS-based layout dialogues for 3D
landscape models and feasible improvement markers using
smart VR.

We use deep learning models to drive landscaping re-
search, creating large-scale realistic video explorations and
models while evaluating the soundness of a landscaping
design [20]. For example, hand-drawn viewpoints are drawn
using CNN for watercolor painting, advanced photo ac-
quisition, and discrepancy in confirmation using semantic
contrast to cross 3D models [21, 22]. We introduce intel-
ligent visual rendering, based on data-driven deep learning
models suggesting an influence on the final choice of cre-
ation. Meanwhile, in the field of computer-generated reality,
many researchers have conducted related studies [23, 24].
Stimulation with Unity 3D allows us to access the sky,
territory, water, clarification of development strategies for
trees and flowers, and professional help in the use of VR
innovations in nurseries [25]. Building models for landscape
design based on GAN-generated natural scenes, vivid visual
dramatization, and task scenes provide an assessment of
human biological systems [26].

3. Materials and Methods

Virtual reality technology creates a virtual reality environ-
ment for the learner. -e corresponding learning tasks are
designed based on the existing experience and knowledge of
the environmental landscape in the VR environment [6]. To
accept a task, we select a character to enter the learning
environment and use a VR device to complete the task; the
proposed AI combined with the VR scheme in this paper is
shown in Figure 1. In this environment, each learner is an
individual and their organs are completely immersed in the
virtual reality environment, isolated from the real world. It
allows us, for example, to realize the true meaning of the
wind and the natural world. Immersion in virtual reality
technology is an experience in a situation that the learner
cannot experience in the real world.

3.1. Environmental Image Preprocessing. -e virtual reality
environment is a minimal distraction and easy [27].-e user
controls the gripping, pitching, and positioning of the virtual
reality object. VR user interface with various tools was used
for in-depth learning of the model around the building. It
grabs the layer from the left side of the tool holder and places
it in the workspace shown in Figure 2. Users can run it
standing or sitting, using applications and operations. It has
a calm environment that allows the user to fix points of the
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baseline and turn on the virtual reality. VR was used with
various tools for user interface for in-depth learning around
the building model.

3.2. Feature Extraction. Structural elements are also a pre-
requisite for building deep models based on virtual reality
technology and are central to the integration of virtual reality
technology and deep learning concepts. -ese components
include participants, virtual reality interaction platforms,
interactive tools, resource sharing, and common purpose
[28]. Specifically, participants refer to learners, instructors,
and industry experts. Learners complete the core and subject
matter of the learning task through learning. It is collected by
teachers and industry professionals to assess student
learning, provide guidance and support to learners, and
actively explore and guide students to deepen their
knowledge. Virtual reality interactive platform is a learning
environment that uses information technology and virtual
reality devices to provide learners with online communi-
cation. It is also a profession for sharing learning resources.
-e interactive tool is a medium of communication between
participants. It can provide functions such as online search,
transfer, and download resources to build knowledge and
help participants. Resource sharing includes resource
building and resource sharing, as shown in Figure 3.

-e resource structure collects learning videos, docu-
ments, images, and other resources through the learning
platform to form systematic learning materials for learners.
Resource sharing is a learning discussion forum where
learners share their knowledge and experience [16, 25].

From deep learning groups for daily tasks and common
goals by learning the same topics and objectives, learners

learn knowledge based on a specific learning path. Team
members fully demonstrate their subjective efforts to achieve
the ultimate learning goal.

3.3. Deep Learning Classification. -e core aspect of this
paper is DNN built as shown in Figure 4. -is feature allows
the user to grasp objects and release them into the work-
space. If any placement is needed, the user can pick up the
layer again and move it to a new location. In this feature, it is
simple to ensure that the user can interact with the appli-
cation in a familiar way. -e element of familiarity is es-
pecially important for new virtual reality users. All new users
are unfamiliar with the environment as it is designed to
interact to minimize the learning curve. -e layer is dis-
carded. -e user picks it up and then lifts it in any direction.
It applies to the physical object at that point, causing it to
drop to the ground, touch the ground, and disappear. In this
way, the user can quickly discard irrelevant layers and in-
tuitively change the structure of the model. DNN is shown in
Figure 4.

For the characteristics and features of landscape design
images, a training sample, validation sample, model layers,
and fusion method are proposed to build a complete CNN
model. -e model is able to extract potential information
about the grayscale spatial distribution of target pixels in
landscape design images and achieve accurate recognition of
targets. -e target image data are composed of pixel gray
values [29], and the target features are mainly reflected by
the spatial distribution information of different pixel gray
values, such as the distribution relationship of target pixels
and the regional distribution relationship of target and
clutter. -is feature extraction method acquires the land-
scape design image containing the complete target and then
uses it as the input layer feature image. -erefore, the
designed model, which is based on the improvement of
VGG16 [30], and different data features are selected sepa-
rately during the training process, and then the blocks in the
model are fused, which improves the accuracy of target
recognition. And based on this, the prediction module is
added to improve the recognition ability of the model. In
these models, the convolutional layers all use the same
convolutional kernel parameters; for example, the con-
volutional kernel size (kernel size) used in the convolutional
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layers is 3; i.e., both width (width) and height (height) are 3,
and 3∗ 3 is the small convolutional kernel size, which is used
together with other parameters (padding� same), so that
each convolutional layer (tensor) keeps the same width and
height as the previous layer (tensor) with the same width and
height as the previous layer (tensor). Using the same pooling
kernel parameters, the pooling kernel parameters of the
CNNmodel are chosen to perform target detection based on
the distribution of target pixel grayscale values [31]. Pixel
points of the image should focus on and highlight the
transport target; in other cases, the mean value of the target
can be extracted more accurately, so a mean pool is used to
train the CNN target detection model. -e model consists of
multiple convolutional and pooling layers (stack), which
makes it easier to form a deep network structure. -e ad-
vantages of the overall model can be summarized as simple
filtering, easy to analyze, and easy to use.

-e steps of landscape design algorithm is given as
follows:

Step 1: initialize the input image.

Step 2: apply the preprocessed images for analysis,
cluster the images to evaluate the values, and partition
the images.

Vi �


N
K�1 Uik( 

m
Xk


N
K�1 Uik( 

m , (1)

Vi is the input cluster center. Uik is the grayscale value.
Step 3: find the image values and neighborhood values
and identify the output data. Train and check the values
using deep neural networks.

uik

1

0
d

(t)
ik � min

1≤j≤nc
d

(t)
ik , (2)

uik is the data partition degree value.
Step 4: check the condition of the convergence value.

‖Ut − 1 − Ut‖< ε. (3)
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Step 5: analyze the image and classify the environ-
mental landscape values.
Step 6: end.

3.4. FPGA. To provide more accurate results and real-time
object recognition, for example, in applications such as
robotics and self-driving cars, the size of CNN needs to be
increased by adding more neural network layers [13, 31].
However, the changing new NN layers lead to more complex
DNN structures and deep DNN models. -us, millions or
billions of operations and parameters as well as large
computational resources need to be trained, and the
resulting large DNNs need to be evaluated. Such a request
represents a General Purpose Processor (GPP) computa-
tional task. -erefore, hardware has been used to improve
the throughput of gas pedal DNNs, such as graphics pro-
cessing specialized integrated circuits (ASICs), field-pro-
grammable gate arrays (FPGAs), and units (GPUs) [20].
DNNs are trained offline using a back-propagation process.
-e offline trained cellular neural network is then used for
feedforward processing to complete the cognitive task.
-erefore, the speed of feedforward processing is crucial. A
convenient feature of CNN is that each feature-mapped
neuron shares its weight with all other neurons. Perfor-
mance comparison of the model is shown in Table 1.

-e authors’ argument is that access to mobile data is not
a result of computing the highest energy consumption of off-
chip DRAMmemory [32]. In other words, the energy cost of
memory access and data movement (which adds up to most
DNN operations) typically exceeds the energy cost of
computation.

-erefore, FPGA circuits for DNN gas pedals require
careful consideration of this to achieve efficient architectures
in terms of time and power. In this work, the current state of
the art in implementing deep learning networks using
FPGAs as gas pedals is reviewed. It highlights imple-
mentation challenges and design directions used to address
these challenges. It also provides future recommendations to
maximize the performance of FPGAs as deep learning
network gas pedals.

4. Site Analysis Based on the 3D Realistic Model

In this paper, we use SuperMap software [33] to browse and
analyze the 3D real-world model.

4.1. 3D Measurement. -e model can be measured by using
the measurement tools, such as horizontal distance, ground-
dependent distance, spatial distance, height, spatial area, and
ground-dependent area (Figure 5).-e elevation of a point can
be measured, and the relative height difference of a complex
terrain can be measured directly. By clicking 2 or more points,
you can measure the distance between 2 points, and you can
also measure the distance or area between multiple points.

4.2.DaylightAnalysis. Sunlight is an important influencing
factor in landscape garden design, which has an impact on
planning the spatial layout of the site, road landscape,

planting design, and selection of garden materials [34].
-rough sunshine analysis, the distribution pattern of the
sunshine intensity of the site can be obtained, providing a
basis for making full use of the favorable conditions of
sunshine and avoiding unfavorable factors. Setting the
time in the software, such as the winter solstice or the
summer solstice, the sunshine situation at different times
of day can be automatically simulated in the software.
Figure 6 shows the results of regional local insolation
analysis.

4.3. Line of Sight, Field ofViewAnalysis. -emain purpose of
the visibility analysis is to ensure that there is a clear line of
sight between important viewpoints and the landscape and
that the appropriate spatial scale is maintained between
buildings [35]. -ere are 2 main ways of analysis: one is to
discuss the line of sight between 2 points, whether the target
point can be seen from the viewpoint location; the other is
the view area analysis, which analyzes all the visible range of
the viewpoint. -e green part in Figure 7 is the area that can
be seen, and the red part is the area that is blocked from view;
the result shows that most of the site can see the top of the
tower, but only the local site can see the complete tower, and
these sites will be important overlook points and viewpoints
within the design scope.

4.4. Profile Analysis. Using the profile analysis tool, you can
quickly get a profile of the site. By drawing a straight line
under the 3D scene, a profile line that is consistent with the
surface change of the real model data can be output. If the
profile line encounters plants or buildings, the contour line
of plants and the contour line of buildings will also be
formed in the final profile (Figure 8). -is is the most direct
way to study geomorphology [36], feature contours, and
topographic changes of the site and is more convenient and
efficient than the traditional method of using contour lines
to draw profiles.

4.5. Program Showcase. Whether the landscape planning
scheme can harmoniously coexist with the surrounding
environment and whether the vertical design is closely in-
tegrated with the current topography of the site are the key
concerns of landscape planning and design. -e traditional
expression is mainly based on effect drawings, which place
the planning and design scheme into a fictitious environ-
ment, and the effect is often gorgeous, but it differs greatly
from the field situation of the site and loses the meaning of
practical application [19, 33]. And in a real three-dimen-
sional scene, the designer can better grasp the design di-
rection, so that the design plan is appropriate to the site,

Table 1: Performance comparison of the model.

Technique PCA SVM Our model
Sensitivity (%) 71.9 76.6 95.3
Specificity (%) 70.4 77.1 91.3
Accuracy (%) 85.8 91.5 96.7
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Figure 5: Distance measurement.

Figure 6: Daylight analysis.

Figure 7: View field analyses based on the top of the tower.
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according to the characteristics of the site design, and in the
style is also easier to maintain consistency and thus early
detection of defects in the planning scheme. Traditional
design using 3dMax model or SketchUp model [37] cannot
be directly imported into GlS software [18]; through the AI
software corresponding plug-in, the coordinates will be
unified, both to achieve the overlay display of the planning
scheme and the status qua scheme and to use the roll-up
function to compare multiple schemes. Figure 9 shows the
effect of overlaying the landscape design scheme with the
current situation model.

-e Chinese garden designed by the model in this paper
is shown in Figure 10. It can be clearly seen that the design
focuses on the Chinese “courtyard three entry” layout,
creating a triple entry ritual, one garden gate, two courtyard
gates, and three house gates. -e public and private spaces
are reinforced by the gate and court to define the group and
shape the sense of homecoming ceremony. -e landscape is
symmetrically laid out with the landscape nucleus as the axis,
“one center, one axis, and three zones” to create a sense of
ritual and ceremonial landscape. -e design of this project
follows the Chinese garden’s emphasis on “the origin of the
place and the origin of the water” and the rule of “although
made by man, it is like the opening of heaven”: the water
system, regardless of its size, must be twisted and turned.-e
“gathering is broad, scattering is lingering” of the garden in
Jiangnan is interpreted to the fullest. In the design of this
case, the traditional and modern elements are combined in
the design of the Chinese garden, and this concept is carried
through the whole design, from the front garden to the
backyard, and the rich cultural temperament of the Chinese
garden is exquisite and meticulous. -rough the waterscape
and then into the courtyard, the layout of the inner garden of
“Qingquan Shi Liu” is unpredictable, with rocky hills, pa-
vilions, and willows and pines. It is like a landscape painting
made by waving ink. Different from the painting, “garden” is
a three-dimensional space and contains flowers, trees,
ponds, fish, houses, stacked stones, and other combinations
formed by each other. Regarding the density of objects in

different landscape designs, it is necessary to grasp the ra-
tionality of the design. For example, a compact place does
not appear crowded, and there are some objects in an open
place. Such a design will bring a relaxing mood and vision,
visual enjoyment.

5. Experiment

In order to prove the validity of the proposed method for
judging the rationality of landscape design and 3D image
simulation, we need to design experiments for verification.
-e 3D image modeling analysis platform for the rationality
of landscape distribution was constructed in Windows 8
environments. Since the Point Grey Flea 2 camera [20] has a
resolution of 640 pi, 60 frames of images provided by the
Landscape Institute were selected for the experiment.

-rough 3D image for reasonable acquisition identifi-
cation analysis and calculating different matrix objective
function values, if the function value is larger, then the
garden landscape judgment analysis is more accurate; if the
function value is smaller, it means that the garden landscape
design reasonableness judgment is not accurate. Based on
this, the design judgment process is shown in Figure 11.

5.1. Image Feature Points’ Matching Number and Matching
Rate Results and Analysis. -e reasonableness of landscape
design is compared using the 3D image simulation judgment
method and the traditional deep estimation judgment
method, respectively. Whether the number of image feature
points extracted can judge the accuracy of 3D image sim-
ulation of landscape, the key factor is how to accurately
match the corresponding attribute feature points of a
landscape garden image [18]. Also, these two judgment
methods are used to compare the number of feature point
matching and matching rate of landscape garden, and the
results are shown in Table 2.

As can be seen from Table 2, the number of feature point
matches and the matching rate of the landscape obtained
using the traditional deep estimation judgment method are
lower than those of the 3D image simulation method used in
this paper, and the number of image feature points is simpler
in the steps performed in the matching process. -e 3D
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Figure 9: Landscape planning scheme overlays.
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image simulation method has a high feature point matching
rate, which fully justifies the use of this judgment method.

Using the comparison results in Table 2 as the basis, the
two judgment methods were used to compare the effect of
the 3D image simulation of the garden landscape, and the
results are shown in Figure 12.

From Figure 12, it can be seen that the distribution of the
landscape obtained by using the 3D image simulation
judgment method is more reasonable, the main reason is
that, in the judgment process, the feature points are matched

with high precision, and the feature points are assigned to
clusters, and the simulation points are analyzed according to
the assigned image features, and the judgment of the ra-
tionality of the landscape design is completed based on the
analysis results.

5.2. Judgment Rate and Accuracy Comparison Results and
Analysis. -e data were collected in the landscape envi-
ronment, and the rate analyses of the conventional method

Figure 10: Chinese courtyard landscape design.
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Figure 11: Judgment task flow.

Table 2: Matching number of 3D image feature points and matching rates.

Group
Traditional methods Our method

Number of matches (pc) Matching rate (%) Number of matches (pc) Matching rate (%)
A 540 30.25 540 15.28
B 350 25.61 350 13.61
C 360 24.32 360 20.12
D 320 27.02 320 14.32
E 280 21.34 280 20.15
F 256 30.16 256 9.38
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and the method of this paper were judged, as shown in
Figure 13.

As can be seen from Figure 13, when the time is in the
range of 0–10, the judgment rate of the traditional method
gradually increases, but it is always smaller than that of the 3D
simulation method; when the time is in the range of 10–15,
the judgment rate of the traditional method starts to decrease.
In the subsequent time, the traditional method has been
showing an up-and-down trend, and the fastest rate is only
about 1/2 of the fastest rate of the 3D image simulation. From
this, it can be seen that the speed is slow and low when using
the traditional method to judge the reasonableness of the
landscape, while the rate is faster with the 3D image simu-
lation judgment method.-e comparison results of judgment
accuracy are shown in Figure 13. As can be seen from Fig-
ure 13, when the judgment range is within 20%, the accuracy
of the traditional method and the method of this paper is not
much different, and the accuracy of the traditional method is
higher than the method of this paper; when the judgment

range is 20% to 45%, the accuracy of the traditional method is
significantly higher than the method of this paper. However,
with the gradual expansion of the range, the accuracy of the
three-dimensional image simulation judgment method used
in this paper gradually improves, while the accuracy of the
traditional method is always maintained at about 40%. -us,
it can be seen that the 3D image simulation judgment method
is more accurate than the traditional method of judging the
reasonableness of landscape design.

5.3. Experimental Conclusions. As observed from Figure 14,
the number of matching feature points and the matching rate
of the landscape obtained by the traditional deep estimation
judgment method are lower than the 3D image simulation
method used in this paper, the speed is slower, and the rate is
lower when judging the reasonableness of the landscape, while
using the 3D image simulation method has a higher matching
rate of feature points and a faster judgment rate, which fully
proves the reasonableness of using this judgment method.

(a) (b)

Figure 12: Comparison of the effect of two judgment methods on the simulation of the garden landscape. (a) 3D image simulation judgment
method. (b) Traditional judgment method.
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Figure 13: Two methods to determine the rate comparison results.
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6. Conclusions

With the development of computer science and technology,
VR based on AI is playing an important role in many aspects
of urban landscape planning and design. In this paper, in 3D
visualization of landscape planning and design, 3D visual-
ization of urban landscape modeling is carried out using
virtual reality technology combined with the constructed
DNN to establish a 3D database and virtual scene model of
the landscape and achieve a 3D representation of the virtual
scene landscape. -e simulation experiments show that the
effective site analysis of the real scene model and its
matching rate is improved to realize the integration of 3D
image, as well as system integration technologies.
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At present, the human visual perception system is the most effective, accurate, and fast image processing system in the world.)is
is because human eyes have some special visual features, but the features closely related to image enhancement include color
constancy and brightness constancy. )is paper presents a new image enhancement framework and computational model which
can better simulate human visual features. It is based on the analysis of color constancy and luminance constancy and Retinex
theory. And, this is a new image enhancement method in the compressed domain based on Retinex theory. In Retinex theory,
DCTcoefficients consist of incident components (DC coefficients) and reflection components (AC coefficients). By adjusting the
dynamic range of DC coefficients, carefully adjusting AC coefficients, and using the threshold method for block suppression, the
compressed domain image can be enhanced. On the basis of Retinex theory, the incident light and reflected light components are
considered synthetically, the dynamic range (DC coefficient) of the incident light component and the details of the reflected light
component (AC coefficient) are adjusted, and then the incident light component is reexamined. Moreover, it achieves a better
image enhancement effect and avoids the blocking effect.

1. Introduction

With the development of modern society, posters have
gradually become an important medium of cultural com-
munication. Poster design conveys its message through its
unique expression. Posters have a natural and moving
charm.)e development of poster design is not stagnant but
keeps pace with the times, keeping a high degree of concern
and forward-looking thinking on society and things.
Nowadays, the poster design industry has embarked on a
broader road of exploration under the guidance of new art
aesthetics and has experimental characteristics. In the future,
the design forms of image media in poster design will be
richer and more diverse, and the development trend will be
better and better. )is may be a design experience with
audience participation, or it may be “out of nothing” that
advocates simplicity first. With the progress of the times, the
carrier of posters is constantly changing, and the new media
is constantly developing. Poster design has also moved from
plane to space full of greater development possibilities,
which can better communicate and interact with the
audience.

)e study in [1] defined a human visual system model
which describes the monochrome features of each spatial
location image as encoding the luminance and chrominance
of the corresponding three colors of each spatial location
image. )ere are many requirements for human perception
[2], but the functions of fast analysis and selective coding of
information in scenes in image compression are very suit-
able for human perception requirements. )e basic infor-
mation types of image processing are human brain
perception, processing, and interpretation [3]. )e study in
[4] improved by building edge-enhanced images and orig-
inal sketches. Spatial filters used in the human visual system
seem to be a low flux of color stimulation and band pass of
photometric stimulation [5]. Image processing technology
focuses on two main tasks [6], such as improving image
information for human interpretation and processing of
image data and for storage, transmission, and representation
of automatic machine perception. Disjointed information
[7] is used as an indicator of image comparison and applied
to perceptual image quality assessment, image registration,
and video tracking. Recent developments in digital tech-
nologies utilizing large-scale image and video data such as
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the Internet, multimedia systems, digital television, digital
cinemas, and mobile/wireless devices have increased the
demand for efficient processing [8], storage, and trans-
mission of visual information. Image processing apparatus
[9] can quickly detect objects. In the image processing
apparatus of [10], an input unit is used for inputting image
information. )e purpose of the image relocation algorithm
of [11] is to adjust the image to a display screen that is
different from the aspect ratio or size of the image by uneven
and perceptible content image size adjustment. Algorithms
are capable of computing and clustering types of photos and
videos for precise and nearly repetitive media items [12].)e
study in [13] relied on more and more high-resolution
multispectral digital art images (mainly painting and
painting) and complex computer vision methods.)is paper
proposes a new research method [14], which takes the
physical illumination model as the core, that is, dynamically
calculating HDR illumination in the virtual environment.
Our method allows the reuse of existing virtual environ-
ments as input and computes HDR images in photometric
units. )e study in [15] had some common difficulties in
many visual learning tasks. One of them is the lack of su-
pervision information because labels can be boring, ex-
pensive, or even impossible. Another difficulty is the high
dimension of visual data. However, these difficulties can be
alleviated by mixing labeled and unlabeled training data.

Based on the analysis of color constancy, brightness
constancy, and Retinex theory, an enhancement framework
and computational model that can better simulate human
visual characteristics are proposed in this paper, and it is
applied to poster processing to verify its effectiveness. )e
threshold method is used to suppress the block effect, thus
realizing image enhancement in the compressed domain.
Simultaneous processing of incident and reflection com-
ponents can make full use of the low-frequency and high-
frequency information of the original image to enhance the
details, preserve the color, and suppress the block effect.

2. Theoretical Framework

2.1.  e Primary Function of Posters. In the basic theory of
social symbol theory, symbol theory holds that all symbol
systems are social, which is reflected in the social purpose of
symbol systems. )erefore, posters also have their social
purposes. Information dissemination is one of the most
obvious social functions of posters, especially in the era of
underdeveloped information technology. However, great
changes have taken place after the industrial revolution. As
we all know, the industrial revolution has greatly improved
the level of productivity development, and for the first time
in human history, products exceeded demand. In this
context, various disciplines are discussing the methods of
influencing consumers’ decision-making, which directly
lead to the development of new disciplines including
marketing and advertising. )erefore, the social function of
posters has also changed greatly, from the initial information
dissemination to the persuasion of the audience. It can be
said that persuading the audience to accept the information
conveyed by posters is the primary role of posters in today’s

society. Based on the above understanding of the main social
functions of posters, it is the key to explain how posters
convey information and persuade audiences through the
image system.

2.2. Human Visual Properties. )e human visual system is a
complex concept of biology and related disciplines. People
initially studied and utilized the visual characteristics of HVS
to manufacture products or put forward standards. For
example, in the process of transmitting TV signals, the color
signal is compressed to a smaller bandwidth, which reduces
the overall signal transmission bandwidth, so that color TV
can be popularized under the condition of limited band-
width at that time. Another example of applying human
visual features is image compression, such as the JPEG
compression standard, which takes advantage of the in-
sensitivity of human eyes to the details of high-frequency
signals. In the compression process, most high-frequency
coefficients are quantized to zero, so reducing the required
storage space will only bring imperceptible image quality
loss. )e human visual system is a comprehensive three-
dimensional world perception system. )e human eye re-
ceives reflected light from surrounding objects through
retinal cells. HVS processing starts with the eyes and is
mostly processed by the brain. At present, how the brain
processes this information is still unknown. )e research on
HVS mainly focuses on the visual characteristics of HVS,
which are called human visual characteristics. )rough
computer science, they try to simulate these characteristics
and functions of human eyes and apply human visual
characteristics to information processing fields such as
image enhancement.

3. Algorithm

3.1. Human Eye Structure and Visual Processing Process.
)e eye is the starting position of HVS information pro-
cessing. Light passes through the lens and falls on the retina
behind the eyeball. )e eye structure diagram is shown in
Figure 1. Six muscles located on the outside of the eye are
connected with the eye so that the eye can focus on any target
and adjust the shape of the lens. )e shape of the lens
determines the focal length. By adjusting the shape of the
lens, the scene captured by the eye can be focused behind the
retina. )e discoid vascular membrane composed of two
annular muscles is called an iris, and the gap in the center of
the iris is called a pupil, which is located in front of lens. )e
diameter of the pupil determines the amount of light en-
tering the eye. One of the two annular muscles is used to
enlarge the diameter of the pupil, and the other is used to
reduce the diameter of the pupil.

)e retina is essentially composed of a group of receptors
that can sense the light entering the eye. )e structure is
divided into three main layers: the receptors are located at
the bottom of the retina, the central cells of the retina are
located at the top of the retina, and the polar cells are located
in the middle of these two layers. )e light entering the eye
passes through the upper two layers before reaching the

2 Scientific Programming



receptor located behind the retina. )e light-absorbing
material is attached to the lower part of the receptor layer,
which can effectively prevent the scattering of light received
by the retina due to astigmatism. Rod cells and cone cells are
two very important photoreceptor cells in the eyes. Cone
cells are used to distinguish colors under strong light
conditions.)ey are the organs of bright vision. Rod cells are
dark vision organs, which work under the condition of less
light.

Rod cells are generally about 25 times more sensitive
than cone cells because of their larger diameter and longer
length. Generally, cones can be divided into three categories.
)e first category responds to the red part of the visible
spectrum, the second category mainly responds to the green
part, and the third category mainly responds to the blue part.
)is constitutes the physiological basis of the tricolor theory
of color vision. )e tricolor theory explains why the three
primary colors must be red, green, and blue, while other
colors can be composed of these three colors.

)e receptor is the main organ for measuring the
amount of light entering the retina. )e amount of light
measured by a single receptor (expressed in energy) can be
calculated by integrating all wavelengths λ. It is known that
three types of cones are sensitive to the red, green, and blue
parts of the spectrum. Record Si(λ) as the response curve of
these three receptors, where i ∈ r, g, b . E(λ) is used to
denote the light that falls on a receptor and has a given
wavelength λ, so that the light energy Qi measured by a
single receptor can be obtained by the following formula:

Qi �  Si(λ)E(λ)dλ. (1)

When observing an object with an unsmooth surface, the
light ray E perceived by the receiver can be considered as the
common product of the reflected light R of the object (light
reflected from the object surface into the eye) and the in-
cident light L irradiated on the object surface; that is to say,

the light ray E perceived by the human eye is composed of
the reflected light E and the incident light L, as shown by the
following formula:

E(λ) � R(λ)L(λ). (2)

)en, the complete calculation formula of energy Qi is as
follows:

Qi �  Si(λ)R(λ)L(λ)dλ. (3)

)e receptors transmit the measured energy information
to the polar cells located in the second layer, and then the
polar cells use the central retinal cells to form some chro-
mosome binding connections to stimulate nerve endings to
transmit the information to the cerebral cortex. Of the 126
million receptors in the retina, rod cells account for the vast
majority of about 120 million, and the remaining 6 million
are cone cells. Most pyramidal cells are located in a very
small area called the fovea. )is area is located in the center
of the retina. )e resolution of the center of the retina is
much higher than that of its edge. Although there are about
126 million receptors in the retina, only about 1 million
central retinal cells carry this information to the cortex
through nerve endings, so this information needs to be
compressed in some way to pass through the axons of the
central cells. Processing begins with the retina. A human
visual system called the luminance visual model has been
developed to describe the process of light entering the eye
and reaching the cerebral cortex through the retina, as
shown in Figure 2.

In order to establish the model quickly, this paper
simplifies the visual model of human eyes into a linear
system. )e light reflection in Figure 2 refers to the light
response system of human eyes. Lamant, Rohler, and others
measured the spatial frequency characteristics of the human
eye system, which are also called low-pass characteristics.
Spectral response refers to the spectral response system of
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Figure 1: Eyeball structure diagram.
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human eyes. Internal imaging f(x, y) is formed by light
passing through two reaction systems: optical reaction and
spectral reaction. Imaging signal f(x, y) acts on receptors in
the retina, including rod cells and cone cells. Corner
compression refers to the lateral inhibition effect of the
visual neural network, because the number of receptors is
much larger than the number of retinal central cells, so this
informationmust be compressed before it can continue to be
transmitted. )e lateral inhibition effect shows that the
visual signal perceived by human eyes is formed by the
weighted sum of the outputs of other adjacent receptors, not
just a single receptor. )e internal imaging signal f(x, y)

produces signal c(x, y) through cell reaction, and then the
signal o(x, y) produced by corner compression is the final
visual subjective luminance signal, which is processed by the
cerebral cortex and finally causes visual perception.

3.2. Human Visual Characteristics and Poster Image
Enhancement

3.2.1. Dynamic Range of Vision. )edynamic range of vision
is the range of light intensity that human eyes can perceive.
)e whole dynamic range of human eyes ranges from 10 to
2 cm/m2 to 106 cd/m2, which can be said to be relatively
wide. Such a wide dynamic range is beyond the capabilities
of machinery, displays, and even photosensors. Take the gray
image that can be displayed by the display as an example.
Generally, the dynamic range of an 8-bit gray image is only
256 gray levels from 0 to 255. )e smaller the gap in each
level, the smoother, more delicate, and natural the brightness
change, which indicates the wider the dynamic range.

3.2.2. Spatial Resolution. Spatial resolution is the ability of
human eyes to observe and distinguish details in scenes. )e
inherent properties of human eyes determine that the res-
olution of human eyes depends on the physiological
structure of eyes.

3.2.3. Image Contrast. Contrast refers to the measurement of
different brightness levels between the brightest white and the
darkest black in an image, which is also called the gray
contrast of an image. )e larger the difference range of image
gray contrast, the greater the contrast. )e smaller the dif-
ference range of image gray contrast, the smaller the contrast.
When the contrast reaches 120:1, it is good, and vivid and rich
colors can be easily displayed at this time. When the contrast
reaches 300: 1, it can support all levels of colors.

3.2.4. Relative Visual Acuity Curve. )e human eye has
different sensitivity to different wavelengths of light. Light
with different wavelengths but the same radiation power can

be seen in different brightness and colors in human eyes.
)erefore, the general object’s perception of the brightness
of the spatial and wavelength distribution I(x, y, λ) of op-
tical radiation is

f(x, y) � 
∞

0
I(x, y, λ)V(λ)dλ , (4)

where V (λ) is called the relative luminous efficiency
function of the visual system. For human eyes,V (λ) is a bell-
shaped curve, and the relative visual acuity curves of rod cells
and cone cells are different.

3.2.5. Contrast Sensitivity. Under the uniform background
with brightness I, there is an area with brightness ΔI higher
than the background brightness; that is, the brightness of this
area is I + ΔI, and the brightness difference I that human
eyes can distinguish is a function of I. With the increase of
background brightness I, the two-degree difference ΔI must
also increase, so that human eyes can distinguish the area
with brightness I + ΔI. Experiments show that brightness I

can change in a considerable range,ΔI/I can still keep a fixed
value, and the ratio is constant, which is called the Weber
ratio. Weberby also believed that the visual characteristics of
human eyes have a certain degree of logarithmic charac-
teristics because if the brightness is logarithmic and then
differentiated, the following formula can be obtained:

d[ln(I)] �
dI

I
. (5)

3.3. Retinex eory and Algorithm. Land believed that color
constancy is the result of the joint action of retina and
cerebral cortex. So, he put forward the Retinex theory, that
is, retina + cortex. Land proposed the application of the
Retinex theory in the field of digital poster images, where
long-wave, medium-wave, and short-wave wavelengths
correspond to three color channels of digital poster RGB
images, respectively. )e image to be enhanced in R, G, and
B channels is considered to be composed of two parts: the
reflected light component and the incident light component.
Estimating incident light components by comparing pixel
values between pixels is called illuminance estimation. )e
illuminance component is removed from the image, and the
reflected light component is obtained to restore the original
appearance of the object, thus realizing the enhancement of
the original image. )e specific process is as follows (the
three channels of color image are the same, taking single-
channel processing as an example).

)ink of the image as the product of the incident light
component and the reflected light component:

Optical
reaction

Spectral
reaction

Cellular
reaction

Corner
reaction

f (x,y) C (x,y) O (x,y)

Figure 2: Human visual model diagram.
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I(x, y) � L(x, y) · R(x, y), (6)

where I(x, y) is the input image, L(x, y) is the reflected light
component, and R(x, y) is the reflected light component.
)en, the incident light component of the scene is estimated
by various methods to obtain the illuminance estimation
L(x, y), and the reflection estimation value R(x, y) is ob-
tained by the following formula:

R(x, y) �
I(x, y) + θ
L(x, y) + θ

, (7)

where θ is a positive number infinitely close to 0 to ensure
that the divisor is not 0.

How to estimate the incident light component of the
scene to get the illuminance estimation L(x, y) is the core
step of the Retinex algorithm. In the process of comparing
the pixel values between pixels, path selection, that is, how to
select the compared pixels, is the most important link, and it
is also one of the common bases for distinguishing different
Retinex algorithms. Path selection determines which pixels
in the image to compare and how to compare, which directly
affects the accuracy of estimating the incident light com-
ponent of the scene and further determines the enhance-
ment effect.

Provenzi’s RSR method is an improvement of the
Random Path Retinex method proposed by Land, which
changes the path selection from a one-dimensional path to a
two-dimensional region and can better reflect the influence
of surrounding pixels on target pixels. MSR and MSRCR
algorithms are proposed by Jobson. )ey were first applied
to space pictures taken by NASA and achieved a good
enhancement effect, which attracted wide attention. )e
implementation process of MSR is as follows (take single-
channel processing as an example).

Step 1. Divide the image into two light quantities: incident
light component and reflected light component, as shown in
formula (6).

Step 2. Take logarithms on both sides of formula (6) and
separate the incident and reflected components as follows:

logI(x, y) � logL(x, y) + logR(x, y). (8)

Step 3. Filter the original image using Gaussian smoothing
filter as follows:

L(x, y) � I(x, y)∗F(x, y), (9)

where the symbol ∗ is a convolution operation, a low-pass
filtered image L(x, y) obtained after smoothing processing;

that is, an illuminance estimate of an incident component.
F(x, y) is a Gaussian filter, and the expression is as follows:

F(x, y) �
1
����
2πσ

√ exp −
x
2

+ y
2

 

2σ2
⎛⎝ ⎞⎠. (10)

Step 4. Subtract the original image from L(x, y) in the
logarithmic field as follows:

R′(x, y) � log I(x, y) − logL(x, y), (11)

where R′(x, y) is the logarithmic domain reflected light
component.

Step 5. MSR algorithm selects several standard deviations of
Gaussian functions for linear weighted average:

R′(i, j) � 
k

i�1
wi log I(i, j) − log I(i, j)∗Fi(i, j)  , (12)

where k is the number of different standard deviations σ and
generally three are taken; that is, wi, i � 1, 2, 3 are weights, σi

is three different standard deviations, and Fi(i, j) is a
Gaussian function with parameter σi.

Step 6. Take an opposition number to R′(x, y) to obtain an
enhanced image, namely,

R(x, y) � exp R′(x, y)( . (13)

In equation (10), the standard deviation σ parameter of
Gaussian function is called scale parameter, and the en-
hancement effect σ is determined by its size.)e stronger the
detail enhancement ability, the smaller the value of σ, and
the worse the color fidelity ability and vice versa. MSR al-
gorithm selects three scales from small to large for weighted
fusion to achieve a better balance effect. However, the MSR
algorithm does not consider the local information of the
image and uses three fixed scale parameters to fuse the whole
image, so it cannot enhance the local information of the
image pertinently.

3.4. Image Compression in DCT Domain. Image compres-
sion in the DCT domain is one of the main contents of the
JPEG image coding standard. )e basic idea of JPEG image
coding can be easily extended to other image or video
compression schemes based on DCT (such as MPEG and
H.26X). Firstly, the image is divided into nonoverlapping
subblocks of 8× 8 pixels, and then each subblock is trans-
formed in spatial frequency domain by DCT transform. )e
DCT transform of the 8× 8 subblock I(i, j) is defined as

d(u, v) �
1
4

c(u)c(v) 

7

i�0


7

j�0
I(i, j) cos

(2i + 1)uπ
16

cos
(2j + 1)vπ

16
i, j � 0, 1, · · · · · · , 7. (14)

Among them,
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c(η) �

1
�
2

√ , η � 0

1, others

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(15)

After quantizing the DCTcoefficients, each coefficient is
divided by the corresponding quantization parameter and
the result is rounded to the nearest integer. )e initial value
of the quantization parameter depends on the compression
standard.)e quantized DCTcoefficients are stored in a row

or column matrix in a zigzag order for average information
encoding. Coefficients will be compressed to zero after
quantization, leaving only a few nonzero coefficients in
subblocks. When stored in zigzag order, these nonzero
coefficients will be in front of the queue. To reconstruct the
original image from the decompression process, the com-
pressed image can be decoded first and multiplied by the
corresponding quantization coefficients; then the quantifi-
cation is inversed, and finally the image is transformed by
DCT. )e inverse DCT transform IDCT is defined as

I(i, j) �
1
4

c(u)c(v) 
7

i�0


7

j�0
d(u, v) cos

(2i + 1)uπ
16

cos
(2j + 1)vπ

16
u, v � 0, 1, · · · · · · , 7. (16)

3.5. YCbCr Color Space. YCbCr color space is widely used in
digital poster images in which luminance information is
represented by a single component Y and color information
is stored by two chromatic aberration components Cb and
Cr. )e difference between the blue component and the
reference value is component Cb and component Cr is the
difference between the red component and a reference value.
YCbCr, HSI (hue, saturation, brightness) color space is more
in line with the human description and interpretation of
color. At the same time, to simplify the processing and
reduce the amount of computation, this algorithm trans-
forms the image to YCbCr color space for processing. As-
suming that each color component of YCbCr space and RGB
space images is stored in 8 bits, the relationship between the
two spaces is as follows:

Y � 0.503G + 0.097B + 0.254R

Cb � −0.291G + 0.437B − 0.14R + 128

Cr � −0.367G − 0.072G + 0.441R + 128

⎧⎪⎪⎨

⎪⎪⎩
(17)

Although the relationship between YCbCr space and
RGB space is not linear, from the point of view of algorithm
implementation, we can define a YCbCr space, where Cb′ �
Cb − 128, Cr′ � Cr − 128 has a linear relationship with RGB
space. After conversion to the Y, Cb, Cr space, the contrast of
the image can be enhanced only by processing the luminance
component Y of the image and the Cb and Cr component
operations are also required to preserve the color
information.

It is assumed that, in the YCbCr color space, the DCT
coefficient of the luminance component Y of an image I of
length and width N × N is Y � Y(i, j)|0≤ i, j≤N − 1 , kdc

is an adjustment scaling factor for quantizing DC coeffi-
cients, and kac is an adjustment scaling factor for quantizing
AC coefficients. )e DCT coefficients of the adjusted
component Y are given by

Y(i, j) �
kdc · Y(i, j), i, j � 0

kac · Y(i, j), others
 (18)

)e contrast of the enhanced image is kac/kdc times that
of the original image. However, if only the parameters of the
Y component are carried out, the color of the original image

cannot be preserved. In RGB color space, the three com-
ponents R, G, B of each pixel in the original image have the
same effect on the color, and image enhancement algorithms
based on RGB color space often process these three channels
in the same way. )is algorithm adopts a similar strategy:
while adjusting the parameters of the Y component, the
parameters of the Cb′ and Cr′ components are simpler than
those of the Y component, and DC coefficients and AC
coefficients are treated separately in the process. Assuming
that the DCT coefficients of the Cb′ and Cr′ components of
the image areD, respectively, and the adjusted scaling factors
of the Y component are k, the adjusted DCT coefficients U

and V of the Cb′ and Cr′ components are

U(i, j) �

N k
U(i, j)

N
− 128  + 128 , i, j � 0

k · U(i, j), others

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

,

V(i, j) �

N k
V(i, j)

N
− 128  + 128 , i, j � 0

k · V(i, j), others

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(19)

)e function of U and V is to calculate DCTcoefficients,
realize compression function in calculating image process-
ing, reduce data amount, and improve transmission
efficiency.

4. Experiment

4.1. Experimental Flow. )e Retinex theory defines image
I(x, y) as the product of incident light component L(x, y)

and reflected light component R(x, y) of the scene: namely,

I(x, y) � L(x, y) · R(x, y). (20)

)en, various methods are used to estimate the incident
light component of the scene to obtain the illumination
estimation L(x, y), the illumination estimation value is
removed by the following formula, and then the reflection
estimation R(x, y) is obtained as the final output result:
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R(x, y) �
I(x, y)

L(x, y)
. (21)

To improve the overall contrast of the poster image, the
dynamic range adjustment of the incident light component
must be carried out to obtain Lout(x, y):

Lout(x, y) � G(L(x, y)). (22)

To increase the clarity of the poster image, the reflected
light component must be enhanced in detail, and the fol-
lowing results are obtained Rout(x, y):

Rout(x, y) � F(R(x, y)). (23)

Finally, the output image O(x, y) is obtained by mul-
tiplying Lout(x, y) and Rout(x, y), and the poster image is
enhanced:

O(x, y) � Lout(x, y) · Rout(x, y). (24)

4.2. Experimental Results

4.2.1. Comparison with Traditional Image Enhancement
Algorithms in Compressed Domain. Comparing the algo-
rithm with the traditional compression domain image en-
hancement algorithm, Jinshan Tang proposed a compression
domain image enhancement algorithm with DCT domain
frequency band adjustment as the core. )e algorithm
transforms the image into the compressed domain and uses
the same coefficients for each frequency band to adjust. )e
processing results are compared as shown in Figures 3–5.

)e quadratic function τ (x) has no parameters and is
easy to realize. Experiments on different images show that τ
(x) has a good enhancement effect on dark areas with low
contrast. )e parametric function η (x) has an adjustable
parameter c near 1, which has a good dynamic range
compression effect for both dark and overbright areas.

)e mean value, standard deviation, and entropy of each
processing result in Figures 3–5 are given below, and the R
channel of each image is selected for comparative expla-
nation in Tables 1–3.

All the algorithms involved in the comparison are image
enhancement algorithms in the compressed domain. It is
more targeted to choose the JPEG image quality standard
proposed by Wang as the evaluation standard. As shown in
Table 4, the higher the value, the better the image quality.

As can be seen from Figure 6, compared with the tra-
ditional compressed domain image enhancement algorithm,
the image quality enhanced by this algorithm has been
significantly improved. )e results show that the image
quality of this algorithm is better than that of the traditional
algorithm, which is more suitable for the visual character-
istics of human eyes and accords with the subjective eval-
uation of human eyes.

4.2.2. Comparison with the Traditional Retinex Algorithm.
)e processing effect of this algorithm is compared with the
processing effect of MSR, as shown in Figures 7–9.

In the above experimental results, (a) of each image is the
original image, (b) is the processing result of MSR, (c) is the
processing result of mapping function τ(x) in the dynamic
range adjustment process of illumination component, and
(d) is the processing result of mapping function η(x) in this
algorithm. As can be seen from Figures 7–9, the color of
MSR processing results is darker, and the brightness and
color of the processing results are considered in Y, Cb, Cr
color space.)e processing effect is better thanMSR, and the
color is more natural. )e details are also richer.

Objective evaluation of image quality, such as average
value, standard deviation, and entropy of processing results,
is shown in Tables 5–7. )e mean value reflects the average
brightness of the image, the standard deviation reflects the
contrast of the image, and the entropy reflects the amount of
information contained in the image.

It can be seen from Tables 5–7 that the brightness,
contrast, and information content of the images processed
by this algorithm are relatively good. )e following image
quality evaluation method based on statistics proposed by
Jobson is used to further compare the processing results.)e
statistical results show that when the average gray level is
between 90 and 190 and the standard variance is between 30
and 85, the image quality is better, as shown in Figure 10.

)e specific method of statistics is to divide the image
into nonoverlapping subblocks with the same size (generally
50× 50 or 60× 60); then calculate the standard deviation of
each subblock, respectively, and then average the standard
deviation of the subblocks; and multiply the average value of
standard deviation σ with the gray value I of the image to get
the evaluation result. )e larger the result value, the better
the image quality. )e statistical results of the images in this
chapter are shown in Table 8 and Figure 11.

As can be seen from Table 8, the quality evaluation
results of the images processed by this algorithm are gen-
erally higher than those of the traditional MSR algorithm.
)e original image I∗σ value is relatively small, and the
brightness and contrast of the image are not good. )e
quality evaluation data processed by this algorithm is im-
proved compared with that processed by the traditionalMSR
algorithm.

4.2.3. Comparison with HE andMSR Algorithms. )e poster
image enhanced by this algorithm is compared with HE and
MSR algorithms, and the results are as follows:

Compared with the existing HE and MSR methods, the
proposed algorithm has clearer processing results. )e
calculation of the incident component is more accurate than
the traditional MSR algorithm, and the constancy of
brightness and color is considered. )e combination of the
two methods further shows that the adaptive filter selection
strategy and weighted fusion computing framework adopted
in this algorithm are superior to the cumulative distribution
equalization of the existing HE algorithm and the calibration
filter of the MSR algorithm.

At the same time, it can be seen from Figures 12–14 that
the processing results of this algorithm and the existing HE
and MSR algorithms have reached the function of stretching

Scientific Programming 7



(a) (b) (c) (d)

Figure 3: Comparison of poster 1 processing results. (a) Original drawing. (b) Result of TANGprocessing. (c) τ(x)outcome of treatment (d)
η(x) outcome of treatment.

(a) (b) (c) (d)

Figure 4: Comparison of poster 2 processing results. (a) Original drawing. (b) Result of TANG processing. (c) τ(x) outcome of treatment.
(d) η(x) outcome of treatment.

(a) (b) (c) (d)

Figure 5: Comparison of processing results of poster 3. (a) Original drawing. (b) Result of TANG processing. (c) τ(x) outcome of treatment,
(d) η(x) outcome of treatment.
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the dynamic range of the gray scale, but the gray scale
distribution of the results processed by this algorithm is
concentrated between 120 and 200, which is more in line
with the average range of gray scale required by the best
human vision. )e gray mean and variance of the statistical
image are used to verify the gray distribution, as shown in
Tables 9 and 10.

As shown in Table 9 and Table 10, the average gray level
of the algorithm processing results in this chapter is gen-
erally higher than that of the original image, HE, and MSR
processing results, and most of them are concentrated be-
tween 140 and 180 gray levels, which is more in line with the
observation range of human eyes. However, the standard
deviation of the gray level of the algorithm processing results

Table 1: Information content of poster 1.

Poster 1 Mean value Standard deviation Entropy
Original picture 35.7022 31.4674 6.4167
DCT enhancement 94.7360 70.1275 7.5659
τ(x) 144.8949 51.6553 7.4089
η(x) 112.5389 29.0730 6.6685

Table 2: Information content of poster 2.

Poster 2 Mean value Standard deviation Entropy
Original picture 34.4844 39.3881 6.0319
DCT enhancement 78.7088 34.3615 6.8045
τ(x) 135.0494 65.7795 6.7101
η(x) 127.8555 35.9261 6.3682

Table 3: Information content of poster 3.

Poster 2 Mean value Standard deviation Entropy
Original picture 91.3097 74.9361 7.3624
DCT enhancement 103.3698 76.9084 7.5544
τ(x) 189.1378 83.7927 4.7532
η(x) 175.9137 52.7271 6.9573

Table 4: Image quality evaluation.

Poster DCT enhancement τ(x) η(x)

Poster 1 8.3945 7.7954 9.6317
Poster 2 8.7314 8.4625 9.7674
Poster 3 7.1804 6.6191 8.7442
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Figure 6: Image quality evaluation.
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(a) (b) (c) (d)

Figure 7: Poster 4 processing results. (a) Original drawing. (b) Result of MSR processing. (c) τ(x) outcome of treatment. (d) η(x) outcome
of treatment.

(a) (b) (c) (d)

Figure 8: Poster 5 processing results. (a) Original drawing. (b) Result of MSR processing. (c) τ(x)outcome of treatment. (d) η(x) outcome
of treatment.

(a) (b) (c) (d)

Figure 9: Poster 6 processing results. (a) Original drawing. (b) Result of MSR processing. (c) τ(x) outcome of treatment. (d) η(x) outcome
of treatment.
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in this chapter is reduced, which shows that the brightness
difference between pixels is reduced, and the gray level is
more concentrated near the median value, which is more
suitable for human vision to observe. Experimental results
show that the contrast and texture of low illumination
images with different degradation degrees can be effectively
enhanced, and better visual effects can be achieved in
brightness, color, and detail. Finally, the output image is
obtained by multiplying the incident component and the
reflection component, which enhances the contrast while

keeping the color information of the original image, and
makes the enhanced image more natural in color. In the
future, the quality evaluation of the processed image is often
a relatively subjective view in enhancement processing.
According to different application requirements, the eval-
uation criteria may vary greatly. Most of the existing image
evaluation criteria are calculated according to the gray level
of pixels, which to some extent ignores that pixels with the
same gray level may have different meanings in the image. In
addition, color information often reflects the quality of an

Table 5: Information content of poster 4.

Poster 4 Mean value Standard deviation Entropy
Original picture 37.1123 44.8613 5.8187
MSR 109.7563 44.3257 6.1724
τ(x) 153.3104 56.3232 6.2354
η(x) 129.6176 30.2824 6.1662

Table 6: Information content of poster 5.

Poster 5 Mean value Standard deviation Entropy
Original picture 34.4853 39.3891 6.0335
MSR 78.7095 34.3628 6.8066
τ(x) 135.0505 65.781 6.7121
η(x) 127.8564 35.9277 6.3697

Table 7: Information content of poster 6.

Poster 5 Mean value Standard deviation Entropy
Original picture 91.3105 74.9373 7.3646
MSR 103.3711 76.9092 7.5559
τ(x) 189.1386 83.7939 4.7548
η(x) 175.9148 52.7286 6.9587

Visual optimum
Contrast

difference

Insufficient
illumination Insufficient illumination

100

100

100

35 80

I–

σ–

Figure 10: Visual effect distribution.

Table 8: Image quality evaluation I∗σ.

Image quality evaluation Original picture τ(x) MSR τ(x) η(x)

Poster 4 I∗σ 3.5243e+004 2.8317e+004 1.2893e+005 7.3034e+004
Poster 5 I∗σ 9.1194e+004 1.6066e+004 5.2845e+005 2.8071e+005
Poster 6 I∗σ 3.6497e+004 4.7245e+004 6.7868e+004 5.7020e+004
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(a) (b) (c) (d)

Figure 12: Poster 7 processing results. (a) Original drawings. (b) Results of HE treatment. (c) Results of MSR treatment. (d))e processing
result of the algorithm.

(a) (b) (c) (d)

Figure 13: Poster 8 processing results. (a) Original drawings. (b) Results of HE treatment. (c) Results of MSR treatment. (d))e processing
result of the algorithm.
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image better than brightness information. )erefore, how to
put forward a quality evaluation standard with more visual
significance and taking into account color information will
become an important part of the follow-up research.

5. Conclusion

Aiming at the problem that the existing image enhancement
algorithms are not ideal in the spatial domain, the image
contrast is enhanced in the compressed domain, but the
details and color information of the image cannot be pre-
served. An image enhancement algorithm in DCT com-
pressed domain based on retina theory is proposed. Different
from the traditional Retinex algorithm, which discards the
incident light component and only enhances the reflection
component, this algorithm processes the incident and re-
flection components at the same time, fully considers the
image details, and defines a new spectral content ratio. By
manipulating the spectral content ratio to process the re-
flection component, the details of the image can be effectively
enhanced. Finally, the output image is obtained by multi-
plying the incident component and the reflection component,
which enhances the contrast while keeping the color

information of the original image, and makes the enhanced
image more natural in color. In this algorithm, the threshold
method is used to suppress the block effect, and the infor-
mation of adjacent subblocks can be used in the subblock
processing in the DCT domain, so that halo artifacts can no
longer be produced around the boundary with obvious light
and shade jump. Experimental results show that the algorithm
can effectively enhance the contrast and texture of low illu-
mination images with different degradation degrees and
achieve good visual effects in brightness, color, and detail.
With compressed images, especially JPEG images, becoming
the popular data transmission standard in the network, a new
image enhancement algorithm based on retina theory is
proposed in the compressed domain to make full use of the
incident light component information of images. Based on the
Retinex theory, DCT coefficients are divided into an incident
component (DC coefficient) and a reflection component (AC
coefficient). By adjusting the dynamic range of DC coeffi-
cients, carefully adjusting AC coefficients, and using the
threshold method for block suppression, the compressed
domain image can be enhanced. To enhance the compressed
image better, we must make full use of the information
contained in the DC coefficient.

(a) (b) (c) (d)

Figure 14: Poster 9 processing results. (a) Original drawings. (b) Results of HE treatment. (c) Results of MSR treatment. (d))e processing
result of the algorithm.

Table 9: Comparison of image gray mean value.

Image Original picture HE treatment results MSR processing result )e processing result of this algorithm
)e first group of mean values 132.5610 127.5293 164.0854 150.0141
)e second group of mean values 162.8083 127.4974 151.4334 154.8484
)e third group of mean values 128.2582 127.4641 188.0133 149.6046

Table 10: Comparison of image gray variance.

Image Original picture HE treatment results MSR processing result )e processing result of this algorithm
)e first group of variances 29.1894 74.7411 62.1202 18.9998
)e second group of variances 39.8166 74.6716 58.1282 30.566
)e third group of variances 23.7563 74.8365 45.2645 18.5144
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Deep learning-based Automatic Modulation Recognition (AMR) can improve the recognition rate compared with traditional
AMR methods. However, in practical applications, as training samples and real scenario signal samples have different distri-
butions in practical applications, the recognition rate for target domain samples can deteriorate significantly.)is paper proposed
an unsupervised domain adaptation based AMR method, which can enhance the recognition performance by adopting labeled
samples from the source domain and unlabeled samples from the target domain.)e proposed method is validated through signal
samples generated from the open-sourced Software Defined Radio (SDR) GNURadio.)e training dataset is composed of labeled
samples in the source domain and unlabeled samples in the target domain. In the testing dataset, the samples are from the target
domain to simulate the real scenario. )rough the experiment, the proposed method has a recognition rate increase of about 88%
under the CNN network structure and 91% under the ResNet network structure.

1. Introduction

Automatic Modulation Recognition (AMR) plays an im-
portant role in the wireless communication field. For ex-
ample, in cognitive radio tasks [1, 2], the transmission source
can adaptively change modulation scheme according to the
current channel state to improve communication efficiency.
)erefore, the receiver needs to do AMR as a basic procedure
prior to demodulation. In spectrum sensing tasks [3, 4],
modulation information based on AMR is considered as
basic information for describing the spectrum conditions,
which can provide references for further spectrum
management.

Traditional AMR methods have adopted carefully
handcrafted features for classification [5, 6]. Normally, there
are two procedures. Firstly, features with explicit meanings
are extracted to form a feature vector or feature space. And
then, according to the features extracted from the baseband
sample signals, the modulation scheme is recognized
through some machine learning based classification
methods. )e features from the first phase include the
following: (1) spectral based feature, which can exploit

spectral properties from different signal components; (2)
wavelet based features from wavelet transformation; (3)
high-order statistics, which are effective for classification of
digital modulations; (4) cyclic features from cyclostationary
analysis. In the second phase, many existing classifiers are
adopted, including Support Vector Machine (SVM), Deci-
sion Tree (DT), and k Nearest Neighbor (KNN) [7–9]. )ese
traditional methods are well described and proved to be
effective in AMR tasks. However, many recent researches
have shown that Deep Learning (DL) based methods can
also be adopted to the AMR tasks [10, 11]. Even with a
simple few-layer Convolutional Neural Network (CNN), the
classification performance is better than the traditional
handcrafted-feature based methods.

Deep learning based methods adopt training samples
to enable automatic learning of effective features for
modulation classification. )ese methods can be cate-
gorized according to different aspects including samples
and network models. From the aspect of samples adopted,
some methods adopt In-phase and Quadrature (IQ)
samples in the time domain, while others adopt spec-
trograms. For the first type, as the modulation
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information including phase and amplitude information
in the IQ samples remains intact, it is in principle capable
of classifying any modulation types. Also, this type of
methods has the advantages of less input data volume,
smaller set of network parameters, and so on, while, for
the methods adopting spectrograms as the input, limi-
tations lie in the classification of Phase Shift Keying (PSK)
signals, due to the loss of phase information from the
spectrograms. However, it is much easier to transfer the
training models or parameters in image recognition tasks
to AMR tasks, because spectrograms can be regarded as
special image samples. )e authors in [12] proposed a
method that has a two-classification-stage structure. In
the first stage, the spectrograms are adopted to dis-
criminate PSK signals and other modulation signals.
)en, in the second stage, IQ baseband samples are
adopted for modulation classification within the PSK
signals. From the aspect of network models, many try to
enhance performance by adopting different network
models. )e authors in [13] have proposed a simple CNN
network based framework, which is proved to have better
performance than traditional handcrafted feature based
methods. )e authors in [14] adopted a Recurrent Neural
Network (RNN) model for AMR tasks. Paper [15] gave
comprehensive performance comparisons between many
popular network models in AMR. )e models include
Residual Network (ResNet), inception network, and
Convolutional Long-short Deep Neural Network
(CLDNN). Among these networks, the authors conclude
that the CLDNN model has the best recognition rate.
[16, 17] proposed an optimized ternarized CNN, which is
implemented in FPGA based hardware design. )e
method can bring a high data throughput with low
classification latency at the cost of a few recognition rate
reduction. )e authors in [18] proposed a complex-val-
ued network, which redefine the convolution layer,
pooling layer, and so on from Euclidean spaces to non-
Euclidean signal spaces utilizing weighted Fréchet mean.
)e complex-valued model can achieve state-of-the-art
performance with much less parameter size (less than 1%
of CNN). )e network can significantly accelerate
training process and can have less computational burden.
)e authors in [19] proposed a radio transformer net-
work, which added a transformer structure to a common
CNN network to cope with the problem of time, fre-
quency, and phase offsets in the IQ baseband samples. )e
method basically introduced the notion of synchroni-
zation to design the transformer, which in principle can
be regarded as a way to adopt a priori knowledge for
classification. A fine-tuning based transfer learning
method is proposed in [20], which has adopted partially
labeled target domain data samples for tuning the pa-
rameters of the trained model with source domain
samples. A complex-valued network is proposed in [21]
for modulation recognition. Compared with its real-
valued counterparts, which process the data in the Eu-
clidean space, the complex-valued network proposes to
process the data on the Riemannian manifold, which can
better preserve the geometric structure of the complex-

valued signals. )e experimental results show that it can
enhance performance compared to real-valued networks.
However, it is much more difficult to train than real-
valued networks.

)e mentioned methods, although effective, do not take
into consideration that the signal samples can have signif-
icantly different distributions among training and actual
classification. )e reasons are twofold: (1) the channel varies
between the training samples and samples in real imple-
mentation; (2) the estimated parameters differ between
training samples and samples in real implementation; e.g.,
the estimated bandwidth and center frequency can affect the
process of sampling. )e different distributions between the
training samples and the samples in real implementation can
significantly deteriorate the performance. )erefore, strat-
egies should be added to alleviate the problem.)ere are two
basic strategies: (1) trying to enhance the training dataset by
introducing signal samples with new channels and esti-
mation parameters; (2) adopting transfer learning to transfer
existing network to adapt new data with different distri-
butions. For the first strategy, as the properties in new
channels can be unknown, it is very hard to ensure that the
enhanced dataset has the same distribution with the samples
in real implementation. Also, many redundancies can be
introduced to the dataset, which can make it significantly
harder for the training process to converge. As for the
second strategy, transfer learning does not necessarily need a
large number of labeled samples with new distribution.
)erefore, transfer learning is much appropriate for solving
the mentioned problem.

)is paper proposed an unsupervised domain adap-
tation based AMR method, which can enhance the rec-
ognition performance by adopting labeled samples from
the source domain and unlabeled samples from the target
domain. )e proposed method can cope with the problem
that, in real modulation recognition tasks, the channels
and parameters (including the band width and center
frequency) are varying. )e proposed method has the
following advantages: (1) the network structure has only
added a small-scale subnetwork (the domain discrimi-
nator); thus, the changes along with the complexity in-
crease compared with the original neural network are
minor; (2) the method is unsupervised, meaning that, for
the samples in the target domain, the label information is
exemplified. )is is especially suitable for real imple-
mentations, where samples without labels can be acquired
much easier than those with labels; (3) the proposed
method is compatible with existing network and, thus,
can inherit the favorable features of existing network
structure. )e proposed method is validated adopting
signal samples generated from the open-sourced Software
Defined Radio (SDR) framework GNU Radio. In the
training dataset, there are labeled samples in the source
domain and unlabeled samples in the target domain. In
the testing dataset, the samples are from the target do-
main to simulate the real scenario. )rough the experi-
ment, the proposed method has a recognition rate
increase of about 88% under the CNN network structure
and 91% under the ResNet network structure.
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2. Related Works

In this part, firstly, we give a simplified introduction about
the signal models and different factors, which can affect the
performance for AMR. )en, some classical AMC methods
including feature based and deep learning basedmethods are
introduced.

2.1. Simplified Signal Model. A simplified received signal
model can be described as follows:

r(n) � e
j2πfbiasnT∗ ncrw(t)



N−1

i�1
s(i)h(nT − iT − ϵT) + w(n),

(1)

where fbias denotes the frequency offset when down con-
verting to baseband, T denotes the symbol interval, ncrw(t)

denotes the time varying residual carrier random walk, s(i)

denotes the sending symbol sequence, h(t) denotes the
channel impulse response, ϵ denotes the symbol rate devi-
ation, and w(n) denotes white Gaussian noise. Noting that
the mentioned model is only a simplified one. In real sce-
nario applications, the signal propagation model can be very
complex and can be time-frequency varying. )erefore, it is
analytically hard to have a closed form of signal model.
)erefore, when evaluating an AMR method, it is necessary
to take into consideration whether changing factors will
affect the robustness of the method. For traditional hand-
crafted feature based AMR methods, as the features are
inferred from a enforced simple signal model assumption,
the performance can deteriorate significantly when the as-
sumption is not fulfilled or encountered changing factors.

In this paper, we have considered the four factors that
can affect the IQ signal samples. )e four factors are listed in
detail in [22]. Here, only a simplified description is given.
)e four factors are as follows: (1) sample rate offset, which
denotes the sample clock offset in the receiver side; (2) center
frequency offset, which normally resulted from the errors in
carrier frequency estimation; (3) selective fading model,
which can be regarded as effects of multipath propagation;
(4) white noise, which affects the received signal noise ratio.

2.2. Classical Deep Learning-Based Modulation Recognition.
As deep learning can enable feature learning from training
data, it can also be adopted in learning signal sample features
for AMR applications. Compared with handcrafted feature
based methods, the features leaned from training samples
are more adopted for classification and may not clearly
related to expert features. Here, some classical deep learning
based methods are listed, which has shown better classifi-
cation performance than traditional handcrafted feature
based methods.

A classical CNN-based method is proposed in [13],
which apply a CNN network for classification. Its network
structure is shown in Figure 1, which has two convolution
layers and two dense layers. )e convolutional layers in the
method can be regarded as “matched filter” in the receiver. If
the training samples consisted of samples with different

pulse shaping filter parameters, such as different roll-off
factors and different types of shaping filter, the convolutional
layers can cope with changes and recover constellation in-
formation. )e convolutional layer can also recover the
signals samples from different channel effects (act as com-
pensation filter) if there are enough training samples from
different channels.

Another classical deep architecture for modulation recog-
nition is the Convolutional Long-short term Deep Neural
Networks (CLDNN) network [15]. As shown in Figure 1, the
network consisted of two convolutional layers and tow re-
current layers (adopting Long Shot TermMemory LSTM cells).
)e advantage for this structure is that it has considered not
only the feature extraction in different scales, but also features
extraction along time. )is structure can correspond to pro-
cedures for common demodulation. )e convolutional layers
can serve as the matched filter, and the LSTM cells can serve as
the synchronizer and sampler in time based processing. )e
new structure with layers corresponding to standard demod-
ulators is proved to have better recognition performance than
the CNN structurementioned previously. However, the cost is a
significant increase in training time.

In paper [19], a radio transformer based network is
proposed. )e radio transformer, inspired by spatial
transformer network adopted for image recognition tasks,
has added a parameter regression substructure to a simple
CNN network. )is substructure, noted as transformer, is
designed to estimate the received radio signal related pa-
rameters, such as time offset, sampling offset, phase offset,

Convolutional
layers+Relu

layers

Convolutional
layers+Relu

layers

Dense
layer+so�max

layer

Dense
layers+so�max

layer

LSTM layers

Figure 1: )e CNN structure (left) and the CLDNN structure
(rights) for AMR.
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and frequency offset. )e transformer, then, is adopted to
compensate these offsets to enable better classification. As
the radio transformer network has adopted known models,
including radio signal synchronization and normalization,
the recognition performance is enhanced.

3. Materials and Methods

As mentioned previously, in actual modulation recognition
tasks, the received signal samples may encounter channel
effects, which are different from those of the training sample.
In other words, the distribution of the training samples is
different from that of the testing samples. Here, we call the
labeled signal samples the source domain, while the unla-
beled signal samples encountered in real implementation
will be called the target domain. )e source domain differs
from the target domain due to different radio propagation
channels. In this paper, we propose a domain adaptation
based network, which can adopt labeled source domain
samples and unlabeled target domain samples for modu-
lation recognition. In the context of this paper, the rela-
tionship of source domain and target domain is shown in
Figure 2. In this section, the proposed method is introduced
from the following three parts: the model details, the training
and optimization process, and the dataset generation details.

3.1. Model Description. )e proposed network structure has
a model shown in Figure 3. As can be seen, the network is
composed of three substructures: the feature extraction
subnetwork, the modulation prediction subnetwork, and the
domain classifier subnetwork. )e feature extraction along
with the modulation prediction subnetwork can be regarded
as a traditional neural network, where the feature extraction
subnetwork can be composed of several convolutional
layers, and the modulation prediction subnetwork can be
composed of a dense layer with softmax layer. Except for the
layers mentioned above, the feature extraction together with
the modulation prediction subnetwork can make up any
classical neural network, such as a ResNet and CLDNN
network. Inspired by the method proposed in [23], the
domain classifier subnetwork is added to the existing neural
network, which can be adopted for domain adaptation. Note
that the goal of domain adaptation is that the features
extracted are less domain sensitive. Equivalently, the
extracted features are shared within both the source domain
and the target domain. We will discuss the three subnet-
works in the following descriptions.

(1) )e feature extraction network. )e subnetwork can
be denoted as Hf(.; θf), where the subindex f de-
notes that it is related to feature extraction, and θf

denotes the network parameters in it. In our
implementation, the structure of the feature ex-
tractor can be similar to any existing networks. For
example, it can make up of a few convolutional layers
(similar to CNN network), a few residual diagram
structures (similar to ResNet), and a few convolu-
tional layers along with a few LSTM cells (similar to
CLDNN).

(2) )e modulation prediction network. )is can be
denoted as Hm(.; θm), where the subindex m denotes
that it is related to modulation prediction, and θm

denotes the network parameters for prediction. )e
modulation prediction structure is similar to many
neural works, with some linear dense layers and
softmax layer for prediction. Here, we have adopted
the classical cross-entropy loss Lm as the loss
function from this structure, which can be denoted
as

Lm � −  cilogpi, (2)

where ci denotes the one-hot encoded results
adopting known labels, while pi denotes the output
of the softmax layer. As the cross-entropy loss is
commonly adopted in many deep learning based
methods, only a simple introduction is given here.

(3) )e domain classifier substructure. It can be denoted
as Hd(.; θd), where θd denotes the network pa-
rameters. )is substructure can be added to many
existing neural networks for domain adaption. In
this structure, we want the network to tell whether
the input data are from the source or target domain,

Domain
adaptation

Channel
change

Source
domain

Target
domain

Samples with
modulation type

labels

Samples without
modulation type

labels

Figure 2: Source and target domain in the context of modulation
recognition.
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Figure 3: )e network structure of the proposed model.
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so that the network can be diverged when training.
However, we also want the domain classifier to
feedback to the feature extraction subnetwork, so
that the features extracted are shared in both the
source and target domains. To make the mentioned
two goals happen at the same time, a gradient reverse
layer is added to the domain classifier. Mathemati-
cally, this means finding the optimal θd, whichmakes
the domain classifier loss Ld minimum, while finding
the optimal θf, which makes the samples domain
invariant. Ld denotes the domain classifier loss
function. It is also a cross-entropy loss similar to Lm.
)e difference is that, for Lm, the classification types
equal the number of modulation types, while, for Ld,
the classification type number is 2, denoting the
source domain type or the target domain type. )e
detailed information for the reverse gradient layer
will be introduced in the next section.

As mentioned previously, the model has a three-sub-
network structure, including the feature extraction, mod-
ulation prediction, and domain classifier subnetwork. )e
forward propagation function can be denoted as Hf(.; θf),
Hm(.; θm) and Hd(.; θd), respectively. )e cost function is
listed as follows:

Floss θf, θm, θd  � Lm θf, θm  − ηLd θf, θd , (3)

which are composed of two terms. )e term Lm(θf, θm)

denotes the cross-entropy cost function from modulation
recognition, and the term Ld(θf, θd) denotes the domain
classification error. η is a parameter denoting the respective
weight for the two terms responsible for the overall cost
function. Worth noting is that there is a minus sign in front
of the domain classifier related cost function, which means
that we want the domain classification error to grow larger
during training. Again, this can make the feature extraction
subnetwork prone to favor features shared by both source
and target domain.)e two terms of the cost function can be
expanded as

Lm θf, θm  � 
i

Lm,i Hm Hf si; θf ; θm , mi ,

Ld θf, θd  � 
i

Ld,i Hd Hf si; θf ; θd , di ,
(4)

where the subindex i denotes the corresponding training
signal sample index, si denotes the training sample, mi

denotes the modulation label the sample, and di denotes the
domain label of the corresponding sample. As can be seen
from the overall cost function, signals samples of different
modulation types and domains are all needed for training.

3.2. Training and Optimization. )e overall structure of the
proposed method is shown in Figure 3. )e key for the
proposed method is the domain adaptation subnetwork
(also denoted as the domain classification subnetwork). As
mentioned, to make the network converge, the domain
classification loss should be minimized during optimization.
However, this will courage the feature extraction

subnetwork to learn features effective to discriminate the
data domain, which is not our intention. Tomake the feature
extraction subnetwork learn shared features in source and
target domain, while keeping the network converged, a
gradient reversal layer is added between the feature ex-
traction subnetwork and the domain classification subnet-
work. )is layer is a special one with no parameters to train
and optimize, while it only has a hyperparameter η. )e η
parameter will be multiplied with a minus during optimi-
zation shown as follows:

θf � θf − μ
zLm

zθf

− η
zLd

zθf

 , (5)

θm � θm − μ
zLm

zθm

, (6)

θd � θd − μ
zLd

zθd

. (7)

Equations (5)–(7) have shown the updates of the pa-
rameters from the subnetworks during training, where μ
denotes the update rate, θf, θm and θd denote the feature
extraction parameters, the modulation classification pa-
rameters, and the domain classification parameters, and the
partial signs denote the calculated partial gradient of dif-
ferent losses. From the mentioned parameter update
equations, we can see that the mathematical expression of
the gradient reversal layer can be written as

R(x) � x,

zR
zx

� −ηI.
(8)

Note that, here, I denotes the identity matrix. )e
backward expression has a partial gradient of −ηI. )e
reason is that the parameter η is a hyperparameter and is not
related to the losses during optimization.

4. Results and Discussion

4.1. Dataset Generation. )e dataset adopted here is gen-
erated from the open-sourced Software Defined Radio GNU
radio. Here, we are inspired by the open-sourced dataset
from the authors in [22]. Based on that dataset, we enhanced
it with different frequency offset in the carrier, along with
different channel responses. By generating data with dif-
ferent carrier frequency offsets and channel responses, the
target domain data are produced, which can be adopted to
validate the proposed method. )e modulation dataset is
composed of signal samples with 5 different Signal Noise
Ratios (SNR), from 0 to 20 dB. )e dataset includes 9
commonly seen modulation types: AM, FM, GFSK, BPSK,
QPSK, 8PSK, OQPSK, 8QAM, and 16QAM. Each signal
sample is made of 128 baseband IQ samples. As mentioned,
the differences between the source and target domain data
are twofold as shown in Table 1. )e differences between the
source and target domain for the dataset mainly lie in three
aspects: (1) for the source domain, no carrier frequency
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offset is added, while it is added in the target domain.
Specifically, the maximum carrier frequency offset added to
the target domain is 0.05∗ pi in the digital frequency. )e
mentioned situation is commonly seen when performing
signal detection in a wide band and down convert it to
baseband; (2) the source domain is with a typical Gaussian
channel, while the target domain is with the Rayleigh
channel; (3) during training, the source domain data are
with labels, while the target domain data are without labels.
)e differences between the source and target domain data
are listed in Table 1.

Figure 4 has shown some signal samples from the
dataset. As can be seen, the signal samples are baseband IQ
data. During the preprocessing procedure, all the signal
samples are normalized according to the total energy.

4.2. Hyper Parameter Settings. As mentioned previously,
both source and target domain samples are adopted in the
training processes. )e difference is that, for the target
domain training samples, the samples are without modu-
lation type labels.

)e equation from 1 has a hyperparameter ηp, which
denotes the ratio of the two losses: the cost function
modulation recognition and the cost function of domain
classifier. In this paper, the parameter ηp is set as

ηp �
2

1 + exp(−εp)
− 1, (9)

where ηp denotes the hyperparameter (it has a value between
0 and 1), and p denotes the real time recognition rate. To set
the value of ηp like this makes the network much easier to
train. )e reason is as follows: in the beginning, when the
recognition rate p is near 0, the training process only aims at
having higher modulation recognition rate. When p is
higher, the network cost function also starts to consider the
effects of domain classification. Parameter ε denotes how fast
the training goal changes from only higher recognition rate
to a balance between higher recognition rate and domain
relevance. To choose the best hyperparameter, we have
compared the recognition rate and the training time of
different values of ε. )e results are shown in Figure 5. We
can see that the training time reaches the minimum when
ε � 15, while the recognition rate reaches its maximumwhen
ε � 20. As a matter of fact, we set the value of ε as 20, to make
the network have a maximum recognition rate.

5. Methods Comparisons

In order to fully illustrate the effectiveness of the proposed
method, in the experiment, the traditional CNN network
and ResNet network were changed. )e domain

classification subnetwork is added according to the method
described above. During the training of the network, source
domain samples with labels and unlabeled target domain
samples are used. On the basis of the reconstructed network,
the method of non-transfer learning, the supervised transfer
learning method, and the fine-tuning based transfer learning
method proposed in [20] are compared. )e test datasets
adopted in the experiment for method comparison are the
same, including samples of both the source and target do-
mains. )e training sets adopted in the four methods
compared are different, and their characteristics are shown
in Table 2. Among them, the method proposed in this paper
has adopted source domain samples with modulation type
labels and target domain samples without modulation type
labels for training. )e non-transfer learning method has
only adopted source domain samples with modulation type
labels for training. For the supervised transfer learning
method, both labeled source domain samples and labeled
target domain samples are adopted. )e fine-tuning based
transfer learning method firstly adopts labeled source do-
main data for training and then a small part of labeled source
domain data for parameter fine-tuning. Table 2 gives rec-
ognition rate comparisons between the mentioned four
methods using CNN and ResNet as the basic neural network.

As can be seen from Table 3, ResNet, as a whole, has a
higher recognition rate than the CNN network, which is
consistent with previous publications. Among the CNN-
based methods, the method proposed in this paper has
increased the recognition rate by about 48% and 6%
compared with the method without transfer learning and
the method of fine-tuning based transfer learning
method. )is has demonstrated that the proposed un-
supervised transfer learning method (here, the unsu-
pervised notion refers to the source domain data that are
unlabeled) can make full use of the distribution of the
unlabeled target domain data to adjust the neural net-
work, so that the feature extraction subnetwork can adapt
to the input of both source and target domain samples,
which are distributed differently. However, the fine-
tuning based method only relies on a few labeled target
domain data and cannot make full use of all target do-
main data. )erefore, its recognition rate is lower than
that of the method proposed in this paper. Compared
with the supervised method, the recognition rate of the
method proposed in this paper is only 3% lower, indi-
cating that the method proposed in this paper has almost
reached the upper limit of the recognition rate (i.e., both
labeled source and target domains are used for training).
In practical applications, usually only a small amount of
labeled source domain data and a large amount of un-
labeled target domain data can be obtained. )erefore,
the proposed method is more practical than the super-
vised method. In the comparison of methods based on
ResNet, the method in this paper has improved the
recognition rate by about 46% and 8% compared with the
method without transfer learning and the method of fine-
tuned transfer learning, respectively. Compared with the
recognition rate of supervised methods, ours is only 3%
lower, which denotes a similar conclusion.

Table 1: Source domain and target domain differences.

Source domain Target domain
Frequency offset No Yes
Channel condition Gaussian channel Rayleigh channel
With labels Yes No
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Figure 4: Several signal samples of different modulation types in the dataset.
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Figure 5: )e effects of different ε over training time and recognition rate.

Table 2: )e differences between the training dataset including source and target domain in the four methods.

Method Source domain Target domain
Proposed method With label Without label
Without transfer learning With label No data needed
Fine-tuning based method With label Partially with labels
Supervised method With label With label
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6. Conclusions

In the application of deep learning based modulation rec-
ognition, the purpose of improving the recognition rate is
often achieved by changing the deep neural network
structure. However, in practical applications, training
samples and real scenario signal samples in practical ap-
plications have different distributions due to different
channels and different frequency offsets. )is can make the
neural network achieve a high recognition rate for source
domain samples, while having a poor recognition rate for
target domain samples. )is paper proposed an adaptive
unsupervised learning modulation recognition method,
which can use labeled data in the source domain and un-
labeled target domain data for training and can be directly
implemented adopting existing deep learning network with
minor structural changes. )rough the simulation data set
generated by the open source GNU Radio software, it proves
the proposed method in this paper, compared with the
method without transfer learning and the method with fine-
tuning, and the recognition rate has increased by 48% and
6%, respectively, under the condition of CNN as the basic
network. Under the condition of ResNet as the basic net-
work, the recognition rate has increased by 46% and 8%,
respectively. Moreover, the method proposed in this paper is
close to the upper limit of the modulation recognition rate
after training adopting both labeled target and labeled source
domain data. Under the condition of CNN and ResNet as the
basic network, it only drops by 3% and 3%, respectively.
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Guided by distributed cognition theory, we analyze the influential elements of content, tools, and contextual interactions in the
online learning process through research and case studies to explore the characteristics and evaluation of college students’
willingness to engage in online learning behavior under distributed cognition and provide guidance for the experience design of
online education platforms. Based on distributed cognition, this paper designs a convolutional neural network model based on
InceptionNet, which uses a global average pooling layer instead of a fully connected layer to reduce the number of parameters, and
InceptionNet increases the depth and width of the network by branching to improve the performance of the network and avoid
overfitting. Distributed cognitive theory emphasizes the distributed nature of cognition, and the intrinsic variables that influence
the willingness to participate in online learning communities from a systemic viewpoint are mainly attitudes, subjective norms,
expected emotions, competence, sense of relatedness, desire, and perceived behavioral control. In addition, perceived behavioral
control has a direct positive effect on the willingness to participate in online learning communities.

1. Introduction

Online education platforms have become an important tool
to assist learning in recent years, and the number of online
users and the variety and number of online education
platforms continue to grow.)e online education business is
gradually developing in the direction of multidimension-
ality, depth, personalization, and segmentation, but the
learning experience still suffers from the problems of de-
signing a large number of cognitive activities around the
individual cognitive ability of learners and resulting in low
learning autonomy, lack of classroom participation, and
little collaboration and communication among learners
[1, 2].

)e rapid development and widespread use of Internet
technology have led to dramatic changes in the way people live,
work, learn, and communicate. More and more employees of
enterprises, government officials, school teachers, and social
workers are adopting online learning to realize lifelong learning

[3]. )e informal online learning communities built by the
Internet are favored by adult learners and play an indispensable
role in their learning process because they are not constrained
by time and place [4]. For example, it can solve the problems of
traditional learning communities, such as time and space
constraints, difficulties in accessing resources, and lack of long-
distance interaction; it can increase information exchange,
mutual support, team commitment, cooperation, and satis-
faction with the learning experience; it enablesmembers to find
like-minded and progressive learning partners on the Internet,
and a common learning vision can stimulate their learning
initiative and creativity and enhance their sense of belonging. It
is conducive to constructing knowledge and exchanging
emotions and paves the way for members’ common growth
and the reduction of the knowledge gap [5]. With the deep
integration of “Internet + education,” the significance and value
of adult online learning communities have been highlighted,
and their practical applications in different professional fields
are becoming more and more widespread [6, 7].
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However, in practice, problems such as insufficient will-
ingness of adults to participate in online learning communities,
insufficient acceptance and use of mobile learning, and in-
sufficient interaction among members still abound. What
factors affect the willingness to participate in online learning
communities? What is the relationship between them? )e
results of Bette’s study of Alberta Community Adult Learning
Council coordinators’ participation in online learning com-
munities show that their motivations for participation include
learning new skills and gaining access to work practices,
strengthening ties with colleagues and careers, and reducing
isolation due to job functions and geographic location [8, 9].
Results of Karunanayaka’s case study of teachers suggest that
interactive and collaborative course design, the role of online
tutors, and the various strategies used by online learners have
an impact on the learning outcomes of online learning com-
munities. )e authors of [10, 11] argued that learners’ con-
ceptualization of prior knowledge and experience, focus on
computer-mediated communication, and participation in
courses and projects can enhance their perception of and social
engagement in online learning communities. )e study in [12]
showed that whether adults choose to join online communities
of practice is related to intrinsic factors such as stress relief,
increased social interaction, community service, and improved
work performance.)e study in [13] argued that the role of the
facilitator is important in virtual learning community learning
activities, both to help form effective communication among
participants and to play an active role in effectively managing
the process of the activity. )e study in [14] noted that, in
informal online learning communities, social presence influ-
ences participants’ satisfaction and sustained attention.

Although there is no shortage of studies that explore the
behavioral decision-making process of adult participation in
online learning communities from motivational factors and
identify the key factors that influence adult learning be-
haviors, the psychological mechanisms of adult participation
in online learning communities from the perspective of
motivation are rarely examined. Given that adults’ behav-
ioral decisions to participate in online learning communities
are mostly accompanied by clear goals and that adult
learning is characterized by distinctive self-direction, this
study will introduce goal-oriented behavior theory and self-
determination theory to clarify the drivers of adult partic-
ipation in online learning communities and their underlying
mechanisms from a microscopic perspective and provide
theoretical support for enhancing the effectiveness of
participation.

)e contributions of this paper are as follows:

(1) )is paper designs a convolution neural network
model based on InceptionNet, which uses the global
average pooling layer instead of the full connection
layer to reduce the number of parameters. At the
same time, InceptionNet increases the depth and
width of the network by branching, which can im-
prove the performance of the network and avoid
overfitting.

(2) Based on distributed cognitive theory, this paper
analyzes the internal variables affecting the

willingness to participate in online learning com-
munity from the perspective of system view. It also
explores the relationship between these internal
variables and students’ behavior intention.

(3) )is paper makes a large number of experimental
arguments and finds that the sense of relevance and
perceived behavior control have a significant positive
impact on the desire to participate in the online
learning community, and desire further positively
affects the generation of willingness to participate in
behavior.

2. Overview of Distributed Cognitive Theory

)e American psychologist Hutchens first introduced the
concept of distributed cognition; that is, cognition is dis-
tributed in nature and cognitive activity depends on the joint
functioning of all elements in the whole context [15]. Scholar
Salomon proposed that individual cognition is the core of
distributed cognition and that the interaction of elements in
distributed cognitive activities resulted in the spiral devel-
opment of individual cognition [16]. )e theory gives de-
signers a systematic perspective on research and aims to shift
the researcher’s unit of analysis from the individual involved
in cognition in the mind to consider the relationship be-
tween the individuals involved in cognitive activities in the
external environment and the factors that together partic-
ipate in cognitive activities [17].

Some scholars have long applied distributed cognition
theory to educational practice; the study in [18] introduced
distributed cognition theory to the analysis and design of
offline classroom learning activities, arguing that it is important
to focus not only on the design of learning content and teaching
tools but also on the collaborative communication activities
among learners in the learning environment, which provides a
new research perspective on the design of course learning. )e
study in [19] applied distributed cognition theory to the
practice of online learning, using the individual, media, en-
vironmental, cultural, and social elements of distributed cog-
nition to establish mapping relationships between learners,
instructional organizers, learning resources, collaborative tools,
and learning contexts in distributed learning environments as
the entry point, as shown in Figure 1. )e activities of the
e-learning platform are classified into content interaction, tool
interaction, and contextual interaction in three dimensions:
interactive content, interactive behavior, and interactive en-
vironment, and strategies to promote collaborative learning in
distributed e-learning environments are proposed [20].
However, none of the above studies have developed a detailed
description of how to optimize the experience of e-learning
practices through distributed cognitive theory from a design
perspective.

3. Case Study of Online Education
Application Design

In order to ensure that the influential elements of online
learning interactions are evidenced in real design practice,
we use the Coursera platform [4, 21], a typical overseas
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online education platform, as a case study to explore the
application of distributed cognitive theory in the design of
online education platforms. Coursera is one of the largest
online education platforms in the world, which supports
students to obtain the certificate of completion of corre-
sponding subjects through independent study. Currently,
the platform has more than 30 million registered users and
offers more than 2000 courses.

3.1. Distributed Online Education. Under the distributed
cognition perspective, learner-learning content interaction
is influenced by the content quality of learning resources,
social interaction of online videos, knowledge structure
relationship of content, and interface design of learning
resources. Individual cognition is the core of distributed
cognition, so learning resources designed based on learners’
purposes and needs are the first step in the design of online
education platforms [22]. )e Coursera platform provides a
large number of excellent course resources in popular fields
such as computer science, data science, information tech-
nology, mathematics, language learning, art and the hu-
manities, and business. Learning materials mainly include
videos, reading materials, graded tests, practice tests, and
other forms, as shown in Figure 2. )e instructor will
provide learners with expandable learning materials in-
cluding people, books, articles, and website links, based on
their true level, to promote the construction of personal
knowledge. Course materials set up systematic knowledge
into staged course, and learners can discover the relevance of
knowledge and form a systematic knowledge framework
through different forms of learning materials according to
the course they want to study. In terms of interface design,
Coursera’s visual elements are consistent, with titles and
navigation, content information, and so forth clearly visible
and overall easy for learners to use, without excessive visual
interference, in line with learners’ cognitive needs.

)e Coursera platform is based on a humanistic and
emotional need for instructor-led course content design,
where the online videos show the instructor interacting with

the online learners, rather than just a one-way transfer of
knowledge. )e lecturer’s teaching style, language, and
teaching behavior will enhance learners’ interest in learning.
Learning materials of online classes in many domestic online
education platforms are purely recorded screens, where only
knowledge points appear without a lecturer, lacking class-
room interactivity and making it difficult to establish
learners’ trust and thus reducing learning initiative [8]. Some
videos are recorded offline lectures where the lecturer ap-
pears on the screen. However, traditional offline lectures face
offline students, while online lectures face learners beyond
the screen, so they are not designed for the characteristics
and needs of the online learning population. However,
courses on Coursera platform are clearly optimized for
online teaching, such as well-designed slides, short videos
for mobile learning, live demonstrations of course record-
ings, and quizzes that pause in the middle of video playback.

3.2. Experience Design Strategies for Online Education Plat-
forms from a Distributed Cognitive Perspective. )rough the
above analysis of content interaction, tool interaction, and
contextual interaction, and combined with the case study of
Coursera platform, the experience design strategy of online
education platform from the perspective of distributed
cognition was finally refined by substituting into specific
contexts, as shown in Figure 3.

4. Online Learning Algorithms

4.1. Preference Function andObjective Function. For a pair of
candidate jobs Xi and Xj, the preference function between
them is represented by (1) and results in a real number
between [0, 1]; that is,

F: X
d
i × X

d
j⟶ [0, 1]. (1)

A return value close to 1 indicates that the first candidate
job has a higher preference for the second, and when k
different candidate jobs are given, the pairwise preference
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Figure 1: Model of collaborative learning interaction process in a distributed learning environment.
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function can be applied to each possible combination of
candidate job pairs to determine the best job. Using (1), the
sum of the differences of the preferences of candidate jobs Xi

in the set of candidate jobs under state θ is found, v(Xi, Jθ).
)e job with the largest value Xi is the best job in the current
candidate job set Jθ, so for a given state θ the assignment
policy π in the candidate job set Jθ is shown in

v Xi|Jθ(  � 
Xi,Xj∈Jθ

F Xi, Xj  − F Xj, Xi  ,

π Jθ(  � argmaxXi∈θv Xi|Jθ( .

(2)

)e twomain objectives to be achieved in the experiment
are minimizing the average job time of QC and the idle
distance of learning; we should measure the merit of the
intentional decision in this regard and choose Tn and Dn

minimum as the evaluation index to establish the objective
function f(n). Assuming that n learner jobs have been
processed using this intentional strategy, the objective
function (10) is used to measure the performance of this
intentional decision.

f(n) � ωT × Tn + ωD × Dn, (3)

where Tn denotes the average job time of QC processing n
learners, Dn denotes the average idle distance of learning to
transport n learners, and ωT and ωD are the respective
weights. Here Tn and Dn are calculated as follows:

Tn �
Q

n
× tn − s( ,

Dn �
1
n


q∈Q


J∈Fq,n

eJ,

(4)

where Q is the set of QCs, tn is the job time of the QC when
the nth job is completed, s is the start time Fq of all jobs, n is
the set of jobs completed by the QC up to time tn, and eJ is
the idle distance of learning for job J. ωT and ωD can change
depending on the relative importance of the two objectives.

4.2. Training and Evaluation Function of the Sample.
After each assignment of learner assignments to learn using the
above preference function-based intentional policy, the pref-
erence function is updated for the next round of learner as-
signments. )at is, each time an intention decision is
completed, a short over-the-top simulation is performed to
evaluate each candidate job, assuming that the assignment is
made only among k candidate jobs, treating each job in k as the
best job once, and then performing a simulation in which the
assignment rule ω remains unchanged, and after over-the-top
simulation of k candidate jobs, the following objective function
is used to evaluate the candidate jobs and obtain an evaluation
matrix to find the initial job with the smallest evaluation
function in the evaluation matrix [23]. In the first learning
assignment, since there is no sample for learning, we use a
random strategy for training sample acquisition.

)e evaluation function in the over-the-top simulation
process is as follows:

f(n + k) � ωT × Tn+k + ωD × Dn+k, (5)

where Tn+k and Dn+k are calculated as follows:

Tn+k �
tn+k − s

minq∈Q Fq,n+k




,

Dn+k �
1

n + k

q∈Q


J∈Fq,n+k

eJ,

(6)

where Tn+k is calculated in the same way as Dn, but Tn+k is
obtained by calculating the average assignment time of the
QC that handles the least number of learner assignments,
because if equation (5) is used to calculate it in a short-term
over-the-top simulation, it will make the QC go first to those
learners with shorter assignments to get a smaller average
QC assignment time, but this bias towards learners with
shorter assignments bias would cause learner assignments
with longer processing times to not be selected until the end,
which would eventually lead to delays in assigning QC for
these assignments. So, using equation (6) for evaluation
would drive a relatively average job schedule for all QCs.

)e initial job J∗ with the smallest evaluation function in
the evaluation matrix is found, and then the best job J∗ is
paired two-by-two with other candidate jobs in k to generate
(k− 1) training samples. Since the total number of (k− 1)
training samples generated is usually not enough for the
model to reliably learn the entire new function, the online
preference learning algorithm maintains a set of recent
sample pools T, and these new training samples have been
accumulated in the sample pool T [24]. All samples in this
pool T then learn new preferences and thus update the
preference function for the next job assignment.

5. Online Learning Based on Improved
Convolutional Neural Networks

)e preference selection between candidate jobs can be
attributed to a multiclassification problem, and the prefer-
ence function is learned by an improved convolutional
neural network using an incremental learning strategy [25].
)e improved convolutional neural network model is shown
in Figure 4, which combines InceptionNet and traditional
convolutional neural network to construct a new classifi-
cation model in terms of network structure and parameter
optimization. First, each job is compared two by two into a
15× 7 matrix input to obtain the first layer, and three 15×16
convolutions are obtained by feature transformation
through three different branches of 1× 3 convolution, 1× 5
convolution, and 1× 7 convolution, followed by an aggre-
gation operation to merge the results of the three branches to
obtain the final filter as the input of the next convolutional
layer [26]. According to the same logic as the previous layer,
three 1× 3 convolutions, 1× 5 convolutions, and 1× 7
convolutions are transformed, respectively, and three 8× 32
convolutions are obtained through the global average
pooling layer, and, finally, the results of the three branches
are combined on the output channel through dimensional
aggregation to output a vector of length 6, because there are
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six operations for classification at the same time, and the
activation function is adopted as the Softmax function is
used. Compared with the traditional convolutional neural
network, the modified convolutional neural network based
on InceptionNet [27] increases the number of network layers
by adding three 1× 3 convolutions, 1× 5 convolutions, and
1× 7 convolutions in front of each convolutional layer but
removes the final fully connected layer and uses the global
average pooling layer instead of the fully connected layer,
which in turn reduces the number of parameters, increases

the operation speed, and reduces overfitting. )e size of the
convolution kernels in the network varies, which increases
the adaptability of the neural network to different scales.

6. Research Hypothesis and
Model Construction

According to the goal-directed behavior model, four vari-
ables, namely, attitude, subjective norm, expected emotion,
and perceived behavioral control, were identified as themain

Figure 2: Coursera platform home page and course selection page.
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Figure 3: Experience design models of online education platform from the perspective of distributed cognition.
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factors influencing desire as an intermediate variable; based
on self-determination theory, feelings of competence and
relatedness were identified as the other two main factors
influencing desire [15, 25, 28]. )e following research hy-
potheses were proposed in this study:

H1: attitudes have a positive impact on the desire to
participate in adult online learning communities
H2: subjective norms have a positive impact on the
desire to participate in adult online learning
communities
H3: positive anticipatory emotions have a positive
impact on the desire to participate in adult online
learning communities
H4: competence has a positive impact on the desire to
participate in adult online learning communities
H5: a sense of connectedness has a positive impact on
the desire to participate in adult online learning
communities
H6: perceived behavioral control has a positive effect on
the desire to participate in adult online learning
communities
H7: perceived behavioral control has a positive effect on
adults’ willingness to participate in online learning
communities
H8: desire has a positive impact on willingness to
participate in adult online learning communities

Based on the above hypothetical relationships, I con-
structed a theoretical model of the mechanisms underlying
adults’ willingness to participate in online learning com-
munities as shown in Figure 5.

7. Experimental Scenarios and
Analysis of Results

7.1. Experimental Scenes. )e experiment is implemented in
Python language, and the computer parameters for the
experiment are Intel(R) Core(TM) i7-7700HQ CPU @
2.80GHz, 16 G RAM, Windows 10.

Suppose that there are 6 QCs, the number of learner
yards is 14, there are 900 learner jobs in total, learning times
simulated experimentally are 12, 18, and 24, the speed
v � 4m/s, ωT: ωD �1 :1, and the number of yards for the
purpose of learner jobs handled by QCs obeys a normal
distribution N(μi, σ2i ). If μ4 � 9, it means that the learners
handled by QC4 are stored near yard B9, and as σ4 increases
or decreases, the learners are stored in a larger or smaller
range of B9, so different experimental scenarios can be
simulated by changing the values of μi and σi [29].

Two experimental scenarios were designed, each con-
taining 900 learner assignments. Scenario 1 was set up as the
learners handled by eachQCweremostly distributed around
the nearest yard, and the learning load distances were rel-
atively uniform and short, at which time the learner dis-
tribution parameters were set to (μ1, μ2, μ3, μ4, μ5, μ6)� (2, 4,
6, 9, 11, 13), σi � 1. Scenario 2 was set up as the learners were
widely distributed in each yard, and the learning load

distances were uneven, at which time the learner distribution
parameters were set to (μ1, μ2, μ3, μ4, μ5, μ6)� (4, 5, 6, 7, 8, 9),
σi � 5; scenario 2 is shown in Figure 6.

8. Analysis of Experimental Results

8.1. Analysis of the Results of Experiment 1

8.1.1. Model Goodness-of-Fit Test. After completing vali-
dation of each variable, AMOS 24.0 was used to test the fit of
the hypothesized model to the measured data. )e fit indices
of this model were as follows: CMIN/DF� 4.040,
GFI� 0.727, AGFI� 0.671, RMSEA� 0.100, TLI� 0.839, and
CFI� 0.847 (see Table 1). Among them, CFI and TLI are very
close to the critical value of 0.9, and RMSEA is greater than
the critical value of 0.08, indicating that there is some room
for improvement of the coefficients of the fitness indicators
of this model. In this study, the model fit indices were
corrected by the Bollen-Stine Bootstrap formula, and the
corrected fit indices were as follows: CMIN/DF� 1.318,
GFI� 0.937, AGFI� 0.921, RMSEA� 0.032, TLI� 0.987, and
CFI� 0.984 [30].

8.1.2. Hypothesis Testing. )e hypotheses were tested by
measuring the standardized path coefficients among the
variables. Table 2 shows that the P values of H1, H2, H3, and
H4 are not less than 0.001, indicating that the hypotheses do
not pass the test; the P values of H5, H6, H7, and H8 are less
than 0.001, indicating that the hypotheses pass the test. In
addition, according to the magnitude of β values of the path
coefficients of each hypothesis of the structural equation
model, it can be seen that the effects of each variable on
desire are, in descending order, relatedness, perceived be-
havioral control, competence, attitude, expected emotion,
and subjective norm, while the effects on behavioral in-
tention are, in descending order, perceived behavioral
control and desire.

8.1.3. Mediation Effect Test. )e mediation effect was ex-
amined using the nonparametric percentile Bootstrap
method with the PROCESS 2.16 plug-in installed in SPSS
24.0 software. )e results showed that desire mediated the
relationship between perceived behavioral control, sense of
relatedness, and willingness to act; desire partially mediated
the relationship between perceived behavioral control and
willingness to act and fully mediated the relationship be-
tween sense of relatedness and willingness to act (see
Table 3).

8.2. Analysis of the Results of Experiment 2. )e intention
results of learning under scenario 1 and scenario 2 for 12 to
24 units of different sizes are compared.

)e experimental results are shown in Table 4, where the
rate of decrease of Tn and Dn gradually slows down when
the learning times gradually increase from 12 to 24, because
the same may be accompanied by conflicts between learning
as the learning times increase.
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(1) )e sums under scenario 2 are higher than those
under scenario 1, which is because the learners in
scenario 2 are scattered among the heap fields. )e
dynamic degree is higher, and the learning load
distance is uneven.

(2) When the numbers of learner assignments are the
same, the one under scenario 1 with 18 learning runs
is close to the one under scenario 2 with 24 learning
runs. )erefore, the assignment strategy can be
adjusted according to the information collection of

QC and learning and the preference of learner as-
signments, thus reducing the number of learning
inputs.

As can be seen from Figure 7, as the number of iterations
of this paper’s model increases, the students’ learning in-
tentions increase in different distributed scenarios, and the
highest learning intention satisfaction can reach 138 GI. In
different student interest context, this paper’s model can
make students interested in online learning, which is our
improvement of the model, digging deeper into the data
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Figure 4: Network structure of the improved convolutional neural network.

attitude

Subjective
norm 

Expected
emotion 

Competence

Sense of
relevance 

desire Behavioral
meaning 

Perceived
behavior
control 

H1

H2

H3

H4

H5

H6 H7

H8

Figure 5: Research conceptual model.

Scientific Programming 7



RE
TR
AC
TE
D

features. It is also known that, according to each hypothesis
of the knot model, it can be seen that the effect of each
variable on desire from high to low is the sense of associ-
ation, perceived behavioral control, sense of competence,
attitude, expected emotion, and subjective norm, while the
effect of the effect of willingness to act from high to low is the
perceived behavioral control and desire.

8.3. Analysis of the Results of Experiment 3. )e intentional
results of using a multifeature-based online learning as-
signment strategy with a shortest drive assignment strategy
by varying the number of learner assignments are compared.

As can be seen in Figure 8, the total completion time with
the multifeature online learning assignment strategy is ap-
proximately 13% greater than that with the shortest drive
assignment strategyDn , but the difference between the
multifeature online learning assignment strategy and the

shortest drive assignment strategy remains approximately
the same as the number of learners handled by the QC
increases,Dn. )e total completion time increases with the
number of learners for both assignment strategies, and the
total completion time with the multifeature online learning
assignment strategy is about 12% shorter than the total
completion time with the shortest drive assignment strategy
on average, and the total completion time with the multi-
feature online learning assignment strategy saves about 21%
when each QC handles about 225 TEUs on average.

As shown in Table 5, the Tn differences of QC under the
two assignment strategies are 3.9 s, 26.2 s, 33.8 s, 56.4 s, and
so forth, and the Tn differences between the online learning
assignment strategy and the shortest drive assignment
strategy keep increasing as the number of learners increases,
indicating that the online learning assignment strategy based
on multiple features can effectively reduce the average as-
signment time and minimize the completion time of QC.

QC1 QC2 QC3 QC4 QC5 QC6

AGV waiting
area 

μi = 5 μi = θ

B1 B2 B3 B4 B5 B6 B7 B8 B9 B10 B11 B12 B13 B14

Figure 6: Automated learner dock layout.

Table 1: Model fit test indicators.

Allocation index CMIN/DF GFI AGFI RMSEA TLI CFI
Standard value <5 >0.9 >0.8 <0.08 >0.9 >0.9
Index coefficient of this paper 4.040 0.727 0.671 0.100 0.839 0.847
Corrected index coefficient 0.318 0.937 0.921 0.032 0.987 0.984
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From Figure 9, we can know that the method in this
paper helps students’ intentional interest in online learning
the most, and the blue intentional interest points have been
distributed above the other two schemes from the beginning
of the iteration. It shows that our scheme is effective. Tra-
ditional CNN is simple, but it can also dig deeper into the
data, so it also has some effect.

Using structural equationmodeling, this study examined
the pathway relationships among adults’ attitudes, subjective
norms, expected emotions, competence, relatedness, per-
ceived behavioral control, desires, and behavioral intentions
to participate in online learning communities and analyzed
the mechanisms that generate behavioral intentions to
participate in online learning communities, focusing on the
mechanisms that influence behavioral intentions. Four main
conclusions were drawn from this study.

First, attitudes, subjective norms, expected emotions,
and competence did not play a significant antecedent role in

the process of adults’ desire to participate in the online
learning community. In particular, subjective norms had
little effect on desire (β� −0.048), suggesting that the factors
influencing adults’ participation in online learning com-
munities were more focused on the community organiza-
tional environment and self-control.

Second, a sense of connectedness has a positive impact
on the desire to participate in an adult online learning
community. A sense of connectedness can be viewed as an
internal psychological experience for individuals, the key to
which is to feel cared for and supported by other members of
the organization.)e acquisition of a sense of connectedness
not only enhances identity and mutual understanding be-
tween individuals but also provides a sense of pleasure and
satisfaction. Conversely, it can lead to feelings of isolation.

)ird, perceived behavioral control affects adults’ be-
havioral intentions not only directly but also indirectly
through desires. )e total effect β of perceived behavioral

Table 2: Structural equation model hypothesis testing results.

Hypothesis Path relationship P Path coefficient β Conclusion
H1 Attitude⟶ desire 0.024 0.124 No support
H2 Subjective norm⟶ desire 0.371 -0.048 No support
H3 Expected emotion⟶ desire 0.266 0.062 No support
H4 Competence⟶ desire 0.015 0.131 No support
H5 Relevance⟶ desire ∗∗∗ 0.544 Support
H6 Perceived behavior control⟶ desire ∗∗∗ 0.417 Support
H7 Perceived behavioral control⟶ behavioral intention ∗∗∗ 0.492 Support
H8 Desire⟶willingness to act ∗∗∗ 0.425 Support

Table 3: Results of the mediation effect test.

Effect
coefficient

Standardization
coefficient T P

Intermediate effect
confidence interval

(estimated upper limit)

Intermediate effect confidence
interval (estimated lower

bound)

Perceived
behavior
control

Total
effect 0.663 0.058 11.367 ∗∗∗ 0.548 0.777

Direct
effect 0.513 0.059 8.678 ∗∗∗ 0.397 0.629

Indirect
effect 0.150 0.039 3.846 ∗∗∗ 0.083 0.234

Sense of
relevance

Total
effect 0.197 0.051 3.861 ∗∗∗ 0.097 0.298

Direct
effect 0.042 0.053 0.787 0.432 -0.063 0.147

Indirect
effect 0.155 0.034 4.559 ∗∗∗ 0.099 0.233

Table 4: Intention to learn in different scenarios.

Number of AGVS

Scenario 1
12 166.74 310.63
48 161.95 295.32
24 159.13 279.48

Scenario 1
12 217.35 452.48
18 184.57 429.56
24 164.03 421.37
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Figure 8: Intent results under different assignment rules.

Table 5: Average QC completion time under different assignment rules.

Number of containers handled by each QC 100 (s) 125 (s) 150 (s) 175 (s) 200 (s) 225 (s)
Online learning assignment 179.8 174.2 177.8 172.2 170.9 169.3
Shortest distance assignment 183.7 200.4 211.6 228.6 248.4 273.2
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control on behavioral intentions reached 0.663, indicating
that perceived behavioral control is an important variable
influencing the generation of behavioral intentions in adults.

Fourth, adults’ desire to learn has a significantly positive
effect on behavioral intentions.

9. Conclusions

Given that behavioral decisions to participate in learning are
mostly accompanied by clear goals and students’ learning
has distinctive self-directed characteristics, it is a new per-
spective and an important way to advance research in this
field to investigate the intrinsic influencing mechanisms of
adults’ behavioral willingness to participate in online
learning communities with the guidance of goal-oriented
behavior theory and self-determination theory. Based on
distributed cognition, this paper designs a convolutional
neural network model based on InceptionNet to analyze the
intrinsic variables influencing willingness to participate in
online learning communities from a systems view per-
spective, mainly attitudes, subjective norms, expected
emotions, competence, sense of relatedness, desire, and
perceived behavioral control. )e relationship between these
intrinsic variables and behavioral intentions was further
explored through model hypotheses, scale development,
reliability analysis, and testing of research hypotheses using
structural equation modeling [31].
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As an important component of urban landscape elements, garden plants have the role of improving urban ecological environment
and forming landscape effects. Digital landscape is a high-simulation model of the system combined with computer hardware and
software systems, which allow analysis of the application of computer simulation in the analysis of the value of urban landscape
design. In this paper, we propose a “Task-Crowd-Process-Evaluation” computer simulation analysis framework to support
management decision, which can form 2D or 3D spatial data, realize real-time and statistical analysis, make use of the mul-
tidimensional, efficient, and humanized human living environment, and make the environment landscape planning more
reasonable and practical. )e simulation shows that the effective use of urban vegetation can not only beautify the urban
landscape, but also play the function of rainwater utilization.

1. Introduction

Modern landscape design, instead of being “scenic” as in
the case of human vision, should be creatively transformed
with the spirit of place to create a subversive, avant-garde,
and modern landscape [1]. While urban landscapes are
often based on the modeling of mountains and water to
create natural and pristine landscapes, the integration of
landscape plants helps to create a “new landscape” that
belongs to the urban space [2]. In this picture, based on the
artificial landscape in the site, in order to achieve the in-
tegration of landscape, life, and landscape, different col-
orful garden plants are planted in the upper space of the
rockery and trees are used to make the rockery more vi-
brant. Around the landscape, colorful flowering plants are
arranged to create a relaxed and natural courtyard atmo-
sphere, making the landscape have a rich and natural form
[3, 4].

In the design of urban plant scene, some local designs
are very important, such as plant size, structure, surface,
and color effect, for example, a mixture of craftsmanship,
plant network guidelines, and area conditions [5]. )ere-
fore, vegetation design is the key technology in the use area

of urban leisure center. )e analysis of urban life in urban
climate data, fast-paced panic sense and thought weight of
artworks, and urban display climate can reduce people’s
physical and psychological weight, relaxation, and urban
scenes and can lead individuals to engage in healthy ex-
ercise, thus enhancing the consumption of urban scenes
[6]. On this premise, the design of urban vegetation
landscape and urban social population structure are further
analyzed, which can improve the quality of life of urban
residents.

After completing the project research and forecast,
computer simulation analysis can help planners in the
process of completing the landscape master planning and
design, with the help of certain models, quickly analyze the
actual situation of the base, grasp the entire project in all
aspects, and accurately control each process [7, 8]. Con-
struction layout and implementation clearly understand the
details of the process.)e concept of landscape planning and
design is a starting point compared with the conceptual
design and landscape planning and design drawings [9, 10].
Designers use immersion computer simulation analysis to
draw concept drawings for landscape planning and design
[11]. In the interaction between virtual and reality, the
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landscape designer puts himself in the virtual environment
of landscape design and is able to find information about the
design plan quickly and accurately, so that he can establish
an analysis and evaluation model to master the design more
accurately and improve the success rate of the design
[12, 13].

Based on this, this paper proposes a “Task-Crowd-
Process-Evaluation” computer simulation [14] and analysis
framework to support management decision making, which
can form spatial data, realize real-time and statistical
analysis, and utilize the multidimensional, efficient and
humanized human living environment. It makes the envi-
ronmental landscape planning more reasonable and prac-
tical. Effective use of urban vegetation for the construction
process of the urban landscape as well as landscaping and
visual beautification optimizes the ecosystem; these func-
tions in the landscape design, rain gardens, can achieve roof
gardens and urban greening. Designated style evaluation of
urban park plant landscape and how to carry out urban park
plant display have hypothetical and realistic guidance.

)e contributions of this article are as follows:

(1) A “Task-Crowd-Process-Evaluation” computer
simulation analysis framework is proposed, which
can form two-dimensional or three-dimensional
spatial data, realize real-time and statistical analysis,
and make use of the multidimensional, efficient, and
humanized human living environment to make
environmental landscape planning more reasonable
and practical.

(2) In the process of individual innovation amplitude,
the element dimension introduces the variable of
individual innovation amplitude, and the number of
decision-making dimensions for each individual
adjustment problem solution is represented by IA.
Individuals searching for optimal problem solutions
will randomly adjust IA dimensions of their own
problem solutions.

(3) We have done a lot of experiments to verify the
effectiveness of the scheme in this paper, and the
results can produce 3D simulation diagrams. And
the solution in this article can be the guide of the
designer.

1.1. Related Work. To improve the complex social living
environment, urban landscape is closely related to human
survival. Many have explored explicitly in the design of
courtyard plants in a hypothetical premise meadow that
exploits the possibilities of environmental areas, which are
important to guide and regulate the use of decree aspirations
[6, 15]. )ere is knowledge of urban botanical landscapes
and recreation centers. )emost effective method of making
urban park botanical landscapes is resourceful initiative and
specific assumptions [16]. )roughout the design, 94 ex-
amples were coordinated by determining the structure of the
tree arrangement little by little [17]. A number of photo-
graphs were taken from each point at each checkpoint, and
arbitrarily selected photographs were used as evaluation tests

[18]. )ere is a tendency to show their work in various ways,
namely, landscape effects. Panoramic renderings of gardens
were drawn by hand or by computer [19]. It also provides a
strong verbal communication bridge for the viewer in a
visual way.

2. Simulation Model Construction

2.1. Basic Model. In the study of how groundsheet supports
management decisions, a “Task-Crowd-Process-Evaluation”
(TCPE) framework [14] for groundsheet operations was
proposed. Process and evaluation are shown in Figure 1.)is
framework incorporates three subjects: the groundsheet
issuer, the platform, and the recipient, and can fully depict
the essential characteristics of the groundsheet operation
process, which mainly consists of four stages:

(1) Crowdsourcing Task Generation. )e issuer chooses a
problem that the enterprise needs to solve and en-
trusts it to a groundsheet platform, which organizes
and analyzes it to form a groundsheet task [20].

(2) Crowdsourcing Participant Identification. )e
groundsheet platform publishes the task on its
website or pushes it directly to the market [21].

(3) Crowdsourcing Participants Determination. )e
groundsheet platform publishes the task on its
website or pushes it directly to the problem solvers
on the platform (the receiver), the groundsheet
participants choose whether to accept the task, and
all participants who accept the groundsheet task
form a network to solve the problem [22, 23].

(4) Participants Solve the Problem. All participants who
accept the task start to solve the problem and in the
process of solving the problem, they can commu-
nicate and share knowledge with other problem
solvers through the platform function [24, 25].

(5) Crowdsourcing Performance Evaluation. Within the
specified time of completion of the groundsheet task,
participants submit the final problem solution to the
groundsheet platform, and the platform evaluates it
according to certain criteria and requirements and
sends one or several best solutions back to the issuer
[26].

)is study adopts a model-oriented modeling approach,
combining the NK model [27] and the TCPE framework,
and constructs a simulation model to model the process of
groundsheet problem solving based on the four basic ele-
ments of the framework: task, quality, process, and
evaluation:

(1) Modeling of Task Elements. If a new product consists
of N parts, it is essentially an N-dimensional array of
decisions. Since each decision of a task has several
different choices, in order to simplify the problem
space structure, two choices are usually set [11, 28],
denoted by 0 and 1, so the groundsheet task has 2 N
potential problem solutions and forms the problem
space of the groundsheet task. )e complexity of the
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task is determined by the value of K. )e larger the
value of K, the higher the complexity of the task.

(2) Mass Element Modeling. When a groundsheet task is
released, it is assumed that there are M individuals
participating in this groundsheet activity, and each
individual has to submit a problem solution. Since
individual problem solutions correspond to
groundsheet tasks, an N-dimensional array
O � O1O2 · · · O · · · ON  is used to represent them,
where O1 ∈ 0, 1{ }.

(3) Modeling of Process Elements. )e process is a series
of activities that participants perform after receiving
the task. In competition-based groundsheet, par-
ticipants randomly adjust one or several dimensions
of the existing problem solution through several
iterations of innovative search based on their initial
problem solution, and if a high-quality problem
solution is formed, it replaces the old one; otherwise,
it remains unchanged [29].

(4) Modeling of Assessment Elements. )e assessment
includes both individual problem solution quality
assessment and groundsheet performance assess-
ment. In general, the quality of an individual
problem solution can be represented by the per-
formance of the solution of the problem space.
Assume that a decision i in a problem solution has a
value of ai. Since the contribution of each decision to
the performance of the problem solution ci is
influenced by the values of other K decisions in
addition to its own value [18, 30] and the values of K
decisions are represented by vector ak, the contri-
bution of decision i to the performance of the
problem solution is calculated as follows:

Pi � ci ai, ak( . (1)

)e overall performance of a problem solution is rep-
resented by the average contribution size of N decisions [26],
which is calculated as follows:

P �


N
i�1 ai, ak( 

N
. (2)

Regarding groundsheet performance assessment, this
paper draws on Javadi Khasraghi’s (2014) study [31], which
uses the average quality of participants’ solution submissions
to reflect groundsheet performance. Reference [32] argues
that the sender does not always select the best solution, so the
average performance of participants’ submissions is a robust
measure to circumvent the failure to select the best solution.
)e calculation formula is as follows:

CP �


N
i�1 p

N
. (3)

2.2. New Features

(1) Individual Innovation Amplitude. In the process
factor dimension, the individual innovation mag-
nitude variable is introduced, which is defined as the
number of problem solution decision dimensions
that an individual adjusts each time and is expressed
as IA. )e solution of the optimal problem can be
searched through individual random adjustment,
and the performance of the adjusted solution can be
observed for improvement. )e adjusted problem
solution is adopted; otherwise, it remains
unchanged.

(2) Individual Limited Rationality Level. In the mass
factor dimension, the individual limited rationality
level variable is introduced. According to existing
research, finite rationality is defined as an individ-
ual’s partial attention to the problem space [24].
Individuals have a parsimonious space whose di-
mension is smaller than the problem space, and they
construct the optimal parsimonious space based on
their past knowledge and experience, i.e., individual
cognitive representations, which reflect the source of
their competitive advantage. )e individual cogni-
tive representation dimension is assumed to be N1,
and the ratio of cognitive representation dimensions
(N1/N) is used to represent the individual’s limited
rationality level (BRL).
Based on [32] modeling of the finite rationality level
of individuals, each decision configuration in the
cognitive representation space has one decision
configuration in the groundsheet task problem space
corresponding to it, and it is assumed that the fitness
value of each point in the cognitive representation
space is equal to the average fitness value of the
points in the groundsheet task problem space cor-
responding to that point, and individuals choose the
one with the largest fitness value in the cognitive
representation space as their cognitive representa-
tion. )e individual chooses one of the decision
configurations with the highest fitness value as his or
her cognitive representation.

implementa
tion problem

Problem 
owner task public

assessment process

radio 
broadcast

data 
collection

Members 
complete 

tasks
Best 

choice

essential factor

activity

Figure 1: Framework of TCPE groundsheet operation process.
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(3) Individual Limited Rationality Bias. )e variable was
introduced in the mass factor dimension. Due to
different regions, personal upbringing, and profes-
sional backgrounds, individuals have different
knowledge and experience, i.e., different individual
cognitive representations. According to the existing
literature, individual limited rationality bias is de-
fined as the degree of accuracy of cognitive repre-
sentations [18, 33], which is expressed by BRB.

Generally, N1 consists of some key decision dimensions
and other random decision dimensions, where the number
of key decision dimensions is determined by BRB;
BRB�N1∗(1-BRB). Individuals select N1∗(1-BRB) key de-
cision dimensions from N dimensions and N1∗BRB random
decision dimensions from the remaining (N–N1∗(1–BRB)-
dimensions to construct cognitive representations. Among
them, the key decision dimensions are identified based on
the influence of each decision item in the groundsheet task,
and the influence is determined by the number of other
decisions influenced by each decision. If several decisions
have the same influence, one decision is randomly selected as
the key decision dimension to build the cognitive
representation.

3. Green Urban Landscaping Design Process

3.1. Landscape Design Analysis. )rough the classification of
urban land use, the land types around the city can be divided
into forest land, cultivated land, water area and wetland, other
urban construction land, road traffic land, and other land use
types. )e land change can be seen from Figure 2. We can
clearly know that urban land can be planned systematically.
As can be seen from the data change in Figure 3, from 1995 to
2019, with the increase in urban construction area, the road
network density gradually increases and the forest land area
decreases. Among them, the water area decreased rapidly, by
31.93%, respectively. )e construction land of other cities in
Yuhang district increased by 25.96%, and the land type in
Yuhang District changed little. In terms of municipal land-
scaping, the construction and development of urban land-
scaping have directly driven the rapid growth of the
landscaping industry. From 2003 to 2010, the average annual
growth rate was 38.34%, growing very rapidly; from 2011 to
2014, the investment in fixed assets of landscaping in
Hangzhou was generally maintained at a high level.

Cities are in a period of rapid industrialization and
urbanization. On the one hand, there is a huge demand for
high energy consumption products such as steel and cement;
on the other hand, the improvement of residents’ quality of
life is accompanied by the increase in living energy con-
sumption, which makes China’s carbon emission reduction
face arduous challenges. )erefore, how to effectively de-
velop low-carbon economy and balance the relationship
between China’s urbanization process and carbon emission
will become China’s sustainable development in the future.
)is paper takes China’s urbanization and carbon dioxide
emission as an example [23]. With the increasingly prom-
inent contradiction between environmental problems and

economic development, “low-carbon economy” has become
a topic of increasing concern by governments and academic
circles. )e general situation of urbanization and carbon
dioxide emission is analyzed through statistical data. As
shown in Figure 4, the stability test of urbanization rate and
carbon dioxide emission during 1995–2019 is carried out.
)e empirical test results show that there is a long-term
equilibrium relationship between the two. Urbanization
plays a positive role in the fluctuation of carbon dioxide. For
different regions, due to the different economic structure
and development status of different provinces and cities, the
force of urbanization on carbon dioxide emission is also
different.

From Figure 3, it can be seen that before 2000, high
carbon emission areas were mainly concentrated in the
central area of the main urban area. After 2000, patches
gradually began to migrate to the southeast and northeast.
Until 2019, the high carbon spots no longer appear in the
central area of the main urban area. )e study also found
that high carbon showed spatial aggregation before 2000 and
gradually dispersed in space after 2000.

As can be seen from Figure 5, before 2010, high carbon
emission areas were mainly concentrated in the main urban
areas. After 2010, patches began to migrate. In 2019, high
carbon points will no longer appear in the main urban area.
Such data provide a reference for our urban greening
landscape design and then design the greening density of the
city according to different carbon emissions [34].

As can be seen from Figure 6, carbon emissions de-
creased gradually every year from 1995 to 2000 and basically
disappeared in the main urban area after 2000. High carbon
areas began to develop gradually in the northwest and
southwest. )e carbon emissions of urban residents’ living
consumption and residents’ breathing can be distributed
according to the urban vegetation density. According to the
carbon emission of urban land, the road network and road
vegetation density can be designed. )rough the progress of
urban greening, even if the carbon emission of construction
land in various regions increases, the vegetation density
increases more, which can make the city full of plants.

4. Simulation Results

Plants have cultural quality and symbolic meanings, and
landscape architecture belongs to urban infrastructure.
Combining the humanistic attributes of landscape archi-
tecture in urban landscape design and reasonably applying
different garden plants can improve the overall landscape
design layout, enhance the cultural value of the landscape,
and create a landscape that is suitable for the humanistic
urban environment. In Figure 7, combining the mood and
characteristics of the buildings in the urban landscape, in
order to better match the architectural landscape to achieve
the effect of cultural nurturing, attention is paid to the
biodiversity of the environment when incorporating garden
plants, the essence of mountain and forest scenery is
inherited and developed, and flowers or shrubs with brighter
colors are combined with some taller and more luxuriant
native plants, forming a beautiful landscape picture with

4 Scientific Programming



RE
TR
AC
TE
D

Unused land
Residential land
Forest land

Water area
Cultivated land

N

8 km0

(a) (b) (c)

(d) (e)

Figure 2: Urban land use change of (a) 1995; (b) 2000; (c) 2005; (d) 2010; (e) 2015.
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Scientific Programming 5



RE
TR
AC
TE
D

49°N

48°

47°

46°

45°

44°

43°

122° 123° 124°
Carbon dioxide emission density/ (kh/m2)

125° 126° 127° 128°E

0 100 km

N

1.70–3.68
>3.68

<0.78
0.78–1.19
1.19–1.70

(a)

49°N

48°

47°

46°

45°

44°

43°

122° 123° 124°
Carbon dioxide emission density/ (kh/m2)

125° 126° 127° 128°E

0 100 km

1.70–3.68
>3.68

<0.78
0.78–1.19
1.19–1.70

(b)

Figure 5: Continued.

2009

2012

2014

Nonurban
Public management services
Commerical

Residential
Industrial 0 10 20

N
km

Figure 4: Spatial variation of urban carbon emission intensity, 1995–2019.
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poetic sentiment [15]. It allows visitors to experience the
cultural heritage of the city while traveling and sightseeing.

Seasonality is an important characteristic of garden
plants. Different plants will show different states in different
seasons, and the same plants will show different forms in
different seasons. )erefore, in urban landscape design,
designers select different kinds of plants for landscape
creation to increase the ornamental nature of the urban

landscape and reflect the vitality that changes in the four
seasons. In this urban landscape design, with the help of tree
species composition and topographic changes, regular
planting techniques are used, and evergreen herbaceous
plants are selected for landscape ground cover, which can
further improve the ornamental effect while enhancing the
urban green space coverage [25]. On the basis of color block
shaping space, we follow the principle of locality and choose
seasonal plants to match in the rear view treatment, which
helps to form the landscape phenomenon of changing
seasons and show the landscape characteristics of regular
order, making the overall space more dynamic and
interesting.

As shown in Figure 8, the scene simulated in this paper
has a shaded grass and trees of different colors, where
different trees and plants are set against each other, allowing
people to enjoy the visual changes while enjoying the elegant
scenery. Specifically, different planting techniques are used,
and the main form of planning is the art of arrangement so
that the plants become lines of points and form several
corridors of sight lines with large areas of open flat land. In
order to strengthen the sense of ritual and mystery of the
space and to give full play to the effect of height and un-
dulation, plants are planted on the slope with a certain
horizontal height, and the difference of height and per-
spective links the space into a unified whole, creating a richly
layered landscape space. )e use of garden plants to create
ornamental attractions is the value of garden plants in urban
landscape design highlights.

Plant elements can be combined with other spatial el-
ements to create interesting spatial relationships, forming a
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Figure 5: Spatial variation of urban carbon sink density (1995, 2010, and 2019).
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visually impeccable landscape. In the picture, the central
fountain is the key landscape in the urban landscape. In
order to alleviate the visual monotony and tedium, the
designer has constructed a geometrically interesting plant
landscape directly in front of it to create a fresh environ-
ment. In addition, a large number of courtyard plants with
different colors are also incorporated around it, and the
main planting form is column planting, creating the visual
effect of a romantic garden together with the central fountain
landscape, forming a three-dimensional spatial hierarchy of
high and low staggering.

5. Conclusions

Digital information is particularly important for landscape
design, allowing for human-computer interaction. In this
paper, we propose a “Task-Crowd-Process-Evaluation” com-
puter simulation and analysis framework to study how
groundsheet can support management decisions, which can
form two-dimensional or three-dimensional spatial data, re-
alize real-time and statistical analysis, and make use of the
multidimensional, efficient, and humanized human living
environment to make the environmental landscape planning
more reasonable and practical. Reasonable application of
different garden plants can enhance the overall landscape
design layout, enhance the cultural value of the landscape, and
create a suitable landscapewith the human urban environment.
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A point set registration algorithm based on improved Kullback–Leibler (KL) divergence is proposed. Each point in the point set is
represented as a Gaussian distribution. -e Gaussian distribution contains the position information of the candidate point and
surrounding ones. In this way, the entire point set can be modeled as a Gaussian mixture model (GMM).-e registration problem
of two point sets is further converted as a minimization problem of the improved KL divergence between two GMMs, and the
genetic algorithm is used to optimize the solution. Experimental results show that the proposed algorithm has strong robustness to
noise, outliers, and missing points, which achieves better registration accuracy than some state-of-the-art methods.

1. Introduction

Point set registration is an important content of computer
vision and pattern recognition, which is widely used in
image registration [1], target recognition [2], image pro-
cessing [3], etc.-e task of point set registration is to find the
corresponding relationship between the point patterns from
two different point sets and solve the transformation pa-
rameters from one point set to another. However, in actual
cases, the noises, outliers, and missing points exist, resulting
in a sharp drop in the accuracy of point set registration.
-ese problems have become a hot but difficult problem in
current computer vision and pattern recognition field.
-erefore, it is urgent to study and develop robust and high-
precision point set registration algorithms.

Point set registration algorithms can be basically di-
vided into two categories. One is to find the correspon-
dence relationship by estimating the space transformation
parameters between two point sets. -is type of algorithm
mainly includes iterative closest point (ICP) [4], the thin-
plate spline [5], etc. Another type is based on point
features. -e transformation relationship between point
sets is found through the point feature recognition. -is
type of algorithm mainly includes the methods based on
invariant features [6], the methods based on shape context

[7], etc., which are validated to be robust to noise, outliers,
and missing points. -e ICP algorithm is one of the most
basic and most commonly used point set registration
algorithms. -e basic principle of the ICP algorithm is to
find the correspondence between the points in the two
point sets according to the nearest neighbor criterion and
calculate the average point pair between the two point
sets. -e transformed point set is used as the input. -e
square error is calculated between two point sets. -e ICP
algorithm is a simple and intuitive point set registration
method. When the initial positions of the two point sets
are not much different and there is a clear “one-to-one”
correspondence between the two point sets, the regis-
tration accuracy of the ICP algorithm is higher. However,
in the presence of outliers, missing points, and noise, the
accuracy of the ICP algorithm drops sharply. Some re-
searchers have proposed some improved algorithms for
the problems of the ICP algorithm [8–10], but they ba-
sically require the initial positions between the two point
sets to be relatively close.

Different from the requirement for clear “one-to-one”
correspondence, a registration algorithm with a “one-to-
many” correspondence was proposed in [11]. -e corre-
sponding relationship between the two point sets is con-
structed into a matrix, and the solution of the optimization
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problem is sought by the method of simulated annealing.
Andriy and Xubo improved the algorithm in [11], using the
expectation-maximization (EM) algorithm to solve the cor-
respondence between transformation parameters and points.
At the same time, the Gaussian radial basis function (GRBF)
was employed instead of the thin-plate spline model to
represent the nonrigid change of the point set. Experiments
show that this method achieved better robustness in nonrigid
registration. In recent years, under the framework of EM
algorithm optimization, some robust point set registration
algorithms have been proposed [10, 12, 13]. -is type of
algorithm models the two point sets as Gaussian mixture
models (GMMs). Afterwards, the problem of finding the
corresponding relationship between the two point sets can be
regarded as the problem of maximizing the posterior prob-
ability. -is kind of algorithm has good robustness to noise,
missing points, and outliers with high registration accuracy.
However, in this type of algorithm, the accuracy of the
transformation parameters between the point sets is affected
by the point set modeling. In response to these shortcomings,
some registration algorithms that do not need to solve the
correspondence between points were proposed [12, 14–17].
-ese methods also model the two point sets as GMM, re-
spectively, and then the point set registration problem is
transformed into the problem of finding the difference be-
tween two GMMs. -e corresponding parameter when the
difference between the twoGMMs is the smallest is adopted as
the transformation parameter of the point sets. Experiments
have proved the robustness of this type of algorithm to noise,
outliers, andmissing points, but the accuracy of the algorithm
will decrease when there are more noise and outliers. In
addition, in synthetic aperture radar (SAR) images, non-
uniform GMMwas used to model the edge point set of water
bodies, and high-precision registration of water bodies was
achieved [18–20].

Based on the idea of robust point set registration al-
gorithm, combined with the statistics of point set, this paper
proposes a point set registration algorithm based on im-
proved Kullback–Leibler (KL) divergence. -e proposed
method models the two point sets to be registered as GMMs,
respectively, where each point in the point set is represented
as a Gaussian distribution. -e mean value is the position
coordinate of the point, and the size of the root variance
represents the influence of the surrounding points on this
point size, using equal weight coefficients to mix Gaussian
distribution. Based on the above modeling, the point set
registration problem is transformed into a problem that
minimizes the improved KL divergence between two
GMMs. -e transformation parameters of the registration
are solved by genetic algorithm. Experiments have proved
that the proposed method has good robustness to noise,
outliers, and missing points in comparison with some
existing point registration algorithms.

2. GMM of Point Set

In the point set registration process, it is necessary to fix a
scene point set to be used as a registration template and
another point set as a model set to perform registration
according to changing transformation parameters. For the
model setm and the scene set s, the numbers of points in the
two point sets are usually different due to the presence of
noise, outliers, and missing points. Assuming that the
numbers of points in the point sets m and s are M and S,
respectively, the GMMs are established for the two point sets
as follows:

p(x|θ) � 
M

i�1
αiϕ x|μi,Σi( ,

p(y|Θ) � 
S

j�1
βjϕ y|]j, Γj ,

(1)

where p(x|θ) and p(y|Θ) represent the GMMs with the
parameters θ and Θ, respectively, in which θ includes αi, μi,
and Σi and Θ includes βj, ]j, and Γj; ϕ(x|μi,Σi) and
ϕ(y|]j, Γj) represent the ith and jth Gaussian distributions
in the two GMMs, respectively, in which μi and ]j are the
corresponding mean values andΣi and Γj are the corre-
sponding covariance matrices; and αi and βj are the mixing
coefficients in GMMs.

In order to express the relationship between the points,
μi and ]j are denoted as the mean values and Σi and Γj are
denoted as the covariance matrix Γj � Σi � σ2Ι. -e
Gaussian distribution can be modeled as follows [15]:

ϕ x|μi,Σi(  �
1

2πσ2
exp −

x − μi

����
����
2

2σ2
⎧⎨

⎩

⎫⎬

⎭,

ψ x|]j, Γj  �
1

2πσ2
exp −

x − ]j

�����

�����
2

2σ2
⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
,

(2)

where σ2 is the variance of the Gaussian distribution and ‖ · ‖

calculates the norm of the vector.
Each point in the two point set is modeled as a Gaussian

distribution as equation (2).M and S represent the numbers
of points in the two point sets, which are also the numbers of
GMM components. -e above formula is formed for two-
dimensional point sets, but it can be directly extended to
three-dimensional in mathematics. -e variance σ2 in each
Gaussian distribution indicates the influence of points in the
neighborhood. -e larger the variance, the greater the in-
fluence from the surrounding points. On the contrary, a
smaller variance indicates lower influences. -e mixing
coefficients αi and βj are determined in the equal forms, i.e.,
αi � 1/M, βj � 1/S.
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3. Point Set Registration Based on Improved
KL Divergence

3.1. Improved KL Divergence between Two GMMs. After
getting the GMMs of two point sets, the registration
problem is transformed into a minimization problem of
optimally solving the difference between GMMs. In [21],
the difference between GMMs is evaluated using a com-
bination of KL divergence and distance to move. In [22],
the KL divergence is used to calculate the difference be-
tween two GMMs. Since KL divergence does not satisfy
symmetry and triangle inequality and is not a true distance
measure, this paper employs an improved KL divergence,
i.e., symmetry KL (SKL), to calculate the difference between
two GMMs.

For two GMMs p(x|θ) and q(x|Θ), which are denoted as
p(x) and q(x) in the following, the SKL divergence between
them is calculated as follows:

SKL(p(x), q(x)) �
1
2

KL(p(x), q(x)) + KL(q(x), p(x)) ,

(3)

where KL(p(x), q(x)) represents the SKL divergence be-
tween the GMM models p(x) and q(x). -e core of
equation (3) is to calculate the SKL divergence between two
GMMmodels p(x) and q(x). Because there is no analytical
expression for the SKL divergence, a numerical approxi-
mation method is required for calculation, and a matching
approximation method is used in this paper.

For two GMM models p(x) and q(x), they contain M
and S Gaussian distributions as follows:

p(x) � 
M

i�1
αifi(x),

q(x) � 
S

j�1
βjgj(x).

(4)

-e SKL divergence is given by the following equation:

SKL(p(x), q(x)) �  p(x)ln
p(x)

q(x)
dx +  q(x)ln

q(x)

p(x)
dx.

(5)

According to the properties of the convex function and
substituting equation (4), the following inequality [23] can
be obtained:

SKL 
M

i�1
αifi 

S

j�1
βjgj

����������

⎛⎝ ⎞⎠≤ 
i,j

αiβjSKL fi gj

����� . (6)

According to the principle of matching approximation,
it can be further obtained as follows:

SKL(p‖‖q) ≈ 
n

i�1
αilog αifi + 

n

j�1
βjlog βjgj

− 
n

i�1
αi max

j
 filog βjgj

− 
n

i�1
βi max

j
 gilog αjfj

� 
n

i�1
αi min

j
SKL fi gj

�����  + log
αi

βj

 .

(7)

According to the approximation of the equation (7), it
can be seen that p(x) and q(x) have a mapping relationship
π: 1, 2, · · · , n{ }⟶ 1, 2, · · · , m{ }. In this paper, the corre-
sponding relationship is described as follows:

π(i) � argmin
j

SKL fi‖gj  − log βj . (8)

-e corresponding relationship is substituted, and the
simplification can be obtained as follows:

SKLmatch(f‖g) � 
n

i�1
αi SKL fi‖gπ(i)  + log

αi

βπ(i)

 . (9)

According to the chain rule of divergence [24, 25], the
above formula can be further simplified as follows:

SKLmatch(p, q) � 
M

i�1
SKL fi, gi(  − log Cπ( , (10)

where Cπ � 
M
i�1 βπ(i). -e above equation can be seen as an

approximate calculation for the matching of SKL divergence
between two GMMs.

3.2. Point Set Registration Algorithm. Based on the calcu-
lation of the SKL divergence between two GMMs, a
transformation T� {R, s, t} is given to the model set s. -e
transformed point set is expressed as T (s). -en, the point
set registration problem is to find the minimum value of the
SKL divergence between the point set m and the point set s,
namely, argmin SKL(m, T(s)). In this paper, the genetic
algorithm is used to solve the above optimization problem.
-e process of point set registration algorithm can be di-
vided into the following steps:

Step 1: give an initial transformation to the point set s
R � I, s � 1, t � 0.
Step 2: calculate the SKL divergence between the two
GMMs and compare it with the preset threshold. If it is
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greater than the threshold, go to step 3. If it is less than
the threshold, go to step 4.
Step 3: the genetic algorithm is used to solve the
problem argmin SKL(m, T(s)) with the optimization
parameters.
Step 4: the point set registration result is obtained
according to the optimized parameters.

4. Experiment and Analysis

In order to analyze and compare the robustness and ef-
fectiveness of the point set registration algorithm proposed
in this paper, experiments are carried out using the point set
data in the Chui dataset. At the same time, the results of rigid
body point set registration based on SKL divergence are
compared with ICP algorithm [4], kernel correlation (KC)
algorithm [15], and coherent point drift (CPD) [11], re-
spectively. -e registration success rate (RSR) and MSE are
used as indexes to measure registration accuracy.

-e “fish” point set data in the Chui dataset are used as
the template point set, and random outliers and noise with a
ratio of 0.2 and 0.8 are added to the sample point set,

respectively. SKL algorithm and ICP are used for the
template point set and the sample point set. -e algorithm,
KC algorithm and CPD algorithm are used for registration
experiments. Because the registration results of the ICP
algorithm are too poor when there are many outliers, the
experimental results are not listed.-e comparison results of
the other algorithms are shown in Figures 1–4. It can be seen
from the results that when the outliers and noise are not
serious, the equation registration accuracy of CPD, KC, and
SKL algorithms is relatively higher. However, when the
outliers and noise are severe, the registration accuracy of
CPD is poor. Both KC and SKL have better registration
accuracy, and the registration result of SKL in this paper is
better than that of KC.

In order to quantitatively compare the registration re-
sults of SKL, KC, CPD, and ICP, the experiments are
conducted under “no outlier or noise” and different levels of
interferences of 20%, 40%, 60%, 80%, and 100%. -e reg-
istration success rate and MSE value of different registration
algorithms are calculated. -e results are shown in Tables 1
and 2. From the experimental results, it can be seen that
when the ratio of outliers and noise is less than 60%, the

(a) (b)

(c) (d)

Figure 1: Registration results of different algorithms at 20% outliers. (a) Original point set. (b) Results of KC. (c) Results of CPD. (d) Results
of the proposed method.
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(a) (b)

(c) (d)

Figure 2: Registration results of different algorithms at 80% outliers. (a) Original point set. (b) Results of KC. (c) Results of CPD. (d) Results
of the proposed method.

(a) (b)

Figure 3: Continued.
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(c) (d)

Figure 3: Registration results of different algorithms at 20% noise. (a) Original point set. (b) Results of KC. (c) Results of CPD. (d) Results of
the proposed method.

(a) (b)

(c) (d)

Figure 4: Registration results of different algorithms at 80% noise. (a) Original point set. (b) Results of KC. (c) Results of CPD. (d) Results of
the proposed method.
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accuracy RSR of SKL and KC algorithms is equivalent to the
value of MSE. Also, both are better than the registration
results of CPD. ICP has the lowest registration accuracy.
When the ratio of outliers to noise is greater than 60%, the
RSR of SKL is the highest, and the error of MSE is the
smallest. -e above experimental results fully verify the
robustness and effectiveness of the registration algorithm
proposed in this paper.

5. Conclusion

-is paper proposes a point set registration algorithm based
on improved KL divergence. By separately modeling two
point sets as GMMs, the point set registration problem is
transformed into a problem of finding the minimum KL
divergence between two GMMs. -e genetic algorithm is
used to solve the transformation parameters of the point set
registration, and the SKL divergence between the two
Gaussian mixture models is calculated by the matching
approximation method. -e registration experiment is
carried out under different outliers and noise ratios, and the
registration achievement rate and MSE are used to measure
the registration accuracy of the algorithm. -e experimental
results verify the effectiveness of the algorithm in this paper.
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+e rapid development of the tourism industry and the Internet era has led to an increasingly severe problem of travel information
overload, and travel recommendation methods are essential to solving the information overload problem. Traditional recom-
mendation algorithms only target common travel scenarios during the daytime, combining the ratings and necessary attributes
between users and items to calculate similarity for a recommendation. Still, the research on night travel recommendations is one of
the few scenarios that needs to be explored urgently. +is paper, based on histogram equalization, achieves better experimental
results on image enhancement, combines convolutional neural network technology with night image and text comment feature
extraction technology, and evaluates the resulting error with mean absolute error (MAE).+is paper presents the first night travel
recommendation system. It compares it with the traditional collaborative filtering method, and the model proposed in this paper
can effectively reduce the prediction error.

1. Introduction

Online travel has become a daily travel application, pri-
marily bringing convenience for people to travel and tour.
However, with the increasing number of travelers and the
explosive growth of information on the internet, it is difficult
for travel users to quickly find the travel data they need in
massive data. +e emergence of recommendation systems
effectively solved this problem of information overload. A
recommendation system [1] refers to a website platform,
which digs the explicit and implicit information of users to
determine their preferences, and selects the N products that
best match them, thus helping them to make efficient
choices. In order to further study the recommendation
system, people have developed various recommendation
algorithms.

However, the research on the travel recommendation
systems for night scenes has always been a problematic
research field because the biggest difference between night
and day is the significant difference in lighting conditions. It

is not perfect to use the data of daytime travel directly for a
recommendation. +erefore, this paper presents a feasible
solution to solve one of the challenges by using intelligent
image processing technology. Image enhancement pro-
cessing usually does not consider the reason of image quality
degradation. However, it only uses specific techniques to
selectively highlight the interesting features in the image
according to the image features and processing purposes and
may suppress another part of the information, so as to
improve the visual effect of the image or facilitate the
analysis and processing of the picture by humans or com-
puters. Its main purpose is to improve the comprehensibility
of the image.

Traditional image enhancement methods can be divided
into spatial domain and frequency domain methods
according to different scopes. +e spatial domain method
refers to the arithmetic processing of pixel gray values di-
rectly in the spatial domain. +e commonly used spatial
domain methods include grayscale transformation, histo-
gram modification, image space smoothing and sharpening,
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and pseudo-color processing. +e frequency domain
method enhances the transform value of the image in a
certain transform domain and then obtains the enhanced
image through inverse transformation.

Commonly used recommendation algorithms include
content-based recommendation algorithm, collaborative
filtering recommendation algorithm, CF recommendation
algorithm, and mixed recommendation algorithm [2].
Content-based recommendation algorithm analyzes the
users’ historical content data, builds an interest model, and
recommends similar interesting items to users. However, the
biggest problem with this algorithm is that the recom-
mendation domain is narrow. +e collaborative filtering
algorithm only relies on the historical data of users to obtain
a group of users with similar interests and then recommends
this group of users’ preference items to the target users [3].
+e hybrid recommendation algorithm is the most effective
algorithm to solve the shortcomings of various algorithms in
theory, but the design of this algorithm is relatively complex.

In recent years, artificial intelligence is in full swing. As
an important research direction in artificial intelligence,
deep learning has penetrated into various industries. Deep
learning can deeply mine data features in image, text, and
natural language processing and has made some progress,
especially for hidden information which is easy to be ig-
nored. In traditional tourism recommendation models,
predictions are only based on the scores between tourists and
scenic spots, which lack the information about the char-
acteristics and attributes of tourists and scenic spots and
tourists’ evaluation of tourism experience. A multimodal
recommendation algorithm based on deep multimodal
learning is proposed, which establishes the feature repre-
sentation between multimodal features in videos and ef-
fectively obtains more information. Gao and Xu [4] used the
recursive neural network to process the time series data of
users and movies, so as to recommend movies more ac-
curately. +ey used long-term and short-termmemory units
to accumulate historical states at long distances, which ul-
timately improve the accuracy of recommendation.

However, most of the current standard recommendation
systems are based on textual review features and recom-
mendations made by daytime well-lit tourist attraction
picture features. Despite these, travel suggestions under low
light conditions at night are still tasted because of low
visibility, or travel suggestions during the day are directly
adopted. +is paper mainly studies the complex problem of
night travel recommendations under the general lighting
conditions. In this paper, the night travel recommendation
model is designed by using a histogram equalization-based
night image enhancement algorithm and collaborative fil-
tering combined with the convolutional neural network.

2. Materials and Methods

2.1. Common Methods and Quality Evaluation of Image
Enhancement for Night Tourist Attraction. Usually, the ac-
quired images cannot be processed directly by using the
computer and must be converted into digital images before
processing can be performed. +e process of digitization

consists of 3 steps: scanning, sampling, and quantization.
From the computer’s point of view, a digital image can be
seen as an image obtained by sampling and quantizing a
two-dimensional function f(x, y), i.e., after discrete pro-
cessing. +erefore, an image is usually represented by a two-
dimensional matrix. When an image is generated from a
physical process, its value is usually proportional to the
radiated energy of the physical source (e.g., electromagnetic
waves). +erefore, f(x, y) must be nonzero and finite.

Digitizing an image will result in a two-dimensional
matrix of integers, as in equation (1), which defines a digital
image of size M∗N:

f(x, y) �

f(0, 0) f(0, 1) . . . f(0, N − 1)

f(1, 0) f(1, 1) . . . f(1, N − 1)

. . . . . . . . . . . .

f(M − 1, 0) f(M − 1, 1) . . . f(M − 1, N − 1)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(1)

where each element of the matrix is called an image unit,
image element, or pixel.

2.1.1. Night Image Enhancement Basic Method. Image en-
hancement techniques usually have two types of methods:
spatial domain methods and frequency domain methods.
Spatial domain enhancement methods target direct pro-
cessing of pixel grayscale values. Common ones are grayscale
transformations, image smoothing and sharpening in the
null domain, histogram correction, pseudo-color process-
ing, etc. Frequency domain enhancement methods are based
on the Fourier transform of the image to enhance or sup-
press the desired spectrum, thus achieving an improvement
of the image spectrum.

(1) Grayscale Transformation. Grayscale transformation is one
of the simplest and most important means of image en-
hancement techniques. Grayscale transform extends the image
contrast to obtain a clearer image. It corrects the grayscale of the
input pixels, and the grayscale transform can be expressed as

g(x, y) � T(f(x, y)), (2)

where T denotes the function relationship between the
input gray value and the output gray value. According to
different application requirements and the nature of the
function, the following grayscale transformation methods
can be used.

For a given grayscale space, let the grayscale transfor-
mation range of the original image f(x, y) be [a, b] and the
grayscale extension of the transformed image g(x, y) be [c, d];
then, a proportional linear grayscale change can be used to
achieve.

g(x, y) �
d − c

a − b
(f(x, y) − a) + c. (3)

+e proportional linear grayscale transform operation is
relatively simple, and it can effectively change the image
visual effect.
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And the segmented linear transform has a better en-
hancement effect in stretching the gray details of feature
objects and suppressing the uninteresting gray levels with
the following mathematical expressions:

g(x, y) �

c

a
f(x, y)0≤f(x, y)≤ a,

d − c

b − a
(f(x, y) − a) + ca≤f(x, y)≤ b,

f − d

e − b
(f(x, y) − b) + db ≤f(x, y)≤ e.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(4)

(2) Histogram Correction. +e histogram of an image rep-
resents the statistical relationship between each gray level
and its frequency. Usually, the horizontal coordinate rep-
resents the gray level, and the vertical coordinate represents
the frequency. According to the definition of the histogram,
it can be expressed as

p rk(  �
nk

N
(k � 0, 1, . . . , L − 1), (5)

whereN is the total number of pixels in an image, nk denotes
the number of pixels at the kth gray level, rk is the kth gray
level, L is the number of gray levels, and p(rk) denotes the
relative frequency of the occurrence of that gray level.

Histogram is the main means to reflect the general
characteristics of a digital image. It gives information about
the grayscale range, the grayscale distribution, the average
brightness, and the contrast between light and dark of a
digital image, which is an important basis for further pro-
cessing of digital images.

+e histogram equalization method is a common
grayscale enhancement algorithm that transforms a known
grayscale probability density distribution into a new image
with a uniform grayscale probability density distribution to
enhance the overall contrast of the image.

Assuming that the number of pixels in an image is n,
there are l gray levels, and nk represents the number of pixels
with a gray level of gas, the probability of the occurrence of
the kth gray level can be expressed as

p rk(  �
nk

n
, (6)

where 0≤ rk≤ 1 and k � 0, 1, . . . , L − 1. +e transformation
function T(r) is

sk � T rk(  � 
k

j�0
Pr rj  � 

k

j�0

nj

n
. (7)

From the above calculation process, it can be seen that
the statistical value of the histogram of the original input
image can calculate the grayscale value of each pixel after
equalization. +e histogram equalization results in the
stretching of the dense grayscale distribution and the
compression of the sparse grayscale distribution, thus en-
hancing the overall contrast of an image.

However, the traditional histogram equalization algo-
rithm is processed for the whole image, so there are some
insurmountable defects: (1) the brightness information of
the original image is not retained, and the grayscale is ap-
proximately uniformly distributed in the processed image,
so the average brightness is always around the median of the
grayscale range; (2) the phenomenon of parsimony occurs in
the process, i.e., some low-frequency grayscale may be
combined, and the total grayscale level will be lost, thus
causing the loss of image details. For these drawbacks, some
improvement methods are listed in the next section of this
paper.

2.1.2. Image Quality Evaluation Criteria. Image quality
evaluation [5] is one of the basic techniques of image in-
formation engineering, and there are two kinds of subjective
and objective evaluations. Subjective evaluation is to let
observers make quality judgments on test images according
to visual effects based on some predefined evaluation scales
or their own experiences and give quality scores, and finally,
the scores given by all observers are weighted and averaged,
and the result is the subjective quality evaluation of the
image. +e subjective evaluation is determined by some
subjective factors such as individual knowledge background,
observation purpose, and prevailing environment because
different individuals evaluate the same image. +e two
commonly used subjective evaluation methods are the ab-
solute scale grading method and the relative scale grading
method.

(1) Mean Value. +e mean value indicates the average value
of image grayscale, which reflects the image illumination
situation.

(2) Mean Square Error. +e mean square error, also called
the mean squared error of the image gray value, reflects the
dynamic range of the image gray value. Let f(i, j) denote the
original image, f(i, j) denote the distorted image of f(i, j),
and the mean square error between f(i, j) and f(i, j) for any i
and j is

MSE �


M−1
i�0 

N−1
j�0 (f(i, j) − f(i, j))

2

MN
, (8)

where M and N denote the height and width of the image,
respectively. Obviously, the smaller the MSE value is, the
more similar the two images are before and after infor-
mation hiding.

(3) Information Entropy. For an image with n levels of gray, if
the probability of the occurrence of its ith level of gray is pi,
then the entropy of that level of gray is

e(i) � −pilog pi. (9)

+en, the entropy of the whole image is

E � 
n−1

i�0
e(i) � − 

n−1

i�0
pilog pi. (10)
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(4) Peak Signal-to-Noise Ratio.+e peak signal-to-noise ratio
is defined as follows:

PSNR � 10lg


H,W
i,j�1255

2


H,W
i,j�1(f(i, j) − f(i, j))

⎛⎝ ⎞⎠, (11)

where H and W indicate the height and width of the image,
respectively. Usually, a larger PSNR value indicates a better
image recovery, but it does not mean that the subjective
quality is higher.

2.2. Night Image Improvement AlgorithmBased onHistogram
Equalization. Histogram equalization is one of the very
important algorithms in image enhancement. It uses basic
knowledge of probability theory to perform gray point
operations for the purpose of histogram transformation
[6–8]. +e essence of the image histogram equalization
algorithm is to selectively enhance the low-frequency
information and suppress the high-frequency information
of the image. After histogram equalization of an image,
the grayscale that originally possesses fewer pixels is most
likely to be merged. In contrast, the boundaries between
image regions that normally occupy fewer pixels contain
important structural information, which may cause the
loss of image details. In addition, various types of image
noise are inevitably present in the image, and then the
image noise will be amplified accordingly [7, 9]. +erefore,
the traditional histogram equalization algorithm has the
disadvantages of image detail information loss and noise
amplification.

2.2.1. Improved Algorithm 1

(1) For each pixel in the original image, it is recorded
into the corresponding pixel number accumulator ri
according to its grayscale value.

(2) Select the appropriate mapping relationship for the
number of pixels. Here, ri � log (ri + 1) is used, and ri
and Q � 

m−1
i�0 ri are calculated, respectively.

Calculate the converted grayscale value of grayscale i in
the original image.

fi � (L − 1)


i−1
k�0rk

Q − ri

. (12)

+e grayscale conversion method of the above equation
can extend the gray space of the original image so that the
converted grayscale values are distributed over the entire
gray space.

2.2.2. Improved Algorithm 2. For the grayscale fi(x, y), at
level i in the original image grayscale histogram, the position
of its corrected grayscale gi(x, y) is determined based on the
ratio of 

i−1
k�0Pr(rk) and 

i−1
k�i+1Pr(rk) on its left and right

sides using the following equation j:

j: (l − 1 − j) � 
i−1

k�0
Pr rk( : 

i−1

k�i+1
Pr rk( . (13)

Collate to obtain

j � (l − 1)


i−1
k�0Pr rk( 


i−1
k�0Pr rk(  + 

i−1
k�i+1Pr rk( 

. (14)

Furthermore, it is reduced to

j � (l − 1)


i−1
k�0Pr rk( 

1 − Pr ri( 
� (l − 1)


i−1
k�0nk

n − ni

. (15)

2.2.3. Improved Algorithm 3. After histogram equalization
of the image, the average brightness of the output image
usually lies in the middle of the gray level of the image. By
using histogram recursive decomposition and segmented
equalization, we can achieve multilevel brightness control of
the output image, thus avoiding the unnatural enhancement
effect caused by too much brightness after enhancement.

+e basic idea of histogram recursive decomposition and
segmented equalization is to use the average luminance as
the closed value, decompose the image recursively according
to the specified depth r, so as to obtain 2r subimages of
different grayscale ranges, then make histogram equalization
for each subimage, and finally merge the equalized sub-
images to obtain the equalization result of the night image.
Obviously, when the recurrence depth r is 0, the input image
is not decomposed in any way, i.e., in the conventional way.
+e case when r is 1 is illustrated below, and so on for other
cases.

First, the original image X is divided into two subgraphs
X1 and X2, with the grayscale mean value Gm as the
threshold, i.e.,

X1 � x(i, j) | G(X)≤Gm ,

X2 � x(i, j) | G(x)>Gm .
(16)

Next, the histograms are counted for each of the two
subplots and equalized in the grayscale range on each side of
the respective mean.

p1 Gk(  �
n1(k)

n1
, k � 0, 1, 2, ..., m,

C1(k) � 
m

k�0
p1(k),

Y1 � f1 X1( ,while, G(y) � GmC[G(x)].

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(17)

+en, the processed subgraphs are merged:

Y � Y1 ∪Y2. (18)

Since the segmentation, processing, and merging are
performed in grayscale dependence, the spatial location of
the enhanced pixels does not change. Similarly, according to
the recurrence depth, the image is decomposed into 2r
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subimages according to the average luminance, then each of
them is histogram equalized, and finally, the equalized
subimages are merged. +en, the average luminance of the
output image is

E(Y) � 1 −
1
2r Gm +

1
2rGc. (19)

From the above equation, we can see that the greater
the depth of decomposing the image is, the closer the
average brightness of the final image obtained will be to
the average brightness of the input image. +erefore, we
can use different r values to achieve luminance control.
+e above method can automatically extend the range of
image gray levels and, at the same time, can control the
average luminance of the output image with better en-
hancement effect. However, there is still the disadvantage
of gray level merging, and the image gray level average
value is still offset.

2.3. Night Tour Recommendation Model Design. +is paper
improves the feature recognition of night attraction images
by combining the techniques of night image enhancement in
the previous section. Combining convolutional neural
networks and collaborative filtering methods, we extract and
classify the factor features in night attraction images and
visitor text reviews by convolutional neural networks and
predict the user item ratings by using collaborative filtering
methods. Among them, the convolutional neural network
for mining features in reviews can effectively alleviate the
data sparsity problem in the collaborative filtering method
[10], and the method can retain the advantages of shared
experience and personalization in the collaborative filtering
method.

2.3.1. Collaborative Filtering Recommendation Algorithm.
As the most widely used recommendation algorithm, the
core idea of collaborative filtering is to calculate the
similarity between users or items to achieve recommen-
dations. User-based collaborative filtering recommenda-
tion algorithm calculates the similarity between users,
establishes the nearest-neighbor user group, and then
recommends the products of interest in the nearest-
neighbor group to the target users; item-based collabo-
rative filtering recommendation algorithm calculates the
similarity between items; model-based collaborative fil-
tering recommendation algorithm combines some intel-
ligent models to train and test the data in order to obtain
the user’s preference information more effectively to
achieve recommendations.

In order to find users or items in close proximity,
similarity calculation is the key. +e most commonly used
methods to calculate similarity are Pearson’s method and
cosine method [11]. Among them, the Pearson similarity
method is more applicable to the calculation of document
data and is more comprehensive for different users, which is
expressed by the following formula:

sim(a, b) �
i∈Ia,b

Ra,i − Ra  Rb,i − Rb 
�����������������������������

i∈Ia,b
Ra,i − Ra 

2
i∈Ia,b

Rb,i − Rb 
2

 . (20)

Chen et al. [12] used a new dynamic evolutionary
clustering algorithm to divide the set of users and items into
K clusters and clustered the individuals with high similarity.
Collaborative filtering technique is applied to predict among
each of the K clusters, and recommendation predictions are
made for target users based on the prediction levels obtained
from clustering. Bo and Fei [2] used a combined collabo-
rative filtering recommendation algorithm to improve the
accuracy utilization of group buying websites using an
offline testing method [13–16].

2.3.2. Convolutional Neural Network. Convolutional neural
networks (CNNs) are one of the main focuses of research in
deep learning [17, 18], and their applications in image
processing are quite mature, and they are also widely used
for processing text comments. As a feedforward neural
network, the basic structure of the CNN is similar to that of
other neural networks in that it consists of an input layer, an
implicit layer [19–25], and an output layer for data feature
extraction, and the implicit layer of the CNN consists of
three layers, including convolution, pooling, and full con-
nectivity [3]. +e CNN structure is shown in Figure 1, in-
cluding the convolution layer, pooling layer, and fully
connected layer, which are the important neural network
structures in this paper.

+e purpose of this paper is to design a personalized
night tour recommendation model, and to address the
problem of data sparsity where it is difficult to mine deep
information based on user collaborative filtering recom-
mendation algorithms, convolutional neural networks are
selected to classify the night attraction images and review
information of tour data for deep extraction. +e text
comments of tourists on tourism contain emotional factors
about the tourism process, which are divided into two
categories: positive and negative. +e basic information,
behavioral information, and contextual information of
tourist users are combined to form tourist user data to solve
the problem of single data.

In this paper, in addition to the night landscape features
after data enhancement, text features are also required in the
tourism recommendation model, which mainly considers
three major elements of user data: basic information, be-
havioral information, and contextual information. +e
vectorized tourism user review data matrix is sent to the
convolutional neural network for training to get the positive
and negative emotions of tourists towards the project, and
then the processed tourism data are used for similarity
calculation. +e structure of the travel recommendation
model is shown in Figure 2.

+e basic information of the user is expressed as

P � α1age + α2sex + α3place. (21)

+e behavioral information of travel users is expressed as
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S � β1demand + β2prefer + β3consume. (22)

+e emotional information of travel users is expressed as

Q � c1time + c2location + c3intact. (23)

+e textual feature information of the night tour rec-
ommendation information is expressed as

TR � αP + βS + cQ. (24)

3. Results and Discussion

3.1. Experimental Results of a Night Image Improvement Al-
gorithmBased onHistogramEqualization. In the experiment,
the images of night tourist attractions are selected, and the
traditional histogram equalization and the three improved
histogram equalization methods proposed in this paper are
carried out, respectively, and the corresponding histograms are
given.+e comparison graph of the image enhancement results
of the three improved algorithms is shown in Figure 3.

In addition to the visual comparison of the results, this
paper provides a table of numerical comparisons of different
algorithms, as shown in Table 1. According to the results of
the above experimental images, the improved histogram
equalization method has a more obvious contrast of the
enhanced images. From the experimental data, the enhanced
histogram equalization method enlarges the grayscale range
of the image. In addition, the average value of the image is
closer to the actual value.

3.2. Analysis of Travel Recommendation Results after Night
Image Enhancement. In this paper, we crawled the nighttime
attraction pictures of China 5A and 4A, a total of 32 at-
tractions on the Internet and the rating data set on tourism
websites. +en, the text features are extracted: first, the du-
plicate data, blank data, and invalid data of irrelevant scenic
spots are removed.+en, the noisy data are filtered; that is, the
nontext symbols are removed. +en, we use Python’s jieba to
split the word for annotation data and filter stop words.
Convolutional neural networks have certain requirements on
the length of the input vectors, so the length of segmented
sentences is standardized. Most of the processed word seg-
mentation data are about 50 in length, so sentences with a
length of about 50 are chosen.+e data corresponding to each
visitor and scenic spot are merged. +en, word2vec vecto-
rization is performed on the merged word segmentation data.
+e vectorized multidimensional data are sent to the con-
volutional neural network to extract features.

In order to reflect the effectiveness of the convolutional
neural network and collaborative filtering method more intu-
itively, this experiment compares this method with the tradi-
tional collaborative filtering method which only considers the
scores between users and items. +e experimental results are
shown in Figure 4. It can be seen that the MAE value of this
paper is smaller than that of the collaborative filteringmethod in
the same scene, considering the behavior information and
context data of tourists. As the data volume in the test set
increases, the MAE value increases, but the overall trend de-
creases, which indicates that when the data volume is more
significant, the quality of the model can be fully verified.

Input

Full connected
layer

Convolution
layer Pooling layer

Feature extraction

Feature output

Figure 1: Structure of the convolutional neural network.
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Figure 2: Structure of the recommended model.
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(a)

(b)

(c)

(d)

Figure 3: Comparison of image enhancement results of three improved algorithms. (a) Traditional algorithms. (b) Improved algorithm 1.
(c) Improved algorithm 2. (d) Improved algorithm 3.
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4. Conclusions

Night travel recommendation, as an essential part of travel
recommendation, is often ignored due to low light. How-
ever, with the optimization of intelligent image processing
technology, it has been paid much attention. In digital image
processing, image enhancement technology plays an im-
portant role in improving image quality. It is the pre-
processing stage of image processing, which plays the role of
carrying forward and preparing for the subsequent pro-
cessing stages. Firstly, the basic theories and algorithms of
image enhancement are introduced. Secondly, this paper
lists the related improvements made in view of the short-
comings of traditional histogram equalization methods and
analyzes the advantages of each improvement. Finally, a
better night travel recommendation system is proposed by
combining collaborative filtering and convolutional neural
network.
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Convolutional Neural Network- (CNN-) based GAN models mainly suffer from problems such as data set limitation and
rendering efficiency in the segmentation and rendering of painting art. In order to solve these problems, this paper uses the
improved cycle generative adversarial network (CycleGAN) to render the current image style. )is method replaces the deep
residual network (ResNet) of the original network generator with a dense connected convolutional network (DenseNet) and uses
the perceptual loss function for adversarial training. )e painting art style rendering system built in this paper is based on
perceptual adversarial network (PAN) for the improved CycleGAN that suppresses the limitation of the network model on paired
samples. )e proposed method also improves the quality of the image generated by the artistic style of painting and further
improves the stability and speeds up the network convergence speed. Experiments were conducted on the painting art style
rendering system based on the proposed model. Experimental results have shown that the image style rendering method based on
the perceptual adversarial error to improve the CycleGAN+PAN model can achieve better results. )e PSNR value of the
generated image is increased by 6.27% on average, and the SSIM values are all increased by about 10%. )erefore, the improved
CycleGAN+PAN image painting art style rendering method produces better painting art style images, which has strong
application value.

1. Introduction

In recent years, deep learning has been widely used in many
fields such as medical imaging [1], remote sensing [2], and
three-dimensional modeling [3] and has played an impor-
tant role in promoting the application of artificial intelli-
gence in multiple industries. In order to discover useful
macro information in the data, the purpose of deep learning
is to combine low-level features to form more abstract
features with strong representation ability. )ere are many
types of image styles, such as oil painting, ink painting,
sketch painting, etc., and applying these styles to a given
image increases the diversified presentation of the image.
)e use of deep learning methods for style rendering is one
of the hotspots in the field of image research. Image style
rendering is an image conversion method based on deep
learning, which can be widely used in image processing,

computer picture synthesis, and computer vision. )e
original image style rendering is based on the optimization
method proposed in [4], which uses the backpropagation of
the convolutional neural network (CNN) and uses pixel-by-
pixel comparison to obtain the optimal image conversion
model.

Style rendering is a processing method for rendering the
semantic content of an image in different styles. )e style is
extracted from the specified style image template x, and the
extracted style features are mapped to y through mapping T

without destroying the content of the image y. y performs
style conversion; that is, it realizes the image style rendering
of T(x) ≈ y. )e study in [5] combined deep learning and
texture generation methods, using CNN to represent style
images as content feature and style feature. )e high-level
convolutional layer of CNNmodel extracts global features of
image content, and the low-level convolutional layer
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describes the image style. )is method can generate a more
objective artistic style effect. However, this method has slow
convergence speed, long rendering time, and sometimes
poor style expression. Image stylization methods based on
model iteration [6] include two types of methods based on
generative models and image reconstruction decoders. )e
study in [7] used the perceptual loss function to train the
feedforward network and used the VGGNet trained on
ImageNet to simplify the loss function calculation process
and directly generate stylized images. )e efficiency was
improved by three orders of magnitude. At the same time,
the pixel-by-pixel difference loss function is improved to a
perceptual loss function, and super-resolution reconstruc-
tion is efficient, but this method requires artificially con-
structing a complex loss function. )e study in [8] proposed
an image stylization method based on a conditional
adversarial network, which does not require artificial con-
struction of loss functions and mapping functions, which
simplifies the image stylization process.

)e network structure of the generative adversarial
network (GAN) does not need to construct a complex loss
function and achieves the global optimum through the mini-
max game process of the generator G and the discriminator
D [9]. )e conditional generative adversarial network
(CGAN) uses different learning models.)e GANmodel is a
mapping G: z⟶ y from the random noise vector z to the
output image y, while the conditional GANmodel is to learn
from the random noise vector z and observe the image. )e
generative model of the mapping is from x to the output
image y, namely, G: (x, z)⟶ y. )e GAN style rendering
effect is better than the CGANmodel, but there is a problem
that the coloring effect is not ideal.

Academia researches have proposedmany improved image
style conversion methods based on the GANmodel. )e study
in [10] proposed to add feature space loss (Lfea) and image
space loss (L2) when training GAN.)e study in [11] took the
featuremap difference of themiddle layer of the network as the
perceptual loss function and used the style transfer and
superdivision images obtained by GAN to achieve real-time
stylization and four times of super-resolution.)e study in [12]
obtained the super-resolutionGANmodel from low-resolution
images to super-resolution images based onGAN.)e study in
[13] proposed a perceptual adversarial network (PAN) model
that combines perceptual loss and GAN model and realized a
variety of image style conversion applications. In the research
of image style rendering, themethod in [14] has been proved to
be able to obtain good results, but its perceptual loss network is
a pretrained VGG-16 network. )e loss in the network is not
easy to optimize, and the network is mainly used for classi-
fication. Although the ability to recognize the subject of the
image is stronger, the ability to retain the background is weak.
In view of this, this paper proposes a GAN model training
method based on the PAN model. )is method combines
adversarial loss, content loss, and style loss into a new per-
ceptual loss function, which can alternately update the loss
network and the image style conversion network, thereby
replacing the fixed loss network [15].

In view of the abovementioned image stylization
problems, this paper proposes to use a new type of cycle

GAN model (CycleGAN) to achieve image style rendering
and adopts a PAN model-based confrontation training
method for CycleGAN model. )e proposed method
combines perceptual loss, content loss, and style loss into a
new perceptual loss function, and the loss network and the
image style conversion network can be alternately updated,
thereby replacing the fixed loss network [16] and at the same
time improving the original generator network structure.
)e experimental results prove that the proposed method
can enhance the background definition of the image, make it
closer to the original image in content and style, and at the
same time increase the convergence speed, and the generated
style rendering effect is more realistic.

)e rest of the paper is organized as follows: Section 2
gives the related works about painting style rendering system
based on CNN models, including conventional generative
adversarial network, the perceptual adversarial network, and
the image style rendering process. Section 3 illustrates the
proposed improved CycleGAN+PAN model, image con-
version network, and discriminator network. Section 4 gives
the novel proposed combination of loss functions, such as
content loss function, style loss function, and perceptual
adversarial loss function. Moreover, the painting art seg-
mentation rendering system is also given. Section 5 gives the
painting art style rendering experiments and results on four
different painting art forms. Section 6 concludes the model
and results of the paper.

2. Related Works

2.1. Generative Adversarial Network. In the process of
generating painting style images in the GAN model, the
generator G constantly learns and improves the ability to
produce image data, and the discriminator D gradually
improves the ability to discriminate data, and G and D reach
a balance in the process of confronting the game. )e
adversarial relationship between G and DY in GAN is shown
in the following equation:

min
G

max
DY

V DY, G(  � Ey⇔Pdata(y) log DY(y) 

+ Ez⇔Pz
[log(1 − D(G(z)))],

(1)

where y represents the image data, z is the noise input to the
G network, and G(z) is the generated image. Pdata(y) is the
distribution of the real image data, Pz(y) represents the
noise distribution of the input network G, and⇔ represents
the data obeys the distribution relationship. E is the
mathematical expectation function. )e deep convolutional
GAN model (DCGAN) [17] is a combination of CNN and
GAN, which generates images randomly, and cannot meet
the requirements of style rendering between images.
)erefore, this paper selects the CycleGAN model that is
based on the CNN model to construct the painting art style
rendering system.

2.2. Perceptual Adversarial Network. Inspired by the GAN
model, on the basis of the existing perceptual loss [18] re-
search, reference [19] proposed the perceptual adversarial
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network (PAN) model. PAN model combines perceptual
loss and generative adversarial loss and conducts adversarial
training between the image style conversion network and the
discriminant network. Such model can continuously and
automatically find the difference between the output and the
real image that has not been reduced. )erefore, when the
difference measured in the high-dimensional space is small,
the hidden layer of the discriminant network model will be
updated to a higher level, and the difference between the new
output image and the real image will continue to be searched
for until converging to the optimal solution.

)e innovation of PAN is that there is no longer a need
for a complex loss function constructed based on human
experience like traditional image models. )is method au-
tomatically learns the mapping from input to output pic-
tures through the adversarial network and applies it to the
image conversion problem to achieve a generalization
model. )e PAN model is based on GAN model, which is
combined with perceptual loss for adversarial training, and
enhances the naturalness and realism of the image.)e PAN
model can realize a variety of image conversion tasks, such as
image super-resolution, denoising, semantic segmentation,
automatic completion, etc. )erefore, in this paper, we used
the PAN model to improve the performance and efficiency
of the CycleGAN model for rendering painting art style
images.

2.3. ImageStyleRenderingProcess. )e image style rendering
process is divided into two stages: training phase and per-
forming phase [20]. In the training phase, the system selects
a style map Ys and trains a transformation network model
based on each style map. )e samples of the content map X

are continuously obtained from the training set through
iterations. In each iteration, the conversion style network
converts the content image X to Y and randomly transports
X and Y to the discriminant network D. )e network D

judges between X and Y (content) and Ys and Y (style)
through the adversarial loss function, and the difference
between the two is fed back to the network T. T adjusts the
weights and parameters and enters the next iteration. At the
same time, the network D is continuously optimized to find
more differences. )e final purpose is to generate an image
conversion network model with Y style. In the execution
stage, the system inputs any content map into the well-
trained Y style conversion model and converts the content
map into a Y style effect image in real time, and the original
content and structure remain unchanged. )erefore, this
paper improves the image painting art style rendering
network, as shown in Figure 1.

3. Improved Image Style Rendering
Network Structure

Although the VGG-16 loss network can be well trained with
the ImageNet data set, the loss in the VGG-16 network is not
easy to optimize. If a supervision item can be added to the
hidden layer ofD to measure the effect of generation, the loss

can be changed at any time when the network T is updated.
Based on this setting, it is easier to get a better T.

3.1. Cycle Generative Adversarial Network. )e CycleGAN
model contains two generators and discriminators to realize
the mutual mapping between images x and y [21]. Suppose
the mapping of X⟶ Y is the generator F, and the image
sample x ∈ X generates an image similar to the sample y ∈ Y

through F(x). CycleGAN uses the discriminator DY to
determine whether the generated image is a real image or
not. )e loss function L between the generator F and the
discriminator DY is defined as

LGAN FX⟶Y, DY(  � E
y⇔Pdata(y)

log DY(y) 

+ E
x⇔Pdata(x)

log 1 − DY FX⟶Y(x)( (  ,

(2)

where ⇔, Pdata, and E are defined with equation (1). )e
single adversarial loss function L cannot guarantee that the
learning function maps the input x to the expected output y;
that is, it is not possible to train GAN only with equation (2).
CycleGAN introduces the mapping from Y to X as GY⟶X,
and the discriminator DX judges whether the image similar
to x generated by y ∈ Y through G(y) is true or not. We can
deduce the mapping loss function L between GY⟶X and the
discriminator DX similar to equation (2), as shown in the
following equation:

LGAN FX⟶Y, DX(  � E
x⇔Pdata(x)

log DX(x) 

+ E
y⇔Pdata(y)

log 1 − DX GY⟶X(y)( (  .

(3)

CycleGAN introduces the loss function of cycle con-
sistency loss (CCL) and learns the two mappings FX⟶Y and
GY⟶X at the same time. After x is converted to y, from y to
x, the loss between x and x is calculated to avoid, so that it is
possible that all images in X are mapped to the same image
in Y. Figure 2 shows the training process of the cycle
consistency loss function.

Figure 2 shows the forward consistency and backward
consistency of CycleGAN model. )e forward consistency
and backward consistency constitute the overall consistency
of CycleGANmodel.)e overall consistency is the key of the
CycleGAN model. In this paper, we use F(G(y)) ≈ y and
G(F(x)) ≈ x to define the cycle consistency loss LCCL as

LCCL FX⟶Y, GY⟶X(  � E
x⇔Pdata(x)

GY⟶X FX⟶Y(x)(  − x
����

����1 

+ E
y⇔Pdata(y)

FX⟶Y GY⟶X(y)(  − y
����

����1 .

(4)

From equations (2)–(4), the objective function L′ of
CycleGAN shown in equation (5) is obtained:

L′ FX⟶Y, GY⟶X(  � LGAN FX⟶Y, DY(  + LGAN GY⟶X, DX( 

+ λCCLLCCL FX⟶Y, GY⟶X( ,

(5)
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where λCCL is the weight of adjusting the loss LCCL in the
objective function.

3.2. Image Conversion Network. )e image style conversion
network T improves on the network proposed in [22], and the
image style conversion network structure is shown in Figure 3.
)e overall structure follows its deep residual network
(ResNet), which has three convolutional layers and five residual
blocks, as shown in Figure 3(a). Except that the output layer
uses a scaled Tanh function to ensure that the output pixels are
in range of [0, 255], all other nonresidual convolutional layers
use ReLU activation functions. Since no pooling layer is used
and stride convolution or microstride convolution is used for
upsampling and downsampling, this operation not only re-
duces the parameters, but also maintains a large field of view
and avoids excessive deformation of image objects [23].

Considering that each nonresidual convolutional layer in
the network is followed by a spatial batch normalization to
achieve accelerated convergence and the study in [24]
showing that instance regularization is better than batch
normalization, which can significantly improve perfor-
mance, this paper uses instance normalization instead of
batch normalization, as shown in Figure 3(b). It can be seen
that the instance normalization is actually to modify the
batches to 1, and the normalization is used on a single image
instead of a batch of images. )erefore, the network im-
proved by the instance normalization performs better in the
test phase of painting art style rendering.

3.3. Discriminator Network. )e discriminant network D is
a multilayer convolutional neural network, as shown in
Figure 4. Behind each hidden layer are added the batch

normalization and LeakyReLU linear activation functions.
)e first, fourth, sixth, and eighth layers are used to measure
the perceptual adversarial loss between the generated image
and the style image. )e judgment network outputs a
probability of the images, that is, whether the image is from
the real data set (True) or generated by the style conversion
network (Fake) [10].

4. Painting Art Style Rendering Based on the
CycleGAN Model and Perceptual
Confrontation Loss

4.1. Perceptual Adversarial Loss. Although the PAN model
[25] has been proven to measure the difference between
images from a high-dimensional visual perception level, how
to extract effective feature differences through the hidden
layer is still an open question. )e key to the problem is how
to minimize the difference between the generated image and
the real image in each high-dimensional level [26]. For this
reason, this paper combines the PAN model and the per-
ceptual loss proposed in [27] and defines the perceptual
adversarial loss to consist of content feature loss, style loss,
and adversarial loss. In the N-layer discriminant network,
the image features are regarded as feature maps of N di-
mensions. If the size of each layer of feature maps is Hi × Wi,
the size of the feature map is Ci × Hi × Wi, where C rep-
resents the number of feature maps. Since each grid position
of the image can be regarded as an independent sample, it
can capture the key features. Perceptual adversarial loss is
the weighted sum of content loss and style loss. It can punish
the difference between the generated image and the style
image when the first, fourth, sixth, and eighth hidden layers
of the network are dynamically updated, so that the

x y

x̂

x̂ŷ

ŷ

DY

FX

GY
FX

GY

DX

Y

X

X

Y

Figure 2: CycleGAN backward consistency and backward consistency.
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Figure 1: Image painting art style rendering process.
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generated image has the best excellent content and style
synthesis effect.

4.1.1. Content Loss Function. )e content loss function Pi

uses Manhattan distance to calculate the image space loss
(L2) of the hidden generated image Y and the real painting
art style image X as follows:

Pi �
1
N

Hi(Y) − Hi(X)
����

����, (6)

where Hi represents the L2 value of the i-th hidden layer of
the discrimination network.

Based on the above definition, multiple levels of content
loss can be expressed as

Lcontent(X, Y) � 
N

i�1
λiPi(X, Y), (7)

where λi represents the balance factor of discriminating the
N hidden layers i of the network. By minimizing the per-
ceptual loss function Lcontent, the generated image and the
content image have a similar content structure.

4.1.2. Style Loss Function. Considering that the style loss
function is used to penalize the deviation of the output image in
style, including color and texture, this paper uses the style
reconstruction method [28], which is obtained by the distance

between the output image and the style image Grammatrix. Set
φi(x) as the feature map of the i-th hidden layer, so that the
shape of φi(x) isCi × (Hi × Wi), and the style loss value of the
featuremap of the i-th layer of the discriminant network can be
expressed as

Grami(Y) �
φi(Y)

∗φi(Y)
T

Ci × Hi × Wi

,

Gi Ys, Y(  � Grami(Y) − Grami Ys( 
����

����.

(8)

In order to represent the style reconstruction from
multiple levels, this paper defines Gi(Ys, Y) as a set of losses
(sum of losses for each layer) as

Lstyle Ys, Y(  � 
n

i�1
Gi Ys, Y( . (9)

4.1.3. Perceptual Adversarial Loss Function. )e overall
perceptual loss consists of a combination of content loss and
style loss as a linear function, which can be defined as follows:

Lstyle Ys, Y(  � 
n

i�1
Gi Ys, Y( , (10)

where λc, λs are the weight parameters set based on human
experience. )e style conversion network T and the

Conv1
32∗256∗256

Nearest_Conv2
32∗256∗256

Nearest_Conv1
64∗128∗128

Conv2
128∗64∗64

Conv2
64∗128∗128

Conv4
3∗256∗256

Input image
3∗256∗256

Output image
3∗256∗256

Res1-Res5
128∗64∗64

(a)

3∗3 Conv 3∗3 ConvInstant Norm Instant NormReLU +

(b)

Figure 3: Image conversion network structure. (a) Artistic painting style rendering system model. (b) )e residual structure used in the
model.
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Figure 4: Discriminant network structure of the painting art style rendering system.
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discriminant network D are alternately optimized based on
the overall perceptual loss value. )e alternate optimization
between such two network models is based on the method of
PAN [29] model to realize the min-max confrontation. For
the generated image Y, content image X, and style image Ys,
the loss function of network T and the loss function of
network D are defined as follows:

LT � ln(1 − D(T(x))) + Lperc,

LD � −ln(D(y)) − ln(1 − D(T(x))) + m − Lperc 
+
.

(11)

We set a positive boundary value m in equation (11).
Because the positive boundary value m can make the third
term of LD achieve gradient descent, we minimize LT

through the parameters of the network T, which can
maximize the second and third terms of LD at the same time.
When LT is less than m, the loss function LD will update the
discriminant network to a new high-dimensional level to
calculate the remaining difference. )erefore, by perceiving
against loss, the diversified differences between the gener-
ated image and the style image can be continuously per-
ceived and explored.

4.2. Painting Art Segmentation Rendering System. )e gen-
erator of the traditional CycleGAN model adopts ResNet
[21]. )e generator is a fully convolutional connection type
[30] and consists of an encoder, a converter, and a decoder.
On the basis of the perceptual loss error, this paper improves
the traditional CycleGAN network and uses CycleGAN with
the DensNet [31] generator to achieve the style rendering of
the image, as shown in Figure 5.

4.2.1. Encoder. )e CNN is used to extract features from the
input image. )e number of filters in the first convolutional
layer (Conv_Layer_1) is set to 64. )e output of the first
convolutional layer is sent to the second convolutional layer
(Conv_Layer_2) to continue to extract features, and the
number of filters in the second convolutional layer is set to
128. )e connection and data transmission method of the
second convolutional layer and the third convolutional layer
(Conv_Layer_3) is similar to that of the first and second
convolutional layers. )e number of filters in the third
convolutional layer is set to 256. )e image size input to the
encoder is 256× 256, and the encoder extracts 256 feature
vectors with a size of 64× 64.

4.2.2. Converter. )e purpose of converter is to combine the
different extracted features and use these features to de-
termine how to convert the feature vector of the image from
the X domain (image style template) to the feature vector of
the Y domain (generated image). )e original CycleGAN
network converter uses a 6-layer ResNet block to convert the
feature vector, as shown in the following equation:

fl � Hl fl−1(   + fl−1 , (12)

where Hl is a nonlinear transformation function. fl−1 and fl

are the input features and style conversion output features of
the first layer as a ResNet block, including batch normali-
zation layer [25], convolutional layer, and ReLU layer [32].
)e converter designed in this paper uses DenseNet model
to replace the traditional ResNet model. DenseNet model
can reduce the disappearance of the gradient, enhance the
feature transfer ability, and reduce the number of parameters
to a certain extent. DenseNet model connects modules to
each other, which improves the coupling capability of in-
formation flow between modules. )e l-th module of the
DenseNet model accepts the feature mapping from the
previous module, as shown in the following equation:

fl � Hl f0, f1, . . . , fl−1 ( , (13)

where [f0, f1, . . . , fl−1] is formed by the series of generation
features of 0, 1, . . . , l − 1 layers. )is paper integrates the
DenseNet module in the converter to reduce model pa-
rameters while avoiding overfitting and reducing the
amount of calculation.

4.2.3. Decoder. )e decoder process is opposite to that of the
encoder, using a three-level deconvolution layer
(Deconv_Layer) [33] to restore the low-level features of the
image from the feature vector step by step, until the image is
generated. )e detailed internal composition of encoder,
converter, and decoder is shown in Table 1.

4.2.4. Discriminator. )e discriminator of the improved
network adopts the PatchGAN [34] classifier. In this model,
we input the image to the discriminator, which discriminates
whether the image is the original image or the image gen-
erated by the generator. )e image input to the discrimi-
nator is divided into multiple 70× 70 image blocks. In the
discriminator’s discrimination process, the network con-
volves the input image layer by layer, discriminates each
image block through the one-dimensional output con-
volutional layer, and takes the average of the judgment
results of all image blocks as the image judgment result.

5. Simulation Experiment and Result Analysis

5.1. Experiment Initialization. )e experimental environ-
ment used in this paper is as follows: CPU: Intel(R) Cor-
e(TM) i7-9700K@3.20GHZ, 16GB memory, operating
system: 64 bit Windows 10, deep learning framework:
Pytorch 1.10. )is open source framework is mainly written
in Python and can be used across platforms to implement
various common CNN models and GAN models.

In order to verify the feasibility and effectiveness, the
following model training and testing data sets are con-
structed for the perceptual adversarial loss error and the
improved CycleGAN+PAN model. In the network training
process, 983 oil painting images, 933 sketch painting images,
and 1000 260× 260 RGB ink wash paintings were selected as
the image painting art style rendering data set. )e training
data used 1142 architectural images. )ere is no designated
corresponding pairing relationship between different types
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of data sets during the training process. As shown in
Figure 6, they are CycleGAN, CycleGAN+PAN, and the
image style rendering algorithm based on the improved
CycleGAN+PAN that is proposed in this paper, Ground-
truth⟶Oil painting, Ground-truth⟶ Sketch painting,
and Ground-truth⟶ Ink wash painting for three styles of
rendering model training.

5.2. Qualitative Results Analysis. In order to verify the
feasibility and effectiveness of the rendering model proposed
in this paper, the objective functions of CycleGAN, Cycle-
GAN+PAN, and the improved CycleGAN+PAN are used
in the experiment to perform image painting art style
rendering experiments. )e experimental results are shown
in Figure 7.)e first column in Figure 7 is the original image,
the second column is the style image, and the third, fourth,
and fifth columns are, respectively, experimental results of
image style rendering for the CycleGAN model, Cycle-
GAN+PAN model, and the improved CycleGAN+PAN
model.

)e first row, the second row, and the third row are
experiments of three comparative models using oil painting,
ink painting, and sketch painting as rendering styles. From
the comparison of experimental results, it can be found that,
under the same number of iterations, the proposed model
can achieve painting art style rendering faster and achieve
more realistic style rendering effects. Under the same ex-
perimental configuration and settings, this paper compares
the generation results after 50,000 iterations. Table 2 shows
the image style rendering results of CycleGAN, Cycle-
GAN+PAN, and the proposed model using SSIM and
PSNR image quality evaluation indicators for three different
styles’ rendering.

It can be seen from Table 2 that, in the results of the oil
painting style rendering experiment, the PSNR of Cycle-
GAN+PAN model is slightly higher than the proposed
model. However, in the experimental results of the style
rendering of ink and drawing styles, the SSIM and PSNR of
the improved painting art style rendering of the proposed
model are higher than other models.

5.3. Quantitative Results Analysis. CycleGAN introduces a
cycle consistency loss function on the basis of traditional
GAN unidirectional mapping and avoids model collapse to a
certain extent through bidirectional mapping.)e improved
CycleGAN+PAN model proposed in this paper introduces
the same mapping loss and perceptual loss function.
Compared with CycleGAN+PAN model, the image style
rendering process is more stable and the model is not easy to
collapse. Figure 8 shows the comparative experimental re-
sults of some detailed painting art rendering between
CycleGAN+PAN and the improved CycleGAN+PAN
model proposed in this paper. Under the same number of
iterations, the results of image style rendering are compared
for two hard situations, which are marked as red box in
Figure 8.

It can be seen from Figure 8 that CycleGAN+PAN uses
two-way mapping to reduce the probability of model col-
lapse, but instability sometimes occurs during training. As
shown in Figure 8, there are black blocks in the image style
rendering with the CycleGAN+PAN training model, and
the style is lost to a certain extent. )e third column shows
the style rendering image generated by the improved
CycleGAN+PAN. )e result is that the image rendering
style is well preserved, and there is no model crash.
)erefore, the improved CycleGAN+PAN model proposed

Table 1: Internal structure of the generation network of the painting art style rendering system.

Modules Descriptions in detail
Encoder Convolutional kernel Ways of network connecting Number of filters Stride of operations
1 7 ∗ 7 Conv, BN, ReLU 64 1
2 5 ∗ 5 Conv, BN, ReLU 128 1
3 3 ∗ 3 Conv, BN, ReLU 256 2
Transformer Modules
1 Dense block 1
. . . . . .. . .

5 Dense block 5
Decoder Convolutional kernel Ways of network connecting Number of filters Stride of operations
1 3 ∗ 3 De-conv, BN, ReLU 128 1/2
2 3 ∗ 3 De-conv, BN, ReLU 64 1/2
3 7 ∗ 7 De-conv, BN, ReLU 3 1

Encoder Decoder
Dense block 1 Dense block 2

Transformer
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Figure 5: Generation network structure of the painting art style rendering system.
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Ground-truth ProposedCycleGAN+PANCycleGANStyle image 

(a)

Ground-truth ProposedCycleGAN+PANCycleGANStyle image 

(b)

Ground-truth ProposedCycleGAN+PANCycleGANStyle image 

(c)

Figure 7: Experimental results of painting art style rendering. (a) Oil painting-based painting art style rendering. (b) Sketch painting-based
painting art style rendering. (c) Ink wash painting-based painting art style rendering.

Table 2: Quality evaluation of the painting art style rendering experiment results.

Different styles Indexes CycleGAN CycleGAN+PAN Proposed method

Oil painting SSIM 0.5451 0.7216 0.7456
PSNR 18.6212 20.4515 20.4425

Sketch painting SSIM 0.6315 0.6418 0.6987
PSNR 18.5187 18.9251 20.2147

Ink wash painting SSIM 0.6542 0.6781 0.7121
PSNR 17.8154 18.1214 19.0241

(a) (b) (c) (d)

Figure 6: An example display of the experimental data set of painting art style rendering. (a) Ground-truth. (b) Oil painting. (c) Sketch
painting. (d) Ink wash painting.
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ProposedCycleGAN+PAN ProposedCycleGAN+PAN ProposedCycleGAN+PAN

Figure 8: Effect of the abnormal situation of painting art style rendering between the original CycleGAN+PAN model and the improved
CycleGAN+PAN model proposed in this paper.
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Figure 9: )e comparison results of the loss function of the improved model in this article, the classic CycleGAN+PAN model, and the
CycleGAN model. (a) 256 ∗ 256. (b) 515 ∗ 512. (c) 1024 ∗ 1024.
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in the paper has good training conditions and is not easy to
collapse under the same number of iterations.

)e purpose of considering the painting art style ren-
dering method is to achieve style loss and content loss, that
is, to minimize equation (10). )erefore, the method pro-
posed in this paper can be compared with the original
CycleGAN+PAN [21] model in terms of measuring the
extent of the successful reduction of the loss function. )is
paper uses the three compared methods to train 50, 100, and
200 images to record the value of equation (10) for each
group of training. )e loss function values of the three
different sizes of images are shown in Figure 9. It can be seen
from Figure 9 that, no matter for low-resolution or high-
resolution images, the perceptual adversarial network can
more effectively minimize the loss function.

)e method proposed in this paper improves the con-
vergence speed more than the original CycleGANmodel. As
shown in Figure 10, CycleGAN model, CycleGAN+PAN
model, and improved CycleGAN+PAN model are trained
on the same data set, and the inception score is used to
measure the quality and variety of style rendering images. In
the case of the same number of iterations, the higher the
evaluation score is, the better the quality of the style ren-
dering image is and the faster the convergence speed is
obtained. In the experimental results of the three models, the
improved CycleGAN+PAN model can converge faster and
obtain higher evaluation scores. )rough the convergence
speed comparison experiment, we can see that the improved
CycleGAN+PAN model proposed in this paper has a faster
convergence speed and better stylized image quality.

6. Conclusion

In this paper, we select the characteristics of the PAN model
and CycleGAN model and combine the advantages of such

two models to construct the image painting art style ren-
dering system. )e discriminator updates parameters to
explore the difference between generated images and style
image, and the image conversion network uses the dis-
criminant network to proceed before feed training until the
difference is minimized to the optimal image conversion
model. Such two models are alternately updated according
to the perceptual loss. Experimental results have shown that,
compared with the original CycleGAN network with the
ResNet module, this paper adopts the improved Cycle-
GAN+PAN image style rendering system based on per-
ceptual confrontation loss. )e style rendering effect is
better, and the learned style can be rendered to new painting
art style image to obtain a clearer performance effect. In
future research, further optimization of the network
structure and loss function will be considered in our re-
searches. In terms of color and texture, the structural
similarity and semantic consistency of content maps and
style maps will be enhanced for novel combination of
network structure and loss functions.
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An image denoising method is proposed based on the improved Gaussian mixture model to reduce the noises and enhance the
image quality. Unlike the traditional image denoising methods, the proposed method models the pixel information in the
neighborhood around each pixel in the image. +e Gaussian mixture model is employed to measure the similarity between pixels
by calculating the L2 norm between the Gaussian mixture models corresponding to the two pixels. +e Gaussian mixture model
can model the statistical information such as the mean and variance of the pixel information in the image area. +e L2 norm
between the two Gaussianmixturemodels represents the difference in the local grayscale intensity and the richness of the details of
the pixel information around the two pixels. In this sense, the L2 norm between Gaussian mixture models can more accurately
measure the similarity between pixels. +e experimental results show that the proposed method can improve the denoising
performance of the images while retaining the detailed information of the image.

1. Introduction

Due to the effects of different illumination and changes in
sensor temperature during image acquisition, transmis-
sion, and digitization, random noises will be introduced
into the acquired images, and these noises often exhibit
Gaussian characteristics [1–4]. +e existence of noise will
not only affect the visual effect of the image but also further
affect the subsequent processing of the image, such as
image feature extraction, image classification and recog-
nition, and so on. +erefore, before image processing, it is
necessary to perform denoising processing on the acquired
image to improve the quality of the image and facilitate the
postprocessing of the image. +ere are many methods of
image denoising, which are often divided into frequency-
domain filtering and spatial-domain filtering. Common
frequency-domain filtering methods include wavelet
denoising [5], high-pass filtering, Wiener filtering [6], etc.
+e spatial filtering methods are also rich, such as partial
differential equations, variational methods [7], statistical
methods [8], and so on, which are widely used in practical
applications. +e classic partial differential equation
method includes mean filtering, which is an isotropic

filtering algorithm that can remove noise very well.
However, because the image information is also averaged
while averaging the noises, the effective information in the
original images becomes vague at the same time. To handle
this problem, many researchers have improved the isot-
ropy. A typical example is the anisotropic filtering method
proposed by Perona, which can change the weight coeffi-
cient when averaging the noise and image information. In
this way, the smoothing effect of the noise is good while the
effective information can be maintained. +e anisotropic
filtering can remove noises very well, but because the image
information is less smooth, its denoising effect is poor in
areas with rich details. In addition, the blocking effects are
prone to appear in these methods. As a remedy, Le
Montagner defined the similarity between pixels according
to the difference of pixel gray levels, the so-called Yar-
oslavsky filter [9]. +e Yaroslavsky filter can change the
smoothing weight coefficient according to the pixel in-
formation of the image, and its denoising effect is better
than the general anisotropic filter. Moreover, it can well
retain the detailed information of the image. On the basis of
Yaroslavsky filtering, Tomasi and Manduchi combined the
grayscale difference and spatial distance between pixels to
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define the similarity between pixels and obtained the bi-
lateral filtering [10]. Bilateral filtering not only considers
the impact of grayscale differences on the weights but also
considers the impact of pixels at different distances.
Compared with mean filtering and Gaussian filtering, the
bilateral filtering can be achieved in both flat areas of the
image and areas with rich details. At the same time, the
detailed information of the image can be well retained.
However, the denoising performance of the bilateral fil-
tering is limited in areas with rich image texture. In recent
years, some improved algorithms have also appeared for
the bilateral filtering [11–15], mainly focusing on the se-
lection of filtering parameters and the improvement of
algorithm efficiency. Among them, Ghosh and Chaudhury
[16] proposed the concept of distance kernel and applied it
to the definition of pixel similarity weights, especially in
areas with rich details. +e denoising performance of the
algorithm is greatly improved, and the calculation effi-
ciency of the algorithm is also optimized. In recent years,
new signal processing algorithms represented by com-
pressed sensing and machine learning algorithms repre-
sented by deep learning have also been widely used in the
field of image denoising. +e works in [17–20] are based on
the theory of compressed sensing and realize image re-
construction and denoising through the method of sparse
representation. +e works in [21–24] employ a variety of
deep learning models for noise image processing and
achieve a good denoising effect.

+e above methods mainly use information such as pixel
gray difference and spatial geometric distance tomeasure the
similarity between pixels. +is paper uses the Gaussian
mixture model to model the pixel information in the
neighborhood around the pixel. +e L2 norm and the spatial
distance between Gaussian mixture models are combined to
define the similarity weight between pixels. +e Gaussian
mixture model of the pixel information in the image area
represents the pixel grayscale and the richness of details in
the local area of the image. Based on the spatial distance
between pixels, the pixel gray intensity and the richness of
details in the local area of the image can be more accurately
measured. +e similarity between the two improves the
denoising performance of the algorithm and maintains the
detailed information of the image. In the experiment, some
classic image samples are used to test the proposed method,
and the adaptability of the method to different noise samples
is tested through the noise level. After comparative analysis
with several existingmethods, the experimental results verify
the superior performance of the proposed method for image
denoising.

2. Image Denoising Based on Gaussian
Mixture Model

+e basic idea of image denoising based on the Gaussian
mixture model is as follows. First, the pixel information of
the neighborhood around each pixel is used to estimate the
parameters of the Gaussian mixture model. +e pixel in-
formation is modeled as a Gaussian mixture model to obtain
a prefiltered image. Afterwards, the L2 norm between the

Gaussian mixture models corresponding to the two pixels is
calculated. +e L2 norm and the spatial position distance
between the two pixels are combined to define the similarity
weight between the two pixels. Finally, the weighted
smoothing filtering is performed on each pixel to obtain a
denoised image.

Different from the traditional spatial denoising methods,
the image denoising method based on the Gaussian mixture
model defines the similarity weight between pixels according
to the statistical difference of the information around the
pixels. +e detailed steps of the proposed method can be
summarized as follows:

Step 1: for a certain pixel, the pixel information in its
surrounding neighborhood is used to estimate the
parameters of the Gaussian mixture model to obtain a
Gaussian mixture model.
Step 2: a Gaussian mixture model is estimated for each
pixel in the image, and all Gaussian mixture models
constitute a prefiltered image.
Step 3: the L2 norm between the Gaussian mixture
models corresponding to two pixels is calculated, which
is combined with the spatial distance between the two
pixels to define the similarity between the pixels.
Step 4: each pixel in the image is subjected to weighted
smoothing filtering to obtain a filtered image.

It can be seen from the above steps that image denoising
based on the Gaussian mixture model is based on two pixels
x and y. +e spatial distance between the two pixels and the
L2 norm between the corresponding Gaussian mixture
models define the similarity weight w(x, y). Afterwards, the
weighted smoothing and filtering are performed to obtain
the filtered image as follows:

f(x) �
1

S(x)

Ψ(x)

w(x, y)I(y)dy, (1)

where S(x) � Ψ(x)
w(x, y)dy is to normalize the integral

value; Ψ(x) is the neighborhood window with the center of
the pixel x; and I(y) represents the gray value of the pixels y.
+e similarity weight w(x, y) in equation (1) is calculated as
follows:

w(x, y) � exp −
d(x, y)L2(G(x), G(y))

r
2 , (2)

where G(x) and G(y) represent the Gaussian mixture
models of the pixels x and y, respectively;
d2(x, y) � |x − y|2 calculates the spatial distance between x

and y; and the parameter r is the filter control coefficient.
+e larger the value of r, the better the smoothing effect of
the image and the higher the loss of the image’s detail
information. On the contrary, the smaller the value of r, the
worse the smoothing effect of the image and the smaller the
loss of image’s detail information. +erefore, it is necessary
to select appropriate filter control coefficients in the fil-
tering process. +e basic idea of the image denoising
method based on the Gaussian mixture model is shown in
Figure 1.
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3. L2 Norm between Gaussian Mixture Models

For each pixel, the pixel information in its surrounding
neighborhood is used to estimate the parameters of the
Gaussian mixture model to obtain a Gaussian mixture model.
+e Gaussian mixture model corresponding to the pixel
indicates the local grayscale intensity and the richness of the
details of the pixel information in the neighborhood around
the pixel.+e L2 norm between two Gaussianmixture models
and the spatial distance between the pixels are used to define
the similarity between pixels. According to the similarity
weights, each pixel in the image is weighted and smoothed.
+e following mainly introduces the Gaussian mixture
modeling of pixel information and the calculation of the L2
norm between two Gaussian mixture models.

3.1. GaussianMixtureModel Estimation of Pixel Information.
For a certain pixel x, the neighboring window Ψ(x) has the
size of M × M including M2 pixels. +e gray value of the
pixel at the location (i, j) is denoted as I(i, j). +e infor-
mation of these pixel is used to estimate a Gaussian mixture
model as follows:

G(x) � 
K

m�1
αmN μm, σ2m π, (3)

where αm is the mixed weight coefficient; N(μm, σ2m) rep-
resents a Gaussian distribution with the mean of μm and
variance of σ2m; and K represents the number of mixture
components of the Gaussian mixture model. In Gaussian
mixture modeling, the number of mixture components is
usually set in advance.

In the following, the expectation-maximization (EM)
algorithm is employed to estimate the parameters of the
Gaussian mixture model. +e EM algorithm provides an
iterative estimation way to maximize the posterior proba-
bility. Assuming that the parameters of the Gaussianmixture
model are θ � α1, . . . , αK, μ1, . . . , μK, σ21, . . . , σ2K , there are
n2 samples to perform the estimation, where yi, i � 1, . . . , n2

represents the ith sample value and cim denotes that sample
yi belongs to the mth class. Given y and θ, cim can be
calculated according to the maximum posterior probability
as follows:

cim � P z � m | yi, θ( 

�
P z � m, yi|θ( 

P yi|θ( 

�
P(z � m|θ)P yi|z � m, θ( 


K
m�1 P(z � m|θ)P yi|z � m, θ( 

�
αmN y|θm( 


K
m�1 αmN y|θm( 

,

(4)

where z is the class label and P(·) represents the prob-
ability. Equation (4) gives the way to obtain
cim, i � 1, . . . , n2, m � 1, . . . , K, and the remaining pa-
rameters can be calculated as follows:

αm �


n2

i�1 cim

n
2 ,

μm �


n2

i�1 yicim


n2

i�1 cim

,

σ2m �


n2

i�1 cim yi − μm( 
2


n2

i�1 cim

.

(5)

According to equations (4) and (5), the EM algorithm
can be used to iteratively estimate the parameters of the
Gaussian mixture model. +e detailed steps of parameter
estimation are summarized as follows:

Step 1: initialize value of the parameter set θ.
Step 2: according to the maximum posterior proba-
bility, cim can be calculated according to equation (4).
Step 3: based on the estimation of cim from step 2, the
remaining parameters α, μ, σ2  of the Gaussian mix-
ture model are calculated according to equation (5).
Repeat step 2 and step 3 until convergence.

Based on the above steps, the parameters of the Gaussian
mixture model of each pixel can be estimated. +e Gaussian

Input image

Estimation of parameters of
Gaussian mixture model

Calculation of distance
based on L2 norm of

Gaussian mixture models

Filtering the image using the
weighting algorithm

Image after denoising

Figure 1: Main steps of image denoising based on the Gaussian
mixture model.
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mixture model corresponding to all pixels constitutes the
prefiltered image. In the prefiltered image, the L2 range
between the Gaussian mixture models corresponding to the
two pixels and the spatial distance are combined to calculate
the similarity weight between two pixels.

3.2. Distance Measure for Gaussian Mixture Models.
Assuming that the pixel information around each pixel is
modeled as K mixed components, the Gaussian mixture
models for two pixels x and y are formulated as follows:

G x; θx(  � 
K

i�1
αiN t; μi, σ

2
i ,

G y; θy  � 
K

i�1
βjN t; ]j, ε

2
j .

(6)

Actually, there are many calculation methods for the
distance measurement, such as the KL divergence, Monte

Carlo method, and so on. However, the KL divergence does
not have an analytical expression and can only be calculated
in an approximate way. +e Monte Carlo method requires
too much calculation, which is not suitable in real-time
processing. As a remedy, this paper uses the L2 norm to
calculate the difference between two Gaussian mixture
models. +e L2 norm between the Gaussian mixture models
has an analytical expression, which is convenient for the
implementation of the algorithm.

For the above two Gaussian mixture models, the L2
norm can be calculated as follows:

d G x; θx( , G y; θy   � 
∞

0
G x; θx(  − G y; θy  

2
dt.

(7)

It can be expanded as follows:

d G x; θx( , G y; θy   � 
∞

0
G x; θx(  − G y; θy  

2
dt

� 
∞

0
G
2

x; θx(  + G
2

y; θy  − 2G x; θx( G y; θy  dt

� 
∞

0
G
2

x; θx( dt + 
∞

0
G
2

y; θy dt − 2 × 
∞

0
G x; θx( G y; θy dt.

(8)

Substituting equation (6) into equation (8), the sim-
plification can be obtained as follows:

d G x; θx( , G y; θy   � 

K

i�1


K

j�1
αiαj 

∞

0
N t; μi, σ

2
i N t; μj, σ

2
j dt + 

K

i�1


K

j�1
βiβj 

∞

0
N t; ]i, ε

2
i N t; ]j, ε

2
j dt

− 2 × 

K

i�1


K

j�1
αiβj 

∞

0
N t; μi, σ

2
i N t; ]j, ε

2
j dt.

(9)

According to the integral nature of Gaussian distribu-
tion, the following can be obtained:


∞

0
N t; μi, σ

2
i N t; ]j, ε

2
j dt � N 0; μi − ]j, σ

2
i + ε2j .

(10)

Equation (10) can be further simplified as follows:

d G x; θx( , G y; θy   � 

K

i�1


K

j�1
αiαjN 0; μi − μj, σ

2
i + σ2j  + 

K

i�1


K

j�1
βiβjN 0; ]i − ]j, ε

2
i + ε2j 

− 2 × 
K

i�1


K

j�1
αiβjN 0; μi − ]j, σ

2
i + ε2j .

(11)
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According to equation (11), the L2 norm distance be-
tween two Gaussian mixture models can be smoothly
calculated.

4. Experiment and Discussion

4.1. Evaluation Indexes. +e performance of image
denoising algorithms can be generally evaluated by two
aspects, i.e., how much noise is removed and how much
image detail information is lost. +e more the noise is re-
moved, the stronger the denoising ability of the denoising
algorithm is. On the contrary, the less the noise is removed,
the worse the denoising ability of the algorithm is. At the
same time, themore the image detail information is retained,
the better the image quality is. +e less the image detail
information is retained, the worse the image quality is.While
removing image noise, the detail information of the image
should be preserved as much as possible. +is paper adopts
the peak signal-to-noise ratio (PSNR) to measure the
denoising ability of the algorithm. At the same time, the
structure similarity index measure (SSIM) is used to evaluate
the quality of the image after denoising, that is, the ability to
retain the detailed information of the image. With a large
PSNR and a SSIM approaching 1, the denoising performance
of the method is good.

Generally, the PSNR can be calculated as follows:

PSNR � 10 log10
v
2
max

mean [v(i) − u(i)]
2

 
⎛⎝ ⎞⎠, (12)

where vmax indicates the maximum pixel value in the image
(for an image with grayscale value from 0 to 255,
vmax � 255); v(i) and u(i) represent the gray values of the
noisy image and the noise-free image, respectively; and
mean[v(i) − u(i)]2 refers to the average power of noise.

SSIM is an evaluation index for image denoising defined
according to the human visual mechanism. From a visual
point of view, the more detailed the information of the
image, the clearer the image, and vice versa. SSIM is an
evaluation index that combines the three characteristics of
image contrast, edge structure, and image brightness and is
obtained by weighted product. SSIM can be calculated by the
following equation [25]:

SSIM(i, j) �
2mimj + c1  2sij + c2 

m
2
i + m

2
j + c1  s

2
i + s

2
j + c2 

, (13)

where mi and mj are the mean values corresponding to the
pixel positions i and j, respectively; s2i and s2j are the vari-
ances; and sij represents the covariance.

In this paper, c1 � (k1L)2, c2 � (k2L)2, L indicates the
range of pixel values, and k1 and k2 are the weight coeffi-
cients, which are generally set as k1 � 0.01 and k2 � 0.03.+e
index mSSIM is the average of the SSIMs from different
windows in an image.

4.2. Analysis of Experimental Results. In order to verify the
effectiveness of the proposed algorithm (denoted as
GMMD), several reference methods are employed for
comparison including the bilateral filtering (BF), mean fil-
tering (MF), kernel bilateral filtering (KBF), sparse repre-
sentation (SR), and deep learning (DL). +e indexes PSNR
and SSIM are used to evaluate the denoising performance of
different methods. +e following experiment uses 4 images:
“Lena,” “Academy,” “Einstein,” and “Mandrill,” as shown in
Figure 2, which are classical samples for the test and eval-
uation of image denoising algorithms.

Figure 3 shows the denoising results achieved by the
proposed method for a local area from the “Lena” image. It is
clearly shown that the proposed method can effectively
remove the noises while maintaining the detail information
in the image. Furthermore, different levels of noises
(denoted by the noise variance) are added in the 4 samples
and different denoising methods are examined. +e per-
formance of those methods is summarized in Tables 1 and 2,
which use the PSNR and mSSIM, respectively.

From the results in Tables 1 and 2, it can be seen that the
denoising and detail information retention ability of the
GMMD algorithm and the KBF algorithm is better than that of
the MF and BF algorithms. In the relatively flat image
denoising results of “Lena” and “Einstein,” GMMD’s denoising
ability and detail information retention ability are better than
those of the KBF algorithm. However, in the images “Acad-
emy” and “Mandrill” with richer image detail information, the
denoising performance improvement of the GMMD algorithm
is not obvious. +e results show that the combination of the
local average gray intensity of image pixel information and the
richness of details to define the similarity weight between pixels
is more accurate compared to traditional methods. Compared
with the two emerging methods of SR and DL, the proposed
method is very close to their denoising performance but has a
slight advantage, reflecting its effectiveness. It shows the ad-
vantages of the Gaussian mixture model in image represen-
tation and similarity measurement. In addition, this paper also
calculates the average time required for these three types of
methods to process a single noisy image on the same hardware
platform, which is 1.8ms, 2.3ms, and 4.7ms, respectively. In
contrast, the proposed method has better computing efficiency
and more practicality. +e DL method generally requires an
offline training process, which reduces its overall efficiency.
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(a) (b)

Figure 3: Denoising results of local area of “Lena” image using the proposed method. (a) Original noisy image. (b) After denoising.

(a) (b)

(c) (d)

Figure 2: Illustration of the noisy images. (a) Lena. (b) Academy. (c) Einstein. (d) Mandrill.
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5. Conclusion

+is paper proposes an image denoising method based on
the Gaussian mixture model. +e statistical characteris-
tics of the local gray information of pixels around the
pixel are modeled as a Gaussian mixture model. +e L2
norm between Gaussian mixture models and the spatial
distance of pixel positions are combined to define the
similarity weight between pixels. +e weighted smooth-
ing filter is used to denoise the image. +e experimental
results show that the denoising performance of the
proposed method is more obvious in the relatively flat
area of the image. In addition, the denoising performance
of the proposed method is improved to a certain extent in
the area with rich detailed information. +e comparison
between the proposed method and several existing image
denoising algorithms validates the superior effectiveness
of the used method.
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With the rapid development of tourism, tourism revenue, as one of the important indicators to measure the development of the
tourism economy, has high research value. 'e quasi-prediction of tourism revenue can drive the development of a series of
related industries and accelerate the development of the domestic economy. When forecasting tourism income, it is necessary to
examine the causal relationship between tourism income and local economic development. 'e traditional cointegration analysis
method is to extract the promotion characteristics of tourism income to the local economy and construct a tourism income
prediction model, but it cannot accurately describe the causal relationship between tourism income and local economic de-
velopment and cannot accurately predict tourism income.We propose an optimized forecasting method of tourism revenue based
on time series. 'is method first conducts a cointegration test on the time series data of the relationship between tourism income
and local economic development, constructs a two-variable autoregressive model of tourism income and local economy, and uses
the swarm intelligence method to test the causal relationship and the relationship between tourism income and local economic
development, calculate the proportion of tourism industry, define the calculation result as the direct influence factor of tourism
industry on the local economy, calculate the relevant effect of local tourism development and economic income, and construct
tourism income optimization forecast model. 'e simulation results show that the model used can accurately predict
tourism revenue.

1. Introduction

Tourism economic forecasting [1–3] serves tourism eco-
nomic decision-making and planning management. It is the
premise of scientific decision-making and planning man-
agement and directly affects the accuracy and reliability of
tourism economic decision-making [4, 5] and planning
management [6, 7]. It is impossible to make an optimized
tourism decision and planning without a tourism economic
forecast that conforms to the objective reality. Tourism
economic forecast participates in tourism economic deci-
sion-making and planning management and affects deci-
sion-making and planning. 'is important role is mainly
reflected in the following aspects: first, through forecasting,
reveal the changing trend of tourism economic development
in the future [8], for the purpose of formulating tourism
economic development. 'e strategy provides a reliable

basis. 'e formulation of a tourism economic development
strategy is the most important tourism economic decision,
and every link and every factor that constitutes a tourism
economic development strategy, including development
goals [9], implementation steps [10], and measures, cannot
be separated from the prediction of future trends. To for-
mulate a tourism economic development strategy, first of all,
it is necessary to predict and make reasonable predictions
about a series of unknowns, such as the overall development
of the national economy [11, 12], changes in economic
structure, changes in national policies, and changes in
population quantity and quality, in order to grasp the
possibility of the development of the tourism economy of
the country and propose feasible development goals; sec-
ondly, it is necessary to predict the changes in the market
within a certain period of time, the changes in the industrial
structure of the tourism economy, the changes in the
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product structure, and the changes in reception capacity.
Only by making scientific predictions on the status and level
of tourism economic development can we accurately divide
the development stages and strategic steps [13] and deter-
mine the approximate execution sequence and time range
for related work; again, the flow direction and flow of the
future tourism market [14] and the tourism economy [15]
must be determined. Only by predicting the changing trends
of the quality and abundance of regional resources can we
reasonably formulate the strategic layout of tourism eco-
nomic development and complete the optimal spatial
configuration of tourism productivity [16, 17]. Obviously,
leaving the basis of tourism economic forecasting, the entire
tourism economic development strategy has become a castle
in the sky. Second, through forecasting, reveal the various
situations that may occur in the development of the tourism
economy: mainstream and tributary [18], favorable and
unfavorable factors [19], opportunities and risks [20], and
achievements and problems [21], so as to be confident and
avoid blindness and one-sidedness in decision-making
[22–24]. For example, in 1982, Hong Kong’s tourism in-
dustry still maintained a momentum of development despite
the global economic downturn, and all walks of life were
deeply affected. One of the important reasons is that the
Hong Kong tourism authority [25] predicted the trend of the
world economic downturn and made corresponding
preparations in advance. 'ird, predicting the economic
benefits of a number of alternative tourism development
programs can provide a practical basis for choosing the best
program. In other words, the tourism economy forecast not
only proposes a variety of ways and plans for the devel-
opment of the tourism economy but also analyzes and
analyzes the possible losses and benefits of each plan and the
possible consequences and impacts of each proposed
tourism policy. Demonstration is to make a decision on the
premise of comprehensively weighing the pros and cons.
Fourth, the role of forecasting not only is limited to spec-
ulating on the economic process specified by tourism
economic decision-making and planning management but
also includes foreseeing the changes and prospects of the
external environment related to it. Planning management
provides more ambitious information in order to make
tourism economic decision-making and planning man-
agement more comprehensive. 'e external environment
mentioned here mainly refers to various external noneco-
nomic factors that may have an impact on the development
of the tourism economy, such as the trend of global climate
warming, the peaceful trend of the international political
environment, and the negative impact of the SARS epi-
demic. Forecasting the changes and prospects of the external
environment of tourism is particularly important for macro
decision-making.

In order to effectively play the role of tourism economic
forecasting, machine learning algorithms [26] have played a
big role. 'e application of machine learning in the eco-
nomic fieldmainly includes helping scholars obtain data that
was difficult to obtain in the past, exploring the correlation
between variables and making predictions, predicting
counterfactuals, and then identifying cause and effect. From

the perspective of predictive ability, machine learning is a
predictive method with strong applicability, good accuracy,
and high efficiency. First of all, machine learning [27] is not
limited to “interpretability”; it can flexibly choose functional
forms to fit data, study highly nonlinear, unexplainable
models, and make out-of-sample predictions. Its predictive
power surpasses traditional econometric methods [28].
Although mainstream empirical methods mostly use
econometric models based on causality, these models have
strict application conditions. Even with the support of the
correct economic theory, they are often unusable in research,
or even though they can be used, they end up in failure.
Secondly, machine learning can make full use of the value of
big data, directly mining the relationship between data and
“discovering nontrivial knowledge that is of interest to
specific users from the database.” Finally, when the machine
classifies, almost no human judgment is added, so the
objectivity is high.

'e contribution of this paper is to study the effec-
tiveness of machine learning methods, promote the ap-
plication of machine learning methods in financial
forecasting, and provide ideas and references for the
intelligent and digital transformation of tourism eco-
nomic forecasting. 'e research results of this article
prove that machine learning is an accurate, simple, and
objective forecasting tool suitable for listed companies in
my country, and different models have their own strengths
in tourism economic forecasting. As a forecasting tool
that “advances with the times,” machine learning can be
self-optimized with the continuous enrichment of future
tourism economic data so that the forecasting method can
be constructed “once and forever” and “excellent” in
terms of results. 'erefore, machine learning can help
companies discover financial problems in time to take
remedial measures; provide investors, corporate partners,
and other stakeholders with more financial information to
optimize investment decisions; and provide effective
methods for regulators to reduce human and material
costs and improve market supervision.

2. Related Works

Machine learning methods have improved the economics
research paradigm [29], and the academic results of applying
them to financial forecasting have become increasingly
abundant. Scholars at home and abroad have done more
research on financial distress forecasting, but there are few
results involving performance explosions. On the whole,
machine learning provides ideas and methods for the pre-
vention and discovery of financial problems of listed
companies [30], and the predictive model trained by it
provides an effective practical reference for the stakeholders
of listed companies [31]. Chen et al. [32] used data from
listed companies in Taiwan and found that the closer to the
time point of financial distress, the higher the prediction
accuracy of the prediction data and the accuracy of the
neural network model is higher than that of the machine
learning (clustering) model. Sun et al. [33] used Chinese ST
companies as samples and used regression trees (CART)
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[34], support vector machines (SVM) [35], K-nearest
neighbors (KNN) [36], multiple discriminant analysis
(MDA) [37], logistic regression [38], and other methods to
make predictions.'e results showed the prediction effect of
the CART model. Sun et al. [33] also used Chinese ST
companies as cases of financial distress, single-factor testing
(SAT) [39], and decision trees as weak learners, and used the
AdaBoost method [40] to integrate weak learners to predict
the company’s financial distress situation; combined with
separate decision tree models, SVM is compared; and it is
found that the AdaBoost method, which uses SATas a weak
learner, has the highest prediction accuracy. Sun and Lie [33]
took Chinese listed companies as a sample and defined fi-
nancial distress as two consecutive years of loss or the loss of
the most recent year exceeding the registered capital, con-
structed a dynamic financial distress prediction model, and
used minority oversampling technology (SMOTE) to solve
the problem of sample imbalance. Financial fraud forecasts:
there are also many research results in this area. Given the
limited resources, it is unlikely to find all financial frauds,
and the possibility of exploring causality is limited. 'e use
of machine learning to predict is practical. Nasir et al. [41]
used the support vector machine model to detect the fi-
nancial fraud of listed companies. After adding a specific
“core” to the model, the model worked well. Al-Hashedi
et al. [42] summarized and compared the technologies and
methods of financial fraud detection and found that there are
applicable technologies and methods for different types of
fraud.

In terms of predictors, scientific and complete data are
necessary conditions for the success of machine learning
models. 'e data of listed companies is relatively rich, and
there are many variables that can be collected. 'erefore, the
selection of predictors has become a research topic. Lien-
gaard et al. [43] believed that there are generally two
methods for selecting predictor variables: one is to select
variables based on financial accounting theory and the other
is to select variables based onmachine learning.'ey studied
the financial distress prediction problem [44, 45] of listed
companies in mainland China (using STas the standard) and
found that the selection of predictive variables based on data
mining models has the same effect as the selection based on
expert financial accounting knowledge, and ROA is the best
predictor variables.

3. Methodology

In the process of forecasting tourism income, first, calculate
the regional tourism income and tourism income growth
rate indicators, obtain the promotion characteristics of
tourism income to the local economy, describe the law of
change between tourism income and economic growth, and
build a tourism income prediction model. 'e specific steps
are described in detail as follows: assuming that Np rep-
resents the tourism output value, Ccs represents the con-
nection between the tourism industry and other industries,
and DW represents the elastic value of tourism income, then
use equations (1) and (2) to calculate regional tourism in-
come and tourism income growth rate:

QJP �
DDS × w

Ccs

× TES × NpDW, (1)

W
∗

�
DDS × w

Ccs

×
TES × NpQJP

DW
. (2)

Here, Np represents the added value of tourism, w’’
represents the final demand for tourism in the place, and
TES represents the income effect of the tourism economy.

Assuming that Χ represents the degree of dependence of
tourism on other industries, formula (3) is used to obtain the
promotion characteristics of tourism income to the local
economy:

ϕ‴ � QJP × W
∗

  ×
φ × κ

(H · χ)
× ς. (3)

In the formula, φ represents the balanced relationship
between tourism income and tourism growth, κ represents
the income effect of tourism, Η represents the factors
influencing the development of tourism, χ represents the
comprehensive employment coefficient of tourism to other
industries, and W∗ represents tourism income and the lag
structure between the two variables of economic growth.'e
tourism income forecast model is shown in the following:

NA �
]c × ϕ‴

W
∗ ⊗QJP · DW. (4)

In the formula, VR represents the law of change between
the two variables of tourism income and economic growth.
However, traditional methods cannot accurately describe
the causal relationship between tourism revenue and local
economic development and cannot accurately predict
tourism revenue. 'is paper proposes an optimized fore-
casting method of tourism income based on time series.

In the process of modeling and modeling of tourism
revenue optimization forecast, obtain time-series data of
tourism revenue and local economic growth, conduct
cointegration test on tourism revenue and economic de-
velopment time-series data, and build a vector autore-
gressive model of tourism revenue and economic
development variables. To test the causal relationship be-
tween the models, the specific steps are described in detail as
follows: Before the cointegration test on tourism income and
economic development time-series data, the stability of
tourism income and economic development time series data
should be tested, respectively. Its function is to avoid false
regressions with high R2 values between tourism income
and economic development time series variables. Assuming
that B represents the criterion for judging regional eco-
nomic growth, use equation (5) to calculate the economic
growth level of a tourist area:

pα(X, A) �
B ·Ω
μn · R2

×
ςc

· Un

M
∄ . (5)

In the formula, Ω represents the total tourism income,
μn represents the dynamic impact of random disturbances
on the variable system, ςc represents the impact of economic
lagging variable in the economic region on the current
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variables, Un represents the availability of variable data, and
M∄ represents the tourism order of the time series of income
and economic growth.

Assuming that the tourism income time series repre-
sented by ξ is a first-order single integer and l represents the
second-order difference sequence of the economic growth
data series, then use equation (6) to obtain stable tourism
income and economic development time series variable data:

p
c

η1
  �

ξ 
k
i�1 η1i 

Γ η1i( 
c η1i − 1( . (6)

In the formula, n1i represents the cointegration rela-
tionship between tourism income and regional GDP, Γ
represents the random disturbance term, Υ represents the
n-dimensional endogenous variable, and k represents the
lag period of economic growth:

P
L

�
μ1n − μjn

tES × P c/η1( 
· P∝(X, A). (7)

'e income effect of tourism is defined as the impact of
tourism on domestic per capita income. Since the expenses
spent by tourists on tourism in tourist destinations will directly
become the income of local enterprises, tourism income will
gradually be based on the correlation of its related industries.
Infiltrate the local economic system, thereby driving the im-
provement of the overall local economy.'e tourism effect of a
place can be expressed as the direct and indirect impact of the
tourism industry on the local economy. Obtain the causal
relationship between local tourism revenue and economic
growth as a basis, calculate the proportion of tourism industry,
define the result of the calculation as the direct influence factor
of tourism on the local economy, integrate the related effects of
the local tourism industry, and establish the model of tourism
revenue optimization forecast.

4. Experiment and Results

In order to prove the effectiveness of the proposed time-
series-based tourism revenue optimization forecasting
modeling method, an experiment is needed. 'e experiment

takes Yan’n from 2009 to 2019 as an example to empirically
demonstrate the relationship between tourism income and
economic growth in Xi’an. 'e simulation tool for the ex-
periment is python.

In view of the complexity of the tourism system, there are
two internal and external systems for its impact factors.
Taking into account the availability and quantification of
data, an indicator system is constructed from the internal
system of domestic tourism revenue impact factors. Table 1
shows the selected indicators.

According to the method proposed in the third part,
Table 2 shows the prediction results of this method, in-
cluding the original value, predicted value, error, relative
error, and level error.

It can be seen from Figure 1 that the average relative
error is 0.073923, the average grade ratio deviation is 0.1148,
both are less than 0.2, and the posterior difference ratio C
value is 0.021 less than 0.35, which means that the model
accuracy meets the requirements. 'e combined effect is
good, and the model can be used for prediction.

In order to reflect the superiority of our algorithm, we
use the algorithm of this paper, SVM, and Naive Bayes
algorithm to construct tourism revenue optimization fore-
casting models and compare different algorithm models to
optimize tourism revenue forecast accuracy. 'e compari-
son results are shown in Figure 2.

It can be seen from Figure 2 that the accuracy of using
the algorithm model in this paper for different algorithm
models to optimize tourism revenue is better than the ac-
curacy of the SVM algorithm model for time series testing.
'is is mainly because the algorithm is used to establish the
model first.'e time-series data of tourism income and local
economy are tested for cointegration, which guarantees the
accuracy of the algorithm in this paper to optimize the
forecast of tourism income by using different algorithm
models.

'e algorithm of this paper, SVM algorithm, and Naive
Bayes algorithm is used to construct tourism revenue op-
timization forecasting model, and the error rate (%), stability
(%), and time efficiency (%) of tourism revenue optimization
forecasting models of three different algorithms are

Table 1: Index system of influencing factors of tourism income.

Explained variable First level indicator Secondary indicators

Domestic tourism income

Socioeconomic factors Added-value of tertiary industry
Regional per capita production value

Residents’ living standards
Per capita disposable income of urban residents

Per capita consumption expenditure of urban residents
'e total retail sales of social consumer goods

Traffic convenience
Passenger turnover
Passenger volume

Kilometers, railway density

Tourism resources and services
Number of star-rated hotels
Number of travel agencies

Number of A-level and above sceneries

Environmental quality factors Green area rate of built-up area
Harmless treatment rate of domestic garbage

Regional demographic factors Permanent population at the end of the year
Number of students in the university
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compared. 'e results of the comparison measure the
comprehensive effectiveness of the two different algorithms
to establish the tourism revenue optimization forecast
model.'e results of the comparison are shown in Figures 3,
4, and 5.

From the analysis in Figures 3–5, it can be concluded
that the comprehensive effectiveness of the establishment of
the tourism revenue optimization forecast model established
by the algorithm of this paper is better than the effectiveness
of the SVM algorithm and the Naive Bayesian model. 'is is
because when using the algorithm in this paper to establish a

tourism revenue optimization forecast accuracy model, a
vector autoregressive model based on tourism revenue and
local economy two variables is constructed, and the rela-
tionship between the two variables is tested by the Granger
method, and the proportion of tourism industry is calcu-
lated. On this basis, the correlation effect of local tourism
income is calculated, and a tourism income optimization
forecast accuracy model is established.

Table 2: 'e predicted value of our proposed method.

Year Original value Predictive value Error Relative error Step ratio deviation
2009 53.1 53.1 0 0 53.1
2010 67.3 51.177 16.123 0.23957 67.3
2011 83.81 75.115 8.695 0.10375 83.81
2012 103.39 100.532 2.858 0.02764 103.39
2013 126.55 127.521 −0.971 −0.0077 126.55
2014 141.56 156.179 −14.619 −0.1033 141.56
2015 160.01 186.609 −26.599 −0.1662 160.01
2016 207.33 218.919 −11.589 −0.0559 207.33
2017 275.22 253.288 21.932 0.07969 275.22
2018 291.9 289.658 2.242 0.00768 291.9
2019 335.56 328.34 7.22 0.02152 335.56
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5. Conclusion

'e development of modern tourism is closely related to the
development of modern transportation. Transportation
construction is an important condition for the development
of tourism resources and the construction of tourist desti-
nations. Related research shows that areas with obvious ad-
vantages in transportation accessibility have a relatively high
level of regional tourism economic development. It is nec-
essary to grasp the geographical position of the northwestern
region to the east, seize the opportunity of the “Belt and Road”
and the construction of the economic belt along the Yellow
River, improve transportation services, speed up the con-
struction of transportation networks, and continuously im-
prove transportation accessibility. 'e development and
construction of tourism resources are very important to the
development of the tourism economy. In the development
process, we must pay attention to the investigation of the
tourist attraction radius of the scenic spot and the excavation
of the characteristics of the scenic spot, avoid the appearance
of homogeneous scenic spots, and establish a unique tourism
brand image system. Furthermore, due to the low location
and environmental carrying capacity of arid and semiarid
areas, the stereotype that tourism is equal to a “smoke-free
industry” must be changed, and the coupled and coordinated
development of the environment and tourism must be em-
phasized to create a good environment for cultural tourism
and natural tourism. 'e tourism service industry is a related
industry generated by tourism activities. 'e more mature it
is, the more prosperous the tourism economy will be. In order
to promote the maturity of the tourism service industry, it is
first necessary to establish a multichannel financing mecha-
nism, increase capital investment in the tourism industry, and
improve supporting service facilities; secondly, it is necessary
to regulate the order of the tourismmarket and strengthen the
supervision of the quality of tourism services; and finally, it is
necessary to transform tourism services. 'e business phi-
losophy is to establish a professional team of talents, pay
attention to feedback from tourists, and advocate “refined”
and “individualized” services.

Data Availability

'e experimental data used to support the findings of this
study are available from the author upon request.

Conflicts of Interest

'e author declares no conflicts of interest.

References

[1] S. Milne and I. Ateljevic, “Tourism, economic development
and the global-local nexus: theory embracing complexity,”
Tourism Geographies, vol. 3, no. 4, pp. 369–393, 2001.

[2] G. Shaw and A. M. Williams, “Tourism, economic develop-
ment and the role of entrepreneurial activity,” Progress in
tourism, recreation and hospitality management, vol. 2,
pp. 67–81, 1990.

[3] W. Z. Danish and Z. Wang, “Dynamic relationship between
tourism, economic growth, and environmental quality,”
Journal of Sustainable Tourism, vol. 26, no. 11, pp. 1928–1943,
2018.

[4] W. Edwards, “'e theory of decision making,” Psychological
Bulletin, vol. 51, no. 4, pp. 380–417, 1954.

[5] K. L. Milkman, D. Chugh, and M. H. Bazerman, “How can
decision making be improved?” Perspectives on Psychological
Science, vol. 4, no. 4, pp. 379–383, 2009.

[6] X. Xiang, Q. Li, S. Khan, and O. I. Khalaf, “Urban water
resource management for sustainable environment planning
using artificial intelligence techniques,” Environmental Im-
pact Assessment Review, vol. 86, Article ID 106515, 2021.

[7] J. R. Lund and J. Wiese, “Less is more: exploring support for
time management planning,” in Proceedings of the Designing
Interactive Systems Conference, pp. 392–405, Diego, CA, USA,
June 2021.

[8] Y. Pan, G. Weng, C. Li, and J. Li, “Coupling coordination and
influencing factors among tourism carbon emission, tourism
economic and tourism innovation,” International Journal of
Environmental Research and Public Health, vol. 18, no. 4,
p. 1601, 2021.

[9] Y. Huan, T. Liang, and H. Li, “A systematic method for
assessing progress of achieving sustainable development
goals: a case study of 15 countries,” 5e Science of the Total
Environment, vol. 752, Article ID 141875, 2021.

[10] E. Childs, C. D. Remein, R. M. Bhasin et al., “How to launch
and continually enhance an effective medical campus faculty
development program: steps for implementation and lessons
learned,” Journal of Healthcare Leadership, vol. 13,
pp. 147–156, 2021.

[11] S. V. Bryukhovetskaya, K. A. Artamonova, A. A. Gibadullin,
S. A. Ilminskaya, and Z. M. Kurbonova, “Management of
digital technology development in the national economy,” in
Proceedings of the IOP Conference Series: Earth and Envi-
ronmental Science, Krasnoyarsk, Russia, November 2020.

[12] X. Li, S. Zhou, and K. Yin, “Measurement of the high-quality
development level of China’s marine economy,” Marine
Economics and Management, vol. 4, 2021.

[13] D. A. Shepherd and M. Gruber, “'e lean startup framework:
closing the academic-practitioner divide,” Entrepreneurship:
5eory and Practice, vol. 45, Article ID 1042258719899415,
2020.

[14] N. Mou, Y. Zheng, T. Makkonen, T. Yang, J. Tang, and
Y. Song, “Tourists’ digital footprint: the spatial patterns of

2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019
Year

50
55
60
65
70
75
80
85
90
95

100
Ti

m
e e

ffi
ci

en
cy

 %

Proposed
SVM
Naive Bayes

Figure 5: Comparison of time efficiency of different algorithms.

6 Scientific Programming



tourist flows in Qingdao, China,” Tourism Management,
vol. 81, Article ID 104151, 2020.

[15] W. M. Lim and W.-M. To, “'e economic impact of a global
pandemic on the tourism economy: the case of COVID-19
and Macao’s destination- and gambling-dependent econ-
omy,” Current Issues in Tourism, pp. 1–12, 2021.

[16] V. K. Nguyen, R. Natoli, and S. Divisekera, “Innovation and
productivity in tourism small and medium enterprises: a
longitudinal study,” Tourism Management Perspectives,
vol. 38, Article ID 100804, 2021.

[17] A. Nieto Masot and N. Rı́os Rodŕıguez, “Rural tourism as a
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According to the problem of low efficiency and low scoring accuracy of the traditional oral language scoring system, this study
builds an open oral language evaluation model based on the basic principles of deep learning technology. Firstly, the basic
methods of the convolutional neural network (CNN) and long short-termmemory (LSTM) neural network are introduced.,en,
we combine the convolutional neural network (CNN) and long short-term memory (LSTM) neural network to design an open
oral scoring model based on CNN+LSTM, which divides the oral evaluation model into the speech scoring model and text
scoring model and makes a specific implementation of two scoring models, respectively. An experimental environment is then
built to preprocess the data, and finally, the model built in this study is trained and simulated. ,e experimental results show that
the CNN+LSTM network evaluation model has a better comprehensive scoring performance, higher scoring efficiency, and
higher accuracy and has feasibility and practicability.

1. Introduction

,e rapid development of the internet information level has
promoted the continuous progress of education. In tradi-
tional oral English learning, teachers mostly adopt the
manual correction method to students’ oral test and training
results, which is tedious, time-consuming, and inefficient
and is not conducive to the long-term development of
students’ oral English learning. In recent years, computer-
assisted learning system has been widely used in the field of
education, and more and more students and teachers in
China begin to use computer-assisted oral learning. How-
ever, the traditional computer-assisted oral learning system
has some shortcomings in the open oral evaluation, such as
the lack of intelligence and low performance. It is an in-
evitable trend for the development of education to design
and implement an intelligent and open oral scoring system.

How to improve the performance and efficiency of the
open oral evaluation model is still the focus of many scholars.
According to the demand of diagnostic oral English proficiency
assessment, this paper puts forward corresponding solutions
and strategies for the demand of the oral English assessment

model. Based on the GESE oral test method, a formative hi-
erarchical evaluation model of oral English teaching in higher
vocational colleges is constructed, and its positive “backwash
effect” law is obtained. Many of the research tasks proposed in
[1] focus on English, and it is difficult to explore a richer variety
of languages within the framework of the SLU task. Minor
languages need to be updated in the training process of the SLU
model. ,is problem is explained from three aspects: the input
of the neural network, the comparison between the French
version and the best setting in different ways, and the com-
parison with the most advanced methods. Tsai et al. [2] aimed
at the use of mobile phones, mailboxes, and other tools in daily
life, which are realized by recurrent neural networks (RNNs).
,e character language model based on LSTM can not only
capture the Boltzmann statistics of the system but also re-
produce the dynamics. It can be applied to capture the time
evolution of typical trajectories in chemistry and biophysics. An
acoustic speech method for SLD proposed in [3] is a new
method based on the original SLD. It uses an attention-based
neural network model to capture the language and a Gaussian
smoothing method to locate language changes. It is more
effective in dealing with code-switching of monolingual
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segments, but its performance will be affected by the duration
of monolingual segments, which needs further study. Peng [4]
proposed that learning assessment can let students know
whether they have achieved the ideal academic achievements
and goals through computer English teaching, so as to further
improve their shortcomings. Based on the neural network and
artificial intelligence technology, this model can realize this
evaluation. It is based on hearing, introduces wavelet entropy
features, and applies it to the adaptive model. Combined with
the control experiment, the performance of the model is an-
alyzed. Mathematical statistics can directly show the effect.
Research proves that the model can meet the expectations.
With the deepening development of higher education, English
teaching has been paid more and more attention. While im-
proving the quality of education [5], learning evaluation is the
most fundamental measure. By studying the existing problems
and characteristics of the learning evaluation system, analyzing
the defects of the traditional system, then summing up the
shortcomings, and developing the advantages, this paper puts
forward a college English teaching quality evaluation system
based on information fusion and optimized RBF neural net-
work decision-making algorithm. Jiang et al. [6] proposed an
improved fuzzy RBF neural network model based on back-
propagation learning, which combines a large number of
problems in English teaching before, such as large quantity and
complexity, and then optimizes with the development limi-
tations and existing shortcomings of neural networks. ,is
model is an objective reference to a university teaching case and
puts forward an improved quality evaluation method, which is
subjective and random, so that the evaluation results are more
in line with the actual situation. Mohammed et al. [7] used
Arabic, English, and French to evaluate the recognition per-
formance of linear predictive coding (LPC) and/or mel-fre-
quency cepstrum coefficient (MFCC) and artificial neural
network (ANN) and also tested LPC and MFCC, hidden layer,
different neurons in the hidden layer, and different transfer
functions to illustrate their usability. Li [8] proposed a teaching
evaluation model based on the improved BP neural network,
which is helpful to improve English teaching quality. It
summarizes and analyzes several teaching elements, designs the
evaluation system, and improves the shortcomings in calcu-
lation by improving nonmonotone linear search and adaptive
step change. Finally, through practical verification, the model
can better evaluate English teaching and improve the effect.
Hermanto et al. [9] used two models, namely, recurrent neural
network (RNN) and statistical network, using the n-gram
model. Compared with the statistical language model, the
neural language model achieves better results in the field of
machine translation. ,e latter two are deficient in accuracy
and calculation speed, while the RNN has improved its eval-
uation scores in these aspects. Esan et al. [10] proposed a
machine translation method based on the recurrent neural
network model. By testing the model with manual and au-
tomatic evaluation techniques, combined with real manual
evaluation, it shows that the model is smooth and usable,
basically consistent with human judgment, and relevant and
has high translation effect and accuracy.

However, the above research has not solved the intel-
ligent problem of open oral learning, and the research

direction needs to be further studied. ,e above literature
research also puts forward many oral evaluation methods
and has achieved good results. However, many solutions are
based on machine learning or algorithms, which have low
effect, do not realize intelligent processing, and cannot meet
the requirements of oral evaluation. Although there are
some neural network solutions, the translation efficiency and
accuracy are relatively low, and this paper combined with the
CNN+LSTMmodel can solve such problems. Based on this,
this study combines the learning characteristics of the neural
network, according to the basic principles and structural
characteristics of the convolution neural network (CNN)
and long short-term memory (LSTM) neural network, and
designs and implements an open oral scoring model based
on CNN+LSTM. ,e final results show that this model can
improve the intelligent level of open oral learning, and the
evaluation model has relatively high scoring efficiency and
accuracy, which further shows that the evaluation model is
feasible and practical.

,is paper proposes that the neural network can solve
the translation problem from the perspective of intelligent
analysis of oral English, which can improve the accuracy of
oral English and build a standard evaluation model. ,e
CNN-LSTM model proposed in this paper has the highest
evaluation accuracy, which can reach 82%, and the effect is
the best. ,e key points will be to score the oral pronun-
ciation and oral content separately, and finally, the total
score after summation will be taken as the final score result
of the examinee. When constructing the scoring model, this
paper uses different neural networks to implement and test.
Finally, the model with the highest relevance of the man-
machine score will be applied to the actual correction task to
help teachers reduce work pressure. At the same time, it can
also be used as a tool for students’ oral self-evaluation.

2. Basic Method of the Neural Network

2.1. Convolution Neural Network (CNN)

2.1.1. Fundamentals of the CNN. Convolutional neural
network (CNN) is a representative algorithm of deep
learning [11]. It is a feedforward neural network with
convolution calculation and depth structure, which is very
suitable for processing one-dimensional time-domain se-
quence data and image data. Compared with other neural
networks, CNN can learn the original data efficiently and
quickly, so as to extract the specific features of the data; that
is, it has the ability of representation learning. CNN is widely
used in computer vision, natural language processing, and
other fields. ,e network has four remarkable characteris-
tics, which are local perception, weight sharing (convolution
operation), pooling processing, andmulticonvolution kernel
operation [12]. Among them, convolution operation is an
operation that defines two integrable functions for convo-
lution operation. It mainly includes two operation modes,
namely, continuous convolution operation and discrete
convolution operation.

Let both f(x) and g(x) belong to integrable functions in
the real number field, and the new function
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J(x) � (f∗g)(x) is the convolution of functions f(x) and
g(x), in which (f∗g)(x) � (g∗f)(x) and (f∗g)(x)

belong to integrable functions.
,e continuous convolution operation is expressed as

J(x) � (f∗g)(x) �  f(a)g(x − a)da. (1)

,e expression of the discrete convolution operation is

J(t) � (f∗g)(t) � 

∞

n�−∞
f(n)g(t − n). (2)

Among them, the convolution operation mode in the
CNN is discrete convolution, which can easily deal with
discrete data problems in actual measurement.

2.1.2. Central Neural Network Structure. As shown in
Figure 1, the network structure of the convolution neural
network (CNN) is mainly divided into five network layers,
namely, input layer, convolution layer, pooling layer, full

connection layer, and output layer, belonging to multilayer
perceptron (MLP) [13]. ,e following five layers are de-
scribed in detail.

(1) Input Layer. ,e input layer of the CNN can process
multidimensional data. Like other neural network algo-
rithms for deep learning, CNN’s learning method is cal-
culated by the gradient descent algorithm, and the input data
features of the CNN need to be standardized. Standardizing
the features of the input data can greatly improve the
learning efficiency of the CNN.

(2) Convolution Layer. Convolution layer, pooling layer, and
full connection layer are all hidden layers in the CNN. ,e
convolution layer has the function of feature extraction from
the input data. ,ere are many convolution kernels in the
convolution layer, and the composition of convolution
kernels is similar to that of neurons in the feedforward
neural network [14], such as

Z
l+1

(i, j) � Z
l ⊗ωl+1

 (i, j) + b
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x�1
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y�1
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k s0i + x, s0j + y( ωl+1

k , (i, j) ∈ 0, 1, . . . , Ll+1 Ll+1 �
Ll + 2p − f

s0
+ 1.

(3)

In formula (3), the summation part is equivalent to
solving a cross-correlation, B represents the deviation, Zl

and Zl+1 represent the input and output of the first layer,
respectively, which can also be called the feature map, Ll+1
represents the size of Zl+1, if the length and width of the
feature map are the same, Z(i, j) represents the pixels of the
feature map, f, s0, p represents the number of channels of
the feature map, and GG is the parameters of the convo-
lution layer, which are convolution kernel size, convolution
step size, and filling layer, respectively.

Under special circumstances, if the convolution kernel
size f � 1 and convolution step size S0 � 1 do not include
filling, the cross-correlation calculation in the convolution
layer is similar to matrix multiplication, thus constructing a
fully connected network between convolution layers, as
shown in the following:
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(3) Pooling Layer. After the convolution layer extracts the
features, the pooling layer selects the features and filters the
information. ,e pooled area selected by the pooled layer is
similar to the step of scanning the feature map by the
convolution kernel and is also determined by the pooled size,
the pooled step size, and the number of filled layers [15].

Among them, the pooling layer is divided into Lp pooling
and random pooling or mixed pooling. Lp pooling is mainly
inspired by the hierarchical structure in the visual cortex,
and its expression is as follows:

A
l
k(i, j) � 

f

x�1


f

y�1
A

l
k S0i + x, S0j + y( 

p⎡⎢⎢⎣ ⎤⎥⎥⎦

1/p

. (5)

In equation (5), S0 is the pooling step size, (i, j) is the pixel,
and p is the prespecified parameter. If p � 1 and Lp pooling
takes the average value in the pooling area, it is mean pooling; if
p⟶∞ and Lp pooling takes the maximum value in the
region, it is maximum pooling.,ese two pooling methods are
the most commonly used methods in the CNN.

Hybrid pooling and random pooling are mainly ex-
tended from the concept of Lp pooling. Random pooling is
randomly selected according to a specific probability in the
pooled area, which can ensure that a part of nonmaximum
excitation signals enter the next construction. Hybrid
pooling can represent a linear combination of mean pooling
and maximum pooling, as shown in the following:

A
l
k � λL1 A

l
k  + L∞ A

l
k ; λ ∈ [0, 1]. (6)

It is found that hybrid pooling and random pooling
have a regularization function compared with mean
pooling and maximum pooling, which can avoid over-
fitting of the CNN.
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to the hidden layer in the traditional feedforward neural
network. It is mainly located at the end of the hidden layer of
the CNN, which only transmits signals to other fully con-
nected layers. ,e main function of the full connection layer
is to combine the extracted data features nonlinearly and
output them.

(5) Output Layer.,e upper part of the output layer is mostly
a fully connected layer, and its structure and working
principle are the same as those of the output layer in the
traditional feedforward neural network. ,e output layer
only outputs the image classification label through the logic
function or normalized exponential function. ,e output
layer recognizes objects according to the center coordinates,
size, and classification of output objects. ,e output layer
directly outputs the classification results of each pixel in the
image to complete the semantic segmentation of the image.

2.2. Long Short-Term Memory (LSTM) Neural Network

2.2.1. Fundamentals of LSTM. Long short-term memory
(LSTM) is a kind of time cycle neural network, which is
designed to solve the long-term dependence of the RNN of
the cycle neural network [16]. ,e main working mecha-
nisms are mainly divided into the gating mechanism, for-
getting mechanism, and circular memory mechanism. ,e
three working mechanisms can effectively guarantee the
normal operation of LSTM and make it play its long-term
and circular memory functions, thus avoiding gradient
disappearance and explosion. ,e following three mecha-
nisms are analyzed in detail. LSTM output dimension setting
is 300, return_sequences parameter is set to true, and the
activation parameter is set to sigmoid.

(1) Gating Mechanism. In the LSTM network model, the key
element of the gating mechanism is the activation function,
which is usually sigmoid function and tanh function. S
function is a commonly used activation function in neural
networks. ,e characteristic of this function is that it can
control the output real value within the range of [0, 1], as
shown in the following:

σ(x) �
1

1 + e
−x

( 
. (7)

Tanh function, that is, hyperbolic tangent function: this
function can control the output real value in the range of [−1,

1], with 0 bit as the center, which is just complementary to
the S function without 0 as the center. ,e function is shown
in the following:

tan h(x) �
e

x
− e

−x

e
x

+ e
−x. (8)

,e gating mechanism can control the storage, memory,
and update of information, and the basic principle is shown
in formulas (9) and (10):

f(x) � σ(Wx + b), (9)

σ(x) �
1

1 + e
−x

( 
. (10)

(2) Forgetting Mechanism. In the LSTM network model,
forgetting mechanism must be realized based on the gating
mechanism. By analyzing the influence of historical infor-
mation on the memory unit, it is determined whether to
retain or forget some information [17].

(3) Cyclic Memory Mechanism. Among them, in the LSTM
network model, a new state ct, namely, memory unit, is
added in the LSTMnetworkmodel, and themain function of
this memory unit is to transmit information circularly.

2.2.2. Remote Access Service Network Architecture. As
shown in Figure 2, LSTM network structure is mainly di-
vided into four parts: input gate, forgetting gate, memory
unit, and output gate. ,e basic principles and methods of
the four parts are analyzed in detail.

(1) Input Gate. ,e input gate mainly controls the filtering
input data through the sigmoid function, wherein the input
is mainly divided into two inputs, namely, the data directly
input are controlled as shown in equation (11), and the other
control input is stored in the candidate memory unit as
shown in equation (12):

Zi � σ 
j

Ki,jx
i
j + 

j

Wi,jh
(i−1)
j + bi

⎛⎝ , (11)

Z � tan h 
j

Ki,jx
i
j + 

j

Wi,jh
(i−1)
j + b⎛⎝ . (12)

In the above formula, xi
j represents the input data at time

t, Ki,j represents the input weight, Wi,j represents the cycle
weight of the forgetting gate, h

(i−1)
j represents the output

value of LSTM cells at the previous time, bi represents the
bias of the input gate, and b represents the bias of candidate
memory cells.

(2) Forgetting the Door. Forgetting gate Zf mainly uses the
sigmoid function to map the input data xi

j at time t in the
range of [0, 1]. When the value is 0, it means that all in-
formation cannot pass this gate; when the value is 1, it means
that all information is allowed to pass, as in the following:

Input layer Convolutional
layer

Pool layer
Output layer

Pool ConvolutionalPool Convolutional

Convolutional
layer Pool layer

Full connection layer

Full connection 
Output

Figure 1: Central neural network structure.
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Zf � σ 
j

K
f
i,jx

j

f + 
j

W
f
i,jh

(i−1)
j + bf

⎛⎝ . (13)

In equation (13), xi
j represents the data input at time t;

K
f
i,j represents the input weight; W

f
i,j represents the cyclic

weight of the forgetting gate; h
(i−1)
j represents the cell output

value of LSTM at last time; f

b stands for the offset of the
forgetting gate [18].

(3) Memory Unit. ,e memory cell Ci is cyclically updated
mainly through the candidate memory cell Z and the
memory cell Ci−1 at the previous time and is adjusted by the
input gate Zi and the forgetting gate Zf, as shown in the
following:

Ci � Zf · Ci−1 + Zi · Z. (14)

(4) Output Gate.,e output gate Zo mainly controls whether
the memory unit Ci outputs through the sigmoid function.
When the value is 0, it means that all information cannot
pass this gate [19]; when the value is 1, it means that all
information is allowed to pass, as shown in equation (15).
,e final output value Hi of LSTM cells is controlled by the
tan h activation function, as shown in equation (16):

Zo � σ 
i

K
o
i,jx

i
j + 

j

W
o
i,jh

(i−1)
j + bo

⎛⎝ , (15)

hi � Zo · tan h Ci( . (16)

In the above formula, xi
j represents the data input at time

t; Ko
i,j represents the input weight; Wo

i,j represents the cyclic
weight of the output gate; h

(i−1)
j represents the cell output

value of LSTM at last time; o
b represents the offset of the

output gate.

3. Construction of theOpenOral ScoringModel
Based on CNN+ LSTM

Combined with the basic principles and network structure of
the CNN and LSTM neural network models, this study
proposes an open oral scoring model based on the

CNN+LSTM neural network. Because the model data
trained by the traditional machine learning model and BP
neural network model have low accurate fitting degree, the
correlation between the manual feature extraction and
manual score is low. ,is study breaks through the limi-
tations of artificial extraction through the one-dimensional
convolution neural network and long short-term memory
network to integrate and process data more effectively,
combined with the CNN+LSTM neural network to build
the speech scoring model and text scoring model. Among
them, the cyclic neural model has a large computational
workload when dealing with lengthy sequence data. In this
study, before the LSTM neural network, the one-dimen-
sional convolution neural network is used to preprocess the
data to shorten the sequence data, so as to improve the
computational efficiency, extract more accurate features, and
input them to the LSTM layer for processing.

As shown in Figure 3, the designed speech scoring model
is mainly composed of MFCC feature vectors; 2 convolution
blocks; bidirectional LSTM layer, namely, BLSTM, Mean-
OverTime layer, and full connection layer. ,e specific steps
are as follows:

(1) Input the MFCC eigenvector firstly
(2) ,e filters in convolution block 1 and convolution

block 2 convolve the inputMFCC feature vectors in a
translation way, and after the calculation is com-
pleted, the data are pooled by using the maximum
pooling layer in the convolution block [20]

(3) After the data are processed by the convolution layer,
they are input to the bidirectional LSTM network in
the lower layer, that is, BLSTM, and the speech
features are better extracted and fitted by the bidi-
rectional LSTM network

(4) After feature extraction and fitting, the Mean-
OverTime layer is used to sum and average the
corresponding positions of N vectors with equal
lengths output by the upper LSTM network, and
finally, a one-dimensional vector is output

(5) Finally, the one-dimensional vector output by the
MeanOverTime layer is fitted through the full
connection layer, so as to output the corresponding
speech score results

Output door

Output door

Other parts of the
network

Zf (Signal control
output gate)

Zi (Signal control
output gate)

Z (Signal control
is forgotten)

Z (Other parts of the
network)

LSTM

Memory call
Forget Gate

5

4

2

1

3

Figure 2: LSTM network architecture.
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As shown in Figure 4, the text scoring model based on
CNN+LSTM is mainly composed of five layers: word
embedding layer, one-dimensional convolution layer, LSTM
layer, MeanOverTime layer, and full connection layer. ,e
main function of the MeanOverTime layer is to sum and
average the corresponding positions of N equal length
vectors (including all intermediate state outputs of the LSTM
network) output by the LSTM layer and finally output a one-
dimensional vector. Finally, the full connection layer
combines the one-dimensional vector and outputs the
corresponding speech scoring results.

,e specific steps of text scoring design are as follows:

(1) Firstly, the word embedding matrix based on the
GloVe model is designed, and the dimension size of
the word embedding layer is set to 50. If words
cannot be found in the matrix, the word embedding
layer vector is set to 0.

(2) ,e main function of the one-dimensional convo-
lution layer is to shorten the length of the network
input sequence and better extract speech features.

(3) ,e convolution layer is followed by the LSTM layer,
which uses the function of selecting “memory” and
“forget” information of the LSTM network to better
extract and fit text features.

(4) MeanOverTime layer in the text scoring model has
the same function as the MeanOverTime layer in the
speech scoring model.

(5) Finally, the one-dimensional vector output by the
MeanOverTime layer is fitted by the full connection
layer, so as to output the corresponding text scoring
results.

4. Experimental Verification

4.1. Environmental Construction. To verify the feasibility of
the speech scoring model and text scoring model based on

the CNN+LSTM network, the experimental data are the
recordings of 600 students’ open oral test in a university in
Hebei province. ,e recording files are all in the MP3 form,
and the audio attributes are 16 bits and 16 kHz sampling
rates. ,e spoken pronunciation and content are scored by
manual scoring. Before training and testing, the FFmpeg tool
is used to convert the MP3 format of the recording to the
PCM format. Finally, the dataset is divided into two parts:
one is the training dataset and the other is the test dataset.
Among them, the training set is 480 pieces of data, and the
test set is 120 pieces of data.

In the above, this study constructs a speech scoring
model and a text scoring model based on the CNN+LSTM
network. For these two models, this study uses the RMSProp
optimizer and mean square error loss function to train. ,e
training iteration times are set to epoch 50, the batch value is
set to 10, and the learning rates are set to 0.001 and 0.01,
respectively. On the contrary, because the activation func-
tion is used in the output layer of the two scoring models,
only the scoring results in the range of 0–1 can be obtained.
,erefore, this study needs to normalize the manual scoring
results before training the two models. ,e normalization
process is shown in the following:

x
∗

�
x − xmin

xmax − xmin
. (17)

4.2. Data Preprocessing. In the scoring model based on
CNN+LSTM constructed in this study, the working form of
the scoring model is to transform spoken recording and
speech recognition text into a numerical vector represen-
tation. In this study, too many datasets are selected, which
will lead to jumbled experimental process and increase the
difficulty of the experiment. ,erefore, it is necessary to
preprocess the data in order to achieve better experimental
results.

MFCC

Convolution1D

MaxPooling1D

MaxPooling1D

Convolution1D

Convolutional
blocks1

h1 h2 h3 h4 hn...

MeanOverTime

BLSTM
Layer

MeanOverTime
Layer

...

Voice score

Full connection
layer

Convolutional
blocks2

Figure 3: Speech scoring model based on CNN+LSTM.
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4.2.1. Data Cleaning. In the above dataset, due to the
nonstandard spoken language of most students and the
recognition defects of the speech recognition system itself,
there are large errors in feature extraction of the tested
speech recognition text, and the accuracy rate is relatively
low, thus affecting the final recognition results. ,erefore,
this experiment cleans the experimental data, filters and
removes some useless spoken words, which make the speech
text structure clearer, and increases the effectiveness of the
generated model. In this paper, adaptive filter (LMS) is used
for data cleaning. Voice data formats include MP3 format,
VOC format, and Au format. In the system, it is expressed as
binary format coding. ,e system samples audio data in KB/
s.

4.2.2. Feature Extraction. Feature extraction is very im-
portant in the scoringmodel, and the reliability and accuracy
of the scoring model are determined by feature extraction. In
the neural network scoring model based on CNN+LSTM
constructed in this study, two kinds of features, speech class
and text class, are mainly extracted. Specific feature ex-
traction is shown in Table 1. Speech class feature extraction is
directly based on the speech signal, and text class feature
extraction is based on the output of the speech recognition
engine.

According to the summary of feature extraction cate-
gories in Table 1, this study selects four phonetic features to
evaluate students’ oral pronunciation quality, fluency, and
content richness. Among them, the specific function of the
rate of speech (ROS) is to describe oral fluency, and the
expression is

ROS �
Nwords

t − ts

. (18)

In equation (18), Nwords is the total number of words in
students’ spoken English, T is the total duration of oral
recording, and ts is the mute duration in recording.

In this study, five text features are selected to evaluate the
oral content of candidates. Text feature extraction can better
reflect the richness of the oral content and effectively deal
with special data. In text feature extraction, grammar is

regarded as the standard to judge students’ oral English.
,rough part-of-speech tags, we can judge whether there are
grammatical problems in the spoken content in vocabulary.
,e row label is shown in Table 2.

In the text extraction of speech recognition, grammatical
errors exist in sentences and are difficult to be found. In this
study, the correct rate of text grammar is calculated by

correct_ratio �
Ng

Ns

. (19)

In equation (19), NS represents the total number of
ternary or quaternary tag combinations in the text, and Ng

represents the total number of correct tag combinations.

4.2.3. Data Conversion. In this study, a pretrained word
embedding model is used to transform the speech rec-
ognition text into a vector representation, as shown in
Figure 5.

For spoken speech recording data, the extracted mel-
frequency cepstrum coefficient (MFCC) is used as the input
of the speech scoring model, as shown in Figure 6.

4.3. Empirical Results

4.3.1. Indicators for Evaluating System Performance. In the
scoring system constructed in this study, the speech and text
scoring model is based on the CNN+LSTM neural network.
For the comprehensive evaluation and comparison of the
scoring performance of the two models, this study sets up
three evaluation indicators to quantitatively analyze the
experimental results.

(1) Pearson’s correlation coefficient is the most widely
used performance test index in the field of automatic
scoring. ,e main function of this coefficient is to
reflect the linear correlation between two sequences,
as shown in the following:

ρX,Y �
cov(X, Y)

σXσY

. (20)

In formula (20), cov(X, Y) is denoted as the oblique
variance of X and Y, and σX and σY are both
standard deviations. X is the system score, Y is the
teacher score, and the range of ρX,Y is [−1, 1]. If the
result is positive, it indicates that X and Y are
positively correlated, and if it is negative, it indicates
that X and Y are negatively correlated.,e closer the
absolute value of this coefficient is to 1, the higher the
correlation between X and Y.

(2) Average difference of the man-machine score: it
mainly describes the deviation degree between the
machine score and manual score. ,e indicator is
represented by the letter d, as shown in the following:

d � E SMachine − SHuman


. (21)

(3) Accuracy: this experiment uses the method of the
maximum error of man-machine scoring to judge

CNN1D

h1 h2 h3 h4 hn...

MeanOverTime

LSTM layer

Mean Over
Time layer

...

Text score

Full connection layer

WordEmbedding

W1 W2 W3 W4 Wm...

One-dimensional
convolutional layer

Word embedding
layer

Figure 4: Text scoring model based on CNN+LSTM.
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whether the scoring result is accurate or not. If the
difference between the manual score and machine
score is less than themaximum error, it indicates that
the score result is accurate.

Finally, the ratio of the number of accurate scoring
results in the test set to the total number of samples is
calculated, which is used as the accuracy index of the scoring
model. In practical applications, the error of man-machine
scoring is less than 1 point, which shows that the machine
prediction result is accurate.

4.3.2. Analysis and Evaluation of the Scoring Model. In the
CNN+LSTM neural network model, 9 features are
extracted as the input of speech and text scoring models, and
Pearson’s correlation coefficients between each feature and
manual scoring are calculated, respectively. ,e calculated
results are shown in Tables 3 and 4.

It can be seen from Tables 3 and 4 that the Pearson
correlation coefficients of num silence and speaking ratio are
0.44 and 0.42, respectively, which are highly correlated with
manual scores. It shows that teachers pay more attention to

Table 1: Summary of the feature extraction of the speech class and text class.

Feature category Name to be signed Brief description of characteristics

Phonetic class

Articulation rate Speed of speech
Num silence Number of voice pauses
Posterior score Postpronunciation verification probability score
Speaking ratio Ratio of effective speaking time to total recording time

Text class

Content length Total number of words in the text
Unique words Number of nonrepeating words in the text

Syntactic tree depth Sum of all syntactic tree depths in the text
Semantic similarity Semantic similarity between the text and topic
Good grammar ratio Correct rate of text grammar

Table 2: Part-of-speech tags.

Part-of-speech tags Description
NN Noun (singular)
NNS Noun (plural)
VB By bar (prototype)
VBD Verb (past tense)
VUN Moving river (past participle)
JJ Adjectives
RB Adverb
IN Subordinate conjunctions
CC Conjunctions
PRP Personal pronoun

End of this
process

Text data
cleaning

Text
segmentation

Parse the GloVe
word embedding file

Build a word
embedding

Speech 
recognition text

Figure 5: Text vector flow.
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Figure 6: MFCC feature extraction flow.
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Table 3: Correlation between phonetic features and manual scores.

Phonetic features Pearson’s correlation coefficient
Articulation rate 0.37
Num silence 0.44
Posterior score 0.31
Speaking ratio 0.42

Table 4: Correlation between text class features and manual scoring.

Text class feature Pearson’s correlation coefficient
Content length 0.57
Unique words 0.59
Syntactic tree depth 0.27
Semantic similarity 0.33
Good grammar ratio 0.24
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Figure 7: Scoring results of the BP scoring model.
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Figure 8: Scoring results of the CNN+LSTM neural network scoring model.

Table 5: Performance evaluation of the scoring model.

Pearson’s correlation Average difference Accuracy (%)
Manual scoring model 0.764 0.485 —
CNN+LSTM model 0.694 0.639 82.3
BP model 0.533 0.601 80.0
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students’ oral fluency and effective oral duration when
grading oral English. ,e Pearson correlation coefficients of
content length and unique words are 0.57 and 0.59, re-
spectively, which have high correlation with manual scoring.
It shows that teachers pay more attention to students’
mastery of vocabulary and the richness of the oral content.

4.3.3. Test Results. As shown in Figures 7 and 8, 120 test data
were selected to test the scoring models of the BP neural
network and CNN+LSTM neural network, and the per-
formance of these two scoring models was comprehensively
evaluated through the three evaluation indexes set above.

It can be seen from Figures 7 and 8 that the
CNN+LSTM neural network scoring model has a better
fitting effect than the BP neural network scoring model, and
the CNN+LSTM neural network scoring model has
stronger adaptability. In Figures 7 and 8, the dotted line
represents the standard actual test sample data. In the BP
scoring model in Figure 7, it is quite different from the
standard sample data, indicating that the evaluation effect is
poor. In Figure 8, the difference between the CNN+LSTM
model and the standard sample data is small, indicating that
the evaluation effect is good.

It can be seen from Table 5 that the CNN+LSTM neural
network model is better than the BP neural network model
in the Pearson correlation coefficient and accuracy, and the
difference between them in man-machine score correlation
is obvious. CNN+LSTM is slightly better than the BPmodel
in the average difference index.

5. Conclusion

To sum up, the open oral English scoring model based on
CNN+LSTM designed in this study has better fitting effect
and adaptability and can improve the intelligent level of
open oral English learning. Compared with the traditional
artificial scoring and BP neural network scoring model, the
CNN+LSTM neural network scoring model has higher
scoring accuracy and efficiency. Experimental results show
that the CNN+LSTM neural network model has better
scoring performance and has certain practicability when the
training dataset is small.

Data Availability

,e experimental data used to support the findings of this
study are available from the corresponding author upon
request.

Conflicts of Interest

,e authors declare that they have no conflicts of interest
regarding this work.

References

[1] S. Ghannay, C. Servan, and S. Rosset, “Neural networks
approaches focused on french spoken language understand-
ing: application to theMEDIA evaluation task,” in Proceedings

of the 28th International Conference on Computational Lin-
guistics, pp. 2722–2727, Barcelona, Spain, 2020.

[2] S. T. Tsai, E. J. Kuo, and P. Tiwary, “Learning molecular
dynamics with simple language model built upon long short-
term memory neural network,” Nature Communications,
vol. 11, no. 1, p. 5115, 2020.

[3] S. E. Chazan, S. Gannot, and J. Goldberger, “Attention-based
neural network for joint diarization and speaker extraction,”
in Proceedings of the 2018 16th International Workshop on
Acoustic Signal Enhancement, pp. 301–305, Tokyo, Japan,
2018.

[4] N. Peng, “Performance evaluation of English learning through
computer mode using neural network and AI techniques,”
Journal of Intelligent and Fuzzy Systems, vol. 40, no. 3,
pp. 1–11, 2020.

[5] Y. Chen, “College English teaching quality evaluation system
based on information fusion and optimized RBF neural
network decision algorithm,” Journal of Sensors, vol. 2021,
Article ID 6178569, 9 pages, 2021.

[6] Y. Jiang, J. Zhang, and C. Chen, “Research on a new teaching
quality evaluation method based on improved fuzzy neural
network for college English,” International Journal of Con-
tinuing Engineering Education and Life-Long Learning, vol. 28,
no. 3-4, p. 293, 2018.

[7] E. M. Mohammed, M. S. Sayed, A. M. Moselhy, and
A. A. Abdelnaiem, “LPC and MFCC performance evaluation
with artificial neural network for spoken language identifi-
cation,” International Journal of Signal Processing Image
Processing & Pattern Recognition, vol. 6, no. 3, pp. 55–66,
2013.

[8] H. Li, “Application research of BP neural network in English
teaching evaluation,” Telkomnika Indonesian Journal of
Electrical Engineering, vol. 11, no. 8, pp. 4602–4608, 2013.

[9] A. Hermanto, T. B. Adji, and N. A. Setiawan, “Recurrent
neural network language model for English-Indonesian
machine translation: experimental study,” in Proceedings of
the International Conference on Science in Information
Technology, pp. 132–136, Yogyakarta, Indonesia, 2016.

[10] A. Esan, J. Oladosu, C. Oyeleye et al., “Development of a
recurrent neural network model for English to Yorùbá ma-
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For the problems of feature extraction and decision making in synthetic aperture radar (SAR) image target recognition, a method
based on multimode clustering and decision fusion is proposed. )e bidimensional variational mode decomposition (BVMD) is
used to decompose the SAR image to obtain multiple modes, which provide multilevel descriptions of the target characteristics.
Clustering is performed based on the intrinsic correlation of multiple modes, and several subsets with different modes are selected.
Based on the joint sparse representation (JSR), each mode subset is classified, and the corresponding reconstruction error vector is
obtained. )e linear weighted fusion is employed to fuse the results from different mode subsets. Finally, a decision is made based
on the fused results. Experiments are carried out based on the MSTAR dataset. )e results show the effectiveness of the method
under the standard operating condition (SOC) and robustness under extended operating conditions (EOCs).

1. Introduction

rSynthetic aperture radar (SAR) can work in all weather
conditions to obtain high-resolution images that can be used
for interpretation [1]. )e existing SAR target recognition
methods are mainly improved or innovated from the two
key steps of feature extraction and classification in order to
improve the final recognition performance. Feature ex-
traction aims to obtain de-redundant, low-dimensional
representations of the original SAR images. In [2–7], the
geometric features were extracted such as target area,
shadow, contour, and so on to design a target recognition
method. In [2], the Zernike moments were adopted as re-
gional features for SAR target recognition. Ding et al. applied
binary morphological operations in region matching and
defined a robust similarity measure. )e target outlines were
used as basic features to evaluate the similarities between
different SAR images with appellation to target recognition
in [6, 7]. )e principal component analysis (PCA), kernel
PCA (KPCA), monogenic signal, bidimensional empirical
mode decomposition (BEMD), and multiresolution repre-
sentations were employed to develop SAR target recognition
algorithms [8–15]. In [11], the monogenic signal was

introduced into SAR target recognition with good
performance. BEMD was employed by Chang et al. to
enhance the discrimination of extracted features. Taking into
account the electromagnetic scattering characteristics of the
target, the scattering center parameters of the target can be
estimated by analyzing the pixel distribution of the SAR
image. In [16–18], several matching schemes based on scat-
tering centers were developed and applied. In the classifi-
cation stage, the corresponding decision-making mechanism
is mainly designed by using mature classifiers or according to
the characteristics of the features, including K-nearest
neighbor (KNN) [8], support vector machine (SVM) [19–21],
sparse representation-based classification (SRC) [21–26], and
convolutional neural network (CNN) [27–40].

)is paper proposes a SAR target recognition method
based on multimode clustering and decision fusion. )e
bidimensional variational mode decomposition (BVMD)
[41, 42] is used to obtain multimode representations of the
SAR image, which can more effectively characterize the
global, detailed, and bidimensional time-frequency char-
acteristics of the target. In [13], these multilevel decompo-
sition features were proved effectively to improve the
performance of SAR target recognition. )erefore, BMVD
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can provide effective features for SAR target recognition.
However, this method only selected several decomposition
modes empirically and did not fully analyze the contribution
of each mode to the final recognition result. As a result, part
of the modes involved in the decision making may have
adverse effects on the final recognition. )erefore, this paper
first clusters the multiple modes obtained by BVMD by
investigating their intrinsic correlation and obtains several
mode subsets. In each subset, multiple modes obtained by
clustering have strong internal correlation. In this paper, the
joint sparse representation (JSR) is used for classification of
each mode subset [11–13], and the reconstruction error
vector corresponding to each category is obtained. As re-
ported, JSR is an extended version of traditional SRC, which
could be directly used to handle several sparse representa-
tion problems especially when they shared some correla-
tions. For the case of the BVMD features in this paper, they
are generated from the same inherently related object.
)erefore, JSR is a suitable classifier for them. For the re-
construction error vectors of different mode subsets, the
linear weighted fusion is used to perform fusion analysis on
them. Finally, the target label of the test sample is deter-
mined according to the final fusion error vector. Some
experiments are designed and performed based on the

MSTAR dataset. According to the experimental results, the
performance of the proposed can be quantitively validated.

2. Basics of BVMD

First developed by Dragomiretskiy and Zosso [41], the
variational mode decomposition (VMD) provides an
adaptive signal processing tool to decompose the input as
components with specified frequencies. Compared with
wavelet analysis, empirical mode decomposition (EMD),
etc., it is validated that VMD has better effectiveness and
robustness. As an extension of VMD, BVMD was developed
to process 2D signals like images [42]. )e basic problem in
BVMD is stated as follows:

min
uk,ωk


k�1,...K

αk ∇ uAS,k(x)e
− j ωk,x( ) 

������

������

2

2

⎧⎨

⎩

⎫⎬

⎭

s.t. ∀x: 
k�1,...K

uk(x) � f(x),

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(1)

where f(x) is the input; uAS,k(x) represents the 2D analytic
signal corresponding to the kth decomposition; and ωk

provides a reference direction in the frequency domain.
)e problem in equation (1) can be reformulated by the

Lagrangian multiplier as follows:

L uk , ωk , λ(  � 
k�1,...K

αk ∇ uAS,k(x)e
− j ωk,x( ) 

������

������

2

2
+ f(x) − 

k�1,...K

uk(x)

����������

����������

2

2

+〈λ(x), f(x) − 
k�1,...K

uk(x)〉. (2)

Afterwards, an unconstrained optimization problem is
obtained as follows:

min
uk,ωk

max
λ

L uk , ωk , λ( , (3)

where λ and αk correspond to the Lagrangian multiplier and
balance parameter, respectively. uk  contain the K de-
compositions, and ωk  include the corresponding center
frequencies.

According to (3), the alternate direction method of
multipliers (ADMM) can be employed to solve the above
problem. )e decomposition process is updated as follows:

u
n+1
k (ω) �

f(ω) − i≠kui(ω) +(λ(ω)/2) 

1 + 2αk ω − ωk




, (4)

where f(ω), u(ω), and λ(ω) correspond to the Fourier
transforms of f(x), u(x), and λ(x), respectively.

)e center frequency ωk is updated using a similar idea:

ωn+1
k �

Ωk
ω u

n+1
k (ω)



2
dω

Ωk

u
n+1
k (ω)



2
dω

, (5)

where |uk(ω)|2 represents the power spectrum on the half-
plane Ωk.

A standard gradient ascent can be used to update the
Lagrangian multiplier λ with a fixed time step τ:

λn+1
(x) � λn+1

(x) + τ f(x) − 
k�1,...,K

u
n+1
k (x)⎛⎝ ⎞⎠. (6)

)is paper employs BVMD for feature extraction in SAR
target recognition. )e decomposed multimode represen-
tations could comprehensively describe the properties of the
target, including the region, outline, etc. )erefore, different
modes from BVMD could complement each other as for
providing discriminative information for the original image.
)erefore, it is promising that the joint use of the multimode
representations could enhance the recognition performance.

3. Decision Fusion Based on
Multimode Representations

3.1. Clustering of Multimode Representations. Based on the
BVMD decompositions, the multimode representations of
the same SAR image can be obtained, which share certain
correlations. However, due to the impact of EOCs, these
correlations may not be global. )erefore, there may be
several subsets with strong correlations in multimode rep-
resentations. )is paper uses a correlation-based clustering
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algorithm to achieve multimode subset division. )e cor-
relation metric is defined as follows:

λ � max
kl c1(k, l) − m1  c2(k − Δk, l − Δl) − m2 

kl c1(k, l) − m1 
2 c2(k − Δk, l − Δl) − m2 

2
 

1/2
⎛⎜⎝ ⎞⎟⎠,

(7)

where c1 and c2 are two different modes obtained by de-
compositions of the same SAR image; m1 and m2 represent
the pixel mean; andΔk andΔl are the two-dimensional offset
distances of the reference image along the mode image. )e
correlation coefficient obtains the maximum image corre-
lation under different offset distances while taking the
maximum value.

Denote the modes obtained by the decomposition of the
same SAR image as V � c1, c2, . . . , cN , and the correlation
coefficient between any two modes is calculated according to
the similarity measure in equation (7). )e results are shown
in Table 1. In the table, λi,j denotes the similarity between the
ith and jth decompositions from BVMD. On this basis, all
the modes are clustered using the correlation threshold Tc.
When the correlation between a single two modalities is
higher than Tc, they are considered to belong to a modal
subset. After the clustering, several mode subsets can be
obtained. In each subset, the modes in it share high
correlations.

3.2. Joint Representation. For the multiple mode subsets
obtained by clustering, this paper uses the JSR to inde-
pendently represent and classify them. For a certain subset
yi, which contains K modes, i.e., g(1) g(2)

· · · g(K) , the
basic form of JSR is as follows:

min
Λ

q(Λ) � 
K

k�1
g(k)

− D(k)α(k)
�����

�����
⎧⎨

⎩

⎫⎬

⎭, (8)

where D(k) is the dictionary corresponding to the kth mode
in the subset; α(k) is the corresponding sparse coefficient
vector; and Λ � α(1) α(2)

· · · α(k)  is the sparse coeffi-
cient matrix.

In order to make full use of the correlation of different
modes in this subset, the JSR model further uses the ℓ1/ℓ2
norm to constrain the coefficient matrix Λ. )e updated
objective function is as follows:

min
Λ

q(Λ) + λ‖Λ‖2,1 . (9)

According to the sparse coefficient matrix obtained by
solving equation (9), the reconstruction error of each mode
in the subset can be calculated separately to obtain the sum
of reconstruction errors, as shown below:

ri(j) � 
K

k�1
g(k)

− D(k)
j α(k)

j

�����

�����, j � 1, 2, . . . , C, (10)

where D(k)
j and α(k)

j correspond to the dictionary and sparse
coefficients of the ith mode and the jth class, respectively,
and ri(j) is the reconstruction error of the ith mode to the
jth class.

)e reconstruction error vector for the M mode subsets
can be calculated according to the same idea mentioned
above, denoted as ri(j), i � 1, 2, . . . , M. Afterwards, the
linear weighting can be employed to fuse the reconstruction
error vectors of different mode subsets as follows:

r(i) � ω1r1(i) + ω2r2(i) + · · · + ωMrM(i), (11)

where ωi(i � 1, 2, . . . , M) are the weights corresponding to
different mode subsets, which are determined according to
the number of modes in each subset, i.e., ωi � Mi/M where
Mi is the number of modalities in the ith subset. For the
reconstructed error vector after fusion, the target label of the
test sample can be determined according to the principle of
the minimum error. According to the above analysis, the
SAR target recognition process designed in this paper is
shown in Figure 1.

4. Experiments

4.1.MSTARDataset. )e SAR image dataset released by the
US DARPA/AFRL in the MSTAR program is used as the
experimental data source. )is dataset is obtained by the
X-band airborne SAR platform, containing multiview SAR
images of 10 types of ground stationary vehicles, with a
range and azimuth resolution of 0.3m. Figure 2 shows the
optical images of these 10 targets. Based on this dataset,
multiple types of experimental scenarios can be set to
conduct a more comprehensive performance analysis of the
proposed method.

In the process of testing the proposed method, it is si-
multaneously compared and analyzed with somemethods in
the existing literature, including the SRC method [22],
monogenic signal method [11], BEMD method [13], and A-
ConvNet method [30]. All these reference methods are
implemented by the author according to the idea in the
original literatures. )ey are tested and compared with the
proposed method under the same conditions.

4.2. Results and Discussion

4.2.1. SOC. Table 2 shows a typical SOC based on the
MSTAR dataset.)e threshold value in the mode clustering
algorithm is set as 0.45, and the proposed method is used to
classify 10-class test samples, which obtains the confusion
matrix as shown in Figure 3. Among them, the horizontal
and vertical coordinates correspond to the real class and the
predicted result, respectively. )e diagonal element cor-
responds to the correct recognition rate of the corre-
sponding target. )e average recognition rate of the
proposed method for all 10 targets is calculated to reach
99.12%, showing its excellent performance under SOC. )e
four types of comparison methods are tested under the
same condition, and their average recognition rates are
compared with the proposed one as shown in Table 3. It can
be seen that various methods can achieve good perfor-
mance under SOC. Compared with the BEMD method, the
proposed method performs multimode clustering and
decision fusion based on the inner correlations to further
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Figure 1: Procedure of SAR target recognition based on clustering of multiple modes and decision fusion.

(1) BMP2 (2) BTR70 (3) T72 (4) T62 (5) BRDM2

(6) BTR60 (7) ZSU23/4 (8) D7 (9) ZIL131 (10) 2S1

Figure 2: Images of targets in the MSTAR dataset used in the experiments [25].

Table 1: Correlation coefficients among multiple modes.

c1 c2 · · · cN

c1 λ11 λ12 · · · λ2N

c2 λ21 λ22 · · · λ2N

⋮ ⋮ ⋮ ⋱ ⋮
cN λN1 λN2 · · · λNN

Table 2: Training and test sets under SOC.

Target class
Training set Test set

Configuration Samples Configuration Samples

BMP2 9563 233
9563
9566
c21

195
196
196

BTR70 c71 233 c71 196

T72 132 232
132
812
s7

196
195
191

T62 A51 299 A51 273
BRDM2 E-71 298 E-71 274
BTR60 7532 256 7532 195
ZSU23/4 d08 299 d08 274
D7 13015 299 13015 274
ZIL131 E12 299 E12 274
2S1 B01 299 B01 274
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improve the recognition performance. As a method based
on deep learning, ConvNet’s classification ability is closely
related to the scale of training samples. In the experimental
settings of Table 2, there are differences in the configura-
tions of some samples, which affect the overall classification
performance of ConvNet to a certain extent.

)e mode clustering threshold determines the final
mode composition participating in the JSR classification,
which has an important influence on the final classification
performance. )erefore, we test the classification results of
the proposed method under several typical threshold values
for 10 types of targets. )e results are shown in Table 4.
When the threshold is small, the clustering algorithm has
weaker constraints on the correlation between different
modes. As a result, the algorithm degrades into the tradi-
tional JSR classification. When the threshold is large, the
requirements for the interrelationship in the clustering al-
gorithm are too strict. At this time, each mode tends to
become a subset independently, which leads to insufficient
investigation of the internal relevance of different modes.
)e comparison shows that the proposed method has the
best performance at times, and subsequent tests and com-
parative analysis will be carried out under this threshold.

4.2.2. EOCs. Different from the SOC, the EOCs mainly refer
to the large difference between the acquisition conditions of

the test sample and the training sample, resulting in a low
overall similarity. Under most non-cooperative conditions,
SAR target recognition occurs under EOCs, typically in-
cluding target configuration differences, depression angle
differences, and noise interference. In this paper, the pro-
posed method is tested under the above three types of EOCs,
which are denoted as EOC-1, EOC-2, and EOC-3, respec-
tively. Tables 5 and 6 show the training and test sets under
the configuration difference and the depression angle dif-
ference. )e former sets a completely different target model
in the test set from the training set, and the latter sets the test
set at 30° and 45° depression angles (the training set is from
17°). Tables 7 and 8 compare the average recognition rates of
various methods under EOC-1 and EOC-2, respectively. For
configuration differences, the proposed method effectively
retains the correct decision adapted to the configuration
difference samples through multimode clustering, and the
final average recognition rate is also higher than that of the
four types of comparison methods. When the depression
angle is 30°, all methods can maintain a correct recognition
rate higher than 90%. )e difference between the test and
training samples caused by the change of the depression
angle at this time is relatively small. However, when the
depression angle is 45°, the recognition performance of
various methods decreases drastically. At this time, there is a
big difference between the test sample and the training
sample. )e proposed method achieves the highest
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Figure 3: Results of 10-class classification.

Table 3: Average recognition rates under SOC.

Method type Proposed SRC Monogenic BEMD ConvNet
Average recognition rate (%) 99.12 96.12 98.26 98.74 98.68
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performance in both cases, showing its stronger robustness
to depression angle differences.

According to [17], 10 types of target test samples in
Table 2 are processed by adding noise to construct test sets at
different signal-to-noise ratios (SNRs). )is paper defines
SNR as follows:

SNR(dB) � 10lg


H
h�1 

W
w�1 |Im(i, l)|

2

HWσ2
, (12)

where Im(i, l) is the SAR pixel; σ2 is the variance of the
added additive white Gaussian noise; and the denomi-
nator term is the total energy of the added noise.

As the noise intensifies, the significance of the target
characteristics gradually weakens, and the difficulty of
recognition also increases. )e noise samples are used to test
various methods, and the comparison results are obtained,
as shown in Figure 4. It can be seen that as the SNR de-
creases, the recognition performance of various methods
decreases to varying degrees. )e proposed method obtains
stronger noise robustness by combining the advantages of
clustering multiple modes and decision fusion. A compre-
hensive comparison of the recognition results under the
three types of EOCs shows that the proposed method has
stronger adaptability to EOCs and is beneficial to obtain
more reliable recognition results.

Table 4: Average recognition rates at different clustering thresholds.

)reshold Tc 0.25 0.35 0.45 0.55 0.65

Average recognition rate (%) 98.56 98.78 99.12 98.96 98.52

Table 5: Training and test sets for EOC-1.

Target class
Training set Test set

Configuration Samples Configuration Samples

BMP2 9563 233 9566
c21

196
196

T72 132 232 812
s7

195
191

BTR60 7532 256 7532 195
T62 A51 299 A51 273

Table 6: Training and test sets for EOC-2.

Target class
Training set Test set

Depression (°) Samples Depression (°) Samples

2S1 17 299 30
45 288303

BDRM2 17 298 30
45 287303

ZSU23/4 17 299 30
45 288303

Table 7: Average recognition rates of different methods under EOC-1.

Method type Proposed SRC Monogenic BEMD ConvNet
Average recognition rate (%) 98.06 94.62 97.01 97.27 96.12

Table 8: Average recognition rates of different methods under EOC-2.

Method type
Average recognition rate (%)

30° 45°

Proposed 97.90 73.60
SRC 94.16 68.07
Monogenic 96.96 69.86
BEMD 97.08 70.56
ConvNet 95.82 67.72
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5. Conclusion

)is paper uses BVMD to decompose SAR images, thus
obtaining multimode representations. In order to adaptively
classify each test sample, all modes are clustered based on the
principle of correlation, and multiple mode subsets with
intrinsic correlation are obtained. )e JSR is used to make
decisions on each mode subset, and finally the decision is
obtained through linear weighted fusion. Based on the
MSTAR dataset, the proposed method is tested and com-
pared under SOC and three types of EOCs.)e experimental
results show that the proposed method is more effective and
robust than several existing methods.

Data Availability

)e MSTAR dataset can be accessed upon request.
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A synthetic aperture radar (SAR) target recognition method combining multiple features and multiple classifiers is proposed. *e
Zernike moments, kernel principal component analysis (KPCA), and monographic signals are used to describe SAR image
features. *e three types of features describe SAR target geometric shape features, projection features, and image decomposition
features. *eir combined use can effectively enhance the description of the target. In the classification stage, the support vector
machine (SVM), sparse representation-based classification (SRC), and joint sparse representation (JSR) are used as the classifiers
for the three types of features, respectively, and the corresponding decision variables are obtained. For the decision variables of the
three types of features, multiple sets of weight vectors are used for weighted fusion to determine the target label of the test sample.
In the experiment, based on the MSTAR dataset, experiments are performed under standard operating condition (SOC) and
extended operating conditions (EOCs). *e experimental results verify the effectiveness, robustness, and adaptability of the
proposed method.

1. Introduction

Synthetic aperture radar (SAR) obtains effective ground
observation data through two-dimensional high-resolution
imaging, supporting related applications in the military and
civilian fields. SAR target recognition uses the feature
analysis and classification decision to determine the target
class [1]. Feature extraction obtains the effective feature
descriptions of the target in SAR images, including geo-
metric shape, scattering centers, and projection transfor-
mation features. Literature [2–7] designed SAR target
recognition methods based on geometric features such as
target region, contour, and shadow. In [2, 3], the Zernike
moments were used to describe the target area. In [4], a
recognition method was proposed based on target region
matching. In [6], the target contour distribution was
modeled based on the elliptic Fourier descriptor. Papson
proposed a SAR target recognition method based on shadow
features [7]. *e scattering center features describe the
target’s backscattering electromagnetic characteristics at the
high-frequency region. In [8–10], SAR target recognition

methods were developed using the attribute scattering center
as the basic feature. Projection transformation features can
be further divided into projection ones and image decom-
position ones. Projection features mainly use mathematical
transformation algorithms, such as principal component
analysis (PCA) or kernel PCA (KPCA) [11, 12] and non-
negative matrix factorization (NMF) [13]. Image decom-
position methods include the wavelet analysis [14],
monogenic signal [15], and bidimensional empirical mode
decomposition (BEMD) [16]. *e methods mentioned
above are all based on a single feature to carry out target
recognition. In fact, combining a variety of different features
can effectively improve the performance of SAR target
recognition. In [17], the multitask compressive sensing was
employed to implement joint classification of multiple
features of SAR images. In [18], a multifeature hierarchical
decision fusionmethod was proposed. In [19], a multifeature
and multirepresentation fusion strategy was proposed for
target recognition. According to the extracted feature cat-
egories, the classifier has to analyze and make decisions
accordingly to obtain the target label of the unknown
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sample. In [20], a SAR target recognition method was de-
veloped based on K-nearest neighbor (KNN). *e support
vector machine (SVM) was employed in [19, 20] as a base
classifier to design a SAR target recognition method. *e
sparse representation classification-based classification
(SRC) was employed for SAR target recognition in [12–22].
With the development of deep learning in recent years, the
convolutional neural network (CNN) has gradually become
a hot tool in SAR target recognition, and a number of
representative methods have emerged [23–30]. Similarly,
classifier fusion is also used and verified in SAR target
recognition. In [21], SVM and SRC were used for fused
classification. In [24], the CNN and SVM were combined to
further improve the classification performance.

*is study proposes a SAR target recognition method
based on multiple features and classifiers. *ree types of
features, i.e., Zernike moments, KPCA, and monogenic
signals are used for feature extraction. Zernike moments
describe the geometric shape of the target and have the
advantages of invariable translation and rotation. *e
features have clear physical meaning and reflect the details
of the target [2, 3, 19]. KPCA extracts the projection
features of the original image, which provide a concise
feature vector and have a certain nonlinear description
ability [11, 12]. *e monogenic signal can effectively
decompose the SAR image and obtain the multilevel and
multifrequency description characteristics [15]. *ere-
fore, the three types of features have good complemen-
tarity and can provide more sufficient discriminative
information for decision-making. In the classification
stage, SVM, SRC, and joint sparse representation (JSR) are
used as the classifiers for Zernike moments, KPCA feature
vectors, and monogenic features to obtain the corre-
sponding decision variables. On this basis, multiple sets of
linear weights are designed to perform weighted fusion on
the decision variables of the three types of features
[31–36], which determine the target label of the test
sample finally. In the experiments, the proposed method is
tested under standard operating condition (SOC) and
extended operating conditions (EOCs) [37–42] based on
the MSTAR dataset. *e recognition results and com-
parative analysis verify the effectiveness and robustness of
the proposed method.

2. Extraction of Multiple Features

2.1. Zernike Moment. Zernike moments are widely used in
the description of SAR target regions because of the
translation and rotation invariance and noise robustness
[2, 3, 19]. For the image I(r, θ) in the polar coordinates, the
Zernike moment is calculated as follows:

Znl �
n + 1
π


2π

0

1

0
Vnl(r, θ) ∗ I(r, θ)rdrdθ, (1)

where n � 0, 1, . . . ,∞, l � 0, ±1, . . ., n − |l| is even, and
|l|≤ n.

Zernike polynomials Vnl(r, θ) � R(r)eilθ are a set of
orthogonal complete complex-valued functions on the unit
circle x2 + y2 ≤ 1, which satisfy the following condition:


2π

0

1

0
Vnl(r, θ) ∗Vmk(r, θ)rdrdθ �

π
n + 1

δmnδkl. (2)

On this basis, the rotation invariant feature is con-
structed as follows:

Znl � Znl × Zn,− l(l � 0, 1, 2, . . .). (3)

Based on the above equations, the Zernike moment at
any order of the input image can be calculated. Among them,
the high-order moments can effectively reflect the detailed
information in the image, which is beneficial to improve the
recognition performance. In this study, the 3–8th moments
of Zernike moments are used to describe the SAR target
region, which constitute a feature vector.

2.2. KPCA. PCA calculates the best projection direction by
analyzing the data structure of a large number of samples to
achieve data dimensionality reduction [11]. For the sample
set X � x1, x2, . . . , xn , X ∈ Rm×n, their mean and covari-
ance matrix are first calculated as follows:

X �
1
n



n

i�1
xi, (4)

Q � 
n

i�1
xi − X( 

T
xi − X( . (5)

*e eigenvalues and eigenvectors of the covariance
matrix are calculated as follows:

[V, D] � EIG(Q). (6)

In equation (6), the vector V stores the eigenvalues, and
each eigenvalue corresponds to the eigenvector in the matrix
D. By selecting feature vectors corresponding to several
largest eigenvalues, a projection matrix can be constructed
for feature extraction of the samples.

KPCA is an extension of PCA in nonlinear space, which
can process datasets with nonlinear structure more effi-
ciently [11, 12]. KPCA first processes the data by introducing
a kernel function (typically polynomial and radial basis
kernel) and then performs PCA operations in high di-
mensions. In this study, KPCA is used to process SAR
images and obtain 80-dimensional feature vectors for sub-
sequent classification.

2.3. Monogenic Signal. *e monogenic signal is a two-di-
mensional signal decomposition algorithm, which can ef-
fectively analyze the multilevel spectrum characteristics of
the original image [15]. For the input image f(z), its Riesz
transformation is calculated as fR(z), where z � (x, y)T

represents the two-dimensional coordinates. *e corre-
sponding monogenic signal fM(z) is calculated as follows:

fM(z) � f(z) − (i, j)fR(z), (7)

where i and j are the imaginary units. f(z) and its Riesz
transform, respectively, correspond to the real part and
imaginary part of the monogenic signal, respectively.
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Accordingly, the characteristics of the monogenic signal are
defined as follows:

A(z) �

��������������

f(z)
2

+ fR(z)



2



,

φ(v) � a tan 2 fR(z)


, f(z)  ∈ (− π, π],

θ(z) � a tan 2 fy(z)/fx(z)  ∈ −
π
2

,
π
2

 .

(8)

In the above equations, fx(z) and fy(z) correspond to
the i-imaginary part and j-imaginary part of the monogenic
signal, respectively; A(z) represent the amplitude infor-
mation; φ(z) and θ(z) correspond to the local phase and
azimuth information, respectively.

*e three types of features obtained based on monogenic
signal decomposition have different characteristics. Among
them, A(z) mainly reflects the gray distribution characteristics
of the image. φ(z) and θ(z) reflect the local detail information
and shape characteristics of the image. *erefore, the joint use
of the characteristics of the monogenic signal is conducive to
constructing amore informative characterization. In this study,
according to [9], the SAR image is decomposed by monogenic
signal, and three corresponding feature vectors are obtained
through downsampling and vector concatenation.

3. Multiple Classifiers and Decision Fusion

3.1. SVM for Zernike Moments. For the classification
problem of the two types of patterns, SVM obtains the best
classification interface by minimizing structural risks [24].
For the sample x with unknown label, the decision hyper-
plane of SVM classification is as follows:

w
T

· ϕ(x) + b � 0, (9)

where w is the weight coefficient vector, which is used to
describe the relevant parameters of the hyperplane, ϕ(·)

represents the kernel function, and b represents the bias.
At first, SVM was proposed for the recognition of two

types of patterns, namely, the hyperplane of equation (9) was
used to distinguish between the two types. In the later pe-
riod, researchers extended it to the classification of multi-
class models through strategies such as “one-to-one” and
“one-to-many.” *rough the training of a large number of
labeled training samples, a suitable classification surface can
be obtained. At the same time, choosing a suitable kernel
function can effectively enhance the nonlinear classification
ability of SVM. When using SVM for multicategory clas-
sification, the (pseudo) posterior probability of each cate-
gory is output to represent the possibility that the current
sample belongs to a certain training class. *e type of test
sample can be determined by the principle of maximum
posterior probability. In this study, SVM is used to classify
Zernike moments [43–46].

3.2. SRC for KPCA Features. SRC uses sparse representation
as a basic algorithm to characterize test samples with un-
known classes and then determines their category based on

the analysis of the reconstruction errors [14, 15, 23]. Dic-
tionary construction is one of the key steps in SRC. Existing
methods mostly use samples of all training classes to con-
struct a global dictionary A � [A1, A2, . . . , AC] ∈ Rd×N, in
which Ai ∈ Rd×Ni (i � 1, 2, . . . , C) contains all training
samples from the ith training category. Accordingly, the
sparse reconstruction of the test sample y is described as
follows:

α � argmin ‖α‖0,

s.t. ‖y − Aα‖
2
2 ≤ ε,

(10)

where α is the sparse representation coefficient vector to be
solved, and ε is the reconstruction error threshold.

Under the constraint of ℓ0 norm, it is very difficult to
solve the sparse representation coefficient in equation (10).
For this reason, researchers used ℓ1 norm minimization [23]
to approximate the problem in equation (10) and converted
it into a convex optimization problem that is easy to solve. In
addition, the orthogonal matching pursuit algorithm (OMP)
[14], Bayesian compressive sensing (BCS) [15], and other
algorithms can also be used to obtain the approximate so-
lution of equation (10). Based on the solutions, the decision
process is performed as follows:

r(i) � y − Aiαi

����
����
2
2(i � 1, 2, . . . , C),

identity(y) � argmin
i

(r(i)),
(11)

where αi are the coefficients corresponding to the ith training
class from the extraction in α, and r(i) (i � 1, 2, . . . , C)

represent the reconstruction errors of different classes.
Studies have shown that SRC has good robustness

against noise interference and occlusion [23], which can
effectively supplement SVM. *is study uses SRC to classify
KPCA feature vectors.

3.3. JSR for Monogenic Features. For the different types of
features extracted from the same SAR image, they have a
certain inherent correlation. For this reason, this study uses
JSR to jointly represent them, thereby improving the overall
accuracy [5, 15, 26]. *e three monogenic feature vectors
obtained from the test sample y are denoted as
[y(1) y(2) y(3)]. *is study uses JSR for classification. *e
basic representation process is as follows:

min
β

g(β) � 
3

k�1
y

(k)
− Φ(k)

x
(k)

�����

�����
⎧⎨

⎩

⎫⎬

⎭, (12)

where Φ(k) is the global dictionary corresponding to the
kth feature, x(k) is the corresponding coefficient vector, and
β � [x(1) x(2) x(3)].

*e objective function in equation (12) does not take into
account the inherent relationship of the three types of
features.*is goal can be achieved by constraining the sparse
matrix β. *e updated objective function is as follows:

min
β

g(β) + λ‖β‖2,1 . (13)
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In equation (13), the ℓ1/ℓ2 norm is used to constrain β,
which can effectively use the internal relationship of the
three types of features.

According to the obtained coefficient matrix β, the sum
of the reconstruction errors of each class for the three types
of features can be calculated, and then, the target label of the
test sample can be decided:

Identity(y) � min
i



3

k�1
y

(k)
− Φ(k)

i x
(k)
i

�����

�����, (14)

where Φ(k)
i and x

(k)
i are the part of the dictionary and the

corresponding coefficient vector corresponding to the kth
feature in the ith class.

3.4. Decision Fusion. For SRC, the output result is the re-
construction error vector [r1, r2, . . . , rC]. First, these re-
construction errors are converted into a probability vector
according to the following:

P
S
i � 1 −

ri


C
j�1 rj

. (15)

*is study uses multiple sets of weights for linear fusion,
so as to obtain a more robust result. Denoted ri

k as the
decision variable of the kth feature of the ith class, first
construct N weight vectors:

W �

w11 w12 · · · w1N

w21 w22 · · · w2N

w31 w32 · · · w3N

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (16)

In the formula, each column in the matrix W represents
a weight vector, which satisfies


K

k�1
wki � 1, wki ≥ 0. (17)

*e weighting process under a set of weight vectors is as
follows:

R
i
n � r

i
1 r

i
2 r

i
3 

wn1

wn2

wn3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (18)

*erefore, in the group ofN randomweight vectors, the ith

training sample obtains a weighted result
R � R

i
1 R

i
2 · · · R

i
N

 , which is called the fusion decision
vector. Finally, the N decision variable is averaged as the final
decision value of the ith category, and the target category of the
test sample is determined through various comparisons. It can
be seen that under the action of multiple sets of weight vectors,
the three types of features participating in the fusion can be
fully analyzed.

4. Experiments

4.1.MSTARDataset. *eMSTAR dataset is a representative
dataset for testing and evaluation of current SAR target
recognition methods. *e dataset contains ten types of

military vehicle targets, as shown in Figure 1. *e SAR
images of various targets are acquired by X-band airborne
radar with a resolution of 0.3m. *e MSTAR dataset has
abundant samples, and a number of representative operating
conditions can be set accordingly. *e azimuth angles of
various targets cover 0°–360°, which can be used for com-
prehensive training and testing. Some targets include several
different configurations, which can be used to investigate the
performance of the recognition methods under configura-
tion variance. Some targets have multiple different de-
pression angles, which can be used to investigate the
performance of the recognition methods under large de-
pression angle differences.

During the experiments, several types of existing
methods are compared, which are mainly divided into two
categories. *e first category employs the three types of
features used in this study, but uses a single feature, which
are, respectively, denoted as Zernike [2], KPCA [12], and
monogenic [15]. *e second category is the multifeature
fusion method, i.e., the methods in the [17, 18], which are,
respectively, denoted as fusion 1 and fusion 2. *e third
category is the currently popular deep learning methods,
using the A-ConvNet method in [23]. Subsequent experi-
ments are first carried out under SOC and then under two
EOCs of configuration variance and depression angle
variance.

4.2. Results and Discussion

4.2.1. SOC. In the SAR target recognition problem, SOC
generally refers to the high overall similarity between the
test and the training samples, and the recognition difficulty
is relatively low. Table 1 provides the training and test
samples under SOC, which are from 17° and 15° depression
angles, respectively. *e test and training samples for
various targets are from the same target confirmations. *e
proposed method is used to classify the 10 types of targets
shown in Figure 1, and the confusion matrix shown in
Figure 2 is obtained. Among them, the diagonal value
marks the correct recognition rate of the corresponding
target. In the experiment, the average recognition rate is
defined as the proportion of correctly recognized samples
in all test samples. *e average recognition rate of the
proposed method for 10 types of targets is 99.46%. Table 2
compares the average recognition rates of various methods
under current experimental settings, which are all higher
than 98%, reflecting the low difficulty of problems under
SOC. Compared with the three types of methods based on
single features, this study significantly improves the final
recognition performance through their combined use.
Compared with the other two types of multifeature fusion
methods, the performance of this study is better, which
shows that the designed decision fusion algorithm has
stronger effectiveness. *e CNN method can achieve high
performance under SOC, but it is still lower than the
proposed method. In summary, the proposed method can
achieve superior performance under SOC, which verifies its
effectiveness.
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4.2.2. EOCs. EOCs are defined with reference to SOC, which
mainly examine the differences between the test and the
training samples due to factors such as target, background,
and sensor variations.*e typical EOCs that can be set based
on the MSTAR dataset mainly include configuration vari-
ance and depression angle variance, which are tested in the
subsequent experiments.

Configuration Variance. *e configuration variance is
mainly due to the situation caused by the change of the target
itself, which refers to the different configurations of the test
sample and the training sample from the same target. Table 3
provides the current experimental scene. Among them, the
test samples and training samples of BMP2 and T72 targets
are from different configurations. *e appearance similarity
between BTR70 and these two types of targets is relatively
high (as shown in Figure 1), and its introduction increases
the overall recognition difficulty. Various methods are tested

under current conditions, and their average recognition
rates are given in Table 4. Compared with the three types of
single feature-based methods, the performance advantages
of this method are very significant, indicating that their joint
representation and weighted fusion can effectively improve
the robustness of recognition. Compared with the two types
of multifeature fusion methods, the recognition rate of the
proposed method is higher, reflecting its stronger robust-
ness. *e performance degradation of the CNN method
under current conditions is very obvious, mainly due to the
weak coverage of the training samples to the test samples,
and the corresponding training network adaptability also
decreases.

Depression Angle Variance. As the relative viewing angle
between the target and the sensor changes, the corre-
sponding SAR images obtained will also have larger dif-
ferences. In particular, when the test sample and the training

Table 1: Training and test samples under SOC.

Class
Training (17°) Test (15°)

Configuration Samples Configuration Samples
BMP2 9563 233 9563 195
BTR70 c71 233 c71 196
T72 132 232 132 196
T62 A51 299 A51 273
BRDM2 E-71 298 E-71 274
BTR60 7532 256 7532 195
ZSU23/4 d08 299 d08 274
D7 13015 299 13015 274
ZIL131 E12 299 E12 274
2S1 B01 299 B01 274

(a) (b) (c) (d) (e)

(f ) (g) (h) (i) (j)

Figure 1: Images of targets in the MSTAR dataset used in the experiments.
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sample come from a large depression angle, the difficulty of
the recognition is greatly increased. Table 5 provides the
training and test samples under the condition of depression
angle variance. Among them, the training samples are all
from a 17° depression angle; the test samples are divided into
two subsets, corresponding to 30° and 45° depression angles,

respectively. Independent testing is performed on the test
samples at two depression angles, and the average recog-
nition rate of various methods is shown in Figure 3. It is
intuitively obvious that the recognition result at the 45°
depression angle is significantly lower than that of 30°. *e
proposed method obtains the highest average recognition
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Figure 2: Recognition results under SOC.

Table 2: Average recognition rates under SOC.

Method Average recognition rate (%)
Proposed 99.46
Zernike 98.02
KPCA 98.36
Monogenic 98.87
Fusion 1 99.02
Fusion 2 99.13
A-ConvNet 99.08

Table 3: Training and test samples under different configurations.

Class
Training (17°) Test (15°)

Configuration Samples Configuration Samples

BMP2 9563 233 9566
c21

196
196

T72 132 232 812
s7

195
191

BTR60 7532 256 7532 195
T62 A51 299 A51 273

Table 4: Classification results under configuration differences.

Method Average recognition rate (%)
Proposed 98.78
Zernike 96.92
KPCA 96.53
Monogenic 97.46
Fusion 1 97.82
Fusion 2 98.20
A-ConvNet 97.24
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rate at both depression angles, indicating that it has better
robustness to depression angle variance. *rough the ef-
fective fusion of the three types of features, the proposed
method can more comprehensively investigate the image
changes caused by the variances in the depression angle, so
as to obtain more reliable recognition results.

5. Conclusion

In this study, a multifeature and multiclassifier SAR target
recognition method is proposed. Zernike moments, KPCA,
andmonogenic signal are used to describe the characteristics
of the original SAR image, and the corresponding feature
vectors are obtained. In the classification stage, SVM, SRC,
and JSR are used to make decisions on the three types of
features, and then, their decision vectors are weighted and
fused based on the multiple weight vector. Finally, the target
label of the test sample is determined according to the fused
decision variables. *e three types of features and the three
classifiers have good complementarity, so they can provide
more effective information for target recognition. In the
experiment, the proposed method is tested and verified
under SOC, configuration variance, and depression angle
variance based on the MSTAR dataset. *e results show the
performance advantages of the proposed method.
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For the problem of reliable decision in synthetic aperture radar (SAR) target recognition, a method based on updated classifiers is
proposed. *e convolutional neural network (CNN) and support vector machine (SVM) are used as basic classifiers to classify
samples with unknown target labels.*e two decisions are fused and the reliability of the fused decision is evaluated.*e classified
test samples with high reliabilities are added to the original training samples to update the classifiers. *e updated classifiers have
stronger classification abilities and the fused result of the two classifiers can obtain a more reliable decision.*e proposed method
is tested and verified based on the moving and stationary target acquisition and recognition (MSTAR) dataset. *e experimental
results verify the effectiveness and robustness of the proposed method.

1. Introduction

High-resolution synthetic aperture radar (SAR) can pro-
vide strong support for earth observation. In the military
field, SAR images can be used to detect and identify targets
of interest to obtain high-value intelligence.*e problem of
SAR target recognition is a specific application of tradi-
tional pattern recognition technology [1]. With the support
of labeled training samples, the classification of unknown
test samples can be performed. Feature extraction and
classifier design are two important steps in the SAR target
recognition methods. *e former obtains high discrimi-
native features through the analysis of SAR images, thereby
improving the overall accuracy and efficiency of subse-
quent classification. Commonly used SAR image features
mainly describe target geometry [2–7], electromagnetic
scattering characteristics [8–10], or distributions of pixel
values by projection or transformation [11–18]. *e clas-
sifier learns a reliable decision-making surface based on a
large number of training samples and then classifies the test
samples. *e classifiers commonly used for SAR target
recognition include nearest neighbor (NN) [11], support
vector machine (SVM) [19–22], and sparse representation-

based classification (SRC) [23–27]. In addition, the mul-
ticlassifier fusion is also used in SAR target recognition
[28–31]. In recent years, the deep learning algorithms have
been widely applied and verified in various research fields,
and a large number of SAR target methods based on deep
learning models have emerged. A typical representative is
the convolutional neural network (CNN) [32–45].*e deep
learning methods integrate feature learning and classifi-
cation, thus avoiding the separation of feature extraction
and classifier design in traditional methods. However, the
deep learning methods have a large demand for the training
samples, and the final classification accuracy is often poor
when there are fewer training samples. Different from the
field of optical image processing, the data resources of SAR
images are scarce. As a result, it is difficult to train a reliable
deep learning classification model, which brings obstacles
to the application of related methods. In [40, 41], more
available samples were generated by means of data aug-
mentation to improve the classification performance of the
networks. In [42], multisource image data (such as optical
images and electromagnetic simulation data) were pro-
cessed through transfer learning to assist in training neural
networks suitable for SAR target recognition.
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*is paper proposes a SAR target recognition method
based on updated classifiers. *e key idea is using those test
samples whose categories can be reliably confirmed during
the classification process to optimize the original classifier.
In detail, a CNN is first designed as the dominant classifier
for SAR target recognition. In addition, this paper selects
SVM as an auxiliary classifier and confirms the classification
result of the test sample together with CNN. *e original
training samples are used to train the CNN and the SVM
classifiers. For a certain test sample to be recognized, it is first
classified by CNN and SVM respectively to obtain the
corresponding decision values.*en, the final decision value
is obtained through the weighted fusion. Based on the fused
decision values, the reliability of the final decision is cal-
culated. When the current test sample has a higher reliability
level than the preset threshold, it is furthered used as a
training sample to optimize the CNN and also enhances the
training samples for SVM. With the continuous increase of
test samples with confirmed labels, the classification per-
formance of CNN and SVM is continuously enhanced. So,
the recognition results obtained by the fusion of the two
classifiers are more reliable. *e main contributions of this
paper are as follows: first, the updated mechanism is in-
troduced under the decision fusion framework of CNN and
SVM classifiers. Decision fusion of different classifiers is a
common way to improve decision accuracy. In the tradi-
tional methods, the classified test samples are not fully used,
and the online update of the classifier is lacked. In the
problem of SAR target recognition, the number of training
samples is very limited. *is paper confirms the test samples
and updates the classifier, which can effectively improve the
classification ability of the classifiers. Second, an effective
criterion for decision-making reliability is developed and
used for the selection of test samples. Although the accuracy
of fusion decision is improved, there is still some probability
of misclassification. *e introduction of test samples with
the wrong target labels will result in a decrease in the
performance of the updated classifiers. Based on the fusion
of probabilistic decision variables, this paper defines deci-
sion reliability levels to select test samples whose decision
reliability is higher than the preset threshold to update the
classifier. So, the effectiveness of the updated classifiers can
be as ensured. In the experiments, the proposed method is
evaluated on the moving and stationary target acquisition
and recognition (MSTAR) dataset. *e results show that the
proposed method has advantages over a single classifier and
traditional classifier decision fusion methods.

2. Basic Classifiers

2.1. CNN. CNN is an extension of traditional neural net-
works, which can be used for two-dimensional signal (im-
age) processing. It conducts deep mining of original data by
setting multiple different convolutional layers. In each
convolutional layer, different convolution kernels are used to
extract two-dimensional features from the original data, so
as to obtain multilevel features. Finally, the network builds
an efficient classification framework through end-to-end
training to realize the classification of test samples. At

present, CNN has been widely used in the field of image
processing, and a series of CNN-based SAR target recog-
nition methods have appeared [32–45]. It should be pointed
out that the classification performance of CNN is closely
related to the size and coverage of training samples. When
the number of training samples is small, the finally trained
network has poor adaptability and cannot handle the SAR
target recognition task well.

Based on the existing research studies, this paper de-
signs a CNN as shown in Figure 1, which includes three
convolutional layers, three maximum pooling layers, and
two fully connected layers. In each convolutional layer, the
rectified linear unit (ReLU) is used as the activation
function to enhance the nonlinear adaptability of the
network. *e maximum pooling layer is set after the
convolutional layer to improve the overall training effi-
ciency of the network. Finally, the conversion of input data
to category labels is achieved through two fully connected
layers (take 10-class recognition as an example). *e end of
the network uses Softmax as the basic classifier and outputs
the possibility that the test sample belongs to each class in
the form of posterior probability. In addition, the overall
complexity of the network structure is relatively low, which
is beneficial to improve the efficiency of overall SAR target
recognition.

2.2. SVM. SVM is chosen as another classifier in this paper.
Since first proposed by Vapnik et al. in 1995, SVM has been
one of the most popular classifiers in the field of pattern
recognition. In Zhao and Pricipe [19], SVM was first in-
troduced to SAR target recognition with good performance.
Afterwards, many relevant researches were developed on
SVM and improved the recognition performance [20–22].
Based on the principle of structural risk minimization, SVM
aims to find a hyperplane to separate the patterns from two
different classes in a two-class classification problem. For a
test sample x, SVM generally makes the decision as follows:

f(x) � 
M

i�1
wiyiK xi, x(  + b αi ≥ 0,∀i. (1)

In equation (1), xi(i � 1, · · · , M) represents a support
vector from the training samples; yi � ±1 denote the labels
of the two different classes. wi(i � 1, · · · , M) are the weights
and b is the bias, which are the parameters to be estimated
during the training process. K(·) is the kernel function,
which can be specifically designed to handle different types
of classification problems. For example, the polynomial and
radial basis function (RBF) kernels are two commonly used
kernel functions in SVM.

*e traditional two-class SVM can be generalized to
multiclass ones via the strategies such as “one-versus-one” or
“one-versus-rest”. *en, SVM can be directly used to classify
multiple classes. *e famous LIBSVM [46] provided an
excellent toolbox to use SVM for different applications,
which can be smoothly used for multiclass recognition
problems. In this paper, the multiclass SVMwith RBF kernel
is employed to perform the classification for SAR images.
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3. Updated Classifiers for Target Recognition

3.1. Principle for Decision and Updating Classifiers. For the
classification results from CNN and SVM, this paper uses a
weighted fusion algorithm to obtain the final decision values.
CNN uses Softmax as the classifier, and its output decision
value is the posterior probability vector [P1, P2, · · · , PC]. For
SVM, the output result is also in the form of probabilities,
denoted as [PS

1, PS
2, · · · , PS

C]. Afterwards, the classical
weighting (equal weight) algorithm [24, 25] is used to fuse the
posterior probability vectors of CNN and SVM, as follows:

P
F
i � 0.5∗Pi + 0.5∗P

S
i , i � 1, 2, · · · , C, (2)

where [PF
1 , PF

2 , · · · , PF
C] denotes the final decision variables

after fusion. Accordingly, this paper defines the decision
reliability as follows:

R � min
P

F
K

max P
F
i 

⎛⎝ ⎞⎠(i≠K), (3)

where PF
K is the maximum probability, so the reliability level

is R≥ 1.
Correspondingly, the larger the value R, the more reliable

the classification result. An appropriate decision threshold is set.
When the decision reliability is higher than the threshold, the
current decision is considered reliable. And the corresponding
test sample is added to the original training samples to update
CNN and SVM. Otherwise, the training set is not updated.

3.2. Procedure of Target Recognition. In this paper, the
training set is dynamically updated by analyzing the

reliability of the decisions of test samples. *erefore, the
classification performance of CNN and SVM can be en-
hanced so their fused result will be more reliable. *e key
steps of the implementation of the proposed method are
shown in Figure 2, which can be summarized as follows:

Step 1: the original training samples are used to train
the CNN shown in Figure 1 and the SVM
classifier.

Step 2: for the test sample with unknown target label,
CNN and SVM are used to classify them re-
spectively. *eir results are fused and the re-
liability level of decision-making is calculated.

Step 3: if the decision-making reliability of the current
test sample is higher than the preset threshold,
it is added to the original training samples and
dynamically updates the training set of CNN
and SVM.

With the increasing number of test samples with con-
firmed target labels, the CNN and SVM classification ca-
pabilities have also been continuously enhanced. *erefore,
the classification accuracy of subsequent test samples can
also be improved. In general, the overall accuracy of target
recognition can be improved.

4. Experiments

4.1.MSTARDataset. *eMSTAR dataset is a representative
dataset for testing SAR target recognition methods, which is
employed for a long time. Figure 3 shows the optical and
SAR images of the 10 targets in the dataset. Among them, the
SAR images can cover all-round aspect angles and several
depression angles, and the image resolution is 0.3m.
*rough flexible processing and simulation on the original
SAR images, a variety of operating conditions can be setup to
test the proposed method including the standard operating
condition (SOC) and extended operating condition (EOC).

Several types of reference methods are set up in the
experiments, including the method of SVM-based classifier
in [19] (denoted as SVM), the cascade coupled CNN
designed in [36] (denoted as CSCNN), the CNN with data
augmentation used in [41] (denoted as Aug-CNN), and the
method based on the decision fusion of SVM and SRC in
[22] (denoted as SVM+ SRC).

In the follow-up experiments, the validation is first
carried out under SOC to analyze and verify the basic
performance of the proposed method. *en, several typical
EOCs are established to verify the robustness of the pro-
posed method under the conditions of depression angle
variance, noise corruption, and reduced training set.

4.2. Results and Discussion

4.2.1. SOC. Table 1 shows a typical SOC based on the
MSTAR dataset. *e training and test sets contain the SAR
images of the 10 types of targets acquired at the depression
angles of 17° and 15°, respectively, and both cover 0°∼360°
azimuth angles. With the reliability threshold set to 1.4, the

Conv. 16@5×5/ReLU

Max pooling 2×2

Input image

Conv. 32@5×5/ReLU

Max pooling 2×2

Conv. 64@6×6/ReLU

Max pooling 2×2

FC 1024/ReLU Dropout

FC 10/softmax

Class label

Figure 1: Structure of the CNN used in this paper.
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proposed method classifies the test samples and obtains the
corresponding results. *e classification accuracy of dif-
ferent targets keeps higher than 98%. *e recognition rates
of BMP2 and T72 are relatively low due to the configuration
differences between their training and test samples. Among
the remaining 8 types of targets, the recognition rate of
BTR60 is relatively low, mainly because its test samples share
high similarity with the samples of BMP2 and T72 targets,
which increases the probability of false classification. *e
four types of reference methods are also tested under the

same condition, and the average recognition rates of all
methods for 10 types of targets are summered in Table 2.*e
comparison shows that the recognition performance of the
proposed method under SOC is better than that of the
reference methods, which verifies its stronger effectiveness.
Compared with the methods using SVM or CNN alone, this
paper confirms the test samples and enriches the training set
and organically combines the classification results of the two
classifiers to significantly improve the final classification
accuracy. *e Aug-CNN method improves the performance

Training
samples

SVMTest sample

CNN Decision
value 1

Decision
value 2

Fused decision 
value Target class

Reliable samples

Figure 2: Implementation of target recognition in the proposed method.

(6) BTR60 (7) ZSU23/4 (8) D7 (9) ZIL131 (10) 2S1

(1) BMP2 (2) BTR70 (3) T72 (4) T62 (5) BRDM2

Figure 3: Optical and SAR images of targets in the MSTAR dataset for recognition.
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of traditional CNN by simulating training samples, but the
overall amount of information in the original training set is
still limited. As a result, the improvement is also very limited
and it will also bring additional time consumption. Com-
pared with the fusion method of SVM and SRC, the pro-
posed method dynamically updates the two classifiers while
fusing CNN and SVM, and the enhancement of the final
recognition performance is also very obvious.

According to the basic principles of the proposed
method, the selection of the reliability threshold has a direct
impact on the final classifier update and recognition per-
formance. In the previous experiment, the reliability
threshold was set to be 1.4. *is experiment mainly verifies
this key parameter and investigates its influence on the final
recognition performance. Table 3 lists the average recog-
nition rates of the proposed method for 10 types of targets at
different thresholds. It can be seen that the proposed method
can maintain an average recognition rate over 98.5% at each
threshold, but its performance is also directly related to the
threshold selection. When the threshold is relatively low (for
example, 1.1), the decision reliability is easy to meet the
requirements, and more samples are used for updating the
classifiers. However, some of the misclassified samples will
also cause the performance of the classifier to decrease,
resulting in a decrease in the overall average recognition rate.
When the threshold is large (for example, 1.7), the decision
reliability is very high at this time, resulting in only a few test
samples that can be used for classifier update, which makes
the proposed method degenerate into a traditional decision
fusion method. After comparative analysis and repeated

experiments, this paper selects 1.4 as an appropriate
threshold. *is threshold can effectively ensure the ratio-
nality of test sample selection and the reliability of classifier
update.

4.2.2. Depression Angle Variance. *e difference in de-
pression angle between the test sample and the training set
will cause the characteristic difference of the SAR images.
Table 4 shows the training and test sets under the condition
of depression angle variance set using the MSTAR dataset,
which includes 3 types of targets. Among them, the training
set uses SAR images with a depression angle of 17°, and the
training set contains samples with two depression angles of
30° and 45°. Experiments are carried out at the two de-
pression angles, respectively. *e average recognition rates
of various methods are summarized as shown in Table 5. It is
easy to find that the recognition performance of various
methods at 45° depression angle is significantly lower than
the results at 30°, indicating that large depression angle
difference will seriously affect the correct decisions.*rough
the use of highly reliable test samples and the fusion of CNN
and SVM, the proposed method achieves better recognition
performance than the reference ones. Compared with the
CSCNN, SVM and Aug-CNN methods using single clas-
sifiers, the performance superiority of the proposed method
is very significant, which demonstrates the effectiveness of
decision fusion and dynamic update of the classifiers.
Compared with the SVM+SRC method, this paper intro-
duces CNN with stronger classification performance. In
addition, those samples after reliable classifications are used
to update CNN and SVM, so the final decision result has
higher reliability.

4.2.3. Noise Corruption. In order to test the performance of
the proposed method under noise corruption, different
degrees of noise are added to the original test samples in
Table 1 to construct test sets at different signal-to-noise
ratios (SNR). All the methods are tested at different SNRs,
and the results are shown in Figure 4. It can be seen that the

Table 1: Training and test sets under SOC.

Class
Training (17°) Test (15°)

Configuration (SN) Number of samples Configuration (SN) Number of samples

BMP2 9563 233
9563 195
9566 196
c21 196

BTR70 — 233 — 196

T72 132 232
132 196
812 195
S7 191

T62 — 299 — 273
BRDM2 — 298 — 274
BTR60 — 256 — 195
ZSU23/4 — 299 — 274
D7 — 299 — 274
ZIL131 — 299 — 274
2S1 — 299 — 274

Table 2: Results comparison under SOC.

Method Average recognition rate (%)
Proposed 99.15
SVM 96.72
CSCNN 98.93
Aug-CNN 99.02
SVM+ SRC 98.28
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proposed method maintains the highest recognition rate at
each SNR, showing its better noise robustness. *e per-
formance of the Aug-CNNmethod ranks second only to the
proposed method, mainly because the method adds noisy
samples generated by simulation to augment the training set,

which improves the noise adaptability of the network. Since
the training samples used in the CSCNNmethod are all from
high SNRs, its classification accuracy under noise corrup-
tion, especially test samples from low SNRs, is significantly
reduced. *e proposed method uses the combination of
CNN and SVM to dynamically update the training samples
to improve the coverage of noise corruption situations, and
the final decision can better handle the noisy samples.

4.2.4. Reduced Training Set. As mentioned above, the
training samples available in SAR target recognition are
often very limited. As a result, it is difficult to cover the
possible situations of the test samples (such as view angles
and noise levels). *erefore, it is very important to improve
the robustness of the recognition method under the con-
dition of limited training samples. Based on Table 1, 80%,
60%, 40%, and 20% of the original training set are randomly

Table 3: Results of the proposed method at different reliability thresholds.

*reshold 1.1 1.2 1.3 1.4 1.5 1.6 1.7
Average recognition rate (%) 98.74 98.98 99.04 99.15 99.07 98.86 98.57

Table 4: Experimental setup under depression angle variances.

Class
Training Test

Depression Number of samples Depression Number of samples

2S1 17° 299 30° 288
45° 303

BDRM2 17° 298 30° 287
45° 303

ZSU23/4 17° 299 30° 288
45° 303

Table 5: Average recognition rates of different methods under
depression angle variances.

Method
Depression

30° 45°

Proposed 97.02 72.92
SVM 93.27 66.08
CSCNN 96.42 66.73
Aug-CNN 96.48 68.74
SVM+ SRC 94.66 67.88
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Figure 4: Comparison of results under noise corruption.
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Figure 5: Comparison of results under reduced training set.
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selected to construct reduced training sets and then the
original test sets are classified. *e results of different
methods achieved under reduced training sets are shown in
Figure 5. *e proposed method has obvious performance
advantages in the case of fewer training samples. On the one
hand, the fusion of CNN and SVM at the decision-making
layer improves the fault tolerance of the overall decision-
making. On the other hand, with the increasing number of
confirmed test samples, the training set has actually been
effectively supplemented, so the updated CNN and SVM
classification results are more reliable. *e four types of
reference methods are limited by the size of the training
samples, so their overall recognition performance is also
limited.

5. Conclusion

*e paper proposes a SAR target recognition method based
on updating the classifiers, which continuously updates the
available training samples through the confirmation of the
target label of the test sample, thereby improving the clas-
sification performance. CNN and SVM are used as basic
classifiers to improve independent classification perfor-
mance on the basis of updating training samples. At the
same time, the two results are combined at the decision-
making stage to obtain a more reliable recognition result.
Experiments are carried out based on the MSTAR dataset,
and the classification performance of the proposed method
is tested under SOC, depression angle variance, noise cor-
ruption, and reduced training set, which is also compared
with several existing methods. *e experimental results
show that the recognition performance of the proposed
method is better than the existing methods under all con-
ditions, verifying its effectiveness.

Data Availability

*e MSTAR dataset is publicly available.
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ResNet has been widely used in the field of machine learning since it was proposed..is network model is successful in extracting
features from input data by superimposing multiple layers of neural networks and thus achieves high accuracy in many ap-
plications. However, the superposition of multilayer neural networks increases their computational cost. For this reason, we
propose a network model compression technique that removes multiple neural network layers from ResNet without decreasing
the accuracy rate..e key idea is to provide a priority term to identify the importance of each neural network layer, and then select
the unimportant layers to be removed during the training process based on the priority of the neural network layers. In addition,
this paper also retrains the network model to avoid the accuracy degradation caused by the deletion of network layers. Ex-
periments demonstrate that the network size can be reduced by 24.00%–42.86% of the number of layers without reducing the
classification accuracy when classification is performed on CIFAR-10/100 and ImageNet.

1. Introduction

Convolutional neural network (CNN) is a commonly used
neural network model in the field of computer vision as it can
achieve high accuracy in various tasks in the field of image
recognition [1, 2]. Network models can deepen the network
structure by CNNs and thus improve the accuracy of tasks
such as recognition or detection. For example, LeNet-5,
proposed by LeCun et al. uses a 5-layer CNN to classify
handwritten text. Later, VGGNet-19 utilized 22 layers to
further improve the accuracy [2]. .e residual network
(ResNet) [3] even uses 152 layers of neural networks to achieve
the optimal performance for the current task competition. As a
result, ResNet is now commonly used as one of the models of
standard CNNs in diverse fields, such as medical disease map
classification, forestry pest, and disease classification [4].

ResNet is used to solve the problem of performance
degradation caused by increasing depth. .e biggest dif-
ference between DenseNet and ResNet is that in DenseNet
we never combine features through summation before they

are passed into a layer; instead, we provide them all as
separate inputs. ResNeXt proposes aggregated transforma-
tions, using a parallel stack of blocks with the same topology
to replace the original three-layer convolution block of
ResNet, which improves the accuracy of the model without
significantly increasing the parameter level. At the same
time, due to the same topology, the number of hyper-
parameters is also reduced, which is convenient for model
transplantation. In SE-ResNet and SE-ResNeXt, SENet can
be regarded as a channel-wise attention [5, 6]. SENet adds a
branch to calculate the channel-wise scale after the normal
action and then multiplies the obtained value to the cor-
responding channel [7].

CNN improves accuracy through deep structure on
the one hand, and on the other hand the computational
cost required for learning and model inference increases
as the number of layers increases. During model training,
computational resources are enhanced by adding hard-
ware devices, and computation time can be significantly
reduced by distributed algorithms. However, with the
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advent of the Internet of.ings (IoT) era,models oftenneed to be
deployed again on end devices with limited computational re-
sources, for example, image classification on embedded systems,
text recognition on portable devices, and speech recognition on
mobile devices. A higher task level requires a larger amount of
hardware computational memory, and thus the significant
problem that arises is the high operational and inference cost
requirements of IoTend devices and realistic scenarios where end
devices often struggle tomeet the high demand for computational
resources [8]. .erefore, how to effectively reduce the compu-
tational cost of CNN training and inference has received sig-
nificant attention from researchers. For example, for the problem
of computational cost of deep neural network models, Denton
et al. [7] proposed to try to reduce the computational cost by
cutting the number of layers, preserving all network layers of
the residual network, and changing the number of network
layers executed according to the input data. However, it is also
necessary to save all the network layers in the scheme and not
just consider cutting the cost of computational resource
consumption. On the contrary, deciding which network layer
is skipped also increases the memory consumption due to the
additional modules required to determine it. For this reason,
Chen et al. [8] proposed a method to decrease the number of
residual network layers during learning, which can shorten
the time of inference computation and reduce the memory
consumption at the same time. However, this scheme
removes the network layers completely statically, so it is
sometimes difficult tomaintain a high accuracy rate. Rastegari
et al. [9] used the distillation maneuver to learn new models
with fewer network layers from learned models with more
layers, but their experiments showed a huge decrease in
accuracy. Moreover, from the point of view of reducing the
computational cost, to reduce the model inference time and
computational resource cost, the use of static deletion of
layers and distillation can be satisfied.

In this paper, we present a model compression method
that uses layer deletion and retraining and can suppress
accuracy degradation. .e proposed method imports
judgment values that determine the importance of each layer
of the residual network. .e judgment values are used to
determine or remove unimportant layers after learning and
preventing the accuracy degradation. .is paper is to retrain
the residual network after removing the layers. .e exper-
imental results show that layer deletion and retraining in
such a way are applicable for overall model compression and
reduce the cost of computational resources. Maintaining
accuracy in the deleted layers requires retraining by re-
moving individual parameters and then retraining with
different hyperparameter settings. Experiments using the
CIFAR-10/100 image dataset for the image classification task
cut the number of network layers by 24.00% to 42.86%.
Accordingly, the computation time for model inference
decreased by 60.23% to 76.69%, and the number of pa-
rameters of the model was reduced to 69.82% to 93.15%.

1.1. RelatedWork. Present-day model compression schemes
for ResNet fall into three broad categories.

In the first category, Jaderberg et al. [10] dynamically
decide whether to execute or skip the next layer in the
middle of the inference calculation of the residual network.
Han et al. [11] decide whether or not to execute a layer by
adding a gate function to each layer. .e signal from the
previous layer is input to the gate function; if it outputs 1, the
next layer is executed, and if it outputs 0, it is not executed.
Liu et al. [12] take action based on reinforcement learning to
decide which layer is executed by the residual network,
which attempts to reduce the number of layers executed by
rewarding the accuracy of the actual execution while sup-
pressing the reduction in accuracy. However, while these
approaches reduce the average inference time, they require
additional gate functions and neural networks and thus
suffer from increased memory consumption.

In the second category, Huang et al. [13] used a model
that multiplies the reasonable judgment values by the output
of the network layers. et al. [14] set many judgment values to
0 in learning by adding L1 regularization on this judgment
value, while being able to remove such layers completely
since the scalar is the same as the layer corresponding to the
value 0 for the unexecuted state.Wu et al. [15] set a threshold
value in the output of each layer and removes the layers
below the threshold value. .ese methods differ from the
methods in the first category in that the time and memory
consumption of the model inference computation can be
reduced simultaneously, except that the layers can be cut
completely. However, it is difficult to maintain the accuracy
rate in order to completely remove layers. Although ex-
periments show that these methods can actually maintain
accuracy in data such as CIFAR-10, it is difficult to maintain
accuracy in actual data such as specific real-time images. In
addition, these methods require adjustment of hyper-
parameters of continuous values such as regularization
strength and threshold..at is, our method is used to obtain
the Resnet network with the required number of layers by
continuously adjusting the hyperparameters, which does not
cause degradation in the accuracy of the image data, and
additional cost is spent.

In the third category, Wen et al. [16] used the technique
of distillation, which is a framework for efficiently training
another neural network (student) using information from an
already trained neural network (teacher). Specifically, it aids
student learning by imposing a constraint that the proba-
bility distribution of the output of the teacher model and the
output of the student model should be parsimonious. In
addition, it is easy to use as the number of layers required can
be set directly for teacher-student learning in the case of
hardware memory constraints. Since then, [17–19] distil-
lation methods have been applied to the compression of
various models. .ese schemes are different from the layer
parameter removal involved in this study.
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2. ResNet

ResNet is a CNN neural network model widely used in the
field of image recognition [3]. ResNet achieves the deep
structure of the model by stacking multiple residual blocks,
and each residual block is composed of residual units
constructed from multiple convolutional layers. Residual
units in the residual network model are calculated as follows:

xi+1 � xi + F xi( , (1)

where x is the input signal to the residual unit and F(xi) is a
module consisting of a convolution layer, batch normali-
zation, and ReLU activation function [20]..us, the residual
unit takes the input signal through constant mapping and
nonlinear mapping and adds its result as a new kind of
computational unit.

Multiple residual units of the same size in different
dimensions are superimposed in each residual block. When
changing the residual block, downsampling, or increasing
the number of channels is performed, as shown in Figure 1,
the dimensionality of the residual unit is changed.

3. The Proposed Method

.e proposed method statically eliminates the number of
ResNet layers while minimizing the loss of its accuracy. .is
method gradually reduces the number of layers of the re-
sidual network by iterative layer deletion and retraining.

3.1. Deleting Residual Blocks. Previous studies have shown
that schemes that directly remove the residual blocks sig-
nificantly reduce the model accuracy [14, 21, 22]. However, if
these residual blocks are removed, it is difficult to recover the
accuracy by retraining. .erefore, it is necessary to remove
the residual blocks that have little impact on accuracy by
model compression techniques.

For this problem, our approach introduces a variable
that represents the importance of the residual units. .is
variable is a judgment value that can be learned from the
training data as well as from the model parameters, intro-
ducing a variable for each residual unit. Specifically, the
importance of F(xi) in equation (1) is learned. Identifying
the unimportant F(xi) removes it, and the input of the next
residual block becomes xi+ 1� xi, which has the same effect
as removing the residual block itself. By introducing the
variables indicating the importance into the residual unit in
formula (1), we can obtain

xi+1 � xi + ωiF xi( , (2)

where ωi is a judgment-valued variable that can be learned
by error backpropagation. ωi can be viewed as a judgment-
valued layer overlaid on top of F(xi), so calculations such as
error backpropagation can be easily implemented using a
deep learning framework. When the absolute value |ωi| of ωi

becomes small, the output size of F(xi) is considered small,
such that F(xi) is considered to have little effect on the
output. .erefore, in this method, ωi is used as the judgment

value for the importance of the residual block, and |ωi| is
used as the target to remove the residual block.

In the residual network, there are residual blocks that
cannot be removed from the beginning to the end.
According to [23], removing residual blocks immediately
after a residual block change significantly reduces the model
accuracy because a new intermediate representation is ob-
tained by downsampling and increasing the number of
channels when the residual block changes (Figure 1). Since
such a residual block is important to maintain accuracy,
instead of removing the residual block immediately after a
residual block change, the usual formula (1) is used in this
paper. .is solution requires an additional parameter (im-
portance), which is not a vector or tensor, but a scalar, so it
has little impact on the size of the model [24].

3.2. Retraining. .e authors in [14, 23] and others showed
that the accuracy has a tendency to decrease if multiple re-
sidual blocks are removed from the residual network at a time.
Based on the present method of alternating the removal and
retraining of residual blocks, instead of removing multiple
residual blocks at a time, the residual blocks are removed in a
gradual manner. Baker et al. [25] categorized the method of
removing parameters from the model as elemental variational
kernel/group filtering level, and this method removes pa-
rameters of the layer level, which is not included in the above
category. .erefore, the amount of model modification by
retraining is also considered to be large. In retraining, this
paper sets the learning rate initial value larger in the stochastic
gradient descent optimizer to significantly update the pa-
rameters [11, 26]. Specifically, this paper applies the same
learning rate for retraining as in the first learning. Such a
learning rate setting contrasts with the small learning rate
used in [24, 27] for retraining in single parameter removal.

3.3. Overall Algorithm. Algorithm 1 is the pseudocode of our
method, where the learning rate of an optimization algorithm
such as stochastic gradient descent is denoted as η, the total

. . .

Residual unit

Residual block

Figure 1:.e change of residual block and residual unit in ResNet.
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number of residual blocks in the residual network is denoted
as L, the number of residual blocks deleted at one time is
denoted as K, the total number of target residual blocks is
denoted as L′, and the number of retraining iterations is n.

In Algorithm 1, indicating the importance of residual
blocks is first initialized for all residual blocks (line 1). .e
network model weights are initialized with uniform random
numbers, and the residual network is trained using sto-
chastic gradient descent optimization (line 2). .is algo-
rithm gradually removes the residual blocks in the future
and imports L (line 3) indicating the current number of
residual blocks. .e residual blocks are retrained in a loop
(lines 4 to 10). Residual blocks are removed during the
algorithm loop with a target of the preset number of residual
blocks, but residual block removal is no longer performed
when the accuracy of the model decreases. .e set of I that
indicates the index of the residual unit that becomes the
object of deletion is set within the loop (line 5). .e indexes
of the residual blocks judged as unimportant according to
the weights are appended to I (line 6). ωiF(xi) corre-
sponding to the index contained therein is deleted from (2),
and the deletion of the layer is performed (line 7). Along
with the deletion of residual blocks, the current number of
residual blocks L′ is updated (line 8). For the residual
network after the deletion of residual blocks, n retraining
iterations are performed (line 9). At this point, the initial
value of the learning rate η for retraining is the same as the
initial learning rate used in line 2.

.e algorithm in this paper is shown in the flowchart in
Figure 2. Firstly, the variable of residual block importance is
introduced to identify whether it is an inherent residual
block or an unimportant residual block to delete it, to update
the number of residual blocks. If the set number of residual
blocks is not reached, then return to the residual block
importance judgment for layer deletion. If it is reached, then
retraining is performed. If the accuracy rate does not drop,
then return to the residual block importance judgment for
layer delete. If the accuracy rate decreases, then the whole
layer deletion process is ended.

4. Experimental Results and Analysis

4.1. Experimental Settings

4.1.1. Dataset. .e CIFAR-10/100 [28] and ImageNet
datasets [29] are used as the experimental validation data-
sets. CIFAR-10/100 consists of image with 10/100 classifi-
cations per dataset..e image size is 32× 32× 3. ImageNet is
a dataset with 1000 classifications, and the image size is
224× 224× 3. In this experiment, a 224× 224× 3 single-
center crop is applied to the images during training and
testing with reference to the literature [30]. Furthermore, as
in the literature [31, 32], in this paper, color and propor-
tional aspect ratio enhancements are applied as data en-
hancements during the training process.

4.1.2. Model. In this evaluation, the residual network model
experimented refers to [30] with three convolutional layers
for each residual block and combines batch normalization

and activation function ReLU. .e number of residual
blocks is assumed to be 3 for CIFAR-10/100 and 4 for
ImageNet..us, as proposed by He [3], the number of layers
is 56 for CIFAR-10/100 and 50 for ImageNet, and the di-
mensionality of the residual units changes using a projection
scheme [32, 33] at the time of the change of residual blocks.

4.1.3. Hyperparameters. For hyperparameters, according to
the settings used in the standard image classification [22],
the optimizer uses SGD with modulus of 0.9, with an initial
learning rate of 0.1 and 200 iterations. .e learning rate in
CIFAR-10/100 is 0.81. .e batch setting is 128 in CIEAR10/
100 and 512 in ImageNet.

4.1.4. Baseline. .e baseline solution is model compression
using residual networks without model compression and
distillation [14, 22]. As described in a related study, model
distillation dynamically skips layers compared to the static
removal of layers to reduce computational cost while
maintaining accuracy. In addition, model distillation, unlike
other methods, can directly specify the number of layers and
is therefore easy to use in situations such as hardware
memory limitations, and its model use is consistent with the
structure of the residual network model used in this paper.

4.1.5. Implementation Platform. In this paper, the Keras and
TensorFlow [13] are used to implement the designed model
and baseline. In addition, CUDA and CUDNN libraries are
used for GPU accelerated training to implement the stacked
capsule network model. .e platform was trained using an
Intel i7-10500U Processor, 2.7GHz, 3M processor speed,
8GB RAM, 1TB hard disk, Nvidia GeForce GPU for the
system.

4.2. Experimental Results

4.2.1. Results of the Proposed Method. .e residual block of
(2) is employed in the residual network of our method;
however, the representation of equation (1) is used in the
residual unit transformation. .e performance comparison
between the deleted residual blocks and the original residual
network is given in Table 1. A residual block has 3 con-
volutional layers, and it can be found that even after some
residual blocks are deleted, the accuracy on each dataset does
not abate but increases; thus, for model compression, the
deletion of neural network layers can be performed, which
can effectively avoid overfitting. .e number of retraining
iterations n is set to be the same as the original training
iterations, but in this experiment, even if n is set to be smaller
than the original learning iterations, the accuracy can be
maintained to some extent. Table 1 compares the number of
remaining network layers in each residual block before and
after removing the network layers, and it can be seen that the
first residual block retain the least number of network layers.
In turn, this allows the model to be compressed substantially
and effectively.
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Table 1 represents the number of remaining layers in
each residual block of the minimum residual network where
no accuracy degradation occurs, and according to Table 1, it
can be seen that the proposed method can remove different
layers of network layers in each residual block. According to
the results of this paper, the first residual block, i.e., the
residual block closest to the input, has the least number of
layers; i.e., the most layers can be removed, and for the latter
residuals blocks, some of the network layers can be also
removed separately without affecting the final accuracy.
Moreover, according to [13, 14], the first residual can be said
to have little impact on the accuracy even if the network
layers are reduced.

4.2.2. Accuracy. .is subsection evaluates the image clas-
sification accuracy of the test data when the number of layers
of the residual network is changed; however, the accuracy of
the validation data is evaluated following the customary

evaluation since the ImageNet dataset does not exist for the
test data. .e comparison method is a residual network
varying the number of network layers from 56 to 11 in
CIFAR-10/100. Six residual blocks are employed in each
dataset, and each residual block has 18, 15, 12, 9, 6, and 3
layers respectively. In ImageNet classification training in this
paper, the method is changed from 50 to 17 layers for the
residual network and distillation method using 50, 34, and
18 layers of the model as a comparison object.

.e experimental results are visualized in Figure 3 with
the graphs of the number of network layers and the accuracy
of image classification. .e blue dashed line indicates the
accuracy of the residual network with different number of
layers, the green dashed line indicates the accuracy of the
residual network with different number of layers learned by
distillation, and the red dashed line shows the initial ac-
curacy of the proposed method. .e proposed method
maintains the initial accuracy indicated by the red dashed
line while the layers are deleted. Eventually, the proposed

Initialization: learning rate η, number of residual units L, number of residual units removed at one time is k, number of retraining
iterations is n.
(l) ResNet’s parameters and weights ωi: L ∈ [L]  are initialized.
(2) Set the initial learning rate η to train ResNet.
(3) L′ � L

(4) while L′ >L do
(5) I � θ
(6) Select k in ascending order of the absolute value of ωi and add that index to I

(7) Delete ωiF(xi) of i ∈ I from equation (2)
(8) L′ ← L′ − k

(9) Retraining in SGD with initial learning rate for n iterations
(10) End

ALGORITHM 1: Our method.

Start

Resnet

End

Inherent
residual 
blocks Target

residuals
Number of

blocks

Residual block
importance

Decreased
accuracy

Update the current
number of residual blocks

Layer
Deletion

Yes
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No

Yes

No

Retraining

Figure 2: .e flowchart of our algorithm.
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method maintains the accuracy of 32, 35, and 38 layers in
CIFAR-10/100 and ImageNet, respectively, which are the
numbers of layers corresponding to the intersection of the

black and red dashed lines. .at is, 42.86%, 37.50%, and
24.0% of the network layers were removed in CIFAR-10/100
and ImageNet, respectively. Comparing the blue dashed line

Table 1: .e number of remaining layers of each residual block and accuracy before and after layer deletion.

Dataset Layer number Accuracy (%) 1st residual block 2nd residual block 3rd residual block 4th residual block
Layer number Layer number Layer number Layer number

CIFAR-10 56 92.88 18 18 18 None
32 93.05 3 15 12 None

CIFAR-100 56 71.83 18 18 18 None
35 71.99 3 12 18 None

ImageNet 50 75.89 9 12 18 9
38 76.12 6 6 15 9
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Figure 3: Accuracy of different network layers in different methods: (a) CIFAR-10; (b) CIFAR-100; (c) ImageNet.
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and the black line, compared with the usual case of the
residual network with layer change learning, the model
distillation achieves essentially the same accuracy as the
method in this paper in CIFAR-10 but cannot maintain the
accuracy in CIFAR-10/images; on the other hand, the
method in this paper can also maintain the accuracy while
cutting the number of layers in CIFAR-100 and ImageNet.
.e reason why the method in this paper maintains the
original accuracy can be attributed to the fact that a priority
term is introduced in this paper to identify the importance of
each neural network layer, and then the unimportant layers
are selected to be removed during the training process based
on the priority of the neural network layers. In addition, the
network model is also retrained to avoid accuracy degra-
dation when the network layers are removed.

4.2.3. Calculating Cost. .is section evaluates the compu-
tational cost of the minimum residual network for which the
method in this paper is able to maintain accuracy, as an
evaluation metric, the execution time of sequential propa-
gation used in the MAC model [13, 18] inference calcula-
tions using the representation of the product and the
number of operations, the execution time of back-
propagation, and the number of parameters of the model.
MAC is calculated using the convolutional layer and the
mean of all combined layers..e execution time is evaluated
as the average of 100 execution times. .e experimental
setup in the study is the same as in the previous section. .e
proposed method can reduce the number of layers while
maintaining high accuracy to 32, 35, and 38 layers in CIFAR-
10/100 and ImageNet, respectively, and therefore these
models are evaluated above utilizing price metrics.

Table 2 indicates the evaluation results. Regarding the
number of MACs, it was cut to 60.93%, 62.89%, and 78.59%
in CIFAR-10/100 and ImageNet, respectively. .e execution
time of sequential propagation was cut to 60.23%, 70.13%,
and 76.69%, respectively. .e execution time of reverse
propagation was cut to 59.71%, 60.44%, and 78.9%. In terms
of quantity, without accuracy degradation, the number of
parameters can be cut to 69.82%, 90.50%, and 93.15%, re-
spectively. .ese experimental results demonstrate that the
proposed method speeds up the model inference compu-
tation without increasing the memory consumption and
without accuracy degradation. In Section 1.1, it is elaborated
that the dynamic layer skipping maneuver tends to maintain
accuracy but increases memory consumption; conversely,
the static layer deletion maneuver cuts memory consump-
tion but decreases accuracy. When compared in a minimal
residual network that does not cause the accuracy degra-
dation caused by the proposed method, the proposed
method improves all computational cost metrics without
accuracy degradation.

4.2.4. Hyperparameter Dependence. .is section explores
the relationship between the number of iterations of
retraining and the accuracy of the number of residual blocks
removed for the hyperparameters of the methods in this
paper.

For 56-layer residual network learned in CIFAR-10, the
accuracy versus the number of network layers when the
number of iterations to be retrained is 30, 60, and 120 is
illustrated in Figure 4. It can be known that the accuracy is
easily maintained when the number of zones is high, but it
can also be maintained to some extent when the number of
iterations is low. In this method, even in the case of 30
iterations of retraining, the accuracy can be maintained to
some extent while deleting layers in order to be used as the
initial value for retraining, and retraining can be started
from the model with a certain degree of high accuracy from
the beginning. Figure 4 shows that the accuracy is still good
when the number of iterations of retraining is fixed at 60 and
the number of deleted residual blocks can be 1, 2, or 4.
Notice that when n� 4, 44, 32, 20, the smaller the n� 4, the
greater the improvement in accuracy through retraining. As
shown in [3], the smaller the number of residual blocks
removed, the smaller the decrease in accuracy, which can be
considered as the reason why retraining can be started from
the beginning with a certain degree of high accuracy. In
addition, the minimum residual network that was able to
maintain the initial accuracy was 32 layers with n� 2. .e
residual network with 44 layers with n� 4 had an accuracy of
92.84%, achieving essentially the same accuracy as the
preliminary accuracy of 92.88%.

4.2.5. Weighted Regularization Effect. In the proposed
method, the absolute value of ωi is used as an indicator of the
importance of the residual blocks; i.e., if the absolute value of
ωi is small, the output of F(xi) is reduced and the result
ωiF(xi) becomes smaller and has a smaller impact on the
overall output. .e average relationship between the abso-
lute value of ωi and the size (L2) on the validation data for
the 56-layer residual network learned in CIFAR-10 can be
visualized in each residual block, as shown in Figure 5. .e
smaller the importance in Figure 5, the smaller the weight of
the output. It can be known that the smaller the absolute
value ofωi, the smaller the L2 parametric number ofωiF(xi),
so it can be said that the absolute value of ωiF(xi) can be
used as an indicator of the importance of the residual unit
according to ωi reduction F(xi).

4.2.6. Weight Distribution. In this paper, the residual net-
work is trained on the CIFAR-10 dataset, and the weight
distribution of the residual blocks is visualized to investigate
the nature of the “importance” introduced in the proposed
method. Figure 6 demonstrates the importance histogram of
the residual blocks for the residual network trained with
CIFAR-10. Initialized with uniform random numbers, the
trained shape becomes a mixture of two Gaussian distri-
butions. In element-level parameter removal, the histogram
of known learning parameters is monotonously normally
distributed with a mean around 0 [12]. Since the absolute
value of the parameter is used as importance in element-level
parameter deletion, the most frequent values are around 0.
Many parameters are judged to be unimportant, and pa-
rameters close to 0 are considered to have little impact on the
output even if they are deleted, and can be retrained with
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Table 2: Calculation cost in model reasoning.

Dataset Layers number Accuracy (%) MAC Sequential propagation (msec) Reverse propagation (msec) Parameters

CIFAR-10 56 92.88 8.19×107 6.584 12.93 585.9K
32 93.05 4.99×107 3.970 7.721 409.1K

CIFAR-100 56 71.83 8.65×107 6.203 13.36 613.6K
35 71.99 5.44×107 4.350 8.075 555.3K

ImageNet 50 75.89 4.11× 109 29.95 59.51 25.55M
38 76.12 3.23×109 22.97 46.53 23.80M

120 iterations
60 iterations
30 iterations
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Figure 4: .e change of the accuracy of deletion and retraining of ResNet layer in CIFAR-10 training.
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Figure 5:.e average distribution of the weight of each residual block of ResNet in CIFAR-10: (a) CIFAR-10; (b) CIFAR-100; (c) ImageNet.
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other hand, the histogram of cascading parameter deletion is
like two normal distributions symmetrical around 0, as
shown in Figure 6. If we take the absolute value as the
importance in this paper, the most common value is not 0,
but around 0.7. In other words, when layer deletion is
performed with the proposed method, there are cases when
some network layers with higher importance must be de-
leted. In this case, the model needs to be modified sub-
stantially to maintain the accuracy of the model, so a larger
learning rate needs to be set during the retraining process.

4.2.7. Model Complexity Analysis. Figure 7(a) indicates the
time spent in the training phase for the original ResNet and
the compressed ResNet of this paper. It can be clearly seen
that the training time of the compressed ResNet in this paper
is the least on all three different datasets, which indicates that
the model complexity is lower than that of the original
ResNet. In the testing phase indicated in Figure 7(b), the
compressed ResNet in this paper takes even less time. .ese
results show that the compressed ResNet in this paper has
faster recognition speed for both image samples at the end of
the training phase. .e numbers of parameters of the
original ResNet and the compressed ResNet in this paper are
shown in Table 3, and the number of parameters of the
compressed ResNet in this paper is very much smaller than
that of the original ResNet, which indicates that the model
overhead cost of the compressed ResNet in this paper is
lower than that of the original ResNet..is indicates that the
compressed ResNet in this paper can be flexibly and quickly
deployed on existing hardware.

5. Conclusions

In order to reduce the computational cost of inference, this
study proposes a method to reduce the number of residual
network layers without reducing the accuracy. .e proposed
method has a scalar parameter to identify the insignificant
residual units, based on which the residual units are selected
and removed. In the image classification task of CIFAR-10/
100 and ImageNet, the number of network layers is effec-
tively removed for model compression while maintaining
accuracy compared to existing methods.
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For the problem of attribute scattering center parameter estimation in synthetic aperture radar (SAR) image, a method based on
the water wave optimization (WWO) algorithm is proposed. First, the segmentation and decoupling of high-energy regions in
SAR image are performed in the image domain to obtain the representation of a single scattering center. Afterwards, based on the
parameterized model of the attribute scattering center, an optimization problem is constructed to search for the optimal pa-
rameters of the separated single scattering center. In this phase, the WWO algorithm is introduced to optimize the parameters.
+e algorithm has powerfully global and local searching capabilities and avoids falling into local optimum while ensuring the
optimization accuracy. +erefore, the WWO algorithm could ensure the reliability of scattering center parameter estimation. +e
single scattering center after solution is eliminated from the original image and the residual image is segmented into high-energy
regions, so the parameters of the next scattering center are estimated sequentially. Finally, the parameter set of all scattering
centers in the input SAR image can be obtained. In the experiments, firstly, the parameter estimation verification is performed
based on the SAR images in the MSTAR dataset. +e comparison of the parameter estimation results with the original image and
the reconstruction based on the estimated parameter set reflect the effectiveness of the proposed method. In addition, the
experiment is also conducted using the SAR target recognition algorithms based on the estimated attribute parameters. By
comparing the recognition performance with other parameter estimation algorithms under the same conditions, the performance
superiority of the proposed method in attribute scattering center parameter estimation is further demonstrated.

1. Introduction

Synthetic aperture radar (SAR) has all-day and all-weather
high-resolution imaging capabilities, which is widely used in
military and civilian fields [1–4]. Unlike clear and intuitive
optical images, SAR images reflect the electromagnetic
scattering characteristics of the target, in which the ap-
pearance of the target is not obvious, which brings obstacles
to image interpretation. In order to quantitatively describe
the distribution characteristics of SAR images, the re-
searchers model the local scattering phenomenon by means
of the scattering center model. +e most representative one
is the attribute scattering center model [5–7]. +e attribute
scattering center model contains attribute parameters re-
lated to the local structures of the target, such as intensity
distribution, positions, and lengths. SAR target recognition
methods based on the attribute scattering centers also fully

verified the effectiveness of attribute parameters for dis-
tinguishing different targets [8–11]. However, the form of
the attribute scattering center model is complicated, so the
parameter estimation problem is a hard one. In the early
stage, researchers used the “divide and conquer” strategy to
realize the sequential estimation of each scattering center in
the image domain. In the parameter estimation of a single
scattering center, many classical optimization algorithms are
usually used, such as the genetic algorithm, simulated
annealing, particle swarm algorithm, and wolf swarm al-
gorithm [12–16]. According to the theory of compressive
sensing, the researchers also designed the attribute scattering
center estimation algorithms based on sparse representation
[17], assuming that the attribute scattering centers in a single
SAR image are sparsely distributed in the entire parameter
space. +e sparse representation methods avoid the local
decoupling in the image domain, but the consistency of the
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estimated results with the original image is often difficult to
guarantee. In addition, it has strong randomness. For this
aspect, in order to ensure the physical meanings of the
scattering center parameters, the scattering center estima-
tion algorithm in the image domain has stronger reliability.

In this paper, based on the traditional image domain
attribute scattering center estimation methods, the water
wave optimization (WWO) algorithm is introduced to re-
alize the parameter optimization of a single scattering center.
For a single scattering center image area decoupled from the
image domain, the best attribute parameters are obtained
through the WWO algorithm. Inspired by the theory of
shallow water waves, researchers proposed a new heuristic
algorithm in 2015, i.e., the WWO algorithm [18]. +e al-
gorithm is inspired by the theoretical model of shallow water
waves. +e individual water waves use propagation, re-
fraction, and wave breaking to effectively search in the
solution space. It has the advantages of concise principle,
fewer control parameters, and easy implementation. At
present, the WWO algorithm has been widely used and
verified in the fields of task allocation, image processing, etc.,
with higher accuracy and robustness [19–23]. For this

reason, this paper introduces the WWO algorithm into the
parameter estimation of the single attribute scattering center
to obtain more reliable estimation results. In the experiment,
the MSTAR dataset is used to verify the proposed method,
including the contributions to the parameter estimation of
SAR images and the target recognition based on attribute
scattering center matching, respectively. +e experimental
results prove the effectiveness of the proposed method and
its superiority compared with the existing methods.

2. Attributed Scattering Center Model

As a parameterized model to describe the local scattering
characteristics of radar targets in the high-frequency area [24],
the attribute scattering center model has stronger description
capabilities than the previous geometric theory of diffraction
(GTD) model [25, 26] in both the physical and signal layers. In
[8–11], SAR target methods were developed based on the at-
tribute scattering center, which verified its significant advan-
tages in improving the robustness of target recognition. Based
on the attribute scattering center model, the scattering char-
acteristics of a single scattering center are described as follows:

Ei f, ϕ; θi(  � Ai · j
f

fc

 

αi

· exp
−j4πf

c
xi cos ϕ + yi sin ϕ(  

· sin c
2πf

c
Li sin ϕ − ϕi   · exp −2πfci sin ϕ( .

(1)

In equation (1), f represents the frequency of the in-
cident wave and ϕ is the azimuth angle.
θi � [Ai, αi, xi, yi, Li,ϕi, ci] is the attribute parameter set.
Specifically, Ai represents the relative amplitude of different
scattering centers; xi, yi record the positions of the scattering
center; αi is a frequency-dependent factor whose value is
directly related to the local structure; for the distributed
scattering centers, Li and ϕi respectively represent the length
and direction angle; for the localized scattering centers, ci

refers to the position-dependent parameter.
For a SAR image containing an interested target, there

are several scattering centers. +en, based on the attribute
scattering center model, the overall scattering characteristics
of the target can be described as follows:

E(f, ϕ; θ) � 
P

i�1
Ei f, ϕ; θi( , (2)

where θ � θi  (i � 1, 2, . . . , P) is the attribute scattering
center set of the target; P represents the number of the
scattering centers.

3. Method Description

3.1. Parameter Estimation in the Image Domain.
Although the description accuracy of the attribute scattering
center model is high, its complex form makes the parameter

estimation problem a complicated and hard one. In general,
the SAR image data to be analyzed can be expressed as
follows:

D(f, ϕ) � E(f, ϕ; θ) + N(f, ϕ), (3)

where E(f, ϕ; θ) is the model component described in
equation (2); the noise component N(f, ϕ) in the image is
generally modeled as a Gaussian distribution. Under the
framework of the maximum likelihood estimation, the joint
estimation process of the parameter set is described as
follows:

θML � argmin
θ

|‖D − E(θ)‖
2
. (4)

Equation (4) gives the ideal form of the parameter es-
timation of the attribute scattering centers. However, due to
the complexity of the model itself and the large number of
parameters, the optimization process is nonconvex, which is
easy to fall into the local optimum, resulting in unstable and
inaccurate estimation results. As a remedy, the researchers
proposed a “divide and conquer” strategy in the image
domain, which separates the image area of a single scattering
center according to the significant characteristics of the
effective scattering center [8–11]. Afterwards, an optimi-
zation algorithm can be used to estimate the parameters of a
single scattering center. +en, the parameters of all scat-
tering centers can be obtained sequentially. According to
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previous works, the process of the image domain parameter
estimation algorithm can be generally divided into three
steps: decoupling, single scattering center parameter esti-
mation, and sequential estimation. First, the input SAR
image is analyzed, and the image segmentation algorithm is
used to obtain the region with the largest energy as the image
domain representation of a single scattering center.+en, for
the decoupled single scattering center data, the optimization
is performed under the constraints of the attribute scattering
center model to obtain the best attribute parameters. Here, it
is necessary to introduce an appropriate optimization al-
gorithm to ensure the precision of the parameter estimation.
Finally, the estimated components are removed from the
original image (the reconstruction result of the scattering
center is subtracted from the original image) to update the
input image, and the parameters of the next scattering center
are obtained. +rough sequential iterative updates, the at-
tribute parameter set of all scattering centers of the target can
be output when the termination condition is met.

3.2. Parameter Estimation Based onWWOAlgorithm. In the
WWO algorithm, the problem space is analogous to the
seabed, and each individual in the population is analogous to
a “water wave” object [18]. Each water wave has two at-
tributes: initial wave height and wavelength. +e core of the
WWO algorithm is to assign a wavelength inversely pro-
portional to its fitness for each solution and to make each
solution propagation (search) range proportional to its
wavelength: the closer the point to the sea level, the better the
corresponding solution. +e WWO algorithm mainly
conducts efficient search in the problem space by simulating
the three operations of water wave propagation, refraction,
and wave breaking. Without loss of generality, the following
takes solving the maximum value as an example to introduce
the WWO algorithm.

Step 1: the dissemination stage. In each iteration, all
individual water waves need to enter the propagation
stage.+e expression of the propagation process in each
dimension is

s′(d) � s(d) + NrλL(d), (5)

whereNr is a random number in the interval [−1,1]; λ is
the wavelength of the water wave; L(d) is the length of
the solution space in the dimension d; s(d) is the
position of the individual s in the dimension d; s′(d) is
the position of the water wave in the dimension d after
the propagation process. If the new individual exceeds
the boundary, the new individual is given a random
position in the dimensional search space. After the
propagation process is completed, calculate the new
individual fitness value generated by the propagation; if
fit(s′)> fit(s), then s′ is replaced to s and the initial
wave height of the wave height dimension hmax is
updated; otherwise, the wave height h is reduced by 1. If
the new individual is better than the original individual
and better than the best individual in the group, it

enters the stage of breaking waves. After each iteration
is completed, all water waves update their wavelengths
according to the following equation:

λ � λθ− fit(s)− Fmin+ε[ ]/ fitmax−fitmin+ε( ), (6)

where fitmax and fitmin are the maximum fitness value
and the minimum fitness value of the group, respec-
tively; θ is the wavelength attenuation factor; ε is a
constant greater than zero to prevent the denominator
from being 0.
Step 2: refraction stage. +e individual wave height h of
the water wave is determined whether it is 0. If the wave
height of the water wave h is reduced to 0, the next
generation of individuals will be produced through the
following refraction operation; if the wave height h is
not 0, the individual will enter the next round of
iteration.

s′(d) � N
s
∗
(d) + s(d)

2
,

s
∗
(d) − s(d)




2
 , (7)

where s∗ is the best individual in the population;
N(μ, σ) is a Gaussian random number with the mean μ
and standard deviation σ. After the refraction process is
completed, the wave height is updated to hmax, and the
individual’s wavelength λ′ is updated. If the fitness is
negative, the wavelength is updated according to the
following equation to take the reciprocal:

λ′ � λ
fit(s)

fit s′( 
. (8)

Step 3: wave breaking stage. When the group finds that
a new individual has a better fitness value than the best
individual s∗ in the current group, then break the
waves. +e main process of breaking waves is to ran-
domly select search k individuals whose dimensions are
around the individual s∗, and search for nearby areas
s∗. +e new wave individual is updated according to the
following equation in the selected dimension to obtain
the new individual:

s′(d) � s(d) + βN(0, 1)L(d), (9)

where β is the wave breaking factor, generally taken in
the interval [0.001, 0.01]. If the individual fitness value
of the generated water wave is not better than that of the
individual s∗, then keep it; otherwise, produce the best
individual replacement s∗.

Owing to the characteristics and advantages of the
WWO algorithm, this paper introduces it into the parameter
estimation of the attribute scattering centers. For the single
scattering center data obtained by decoupling the image
domain, the WWO algorithm is used to solve the best at-
tribute parameters. According to the strategy of order in-
ertial estimation, the parameter set of all attribute scattering
centers in the SAR image is obtained.
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4. Experiments

4.1. Preparation. +is paper tests the proposed method
based on the SAR image samples in the MSTAR dataset.+is
dataset contains SAR images of 10 types of vehicle targets
shown in Figure 1. +e resolution of these images reaches
0.3m, and the local scattering phenomenon of the target is
obvious. In this experiment, the proposed method is used to
estimate the scattering center parameters of MSTAR SAR
images. Since the true value of the scattering center pa-
rameters of these SAR images is unknown, the validity of the
estimation results can only be preliminary determined by
comparing the correspondence between the estimated pa-
rameters and the strong local scattering of the target (mainly
the position parameters) and the consistency between the
reconstructed image and the original image. In addition,
since the attribute scattering center has been widely used in
the SAR target recognition, this paper further evaluates the
effectiveness of the proposed method by comparing the
parameter estimation results with other ones in the sense of
contributions to the recognition performance.

4.2. Parameter Estimation Performance. +e proposed
method is used to verify a typical SAR image from the
MSTAR dataset, and the upper limit of the number of
scattering centers is chosen to be 15. Figure 2 shows the
projection result of the position parameters on the original

SAR image. It can be seen that there is a strong agreement
with the local strong scattering center of the target, indi-
cating that the accuracy of the position parameter in the
estimation result has a higher accuracy. Figure 3(a) shows
the target image reconstructed based on the estimated
scattering centers. +e classical image correlation is used as
the measurement degree, and the similarity between it and
the original SAR image is calculated to be 0.932, indicating
that the reconstructed result is very similar to the original

(a) (b) (c) (d) (e)

(f ) (g) (h) (i) (j)

Figure 1: Illustration of targets in the MSTAR dataset.

Cr
os

s r
an

ge
 (m

)

Range (m)
-6 -4 -2 0 2 4 6

-6

-4

-2

0

2

4

6

Figure 2: Illustration of locations of estimated scattering centers.
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image. +e high correlation indicates the validity of the
estimation results of various attribute parameters of the
scattering center. Figure 3(b) shows the residual component
after the subtraction between the original image and the
reconstructed image. Intuitively, the reconstruction residual
is mainly from the background component, which is re-
dundant due to clutters or noises. +rough the estimation of
the target scattering center in the original SAR image and
reconstruction, the background factors existing in the
original image are effectively eliminated, which has strong
support for the analysis of target characteristics. +e above
results all show the effectiveness of the proposed method for
estimating the parameters of the scattering centers in SAR
images.

4.3. Target Recognition Performance. In [8–11], SAR target
recognition methods are designed based on the attribute
scattering centers. One of the typical scenarios is to classify
the 10 types of targets shown in Figure 1 under the standard
operating condition, under which the training and test sets
are shown as Table 1. In order to further verify the effec-
tiveness of the proposed scattering center parameter esti-
mation method, the results of different estimation
algorithms can be used for the same SAR target recognition
method based on the attribute scattering centers. +en, the
recognition performance can be compared. Accordingly,
this paper employs different attribute scattering center es-
timation algorithms, i.e., the simulated annealing, the par-
ticle swarm, and sparse representation, to extract the
attribute scattering centers. +en, the estimated scattering
centers are matched using the method in [9] to classify the
10-class test samples in Table 1. Under different algorithms,

the average recognition rates obtained by the recognition
method are listed in Table 2. +e comparison shows that the
attribute scattering center estimated based on the proposed
method can achieve the highest average recognition rate,
indicating that it has a greater contribution to the recog-
nition performance, reflecting its relatively higher estima-
tion accuracy. +erefore, the contribution of different
scattering center extraction algorithms to target recognition
can indirectly reflect the stronger effectiveness of the pro-
posed method.

5. Conclusion

To handle the problem of attributed scattering center pa-
rameter estimation in SAR images, this paper proposes a
method based on the WWO algorithm. On the basis of the
traditional image domain “divide and conquer” strategy, the
WWO algorithm is introduced to estimate the parameters of
each attribute scattering center in a sequential way. In the
experiments, the performance of the proposed method is
tested based on the MSTAR dataset. First, a typical dem-
onstration of parameter estimation is carried out based on
MSTAR SAR images. +e effectiveness of the proposed
method is verified by comparing the estimated position
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Figure 3: (a) Reconstructed target and (b) residuals from reconstruction based on the estimated scattering centers.

Table 1: Training and test samples of the ten targets.

Class BMP2 BTR70 T72 T62 BDRM2 BTR60 ZSU23/4 D7 ZIL131 2S1
Training (17°) 232 233 231 299 298 256 299 299 299 299
Test (15°) 195 196 196 273 274 195 274 274 274 274

Table 2: Average recognition rates of the scattering center
matching method using different parameter estimation algorithms.

Parameter estimation algorithm Average recognition rate (%)
Simulated annealing 98.02
Particle swarm 98.36
Sparse representation 98.84
Proposed 99.08
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parameters with the position of strong scattering points in
the image and the similarity between the reconstructed
image and the original one. Afterwards, the contribution of
different parameter estimation algorithms to SAR target
recognition is compared, which further reflects the superior
performance of the proposed method.

Data Availability

+e MSTAR dataset is publicly available.
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Aiming at the problem of corporate investment decision support, this paper proposes and constructs a stock quality evaluation
model based on deep learning and applies it to the stock quality evaluation of e-commerce enterprises. Firstly, LSTM neural
network is used to construct the evaluation and prediction model. Secondly, the evaluation index system is constructed. Finally,
the structure and parameters of the model are designed, and the prediction model is tested and evaluated through simulation
experiments. )e experiments prove that the model is reasonable and feasible, which can provide a reference for investors to
make decisions.

1. Introduction

In recent years, with the development of the Internet, the
e-commerce industry has developed rapidly, but the de-
velopment of e-commerce is uncertain, and the industry has
great competitiveness and bears great risks. )e emergence
of stocks has a certain impact on enterprise investment, and
the stock market is also uncertain and risky. )erefore, it is
of great significance for enterprises and investors to study
stocks in the field of e-commerce. If a stock quality evalu-
ation model is established to evaluate e-commerce enter-
prises reasonably, it is beneficial for the state to supervise the
stock market and provide decision support reference for
investors. With the development of computer technology,
deep neural network is widely used in stock model research,
and its structural characteristics are suitable for stock
problem analysis. Yang et al. [1] proposed that deep learning
should be used to improve the momentum strategy of stock
market, and its improvement effect is good; Zeng and Nie [2]
proposed a stock recommendation system based on deep
learning, which is helpful for stock investment; Zhang et al.
[3] proposed using deep learning algorithm to predict stock
prices and provide effective reference for investors. On the
basis of the above research, this paper puts forward a
company investment decision support model based on deep

learning and applies it to the evaluation of e-commerce stock
quality, so as to correctly analyze the stock development of
e-commerce enterprises and provide reference for investors.
Literature [4] aimed at the rapid development of e-com-
merce today; whether the decision-making is accurate or not
directly affects the operating effect of e-commerce compa-
nies. Investment decision-making system is an important
way for investors to earn profits, and it is a model to support
companies. By studying the data of e-commerce and In-
ternet, combined with relevant theories, this paper puts
forward a prediction model of corporate decision quality
evaluation based on deep learning algorithm. It effectively
provides support for investors in decision-making.
According to the development direction and current state of
domestic and foreign e-commerce investment market, lit-
erature [5] puts forward the modeling idea of investment
decision quality evaluation index system and completes the
investment decision support model by using modeling and
simulation tools. Portfolio replication is realized by
extracting the features of portfolio model by automatic
encoder. Python programming language and library have
been applied and implemented in the classification model of
deep neural network (DNN) in literature [6]. Compared
with traditional classification methods, deep learning clas-
sification model has better effect, because its accuracy can
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change with the size of data, thus increasing.)ere are many
shortcomings in the traditional portfolio theory in literature
[7], such as the construction of optimal socially responsible
investment. Nowadays, people are more interested in how to
invest in the environment, governance, and other aspects of
the company, that is, socially responsible portfolio. Deep
Responsibility Portfolio (DRIP) model uses reinforcement
learning technology to balance the portfolio repeatedly, so as
to achieve socially responsible portfolio. According to the
data results, the latter is more competitive and has better
social impact than the traditional portfolio model. Literature
[8] aims at connecting suppliers and customers and uses the
intelligent functions provided by cloud manufacturing
platform and various processing schemes generated to ef-
fectively help customers choose manufacturing services. Its
characteristic is that themore suppliers, the more schemes to
choose from and the more complicated the customer’s
decision. Literature [9] aimed at the unstoppable trend of
economic globalization; investors need to examine the re-
liability of solutions in the process of sound financial
strategy, which leads to the intelligent decision support
system. It uses mathematical tools of game theory and can
consider many factors when making decisions on the same
and similar problems. )e rapid development of this kind of
algorithms and components promotes the development of
models based on the properties of bilinear differential games
with multiple terminal planes. In literature [10], for real
estate development companies must select high-perfor-
mance and competitive cities as development projects, real
estate asset evaluation is the top priority of regional strategy.
)e primary driving force for real estate investors is whether
the region has urban competitiveness to attract all kinds of
investment. )e application of the comprehensive complex
evaluation model to practical cases shows that it can map the
multidimensional factor spectrum of the attractiveness of
alternative real estate choices. According to literature [11],
every investor expects investment to be proportional to
income. Clear investment is a longer-term plan, with low or
medium risks and low or medium returns. Investors’ de-
cisions will be influenced by market and psychology. )e
concept of investment decision support technology es-
tablishes a time frame for each goal, allows people to better
choose the tools to achieve the goal, and defines the ex-
pected return or risk, investment portfolio, and the steps in
the decision-making process of investment analysis. In
view of the entertainment and commerce matched with the
development of tourism economy, literature [12] analyzes
the current situation of enterprises from the three-di-
mensional perspective of enterprise strategic portfolio and
uses deep learning to analyze the impact of different
portfolio characteristics on the operation and development
of enterprises. It has been proved by practice that there are
obvious differences between combination characteristics
and single characteristics in enterprise decision-making
and income. )is paper puts forward the analysis of the
impact of different combination policies on macro-
economy, and the forecast preparation rate of combination
is as high as 98.57%. In view of the complexity of in-
vestment decision analysis application fields and expert

systems and the inability to provide accurate evaluation,
literature [13] proposes a large-scale project investment
decision system based on natural language evaluation and
applies it to cloud model. Furthermore, a multiprocessing
and multigranularity language decision-making system is
proposed to support investment decision-making. )e
current situation of the research is explained, only the
neural network is applied to various scenarios, and no
industrialization decision is studied. )e applications of
these algorithms are based on a single neural network and
have poor prediction results. Deep learning model is of
important research significance for corporate investment,
which can reduce investment risk and improve economic
efficiency. )is paper first introduces the LSTM algorithm,
explains the application of deep network model in stock
quality evaluation, and finally studies the stock forecast to
analyze the investment decision behavior.

2. LSTM Neural Network Algorithm

BP neural network algorithm, RNN model, and LSTM al-
gorithm can all be used in the training of evaluation and
predictionmodel, in which BP neural network algorithm can
only input the original data network one by one and cannot
show the time series relationship between data during
training and can only carry out error back-propagation layer
by layer and cannot minimize the convergence of the net-
work when dealing with gradient descent [14]. Although
RNN model can input multiple original data at the same
time and consider the time series relationship, it cannot
solve the problem of gradient disappearance; LSTM algo-
rithm is a special recurrent neural network. )e information
of its hidden layer can be transmitted to the output end or
the hidden layer at the next time. LSTM algorithm can also
update the weight continuously through input, output, and
forgetting operations to avoid gradient expansion and dis-
appearance. Compared with BP neural network algorithm,
RNN model, and LSTM algorithm, the advantages of LSTM
are that it has long-time memory and is simple to imple-
ment; the problems of gradient vanishing and gradient
explosion existing during long sequence training are solved.
)is paper chooses LSTM algorithm to build the model, and
its model structure is shown in Figures 1 and 2.

)e training steps of LSTM algorithm are divided into
four steps:

Step 1: Calculate the output of LSTM hidden layer. Let
w, ot, c, and f denote output gate, cell state, forgetting
gate, and input gate, respectively, let b denote offset, let
w denote weight coefficient matrix, and T (tanh) and S
(sigmoid) are activation functions; then the expressions
of forgetting gate and input layer are shown in the two
following equations (1) and (2) [15]:

ft � σ wf ht−1, xt  + b , ft ∈ [0, 1]. (1)

it � σ wi ht−1, xt  + bi( ,

c1t � tan h wc ht−1, xt  + bc( .
(2)

Update the cell state:
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ct � ft ∗ ct−1 + it ∗ c1t. (3)

)e model output is obtained by activating the
function:

ot � σ wo ht−1, xt  + b( ,

ht � ot ∗ tan h ct( .
(4)

Step 2: )e error δ of each LSTM cell is calculated by
back-propagation, including the error terms in time
and network level. Let δ t denote the error term at time
t, let δ t− 1 denote the error term at time t− 1, and let δ
k denote the error term at time k; then the delay reverse
transmission of the error term is expressed as [16]

δT
t �

zE

zht

,

δT
t−1 �

zE

zht−1

δT
k � 

t−1

j�k

δT
o,jwoh + δT

f,jwfh + δT
i,jwch.

(5)

Error terms are reversely transmitted to the upper layer
along the network:

δ � δT
f,twfx + δT

i,twix + δT
o,twox  · f′ net

l−1
t  (6)

Step 3: Calculate the weight gradient according to the
error [17].
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T
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t
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δc,jh

T
j−1,
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t

j�1
δo,j,

zE

zwi

� 
t

j�1
δi,j,

zE

zwf

� 
t

j�1
δf,j,

(7)

w is the error with the fastest value at the point. In the
decision of the company in the multi-index decision for
error calculation, it finds out the index with the fastest
change.
Step 4: Update the weights based on the previous step.

3. Application of Deep Network Model in Stock
Quality Evaluation

3.1. Data Sources. )e data of this paper comes from an
information website. )e stocks of 500 e-commerce com-
panies are selected as experimental samples, and the sample
stocks are divided into excellent stocks, common stocks, and
loss stocks, with a ratio of 1 :1 :1.)e price-earnings ratio on
the last day of 16 years is taken as the basis for differenti-
ation. )e sample stock annual reports from 2014 to 2016
were downloaded, and 30 indicators and 12,946 pieces of
data were found in these annual reports. Excel 2017, Python
data processing software, and TensorFlow system framework
were adopted.

3.2. Indicator Selection. At present, there are many stock
evaluation indexes in the market, such as net asset income
and price-earnings ratio. Because stocks have risks and
volatility, they can only be used as reference. In this paper,
the price-earnings ratio is used as a reference to classify the
sample data. In order to find the hidden connection of the
company and grasp the development status of the enterprise,

A

a a tanh a

tanh

A

ht-1 ht-1ht

Xt-1 Xt-1
Xt

×

× ×

+

Figure 2: LSTM algorithm structure diagram.

ht

ot
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Ct-1
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(xt ,ht ,–1)

Figure 1: LSTM hidden layer structure diagram.
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the existing indicators are not added to the evaluation
system. When selecting indicators, we should follow com-
pliance, scientificity, quantification, and feasibility so as to
correctly analyze the stock quality of enterprises. )e
evaluation indicators selected in this paper include the
following: asset-liability ratio, earnings per share, growth
rate of operating income, proportion of R&D investment,
total share capital, number of circulating shares, issue price,
number of senior executives, and 30 other indicators [18].

3.3. Sample Data Processing

3.3.1. Quantification of Nonnumerical Indicators. )ere are
nonnumerical indexes in the index system, which must be
transformed into numerical indexes if they are to be
identified and processed by computer. In statistics, Likert
scale is often used to transform text description into digital
expression. )ere is no unified quantitative form in other
disciplines, and the quantitative method is usually deter-
mined according to the characteristics and experience of
indicators. Some indicators in this paper are expressed in the
form of numbers and words, and there are three dimensions
of expression. After consulting relevant data, this paper
chooses the maximum-minimum standardization method
to convert these indicators into numerical indicators. )e
specific operation is as follows: all nonnumerical indicators
are standardized by maximum-minimum, and three di-
mensions are added to obtain one-dimensional index data.

3.3.2. Dimension Reduction Processing of Index Data.
)e correlation of all evaluation indexes is strong and weak.
Dimension reduction is applied to the indexes; that is, the
indexes with weak correlation are removed, which can
improve the aggregation degree of the model and help to
accurately evaluate the stock situation of enterprises. Let r
indicate the correlation of indexes; when r< 0.1, it is not
correlated, 0.1< r< 0.3 indicates weak correlation,
0.3< r< 0.5 indicates medium correlation, and 0.5< r< 1
indicates strong correlation. In this paper, PCA method is
used to reduce the dimension of index data, and its steps are
divided into three steps. First, after processing the sample
data, it is converted into matrix form; the second is to
calculate the index correlation coefficient matrix; the third is
to show the index r> 0.1, and calculate the variance per-
centage [19].

From this, we can get 18 of the 30 indexes with R> 0.3,
and then remove the indexes with R< 0.3. By calculating the
variance percentage of these 18 indexes, all of them can reach
more than 95%, which shows that PCA dimension reduction
is feasible; see Figure 3.

3.3.3. Standardization of Indicator Data. Because the basic
flow of the network model is to set the initial weight and
input variables as the input of the hidden layer, get the
output of the hidden layer through the activation function,
and take it as the input of the next hidden layer, and operate
repeatedly until the final network output. If the input data is

too large, under the action of activation function, the output
data of network nodes may fall into the saturation interval,
and the output of neurons will show the maximum or
minimum value, resulting in the derivative gradually tending
to 0. In the process of error back-propagation, the modified
parameter value is very small, the learning rate is slow, and
the network cannot reach the convergence state. )erefore,
this paper normalizes the data to prevent the paralysis of
neural network caused by too large sample data. )ere are
three commonly used methods for data normalization:

(1) Logarithmic function transformation method, the
formula of which is [20]

Xi
′ � log xi. (8)

(2) Inverse cotangent function transformation method,
the formula of which is

Xi
′ �

2 tan− 1
xi

π
. (9)

(3) Linear function transformation method, the formula
of which is

Xi
′ �

x − xmin

xmax − xmin
(10)

According to the characteristics of samples, this paper
adopts the linear function transformation method. Its
principle is to calculate the maximum and minimum values
of the original data and subtract the original data x from the
minimum value to correspond to [0, 1].

3.3.4. Discretization of Indicator Data. )e purpose of
discretization of index data is to evenly distribute the values
of each piece of index data in the data samples, thus reducing
the risk of overfitting and making the model have strong
stability. Discretization is robust and can deal with abnormal
data in sample data. )erefore, discretization method is
usually used to deal with multiple continuous data in sample
data. )ere are three main methods of discretization,
namely, optimization and isometric and equal frequency
discretization, among which optimization includes infor-
mation gain and chi-square test, isometric means that the
sample data is divided into N equal parts and the interval of

××

×

×

×

×

×

Figure 3: Schematic diagram of neural network after dimen-
sionality reduction.
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each sample data is the same, and equal frequency means
that the frequency of divided sample data is the same.

By observing and analyzing the original data, It is found
that the original data is too large, and there are many
continuous data and abnormal data, which will lead to the
inability of the training model to fit the actual results.
)erefore, it is necessary to discretize and standardize the
sample data and train the processed data at the same time, so
as to get a better model.

In this paper, the continuous data of 15 pieces of index
data are discretized, and the stock quality types are divided
into three grades by equidistance dispersion method, with
values of 0, 1, and 2, respectively. After the data is stan-
dardized and discretized, the data is input into the network
and then trained several times according to the training steps
of LSTM algorithm, so that the number of hidden layer
nodes is determined to be 50, and the whole processing
process is realized by Python language.

When evaluating the stock quality of enterprises, 18
indicators are selected as input variables: dividend, asset
liability ratio, three-year earnings per share from 2014 to
2016, three-year reorganization, issue price, shareholding
ratio of shareholders, listing time, number of legal pro-
ceedings, key pollutant discharge units, social responsibility
report, total share capital, and number of circulating shares.
Select 300 groups of training sample data, 200 groups of test
sample data, and stock category as the evaluation output.

3.4. Establishment of LSTM Neural Network Evaluation and
Prediction Model

3.4.1. Structural Design of Prediction Model. )e input layer
and output layer of neural network model are set according
to data characteristics and targets, while other parameters
are set according to experience or experiment, without fixed
procedures and steps, which reflects the freedom of network
model structure design. )e hierarchy of neural network is
generally set according to experience, and the research
shows that the hierarchy is small, and its network popu-
larization is strong, which is convenient for extracting
features. )e hierarchy is large, the network error is small,
and the accuracy is high, but, at the same time, it also in-
creases the complexity, the training speed, and time of the
model, which may lead to overfitting phenomenon.
)erefore, the number of hierarchies can be set according to
the effect that the model needs to achieve. Generally
speaking, in order to make the model have higher accuracy,
we choose more than three layers of networks, and this paper
chooses 10 layers of LSTM network to build the stock quality
evaluation prediction model.

)e sample data contains 500 stocks, and each stock has
18 pieces of data. According to the parameter setting basis of
the input layer, the output layer, and the hidden layer, the
input layer node number m is set to 18, the output layer
point number n is set to 3, and the trial-and-error method is
adopted to calculate the initial value of the hidden layer node
number, assuming that s represents the hidden layer node
number and a represents a constant, and the trial-and-error

method expression is shown in formula (11), and the hidden
layer node number is calculated to be 50.

s � log2 m,

s �
���
mn

√
;

s �
�����
m + n

√
+ a.

(11)

3.4.2. Selection of Activation Function. Tanh, ReLU, and
sigmoid are all active functions. When the neural network is
small, Tanh has the best expressive force, while ReLU is the
most widely used active function at present. Compared with
sigmoid function and Tanh function, the gradient of ReLU
function has no saturation force, but it can quickly adjust
parameters and alleviate the gradient disappearance process,
and the calculation speed is faster. )erefore, ReLU function
is selected as the activation function, and its expression is as
follows (Figure 4):

f(x) � max(0, x). (12)

4. Simulation Experiment

4.1. Original Data Processing Results. )e original data are
standardized and discretized, and the results are given in
Tables 1 and 2.

)e stock quality type is divided into three grades with
the values of 0, 1, and 2. )e value range is evenly divided
into 3 equal parts, with equal spacing. It mainly helps LSTM
to realize its process and can submit the prediction effect.

Take the above data as network input, and train it re-
peatedly according to LSTM training steps, and get the
number of hidden layer nodes as 50. )e whole simulation
experiment is completed by Python language.

4.2. 7e Results are Implemented in Python. Python is
commonly used open-source software, which can combine
languages C, C++, Java, and so forth and put packages not
written by Python language into Python programming
platform, which can identify and read packages. Python itself
also has packages and extension libraries, including various
functions inside, which can perform fast operations on
numeric arrays.

4.2.1. Simulation Experiment Steps. )ere are seven steps in
the simulation experiment. )e first step is to define the file
path of storage model, training set and test set; the second
step is to define an LSTM single layer with a “switch”; the
third step is to set up a multilayer LSTM network; the fourth
step is to use dynamic_rnn function to make tf build a
multilayer LSTM network and define the output; the fifth
step is to define the loss function and train the neural
network through the optimizer of tf.train; the sixth step is to
solve the problem of overfitting; and the seventh step is to
train LSTM neural network according to parameters.
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4.2.2. 7e Running Result of the Data Model after Stan-
dardization and Discretization. After 5 times of standard-
ization, the prediction accuracy of the model is only 46%,
and when the training is increased to 15 times, the prediction
accuracy can reach 70%. )en the test set data is input into
the model, and the accuracy rate is 77%, which shows that
after the data is standardized, the simulation accuracy is not
high. )e fitting degree of the model after discretization can
reach 92%, which is higher than that after standardization,
which shows that the training model has high reliability after
discretization of the data.

4.2.3. Actual Forecast Results. Selecting the stocks of 25
companies, the index data as the network input into the
model, the results show that the prediction accuracy of the
model is about 75%, indicating that about 19 stocks have the
accuracy of quality prediction. Compared with other related
models, the stock evaluation prediction model in this paper
improves the evaluation accuracy, and the model is feasible.

)rough the above analysis, it is known that there are 18
indicators that have strong correlation with stock quality
evaluation; these 18 pieces of index data are input into the
stock quality evaluation model, and, after repeated training

Table 1: Partial data after standardization.

Code Industry Capital Ating cap Property Oclcholder To market Price Add stock Profit
1 0.667 0.032 0.035 1 0.302 0.333 0.052 1 0.129
2 0.33 0.001 0.001 1 0.329 0.250 0.055 0 0.005
3 1.000 0.001 0.002 0 0.110 0.917 0.193 1 0.046
4 0.667 0.010 0.012 0 0.410 0.750 0.177 1 0.355
5 0.333 0.001 0.001 0 0.327 0.917 0.225 0 0.074
6 0.333 0.088 0.088 1 0.521 0.417 0.029 1 0.027
7 0.333 0.000 0.000 1 0.224 0.250 0.072 0 0.074
8 0.333 0.010 0.012 0 0.390 0.833 0.128 1 0.355
9 0.333 0.005 0.006 1 0.342 0.792 0.541 0 0.428
10 0.333 0.023 0.024 1 0.182 0.250 0.014 0 0.775
11 0.333 0.002 0.002 0 0.426 0.542 0.030 0 0.022
12 0.667 0.005 0.007 1 0.350 0.583 0.018 1 0.077
13 0.667 0.186 0.186 1 0.252 0.833 0.019 0 0.027
14 0.667 0.002 0.003 1 0.503 0.250 0.036 1 0.059
15 0.667 0.006 0.010 0 0.415 0.792 0.528 0 0.01
16 0.667 0.002 0.003 1 0.382 0.167 0.064 1 0.062
17 0.333 0.008 0.008 0 0.490 0.917 0.051 0 0.034
18 0.333 0.000 0.001 0 0.384 1.000 0.191 1 0.607

Table 2: Partial data after discretization.

General_capital Floating_capital Stock_holder Time_to_market Price 2014_profit 2015_profit
0 0 0 0 0 0 0
0 0 1 0 0 0 1
0 0 0 2 0 0 0
0 0 1 2 0 1 0
0 0 1 2 0 0 0

0

2

4

6

8

10

-10 -5 5 10

Figure 4: ReLU activation function.
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of the model, the stock quality evaluation and prediction
results are obtained, and the results are accurate. According
to the prediction results, the enterprise is comprehensively
analyzed to evaluate the development status and investment
potential of the enterprise, thus providing a reference for
investors and deciding whether to give decision support.

5. Conclusion

)is paper designs and constructs a company investment
decision support model based on deep learning and applies it
to the evaluation of enterprise stock quality. In this study,
LSTM multilayer neural network is used to establish the
model, and the parameters in the input layer, output layer,
and hidden layer of the network are set reasonably. At the
same time, the model is trained repeatedly through simu-
lation experiments, and the trained model is used to evaluate
the test sample data, and the evaluation effect is good, which
verifies the feasibility of the model. Due to my limited
knowledge and technology, this paper needs further in-
depth study.)e existing problems in the present stage are as
follows: First, when large-scale data analysis is applied to the
company’s investment decision support model, it takes a
certain amount of time to verify its economic feasibility.
Second, deep learning requires large-scale server operation,
especially for real-time data acquisition and time effec-
tiveness of analysis. )e focus of future research work can
solve the timeliness of data analysis, analyze all kinds of data
in parallel, and then conduct joint analysis.
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,e team sports game video features complex background, fast target movement, and mutual occlusion between targets, which
poses great challenges to multiperson collaborative video analysis. ,is paper proposes a video semantic extraction method that
integrates domain knowledge and in-depth features, which can be applied to the analysis of a multiperson collaborative basketball
game video, where the semantic event is modeled as an adversarial relationship between two teams of players. We first designed a
scheme that combines a dual-stream network and learnable spatiotemporal feature aggregation, which can be used for end-to-end
training of video semantic extraction to bridge the gap between low-level features and high-level semantic events. ,en, an
algorithm based on the knowledge from different video sources is proposed to extract the action semantics. ,e algorithm gathers
local convolutional features in the entire space-time range, which can be used to track the ball/shooter/hoop to realize automatic
semantic extraction of basketball game videos. Experiments show that the scheme proposed in this paper can effectively identify
the four categories of short, medium, long, free throw, and scoring events and the semantics of athletes’ actions based on the video
footage of the basketball game.

1. Introduction

In recent years, the spectacle and attention of various sports
events have been increasing, and a large number of sports
events are broadcasted and shared on the Internet in the
form of videos, and sports videos have become an efficient
and irreplaceable force for information dissemination on the
Internet [1]. With the explosive growth of sport video data
on the Internet platform, how to manage this information
scientifically has become a major challenge in the current era
of big data.

,e traditional method based on the manual annotation
to categorize and integrate the events occurring in a video
not only requires a lot of human resources but also has a high
error rate because manual annotation is easily influenced by
human subjective factors and cannot meet the various needs
of different people [2]. So a reasonable semantic analysis of
video content has important theoretical significance and
broad application prospects. ,ere are multiplayer

collaborative confrontation videos in sports such as bas-
ketball, where sports videos have difficulties such as serious
obscuration, fast movement speed, and complex action
changes [3].

On the other hand, the current sports video dataset is
quite large, containing tens of thousands of videos and
hundreds of classes, and there is an urgent need to address
how to use them effectively. Moreover, these classes may be
specific to certain domains, such as sport, and the dataset
may contain noisy labels [4]. Another key open question is as
follows: what is an appropriate spatiotemporal representa-
tion pattern of the video? Recent video representations for
action recognition are mainly based on two different CNN
architectures: (1) 3D spatiotemporal convolution, which
may learn complex spatiotemporal dependencies but is
difficult to scale in terms of recognition performance; (2)
dual-stream architecture, which decomposes the video into
motion and appearance streams and trains separate CNNs
for each stream, eventually fusing the outputs [5]. While
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both approaches have made rapid progress, both stream
structures typically outperform spatiotemporal convolution
because they can easily exploit the new ultra-deep structure
and pretrained models for still image classification.

However, the dual-stream structure largely ignores the
long-term temporal structure of the video and essentially
learns classifiers that operate on single frames or short blocks
of a few (up to 10) frames [6], potentially forcing consistency
in classification scores over different segments of the video
[7]. During testing, T uniformly sampled frames are inde-
pendently classified, and the classification scores are aver-
aged to obtain a final prediction. ,is approach raises the
issue of whether such temporal averaging can model the
complex spatiotemporal structure of human behavior, which
is exaggerated when multiple action classes share the same
subactions. For example, consider the intricate combination
of “basketball shooting” shown in Figure 1. Since there are
only a few consecutive video frames, it can be easily confused
with other actions, such as “running,” “dribbling,” “jump-
ing,” and “throwing.” “Using postfusion or averaging is not
the right best solution, because it requires that frames be-
longing to the same subaction are assigned to multiple
classes. What we need is a worldwide feature descriptor for
the video that collects evidence about the appearance of the
scene and the movement of the person throughout the video
without having to uniquely assign each frame to a single
action.

In order to address this problem, this paper analyzes
basketball game videos in multiplayer collaborative sports
videos, studies the semantic event classification problem
of basketball game videos, and aims to propose a deep
learning-based event analysis method for basketball
sports videos to realize the automatic analysis of bas-
ketball videos, so as to assist coaches in tactics formu-
lation, assist players in action analysis, and assist video
viewers in rapid search for interesting video segments,
and promote the rapid development of basketball and
even sports. We develop an end-to-end trainable video-
level representation that aggregates convolutional scripts
to different parts of the imaged scene and the entire time
span of the video.

In this paper, we take a basketball game video in a
collaborative multiplayer sports video as an example for
semantic event analysis of sports video. ,e global motion
features, group motion features, and individual pose fea-
tures of the video are extracted separately to realize the
eventual analysis of basketball game video with multi-
feature fusion. Firstly, basketball video events are classified
by combining sports domain knowledge, and secondly,
global and group motion patterns of players in basketball
games are expressed, in which the spatiotemporal exten-
sion of NetVLAD [8] aggregation layer in deep learning [9]
is used, and NetVLAD can be used well in still images for
instance-level recognition tasks. For our extension of
NetVLAD to videos, we also address the following issues.
First, aggregation of frame-level features across time into
video-level representations selects the best method for
aggregation at different levels of the network from output
probabilities to separate layers of convolutional descriptors

[10] and shows that aggregation picks through the last layer
of convolutional descriptors to perform best. Second,
different strategies for aggregating features from spatial and
temporal streams for best-combining signals from different
streams in a multistream architecture show some sur-
prising results as the best results can be obtained by ag-
gregating spatial and temporal streams into their separate
individual video-level representations. We support our
study with quantitative experimental results while pro-
viding intuition for obtaining the results.

,e contributions of this paper are as follows:

(1) We first designed a scheme that combines dual-
stream network and learnable spatiotemporal feature
aggregation, which can be used for end-to-end
training of video semantic extraction to bridge the
gap between low-level features and high-level se-
mantic events.

(2) ,en, an algorithm based on the knowledge from
different video sources is proposed to extract the
action semantics. ,e algorithm gathers local con-
volutional features in the entire space-time range,
which can be used to track the ball/shooter/hoop to
realize automatic semantic extraction of basketball
game videos.

(3) Experiments show that the scheme proposed in this
paper can effectively identify the four categories of
short, medium, long, free throw, and scoring events
and the semantics of athletes’ actions based on the
video footage of the basketball game.

2. Related Work

,e purpose of basketball sports video analysis is to extract key
information from video content for play summaries, computer-
aided recommendations, and content insertion, among others.
In recent years, the content oriented to basketball sports video
analysis mainly includes player detection, action recognition,
and event detection [11].

Hoop
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Jump �row
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Group
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Figure 1: Schematic representation of basketball video actions (the
spatiotemporal aggregation of a set of action primitives on the
appearance and motion flow of the video in our method. For
example, basketball shoot can be represented as a collection of
appearance features corresponding to “player,” “ball,” and “bas-
ketball hoop” and motion features corresponding to “run,” “jump,”
and “shoot”).
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2.1. Player Detection. ,e task of player detection is to
automatically detect the key target of the basketball video
and give its location or area in the form of a candidate box
search, as shown in Figure 1. In basketball sports videos, the
foreground target plays a crucial role in the event scene, and
the location and behavior of this target are critical in high-
level semantic event analysis or sports game and tactics
analysis. For example, the work in [12] uses low-level feature
information while combining domain knowledge of bas-
ketball to identify specific events and implement segmen-
tation of a given video into wide-angle and close-up shots.
,e study in [13] proposes a hybrid approach of manual
observation and machine learning to integrate statistics in a
logical rule model for highlight clip detection, where clips of
player breaks are cleverly utilized to aid in event recognition.
,e work in [14] is based on the motion characteristics of
basketball to achieve content understanding, first based on a
specific region enhancement method to achieve the seg-
mentation of the ball in the video and then based on
matching key points to achieve the reconstruction of the 3D
scene to establish the motion trajectory of basketball. ,e
work in [15] focused on analyzing free-throw events in
basketball videos by detecting the principal locations of free
throws and calculating the hit rate of free throws by ana-
lyzing the state of players.,emethods mentioned above are
based on low-level information, including visual informa-
tion from human observation, etc. Traditional methods are
limited to matching and classifying in the low-level feature
space of video frames, which is not only inefficient but also of
far lower quality and far less differentiation of intraclass
features.

2.2. Action Recognition. Action recognition in video means
recognizing the motion of the person in the video. Extracting
features of humanmotion from video sequences is also a crucial
part of video analysis. In the telephoto case, only the trajectory
of the motion target as a whole is generally extracted for
analysis, but in a close-up activity like sports video, a specific
expression of the target’s limbs or torso needs to be extracted
from the video sequence frames, i.e., action recognition [16].

Traditional action recognition methods have static features
based on shape and contour, and dynamic features based on
optical flow and motion information. [17] are to ensure action
recognition by doing shape matching of key video frames
extracted from the video with the saved original action. ,e
study in [18] uses fuzzy optical flow features to calculate the
optical flow field of the target in the video and achieves online
action recognition by template matching. ,e study in [19]
proposed expressing the action recognition of the target by the
features of key point motion history. ,e features extracted by
traditional methods are manually designed features, and thus,
the performance of action recognition is not high.

In recent years, with the development of deep learning,
some new solutions have emerged in the field of basketball
video. ,e work in [20] developed a novel recursive
convolutional neural network for large-scale visual learn-
ing that is not specific to basketball video analysis but
includes basketball videos in the dataset. ,e work in [21]

analyzed a basketball game with a single shooter in life
based on deep learning. ,e method extracts the spatial
features of sampled frames as well as the motion infor-
mation in the video by VGG-16 [22] and subsequently
achieves the fusion of spatial and temporal features by a
layer called the aggregation layer pooling in this paper, and
the whole network is end-to-end structured. ,e work in
[23] implemented basketball tracking using deep learning,
which is a method to determine whether a 3-point shot is
successful or not by RNN, while the model can predict the
trajectory of the basketball very well. ,e work in [24]
implemented NBA tactical analysis based on deep learning,
firstly by locating the players as well as the relative positions
of the ball, and secondly by implementing tactical classi-
fication based on convolutional networks. Extraction of key
player regions often causes greater interference due to the
existence of certain occlusions between players, and the
algorithm has a complex framework and high computa-
tional complexity. ,e player occlusion problem is very
serious during basketball games, which tends to reduce the
ability to track key players, and coupled with the complex
background of basketball videos, this will lead to serious
target confusion while the computational effort will in-
crease dramatically [25, 26].

2.3. Event Detection. Event detection means giving the start
and endpoints of semantic events in the video. Starting from
when a player is ready to shoot from the free-throw line to when
the ball goes in the box and land is a free throw event in a
basketball game video. ,e study in [27] implements event
detection based on CNN extended network by introducing
cascaded CNN networks to express local motion information
while incorporating trajectory information to achieve event
analysis of surveillance videos; similar to action recognition,
event analysis can be implemented based on a dual-stream
CNN model, which introduces both spatial information and
temporal features from a global perspective. ,e work in [28]
tracks all players while learning the key players in basketball
events based on the attention mechanism and achieves the
learning of player sequence information by Bi-LSTM, the
learning of global video frame sequence information by LSTM,
and finally the combined expression of local and global in-
formation to achieve event detection. In [29], firstly, player
tracking is achieved based on keyframes, secondly, player state
changes are drawn by LSTM, and player information is fused by
different kinds of team division methods to achieve event
representation.

3. The Proposed Dual-Stream Network

We just try to learn a video representation, which is trained for
end-to-end action recognition. To achieve this, we introduce
architecture as shown in Figure 2. In detail, we sample frames
from the entire video and convert aggregated features from the
appearance (RGB) and motion (flow) streams into a fixed-
length vector at the exclusive video level using the vocabulary
“action words” [30]. ,is representation is subsequently passed
to the classifier, which outputs a final classification score. ,e
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parameters of the aggregation layer—a set of “action
words”—are learned in a differentiated manner together with
the feature extractor to accomplish the ultimate task of action
classification.

In the following, we first describe the reasonable spatio-
temporal aggregation layer [31]. We then discuss the possible
positions of the aggregation layer in the overall architecture and
strategy for combining the emergent and motion streams. Fi-
nally, we give implementation details. We more specifically
describe our improvements to ActionVLAD. (1) We have
improved the fusionmethod, as described in the introduction of
the paper. (2) We changed the network structure. For example,
we added CNN and FC to the network and shared their pa-
rameters based on the idea of ResNet. (3) ,e application
scenarios of the designed model are different.

3.1. Dual-Stream Aggregation Network Model. Consider
xi,t ∈ RD, the D-dimensional local descriptors extracted from
the spatial locations i ∈ 1 . . . N{ } and frames t ∈ 1 . . . T{ } of the
video. We want to aggregate these descriptors spatially and
temporally throughout the video while preserving their infor-
mation content. ,is is achieved by first dividing the descriptor
space RD into Kcells using a vocabulary of K “action words”
represented by anchor points ck  (Figure 2, note that different
lines represent different aggregation states). Each video de-
scriptor xi, T is then assigned to a cell and the difference be-
tween descriptors and anchor points is recorded using a residual
vector xit − ck. ,e difference vectors [32] in the whole video
are then summed as

V[j, k] � 
T

t�1


N

i�1

k′

e
−α xit − ck

����
����
2

√√√√√√√√√√√√√√
Soft−assignment

xit[j] − ck[j]( 
√√√√√√√√√√√√

Residual

.
(1)

Here, xit[j] and ck[j] are the j-th component of the
descriptor vector xit and anchor ck, respectively, and α is a

tunable hyperparameter. ,e first term in (1) represents the
soft assignment of descriptor xit to unit k. ,e second term
represents xit[j] − ck[j], the residual between the descriptor
and the anchor point of unit k. ,e two summation oper-
ators denote aggregation in time and space, respectively. ,e
output is a matrix V where the kth column V[−, k] repre-
sents the aggregation descriptor in the k-th cell.,e columns
of the matrix are then internally regularized [33], stacked,
and L2 regularized [5] for a single descriptor of the entire
video v ∈ RKD.

Clearly known residual vectors record the differences
between the extracted descriptors and the “typical actions”
(or subactions) represented by the anchors. ,e residual
vectors are then aggregated across the video by computing
the sum of the residual vectors within each cell. Critically, all
parameters, including the feature extractor, action words,
and classifier, are learned jointly from the data in an end-to-
end manner to better distinguish the target actions. ,is is
because the spatiotemporal aggregation described in (1) is
microscopic and allows backpropagation of error gradients
to lower layers of the network. ,e aggregation used in this
paper is a spatiotemporal extension of the NetVLAD [8]
aggregation, while we introduce a sum across time T.

3.2. Aggregation Layer. ,eoretically, the spatiotemporal
aggregation layers described above can be placed at any level
of the network to bring the corresponding feature maps. In
this section, we describe the different possible choices that
will guide our experimental study.

In detail, we are based on the dual-stream architecture
introduced by [34] on the VGG-16 network. Here, we
consider only appearance streams but discuss different ways
of combining appearance and motion streams with our
aggregation in Section 3.1.

,e two-stream model first trains a frame-level classifier
that uses all frames from all videos and averages the

Classification loss

ag
gr

eg
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n

Figure 2: Our network architecture. (We use a standard CNN architecture (VGG-16) to extract features from sampled appearance and
motion frames in the video. ,ese features are then brought together across space and time using a pooling layer of this paper’s aggregation
layer, which can be trained end-to-end and has a classification loss.)
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predictions of T uniformly sampled frames at test time.
Choosing this basic network (pretrained at the frame-level)
as a feature generator feeds the input from different frames
to our trainable aggregation layer [4, 15, 35]. But which
layer’s activation should we share? We consider two main
options. Consider pooling the outputs of the fully connected
(fc) layers. ,ese are represented as 1× 1 spatial feature map
with 4096-dimensional outputs for each T-frame of the
video. In other words, we pool a 4096-dimensional de-
scriptor from each T-frame of the video. Second, considering
pooling features from the con volume layer (we consider
VAN4 3 and VAN5 3), as shown in Section 3.1, we obtain the
best performance by pooling features at the highest con-
volutional layer (VGG-16 for conv5 and 3) [35].

3.3. Dual-Stream Aggregation Mode. ,e aggregation layer
in this paper can be employed to pool functions across
different input mode streams. In our example, we consider
appearance and motion streams [36], but any number of
other data streams, such as warped streams or RGB dif-
ferences [37], can be spanned in pooling. ,ere are several
possible ways to combine appearance and motion streams to
obtain a trainable joint representation. We will explore the
most salient ones in this section and outline them in
Figure 3.

A single paper aggregation layer covers appearance and
motion features in tandem (concat fusion). In this case, we
connect the corresponding output feature mappings from
appearance and motion, essentially assuming their spatial
correspondence. We place a paper aggregation layer on top
of this connected feature map, as shown in Figure 3(a). ,is
allows the codebook to be constructed using the correlation
between appearance and flow features.

A single paper aggregation layer covers all appearance
and motion features (early fusion). We also experimented
with a single paper aggregation layer for all features from the
appearance and motion streams, as shown in Figure 3(b).
,is encourages the model to learn a single script space xij

for both appearance and motion features, thus exploiting
redundancy in the features.

Late Fusion. ,is strategy, shown in Figure 3(c), follows the
standard test practice of appearance and motion weighted
averaging of the last layer of features. ,us, we have two
separate layers of this paper aggregation layer, one for each
stream [15]. ,is allows both layers of this paper aggregation
layer to learn a specialized representation of each input
modality.

4. The Overall Framework of Integration
Domain Knowledge

,e overall framework of the proposed basketball event
classification method incorporating domain knowledge
and deep features is illustrated in Figure 4. Our method

framework is inspired by the idea of decomposing
complex tasks into basic tasks and combining the work of
multiple elementary channels to generate a unified net-
work, and each part of the framework is described in detail
in this subsection. First, we propose a 2-stage event
classification method, which includes 5 types of coarse
classification for 3 pointers, free throws, 2 pointers (in-
cluding other 2 pointers and layups), dunks, and steals
based on event-occ video clips with GCMP_DF_SVF
information [30] and 2 types of coarse classification for
layups and other 2 pointers based on preevent video clips
with GCMP_DF_SVF information. 2 categories of coarse
classification are based on the preevent video segment
using GCMP_DF_SVF information for layups and other 2
pointers. Both event classification stages are achieved by
our model to extract and express the spatial as well as
sequential features of GCMPs. Secondly, we implement
the prediction of event state success/failure in the video
segment of the postevent video segment based on
RGB_DF_VF features [15, 21] and finally combine the
results of event type classification with the event state
success\failure to achieve 11 classes of event classification,
which are a 3-point shot success, 3-point shot failure, free-
throw success, free-throw failure, other 2-point shot
success, other 2 pointers, layup success, layup failure, slam
dunk success, slam dunk failure, and steal [28].

,e specific process is described as follows:

(1) 2-stage event classification method: firstly, we im-
plement the event preclassification based on the
depth feature basketball events in the event video
segment; this stage does not consider the success
and failure states only; it predicts the event type.
Combined with the model described in part 3, in the
event video segment, the features of other 2 pointers
and layup events are relatively similar, so in this
stage, we will first implement a 5-class classifier;
that is, other 2 pointers and layup events are fused
into one class; then, the 5 classes are 3 pointers, free
throws, other 2 pointers and layups, dunks, and
steals. ,e deep feature basketball event expression
of basketball video players is extracted by optical
flow graph, and then, the spatial features of bas-
ketball video are extracted by aggregation layer in
this paper’s model, and the sequence feature ex-
pression of deep feature basketball events is realized
by dual flow network. Next is the implementation of
event subclassification within the preevent video
segment based on depth feature basketball events.
,is stage requires training a 2-class classifier
similar to the 5-class classifier for additional 2
pointers and layups. As further illustrated in
Figures 3–6, for a video segment of an unknown
class, the video sequence of the event video segment
is first input to the 5-class classifier and can be
output directly if the output is a 3-point, free throw,
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dunk, or steal event. However, if the output is the
category after the fusion of layups and other 2
pointers, the preevent video segment of the video
segment needs to be input to the 2-class classifier for
further judgment, and the output of the last two
classes of classifiers is the discriminative type of the
event.

(2) Classification method for success and failure event
states: the success and failure state prediction is
deployed in the postevent video segment based on
the original video frame RGB_DF_VF. Combined
with the analysis of different video segments of the
same event in chapter 3 on the event classification
ability, we extract RGB_DF_VF features for the
success and failure classification of events, except
for the stealing events (here only the success and
failure states are set for the pitching events,
without considering stealing). Finally, the entire
event state analysis is achieved by voting the re-
sults of each frame in the postevent.

,e final classification of all the 11 types of events is done
by fusing the analysis of stages (1) and (2) above. Based on
the analysis of (1) above, the prediction vectors of 6 types of
events can be obtained through the 2-stage event classifi-
cation, which can be expressed as points, free throws, layups,
other points, dunks, and steals, and the prediction vectors of
success and failure of the event state stages can be expressed

as success and failure based on the analysis of (2) above. It
should be noted here that since steals cannot be determined
whether their status is success or failure, the five categories of
events that need to be analyzed in this paper are all shooting
events, whose expression vectors are points, free throws,
layups, other points, and dunks. ,e vectors of these events
are all binary vectors, and each element of the predicted
event is either “1” or “0” [20, 30].

5. Simulation Experiment and Result Analysis

Our experimental video data were selected from the video
scenes captured by the main camera. First, five video se-
quences of basketball games from the Nth NCTU tourna-
ment were segmented into many video shots [7, 10], from
which we selected about 157 video shots from these scenes.

In this thesis, a neural network model is constructed
using the PyTorch framework [5] with a server operating
system of Linux release (core). 7 Two Tesla V100 chips with
32G of video memory each and a CPU frequency of
2.20GHz are used.

5.1.BallDetectionandTracking. ,eball detection is built on
a coarse to the fine method. Coarse processing is to search
for possible locations of the ball in a larger spatial area, while
exceptional processing is to precisely determine the shooter/
ball location in a smaller search area. ,e position of the ball

aggregation
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Figure 3: Aggregate patterns that combine appearance and motion flow. (a) Early fusion. (b) Intermediate fusion. (c) Late fusion.

Before the
event

Event control 
center

afterwards

Classification of type 2
events

Rough classification of
5 types of events 

Success/failure
prediction

Event
classification

Fusion of event
types and states

Final forecast results
2-stage time classificationNCAA+

Figure 4: Basketball event classification based on domain knowledge and depth features.
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in the current frame is invoked as the initial guess for shooter
identification and ball finding in the next frame.

In the next frame, we apply pixel-by-pixel ball tracking
by checking themodel score of the adjacent candidates of the
identified bounding circles in this paper. ,e ball tracking
process in this frame is based on adequate processing.
Figure 5 shows the distribution of this paper model score for
ball tracking. ,e knowledge fusion architecture uses color
histogram features and luminance features to calculate this
paper model score. Figure 5(a) represents the ball tracking
from the initial position (dashed surrounds) of the previous
frame to the best position (solid surrounds) of the current
frame.

,e intensity of each block in Figure 5(b) indicates a
paper model score. Blocks with lower intensity indicate
lower paper model scores, and the position is measured in
pixels. ,e arrows indicate the tracking trajectory of the
current search from the initial position in the previous frame
to the best position of the current frame and the local
maxima of this paper’s model score. We search for the
brightest pixel, where the position indicates the predicted
position of the ball.

5.2. Shooter Recognition. In basketball game videos, players
from two different teams always wear two different colors.
Here, we trained two different models of this paper model
for the shooters in the game. Using the color histogram of
the shooter’s clothing as a feature vector, two distinct models
of this paper model are pretrained. Once the knowledge
fusion architecture locates the ball, we can search the area
around the ball and search for the approximate location of
the shooter. To determine the size of the shooter, we assume
that the image size of the shooter can be quantified into 10
different scales (i.e., the block length can be between 50, 60,
. . ., 140) with an aspect ratio equal to 0.3. Here, we use this
paper model tracking to identify the size of the shooter.
Results of the shooter identification experiments are shown
in Figure 6.

5.3. Shooting Detection and Tracking. We find that the edge
information of the basket is significantly different from
background regions such as spectators, players, and venues.
For the input image, we find the corresponding edge
mapping and then rescale the bounding box to normal size
as the input feature for the knowledge fusion architecture.
Since baskets often appear in the upper part of the image
box, therefore, we only use coarse processing to check the
candidate positions in the upper half of the image frame. We
check the model score of this paper for the candidate baskets
in the upper half of the image frame once every five pixels to
determine the best coarse positioning of the baskets.
However, the position of the basket is not the same in
subsequent frames due to camera panning or scaling.
,erefore, we need to find the best basket position by re-
finement, so as to find the basket position around the
bounding box of the previous frame that has the best present
paper model score in the current frame. ,e tracking results
are presented in Figure 7.

5.4. Pitch Detection. ,e estimation of ball release timing is
further complicated by the fact that players have different
heights and arm lengths. Taller players may also have longer
arms. To detect whether the ball was released, we compared
the product of the pitcher’s distance (h1) with the pitcher’s
height and ratio (r1). ,e pitcher’s distance in the vertical
direction (i.e., h1) can be obtained from the distance between
the ball tracking and the upper boundary of the pitcher’s
torso.

Here, we find a certain relationship between h1 and h2
(i.e., r1 � h1/h2) when the player is about to release the ball.
If the thrower’s distance is greater than the product, the
thrower is releasing the ball and a shot event may occur; the
relationship between h1, h2, and r1 is shown in Figure 8.
Here, ratio 1 (i.e., r1) can be achieved by proper training. By
training a sequence of approximately 70 ball release ex-
amples, we find that the average ratio r1 � 0.655.

5.5. Ball and Ring Contact Detection. Ball ring contact is
important information for identifying shot put events. We
identify ball-loop contact by calculating the ball-loop dis-
tance between the ball and the basket. Ball tracking and
basket tracking steps can be used to get the position of the
ball and the basket. We can find the ball ring contact when
the positions of the ball’s envelope and the basket’s envelope
box are very similar to each other. As shown in Figure 9, the
distance between the ball and the basket is obtained by
calculating the following:

(1) ,e upper boundary of the basket and the lower
boundary of the ball as the distance Y of the ball ring

(2) ,e left/right boundary of the basket and the right/
left boundary of the ball as the distance X of the ball
ring

5.6. Ball Direction Recognition. ,e direction of the ball
bouncing after the ball ring contact detection is usually
unpredictable. We must establish the direction of the
bouncing ball’s motion relative to the basket. First, the
ball position and basket position in the image are gen-
erated using ball tracking and basket detection tech-
niques. When the direction of motion of the bouncing
ball relative to the basket is downward, we can deduce
that the video shot is a scoring shot. Figure 10(a) shows
the scoring shots on the left and right sides, respectively.
If the direction of motion of the bouncing ball is not
downward, it may move upward or sideways, as illus-
trated in Figure 10(b).

5.7. Lens-Based Event Recognition. ,is subsection enables
the retrieval of video footage by semantic understanding and
classification of a large amount of input basketball video
footage. In this section, we illustrate how to test the per-
formance of our system and show experimental results in
some aspects. We emphasize that the recognition rate metric
is based on video shot units, while the updated probability of
the model in this paper is based on frame units [7, 15].
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Similarly, experimental video data are five basketball
games consisting of two women’s basketball games and three
men’s basketball games selected from the basketball video
scenario described in the previous section. For the bottom
node, preprocessing and feature extraction are utilized to
obtain the shooter position, ball position, and basket po-
sition in each frame.

,e interpretation of basketball video shots is achieved
by classifying the video shots.,e root node of the shot event
consists of four states, indicating four different shot event
categories. ,e input video shots are now classified
according to the maximum posterior probability of the
corresponding state. Accuracy and recall are calculated to
measure the performance of shot event classification and
score event detection indicated in Tables 1 and 2. It is clear
that the performance of the schemes in this paper is very
good; for example, both recall and precision in the short shot
can reach more than 92%, which is a rare performance result
in video data, and these are attributed to our dual-stream
network setup and the integration of video knowledge.

5.8. Network Operations at the Aggregation Layer. Here, we
evaluate the different locations in the network where the layers
of this paper’s aggregation layer can be inserted. Specifically, we
compare the placement of this paper’s aggregation layer after
the last two evolutionary layers (conv4 3 and conv5 3) and the

last fully connected layer (fc7), embedding subsampled conv
and fc features from a set of videos in tSNE as shown in
Figure 11. In each case, we trained to the block of layers before
this paper’s aggregation layer; thus, in the case of conv4, conv41
indicates a loss, and in the case of fc7, fc7 indicates a loss. ,e
results are shown in Figure 11 and clearly show that the best
performance is obtained by aggregating the last evolutionary
layer (conv5 3). fc6 characteristics obtain similar performance to
fc7.

We believe that this is due to two reasons. First,
pooling on fully connected layers prevents the aggrega-
tion layers in this paper from modeling spatial infor-
mation, since these layers already compress a lot of
information. Second, fc7 features are more semantic, so
features from different frames are already comparable to
each other and do not take advantage of the modeling
capabilities of the aggregated layers in this paper; i.e., they
would normally fall in the same cell. To test this hy-
pothesis, we visualize the conv5 3 and fc7 appearance
features from the same frame using public tSNE [22, 30]
embedding in Figure 11. ,ese plots clearly show that fc7
features from the same video (displayed in the same
color) already resemble each other (Figure 11(b)), while
conv5 3 features are more diverse and can benefit from
the ability of this paper to aggregate layers to capture
complex distributions in the feature space (Figure 11(a)),
as described in Section 3.1.

(a) (b)

Figure 5: Score distribution of our model. (a) ,e color histogram as the input feature vector. (b) ,e grayscale value as the input feature
vector.

Basketball = 0.96

Pitcher = 0.93

Figure 6: ,e result of shooter recognition.
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5.9. Different Fusion Effects. It can be clearly seen from
Table 3 that late fusion has the best accuracy under
different basketball skills. For example, in terms of basic
facts, late fusion is 0.4 higher than intermediate fusion.

Similarly, the other two aspects are also better than other
hybrid model schemes. ,is is also the reason why this
paper selects late fusion as the fusion method of our
model.

(a)

(b)

(c)

Figure 7: (a) Search range of basket detection. (b) Detection of the basket. (c) Edge information of the object.

h1

h2

Figure 8: Relationship between h1, h2, and r1. h1 is the pitcher distance, r1 is the ratio 1, and h2 is the pitcher clothing height.
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Figure 9: Ball ring distance.

(a) (b)

Figure 10: Bouncing balls can move in different directions. (a) A bouncing ball moving sideways (b) A bouncing ball moving downward.

Table 1: Shooting event classification results.

Video snapshot Basic facts Correct Miss False alarm Recall Accuracy
Close-up 34 35 3 1 0.9142 0.9652
Medium view 20 11 5 5 0.8362 0.7542
Far view 13 13 2 3 0.8324 0.8154
Penalty shot 17 17 2 6 0.8865 0.8423
Total 84 76 12 15 0.8722 0.8664
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6. Conclusions

In this paper, we propose a successful spatiotemporal video
feature aggregation method for basketball video semantic
extraction. Our approach is end-to-end trainable, and our
method is general enough to be applied as an aggregation
layer-CNN layer in this paper for future video architecture,
which may be useful for related tasks such as spatiotemporal
localization of human behavior in long videos. We designed
a dual-stream network combined with a reasonable spa-
tiotemporal feature aggregation scheme trying to bridge the
gap between low-level features and high-level semantic
events, which can fuse knowledge from different video
sources to design an automatic semantic system for bas-
ketball games videos. Experiments show that the model in
this paper can accurately identify different shooting items or
player actions in video footage of basketball games.
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In recent years, with the rapid development of digital currency, digital currency brings us convenience and wealth, but also breeds
some illegal and criminal behaviors. Different from traditional currencies, digital currency provides concealment to criminals
while also exposing their behavior. *e analysis of their behavior can be used to detect whether the current digital currency
transaction is legal. *ere is a problem that most digital currency transactions are in compliance with laws and regulations, and
only a small part of them uses digital currency to conduct illegal activities. It belongs to the problem of sample imbalance. It is
quite challenging to accurately distinguish which transactions are legal and which are illegal in the massive digital currency
transactions. For this reason, this study combines the mutual information and the traditional cross-entropy loss function and
obtains the loss function based on the mutual information prior. *e loss function based on the mutual information prior is that
the bias of the category prior distribution is added after the output of the model (before the softmax), which makes the model
consider category prior information to a certain extent when predicting. *e experimental results show that the use of the loss
function based on mutual information prior to the detection of digital currency illegal behavior has a good effect in SVM, DNN,
GCN, and GAT methods.

1. Introduction

As Bitcoin exceeded the $50,000 mark, individuals’ in-
terests in digital currency increased on February 16, 2020.
Bitcoin is one of many peer-to-peer virtual crypto-
currencies. *e biggest feature of digital currency is the
peer-to-peer transmission, which shows that it is a
decentralized payment system. Unlike traditional curren-
cies, digital currencies cannot depend on specific organi-
zations to issue them. It is in line with proprietary
algorithms, which is generated by computer calculations
over a long period of time. Digital currencies which use a
distributed database of nodes throughout the P2P network
can record and confirm all transactions, such as Bitcoin,
using cryptography design to ensure the security of all
aspects of currency circulation. Generally speaking, digital
currency can be seen as a set of quasicurrency issuing

system, as well as a set of currency circulation and set-
tlement network. It can not only solve the problem of
overissuance of existing credit currency but also realize
low-cost, quasi-real-time currency settlement.

Money laundering is regarded as a major illegal activity
in digital currency. According to statistics, there are 1.6
trillion dollars of money laundering in the global market
every year.*emoney that needs to be laundered is often the
illegal income from terrorist activities, fraud, drug trade,
corruption, and other criminal action. As one of the in-
ternationally recognized illegal economic activities, the
behavior of money laundering will not only impede our
country’s economic development but also affect our coun-
try’s political security and social stability.*e traditional way
of money laundering is to avoid the supervision of the
domestic anti-money laundering department. In general,
criminals would transfer a large amount of illegal money to
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countries whose supervision is less strict or take advantage of
policy loopholes between different countries so as to evade
supervision.

Criminals are looking for a new type of vector-financial
currency, mostly Bitcoin, while fiat money has become
increasingly debased. Digital currency has been a major
force in the money-laundering market out of its anonymity,
decentralization, strong cross-border liquidity, lack of ef-
fective regulations, and opaque transaction information.
Furthermore, it is also used in the dark net illegal trading and
network extortion and other criminal activities. In 2017, a
computer virus called WannaCry began to wreak havoc on
computers all over the world, which can encrypt victims’
computer files and threat victims of computer virus attacks
to pay $600 in Bitcoin to WannaCry’s Bitcoin address. *e
antiterrorist group discovered that about $140,000 worth of
Bitcoins had been collected from the address WannaCry
which is provided for the redemption money on August 3,
2017. *erefore, illegal money laundering has been a cancer
and bomb in the process of economic development and
social progress. Hence, it is extremely urgent to crack down
on illegal money laundering.

*e analysis of illegal detection of digital currency is a
detection of abnormal phenomena. *e majority of digital
currency holders are using digital currency legally, while
only a small number of criminals are using digital currency
for illegal transactions, such as extortion and money laun-
dering [1–5]. As a result, it is difficult to accurately sort out a
small amount of illegal transactions in the vast data set of
digital currency transactions. It can be seen as a typical
problem of data imbalance. Previous research considered
using classical methods to deal with data imbalance, such as
modifying the weight of legal use and illegal use categories
and taking focal loss [6] to replace the original loss function.

As for related materials of machine learning, mutual
information is often used to measure the correlation be-
tween two things, which is regarded as a measure of the
interdependence of variables. Different from the correlation
coefficient, mutual information is not limited to the actual
value of the random variable, while it determines the sim-
ilarity between the product of two edge distributions and the
joint distribution. It can be said that mutual information
essentially reflects the relationship between input infor-
mation and output information. As a result, if mutual in-
formation can be directly fitted, effective knowledge will be
studied by individuals. In this article, cross-entropy fitting
mutual information is considered to enhance the loss
function, so that the problem of data sample imbalance can
be relieved.

Digital currency transactions are ubiquitous. Graph
Neural Network, which is very popular in recent years, can
be seen as the key tool for processing graph data. *ere are
two methods that are commonly used in Graph Neural
Network. One is Graph Convolution Network in accordance
with space, which represents graph convolution by aggre-
gating the information of adjacent nodes. *e other is
spectral on the basis of Graph Convolution Network, which
interprets graph convolution as removing noise from the
image signal.

Because the trading network of digital currency is a
graph structure, this article will take Graph Neural Network
and traditional machine learning algorithm (DNN and
support vector machine) as models to test the ordinary
cross-entropy loss function, focal loss function, and mutual
information priority-based loss function, respectively. *e
results show that the loss function based on mutual infor-
mation prior proposed in this article has better property
than the cross-entropy loss function and focal loss function.

Innovation:

(1) Use mutual information-based loss to alleviate the
problem of data imbalance

(2) Use Graph Neural Network method
(3) Experiment on real data sets

2. Related Work

Illegal behavior detection towards digital currency has great
significance, playing an important role in keeping the se-
curity of network finance, governing the chaos of network
finance, and preventing the risk of network finance. At
present, the illegal behavior detection of digital currency has
been involved in many fields such as finance, economy, law,
and even politics. Illegal behavior detection towards digital
currency has wide application and important research sig-
nificance no matter in financial background or technology
background. However, there are serious data imbalance
problems in illegal transactions of digital currency, and how
to effectively alleviate the data imbalance problem has been
the major work goal of researchers. *erefore, this article
will briefly introduce the existing digital currency illegal
behavior detection, so as to improve the loss function to
alleviate the data imbalance.

2.1. Detection of Digital Currency Violations. Akcora [7]
put forward a solution in accordance with topology data
analysis to divide the Bitcoin network into 24 hour long
windows.We need to extract the following six characteristics
for the address in each window: income, neighbor, weight,
length, count, and loop. *e new address of known ran-
somware family is detected, and the appearance of unknown
ransomware family address is predicted. New tools on the
basis of TDA have largely improved the accuracy of ran-
somware detection. Chen et al. [8] put forward a method of
cascading feature extraction based on transaction graph for
phishing account identification and a dual sampling inte-
gration algorithm on the basis of lightGBM, so as to solve the
problem of class imbalance in phishing fraud identification.
It targets the entire blockchain ecosystem, providing users
with early warning against phishing scams.

Weber et al. [9] put forward some cryptocurrency
transaction authentication laws (especially for Bitcoin) to
combat criminal activities, providing the anti-money
laundering community with a data-rich, tagged set of
transaction data that has never been publicly available be-
fore. It also provided a prototype for the visualization of such
data and a model for enhancing human analysis and
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interpretation. *e goal is to inspire others to tackle the big
challenge of anti-money laundering and make the world’s
financial system safer and more inclusive. *ese methods do
not use the neural network method for detection. Neural
network can be used for complex nonlinear modeling.

2.2. Improvement of the Loss Function to Alleviate the Data
Imbalance. Cao et al. [10] put forward a theoretically
principled label distribution perception of marginal LDAM
losses, which was motivated by minimization of edge-based
generalization limits. *is loss replaces the standard cross-
entropy goal during training and can be applied to previous
class-imbalance training strategies, such as reweighting or
resampling. *en, a simple but effective training program is
put forward. *is plan postpones reweighting until after the
initial phase, which allows the model to learn the initial
representation while avoiding some of the complexities
associated with reweighting or resampling.

Buda et al. [11] attached great importance to the in-
fluence of sample imbalance on the classification neural
network and studied the influence of sample imbalance on
the classification network in three general data sets of
different sizes: MNIST/CIFAR-10/ImageNet as well as
relevant ideas to solve the sample imbalance problems:
oversampling/subsampling/two-stage training/threshold
method. It is concluded that the sample imbalance is not
conducive to the classification network. At present, the
main method is oversampling. It is concluded that over-
sampling in general networks does not lead to overfitting.
Focal loss was put forward by Lin et al. [6], and category
imbalance was regarded as the reason that prevented the
one-stage method from surpassing the two-stage method of
top-performing. We need to focus on hard examples and
reduce the weight of a large number of easy negatives, so as
to use focal loss as well as an adjustment item in the cross
entropy.

*e loss function method based on mutual information
prior which is put forward in this article plays an important
role in promoting the research on the detection of digital
currency illegal behaviors, effectively improving the serious
imbalance of samples in the Bitcoin data set and improving
the accuracy and recall rate of illegal categories.

3. Method

3.1. Question Raising. To detect illegal digital currency
transactions, we need to formalize digital currency trans-
actions into a typical machine learning problem. We can
regard detecting illegal digital currency transactions as a
binary classification. *e data set that is used in this article is
provided by researchers from MIT, IBM, and Elliptic, a
blockchain analytics company. It contains a data set of more
than 200,000 Bitcoin transactions with a small number of
tokens. It is by far the most cryptocurrency-related and
tagged data set [9]. *ere are two categories in this data set.
One is the legal category, which includes a series of legal
services such as exchanges, wallet providers, andminers.*e
other category is illegal, which includes fraud, malware,

terrorist groups, ransomware, Ponzi schemes, and other
illegal transactions with only a few classified as illegal
transactions. More important for detecting illegal transac-
tions of digital currency is the few categories (i.e., illegal
categories).

*is article formally describes the problem as follows:

Input: X ∈ R|V|∗F, where |V| is the number of nodes
and F is the characteristic dimension
Output: Y ∈ 0, 1{ }, where 0 is the legal category and 1 is
the illegal category

Because there is serious data imbalance between legal
category and illegal category, in order to solve this problem,
this article uses the loss function in terms of the mutual
information prior for mitigation.

3.2. Illegal Transaction Monitoring of Digital Currency Based
on Graph Neural Network. In general, the transactions of
digital currency are generally modeled with a graph struc-
ture. During recent years, Graph Neural Network (GNN)
[12], which is very popular in the field of deep learning, has
excellent effect on the processing of graph structure.
*erefore, this article considers Graph Convolutional
Neural Network (GCN) [13–16] and Graph Attention
Network (GAT) [17], the two pillars of the Graph Neural
Network, as models for monitoring illegal transactions of
digital currency.

3.2.1. Graph Convolutional Network (GCN). Graph Con-
volutional Network (GCN) is similar to Cognition Evolu-
tionary Algorithm. It usually uses spectral convolution to
drive neighborhood aggregation, which consists of multi-
layer graph convolution. In this article, the digital currency
transaction graph is assumed from the data set G� (N, E),
where N represents the features of nodes and E represents
the edge features of the graph. In the Graph Convolutional
Network (GCN), the input of each layer is the node feature
matrix H and the adjacency matrix A, and then the node
feature matrixH is updated as the output through the weight
matrix W. *e node characteristic matrix H and the weight
matrix W are not necessarily the same in each layer, while
the adjacency matrix A is always the same. Equation (1)
defines the mathematical formula of Graph Convolutional
Network:

H
(l+1)

� σ D
− (1/2) A D

− (1/2)
H

(l)
W

(l)
 , (1)

where l represents the current number of layers and σ is
usually taken as a ReLU activation function. *e input
feature matrix comes from the features of the graph nodes,
such as H(0) � X.

Formula (2) defines A and D:
A � A + I,

D � diag 
j

Aij
⎛⎝ ⎞⎠,

(2)
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where A represents adjacency matrix plus self-linking and D

represents degree matrix.
We can assume that the Graph Neural Network is used

for node classification, the graph convolution layer is set,
the activation function is ReLU, and the final output layer
is softmax output. First, the characteristic H(0) and ad-
jacency matrix A of the node are input, convolved through
the layer graph l, and finally output H(l) through softmax,
which is composed of the predicted probability. *e graph
convolution layer of each layer differs from its feed for-
ward layer only by the front multiplication A, which can
be understood as a set of transformation embedding of
adjacent nodes. It is driven by a spectral filter and is the
result of a linear function of the Laplace matrix. *e
parameter to be updated is W(l). Equation (3) defines the
mathematical formula of a 2-layer Graph Convolutional
Network (GCN):

H
(2)

� softmax A · ReLU AXW(0)
  · W

(1)
 . (3)

3.2.2. Graph Attention Network (GAT). As another repre-
sentative Graph Convolutional Network, Graph Attention
Network (GAT) adds attention mechanism to achieve
better neighbor aggregation compared with the GCN. By
learning the weight of neighbors, the Graph Attention
Network can achieve the weighted aggregation of neigh-
bors. *erefore, GAT is not only robust to noisy neighbors
but the use of the attention mechanism also makes the
model more interpretable.

Equation (4) gives a linear transformation formula for
node embedding of the l layer, where W(l) is the parameter
to be trained in the network and H is the node feature
matrix:

z
(l)
i � W

(l)
H

(l)
i . (4)

Equation (5) gives the formula for calculating the
original attention score between pairs of nodes. First, the
nodes zi and zj are embedded and spliced, where | | rep-
resents splicing, and then the dot product of the spliced
embed and weight vector a

→ is carried out, where a
→ is the

learnable weight vector and finally uses LeakyReLU as the
activation function. *is form of attention mechanism is
often referred to as additive attention.

e
(l)
ij � LeakyReLU a

→(l)T

z
(l)
i z

(l)
j

�����  . (5)

Equation (6) gives the formula of attention weight.
Softmax is used to calculate the original attention score of
node entry edge, where N(i) represents the neighbor
node.

a
(l)
ij �

exp e
(l)
ij 

k∈N(i)exp e
(l)
ik 

. (6)

Equation (7) gives the node feature update formula and
carries out the weighted summation based on attention on
the features of all neighbor nodes:

H
(l+1)
i � σ 

j∈N(i)

a
(l)
ij z

(l)
j

⎛⎝ ⎞⎠. (7)

In essence, GAT transforms the normalized constant
used in GCN for first-order neighbor nodes into a neighbor
node feature aggregation function using attention weights.

3.3. Mutual Information Prior Loss. In statistics, the loss
function is a measure of the degree of system error. In the
supervised learning model, the loss function measures the
difference between the predicted value of the sample pro-
duced by the model and the true label of the sample. In this
section, we mainly introduce how to improve the loss
function through the idea of mutual information, so as to
alleviate the problem of class imbalance.

3.3.1. Cross Entropy. *e cross entropy loss function is the
most widely used loss function in the field of machine
learning today. Because the weight gradient of the last layer
of the cross entropy loss function is not related to the de-
rivative of the activation function but is only proportional to
the difference between the real value and the output value, it
converges quickly. Also, the back propagation is in the form
of multiplication, so the whole weight matrix is updated
quickly. Equation (8) gives the formula of cross entropy loss
function:

H(p, q) � − 
i

p ci( log q ci( , (8)

where q(ci) is the output of the network, which is equivalent
to the output result after the sample is input to the neural
network, and p(ci) is the expected sample distribution,
equivalent to the label of real data.

In this article, we mainly focus on the classification of
labels. It is assumed that there are k categories, the training
data are (x, y) ∼ D, and the distribution of the modeling is
pθ(y|x). So, the optimization goal is to maximize likelihood
estimation or to minimize the cross entropy. Equation (9)
gives the formula for minimizing cross entropy:

argmin
θ

E(x,y)∼D − logpθ(y|x) . (9)

3.3.2. Mutual Information. Mutual information [18] mea-
sures the dependence between two random variables, that is,
how much less uncertainty y is given an x. If there is no
relationship between x and y, then the value of mutual
information is the minimum of 0. If given x can completely
eliminate the uncertainty of y, then the value of mutual
information is the maximum entropy of x.

For any discrete random variable, its entropy is defined
as formula (8).

For the joint entropy of a group of random variables,
(x, y) is similar to the entropy definition of a single discrete
random variable. Equation (10) gives the joint entropy
H(X; Y) formula:
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H(X; Y) � − 
y∈Y


x∈X

p(x, y)log(q(x, y)), (10)

where p(x, y) is the joint probability distribution function of
X and Y and p(x) andp(y) are the edge probability dis-
tribution function of X and Y, respectively. Equation (11)
gives the mutual information formula:

I(X; Y) � H(X) + H(Y) − H(X, Y), (11)

where H(X), H(Y), andH(X, Y)> 0 and I(X; Y)> 0.
Mutual information can essentially express the relation-

ship between input and output. Compared with fitting
conditional probability, if the model can directly fit mutual
information, more essential knowledge will be learned be-
cause mutual information is the indicator that reveals the core
relationship. However, the training of mutual information
fitting is very difficult, and the conditional probability is
generally trained. *e most commonly used method is to use
cross entropy − logpθ(y|x) directly for training. *erefore,
how tomake themodel use cross entropy loss to fit themutual
information has become the focus of research [19].

Softmax is often used as the activation function of the
last layer of neural network in binary classification or
multiple classification problems and is used to represent the
predicted output of neural network due to its normalization
function and easy derivation. Equation (12) gives the for-
mula of softmax generalization:

q cj  �
e

zj


n
i�1 e

zi
. (12)

In a neural network, zj is the output of the upper layer,
q(cj) is the distribution form of the output of this layer, and
ezj is a sum of ezi within a batch.

3.3.3. Improved Loss Function Based on Mutual Information.
First, this study assumes that logits is f(x; θ), the output
result of the network model. Substituting it into softmax,
equation (13) can be obtained:

pθ(y|x) �
e

fy(x;θ)


K
i�1 e

fi(x;θ)
. (13)

Equation (14) gives the loss function form of equation
(13):

− log pθ(y|x) � − log
e

fy(x;θ)


K
i�1 e

fi(x;θ)

� log 1 + 
i≠y

e
fi(x;θ)− fy(x;θ)⎡⎢⎢⎣ ⎤⎥⎥⎦.

(14)

Equation (14) is the conventional softmax cross entropy.
Equation (15) is the modeling of mutual information:

log
pθ(y|x)

p(y)
∼ fy(x; θ)⇔ log pθ(y|x) ∼ fy(x; θ) + logp(y).

(15)

Equation (16) is the result after the softmax normali-
zation is repeated in the form of the right end:

pθ(y|x) �
e

fy(x;θ)+log p(y)


K
i�1 e

fi(x;θ)+log p(i)
. (16)

Equation (17) is the loss function form of equation (16):

− log pθ(y|x) � − log
e

fy(x;θ)+log p(y)


K
i�1 e

fi(x;θ)+log p(i)

� log 1 + 
i≠y

p(i)

p(y)
e

fi(x;θ)− fy(x;θ)⎡⎢⎢⎣ ⎤⎥⎥⎦.

(17)

If it is more general, the formula of equation (18) after
adding regulatory factor τ is as follows:

− logpθ(y|x) � − log
e

fy(x;θ)+log p(y)


K
i�1 e

fi(x;θ)+log p(i)

� log 1 + 
i≠y

p(i)

p(y)
 

τ

e
fi(x;θ)− fy(x;θ)⎡⎢⎢⎣ ⎤⎥⎥⎦.

(18)

In this way, the model still uses cross entropy as the loss
function, but in essence it is fitting mutual information. An
offset associated with the label prior is applied to each
logarithmic output (i.e., the result before softmax activation)
[20].*e training process combined with a neural network is
shown in Figure 1.

According to the above process, a neural network is first
determined, data x are input into the neural network, and a
coded logits is obtained through the neural network, and
then logits is subtracted from one Inp(y), in which p(y) is
the prior information of the label. *is is then fed into the
softmax activation layer, resulting in the predicted output
y.

4. Experiments and Results

4.1. Data Set. *e data set used in this article was provided
by Elliptic, Inc., with 203,769 node transactions and
234,355 edges. About 21 percent (42,019) of the trans-
actions were marked as legal, 2 percent (4,545) were
marked as illegal, and the rest were marked as unknown
but with other characteristics. *ere are 49 different
graphs, each of which is unrelated to each other. A node
represents a transaction, and an edge represents the flow
of Bitcoins.

*ere are two problems with this data set at present: a
large number of unmarked nodes and a serious data im-
balance due to the fact that illegal categories only account for
10% of the nodes with tags compared to legal categories
(Figure 2).

4.2. Measurement Standard. In order to verify the advan-
tages of the method in this article more objectively, we need
to evaluate the effect of the model after the machine learning
system completes the modeling.*e evaluation indexes were
Precision, Recall, and F1-Score for comparative analysis.
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*is is a dichotomous task, with a serious imbalance between
legal and illegal categories. For the detection of illegal digital
currency, it is more important for a few categories (i.e.,
illegal categories), so this article will focus on the F1-Score of
illegal categories. We can take illegal as positive and legal as
negative.

*e calculation formula of Precision is as follows:

Precision �
TP

TP + FP
. (19)

*e Recall formula is as follows:

Recall �
TP

TP + FN
. (20)

*e F1-Score formula is as follows:

F1 − Score �
2 · Precision · Recall
Precision + Recall

. (21)

TP is truly indicating that the number is correctly di-
vided into illegal. FP is false positive, indicating that legal
numbers are classified as illegal. TN is true negative, which
means the number of valid ones. FN is false negative, which
means illegal is classified as a legal number.

4.3. Experiment and Result Analysis. *e hardware envi-
ronment of the experiment in this article is as follows:
operating system Ubuntu 18.04.5LTS, CPU model Intel
Xeon E5-2643, memory 318G, graphics card NVIDIA
GeForce RTX 1080 8G ∗3, and GPU acceleration library
CUDA10.0. *e deep learning framework is PyTorch.

In this article, the Elliptic data set is divided into training
set and test set according to the ratio of 6 :1 : 3. *at is to say,
the first 31 graphs are used for training the model, and the 5
graphs from 31 to 36 are verified, and the 13 graphs are used
for testing the model. *e following are the experimental
results obtained on the Elliptic data set in this article.

Since all themodels lost their effectiveness after graph 43,
the survey found that the United States had a serious crack
down on digital currency crimes during that period, with
only 1 or 2 of each chart flagged as illegal activities from
graphs 43 to 49. *erefore, this article extracted data of
different models and different loss functions from graphs 37
to 42 for comparison.

In this article, the Adam optimizer was used to set the
learning rate to 0.001 to train the GCN andGATmodels with
1000 epoch. Two hidden layers were used in the experiment,
and the number of nodes in the hidden layer was set as 100.
*e prediction results and F1-Score of GCN, GAT, and two
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Figure 1: *e process of training in a neural network.
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Figure 2: Proportion of node labels in the data set.
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benchmark methods (DNN [21] (PyTorch implementation)
and SVM [22] (PyTorch implementation)) are summarized
in Figure 3.

According to the data in Figure 3, focal loss function on
DNN and SVM did not improve but decreased compared
with the ordinary cross-entropy loss function, but the loss
function based on mutual information prior had a large
improvement compared with it. On GCN, focal loss has a
certain improvement compared with ordinary cross-entropy
loss, and the loss based on mutual information prior has a
certain improvement compared with focal loss. In GAT, it is
found that although the loss based on mutual information
prior is improved compared with the traditional cross-en-
tropy loss, it is not as good as focal loss.

*e average results of the indicators from graphs 37 to 42
are summarized in Table 1.

*e following conclusions can be drawn from Table 1:

(i) Graph neural network is less effective than SVM; the
reason may be that the node in the data set is not an
account but a transaction. In normal graphs, nodes
represent addresses and edges represent transac-
tions, so the information learned using Graph
Neural Network may be wrong.

(ii) *e loss function based on mutual information
prior in SVM improved by 1% compared with the
traditional cross entropy loss F1-Score and 2%
compared with focal loss F1-Score; in DNN, the
cross entropy loss F1-Score increased by 3% com-
pared with the traditional cross entropy loss F1-
Score, and the F1-Score increased by 10% compared
with focal loss; compared with the traditional cross
entropy loss F1-Score in GCN, the F1-Score im-
proved by 4%; compared with the focal loss F1-
Score, the F1-Score improved by 2%. Compared

0.2

0.4

0.6

0.8

1

graph37 graph38 graph39 graph40 graph41 graph42

F1 Compare

GCN+Prior
GAT+Prior
DNN+Cross
SVM+Cross

DNN+Focal

DNN+Prior
SVM+Focal

SVM+Prior
GCN+Focal
GAT+Cross

GAT+Focal

GCN+Cross

Figure 3: Experimental results of different methods on different loss.

Table 1: Graph 37–42 experimental results of different methods on different loss.

Model Loss Precision Recall F1

SVM
Cross 0.77 0.77 0.77
Focal 0.84 0.70 0.76
Prior 0.86 0.72 0.78

DNN
Cross 0.43 0.52 0.47
Focal 0.38 0.43 0.40
Prior 0.41 0.67 0.50

GCN
Cross 0.70 0.52 0.58
Focal 0.68 0.55 0.60
Prior 0.69 0.58 0.62

GAT
Cross 0.58 0.71 0.63
Focal 0.75 0.59 0.66
Prior 0.75 0.58 0.65

*e bold values in the loss column are the methods we proposed, and the bold values in the prior are the best ones under the same evaluation index.
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with the traditional cross entropy loss F1-Score,
GAT increased by 2%, but compared with focal loss
F1-Score, it decreased by 1%.*e reason may be the
conflict between the attention mechanism of GAT
and the priori based on mutual information.

(iii) GAT has an overall improvement over GCN, in-
dicating that introducing the attention mechanism
into the graphics network is an effective operation.

It can be intuitively seen from the above chart that the
loss function based on mutual information prior can ef-
fectively improve the problem of sample imbalance in the
detection of digital currency illegal behaviors.

5. Conclusion

As for the serious imbalance of positive and negative samples
in the detection of digital currency illegal behaviors, this
study integrates mutual information and cross entropy loss
function and obtains a loss function based on mutual in-
formation prior. On the Elliptic data set, a comparative
experiment will be conducted whether to use the method of
mutual information prior loss function. *e results show
that, using this loss function, the F1 value of each method is
improved to varying degrees compared with the original
cross-entropy loss function and focal loss function. Among
them, GCN and DNN were significantly improved, and
SVM also had a certain improvement. Although the im-
provement in GAT is not as good as focal loss, it also has a
large improvement compared with the ordinary cross en-
tropy loss. *erefore, the loss function based on mutual
information prior proposed in this article plays a significant
role in the detection of digital currency illegal behaviors.
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Noise pollution in the closed space such as railway carriage is an important problem because the noise pollution seriously affects
comfort and health of people in the closed space. We propose the method to detection, integration, and optimization of acoustic
field simulation in the closed space. First, we analyze the acoustic field distribution in the virtual 3D close space. We use harmonic
sound wave propagation in the closed space and present the distribution according to geometric analysis. Second, we introduce
Delaunay triangulation and k-means clustering into visualization to form the quiet zone and show it in 3D perspective. Our
method used acoustic simulation to develop the sound barrier system. )e simulation results show that our method can improve
the analysis of the noise problem in the closed space.

1. Introduction

)e problem of noise in the closed space such as railway
carriage is an important problem. It not only seriously affects
the passengers’ comfort but also damages their health. )e
researches study various methods to deal with the problem
of noise pollution in the close space. )e virtual sound
barrier system (VSB-S) method [1–3] is the interesting
method to improve the acoustic environment. VSB-S uses
the acoustic interference method to eliminate noise pollu-
tion in the close space, so it will not disturb the space at all. In
VSB-S, the noise sensor array [4] is used to obtain spatial
noise distribution, and the sound waves of the same am-
plitude and opposite phase to the noise are emitted to
counteract the noise. We call the area in the space of sound
counteract is the quiet zone.

In general, wave-based methods and geometric methods
[5] are used for sound propagation in the close space. )e
wave-based methods built solve the acoustic wave equations
[6–8]. However, it is very slow to solve the problem of the
high frequency sound source or open sound field. )is is
because the computational complexity of this method is
proportional to the volume of the sound field space and the

fourth power of the maximum sound frequency. )e geo-
metric method uses straight line ray to describe sound
propagation approximately [9]. We assume that noise is
always along the ray propagation; the tangent direction of
every point on ray is the direction of transmission of sound
waves. )e geometric acoustic methods usually cannot be
described and are solved accurately by explicit equations, but
they can efficiently simulate the sound transmission if ig-
nored the reflected sound waves. So, we introduce the
geometric acoustic approach for analysis of the acoustic field
in a closed space.

On the basis of acoustic simulation, we use the computer
simulation model to establish visual description of the sound
field [10, 11]. Our method considers direct sound, reflected
sound, and sound attenuation. We use the Delaunay tri-
angulation model to get the silent area of VSB-S and use
three-dimensional perspective to display the triangulation
results. )is study’ contributions include two parts. First, we
research the problem of sound comfort. In the past, the
research on acoustics of the enclosed space mainly focused
on hall acoustics and architectural acoustics. )en, the
Delaunay triangulation method is preferred into wave-based
acoustics to form the quiet zones in the enclosed space such
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as railway carriage. We obtain a better subdivision result
because of the application of the k-means clustering
algorithm.

2. Related Work

Various methods have been proposed for the construction of
the VSB system and visualization of sound field distribution.
Due to the complexity of different types of sound waves and
the multilateral nature of sound field environment, there is
no simulation model that can adapt to all situations [12].

2.1. VSB System (VSB-S). Qiu et al. [1] used a group of
loudspeaker arrays to build a virtual acoustic barrier applied
to the driver’s seat. )ey solve the problem of conflict with
human’s head using virtual sensor technology. Seyedin and
Abedi [13] calculate sound propagation with complete re-
flection of sound waves from the walls by the FDTDmethod
and estimate optimal amplitude to build the VSB system.

2.2. Sound Field Distribution Simulation. )e technology of
sound field [14–17] prediction in the closed space based on
geometric acoustics is relatively mature and has been applied
in many scenes. In a study [9], Cai et al. proposed a ray
tracing method based on space partition to simulate the
sound field in a closed space. In his method, the whole closed
space is divided into finite convex polyhedral subspaces, so
as to reduce the times of ray and wall intersection. In order to
simplify the calculation, his method omits the validation of
the collision point between the ray and the wall.

Based on the numerical method of sound wave propa-
gation, equation is discretized, and then, the numerical
calculation is carried out to approximate the solution [6].
)ere are many feasible methods to solve the wave equation,
which are suitable for different application scenarios. )e
method of time domain solution (TDS) [7] depends on
spatially invariant speed of sound. )e method of an
equivalent staggered grid scheme (ESG) [8] relies on variable
density media. )e adaptive rectangular decomposition
method (ARD) [18] can combine the analytical solution of
the rectangular subdomain wave equation with the finite
difference template of interface processing between sub-
domains, so as to achieve high performance simulation with
low error. A method of sound field simulation for spatial
convolution circular array based on discrete Fourier
transform (DFT) is proposed by Haneda et al. [19]. Tka-
misinski [20] mentioned a visual simulation technology to
analyze the influence of sound wave diffusion on music.

2.3. Delaunay Triangulation. Delaunay triangulation is a
commonly used optimal triangulation method, which is
widely used in mesh generation and surface reconstruction
of a 3D scattered point set. It is one of the important research
contents in CAGD, CGM, and CG. Delaunay triangulation
has many advantages, such as maximizing the minimum
angle and ensuring convergence. So, it can build the low
complexity and high-quality mesh in the 3D space. Delaunay

triangulation is the most popular surface generation method
and has a widespread application. Wang and Wu [21] and
Turnbull et al. [22] used Delaunay triangulation to describe
the water surface, for visible analyzing the interactions of
water waves or others obstacle interfere. Yu et al. [23]
showed a 3D geological modeling of Nanjing City used the
Delaunay triangulation method.

2.4. Clustering Algorithm. Cluster analysis is an important
method of data division or grouping. Common clustering
methods include k-means, density-based clustering, maxi-
mum expectation clustering, hierarchical agglomerative
clustering, and graph detection clustering. )ese cluster
algorithms are proposed to solve different practical prob-
lems. Likas et al. [24] proposed a global clustering method.
)rough the deterministic global search process composed
of dataset size, a cluster center is dynamically added in one
search process to achieve global optimization. Accordingly,
we use the k-means cluster algorithm [25] based on Eu-
clidean distance in this study, with the number of clusters to
ensure the precise zones.

We demonstrate the sound field distribution in close
space slice as shown in Figure 1. )e first line is with two
sound sources while the second line is with three. In Fig-
ure 1, we use yellow point sign point noise source.

3. The Modeling of the Sound Field

In this study, we use a virtual closed cuboid space to simulate
the sound field space [26]. In order to simplify the simu-
lation modeling, we assume that there are no other obstacles
and other interference sound sources in the space.

Our study uses a 7m × 5m × 3m cuboid to describe our
virtual sound field space. Assuming that all the boundaries in
the closed space are smooth rigid bodies, there is no diffuse
reflection because it is so complex in our model [27]. At the
same time, no other object in this virtual space should absorb
or reflect the sound waves. Without considering any ab-
sorption and reflection, the sound propagation path between
two points in the close space is a straight line.

)e sound wave of the spherical point source propagates
in the virtual space, and each point on the sound wave
propagates on the uniform spherical surface in a certain
period of time until it collides with the boundary of the space
and reflects. Considering the complexity of the simulation
model, when the noise reaches the boundary and reflects, we
only consider the influence of the first radiated sound wave
and ignore other sound waves.

3.1. Wave Equation of Sound. In this study, the sound field
generated by a stable point source propagating in a closed
space is studied. )rough Fourier analysis [28], we can use
some simple harmonic functions with different frequencies
to express the acoustic vibration function. )erefore, the
variation of the harmonic field with time is the basis of
analyzing the variation of complex field with time. At any
points in this closed space, the vibration information of the
selected sound source [29, 30] is as follows:
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P(x, y, z; t) � e
−2αc

A0 cos w t − t0(  +∅0 , (1)

where t0 � r/v is the time of sound wave transmission in the
close space, r is the distance, v is the speed of sound in air,
t − t0 means that the vibration of the sound wave is be-
ginning from the moment it spread to here, ∅0 is the initial
phase of the sound wave, and α is an attenuation factor.

3.2. SoundWave Reflection. It will get many reflected sound
waves when reaching boundary in space. Figure 2 shows
intersection of spherical sound waves from multiple point
sources. Figure 2(a) shows spherical sound waves inter-
section from 2 point sources, and Figure 2(b) shows
spherical sound waves intersection from 3 point sources.
)ere are many factors affecting the sound field distribution.
)e sound field distribution after impact reflection is af-
fected not only by the propagation direction of the point
source but also by the propagation attenuation.

In our model, all the boundaries are smooth rigid bodies.
After the point source sound waves collide and reflect on the
boundary surface, they will be reflected at the same angle as
the incident angle. )erefore, at any point in the close space,
the value of acoustic intensity will be equal to the direct sound
at that point and all the values reflected by all boundaries. In
this study, the closed space environment is simulated as a
virtual cuboid, and the boundary is regarded as a rigid re-
flector. In this way, we can ignore all kinds of attenuation
[31–33] and only consider the boundary reflection.

3.3. Sound Wave Interference in the Closed Space. A single
proton vibrates longitudinally in a spherical acoustic wave.
When sound waves with the same vibration frequency and
amplitude collide, a superimposed energy will be produced.
If the two protons vibrate in the opposite direction, the
energy will cancel each other. We use p1 and p2 that express

sound pressures of two sound waves, and the synthetic
sound field pressure is p. It can be calculated by the fol-
lowing formulas:

∇2 p1 + p2(  �
1
c
2
0
p1

z
2

p1 + p2( 

zt
2 , (2)

∇2 pi(  �
1
c
2
0

z
2

pi( 

zt
2 . (3)

4. Quiet Area Integration

We detect the collision point by the feature of sparse and
dense in the propagation of the point source. )en, we in-
troduce Delaunay triangulation to represent the final quiet
region due to the regularity and uniqueness of the surface
formed by collision points. Finally, we use Euclidean distance
for k-means clustering [34] to improve the final results.

4.1. Detection of Impact Points. We assume that there are
three sound source points in the closed space, and the
frequency and amplitude of the sound source are the same.
According to the stability of direct sound and the change of
reflected sound, the collision position of sound wave in the
space can be calculated [35, 36]. We consider the area of 1.0-
2.0 meters in the vertical direction is our “sweet area.” We
discretize the sound field space and get the acoustic impact
point through the sparse and dense characteristics of the
discrete points.

4.2. Quiet Area Integration. It is difficult to triangulate
discrete points in space. )e constancy of coherent wave
provides a strong guarantee for our work. By controlling the
wave length, we can get a good triangulation dataset.
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Figure 1: Examples of sound field distribution.)e first line is with two sound sources while the second line is with three. Yellow points are
sound source locations.
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First, a super triangle is created to contain all the
scattered points in the triangle list. Second, insert points one
by one, find the triangle whose circumscribed circle contains
the insertion point from the triangle list, and delete the
common edge that has influence on it. Connect the insertion
point with all the vertices of its related triangle to complete
the insertion point into the Delaunay triangle list. )en, the
new local triangles are optimized according to the optimi-
zation rules, and the generated triangles are put into the
Delaunay triangle table. Loop the insertion until all points
are inserted. Two triangular subdivision surfaces in the 3D
space can be on the same plane. Let us first draw in two
dimensions. During this process, some points may be de-
leted because they are on a line that is not referenced by
triangulation.

)e Delaunay triangulation result is shown in
Figure 2.

4.3. Subzone Dividing. )e impact point set we get from
section discrete point detection may be distributing across
the space sparsely [37, 38] or forming several dense parts
distinctly. If we generate the quiet zones on the impact
point set directly, we may get a surface that almost covers
the whole space, which make our study become mean-
ingless. In order to avoid this situation, we introduce the
clustering algorithm before Delaunay triangulation to
create space subsets. We implement surface subdivision
from the subsets. With this method, we may get several
precise quiet zones. We employ Euclidean distance to be
the unique attribute work on the clustering algorithm. Any
clustering algorithm can be used to obtain the final
grouping of elements. We use the k-means algorithm to
achieve data partition.

Iterating according to the following formulas could get
labeling the initial dataset u.

C
(i)

� argminj d
(i)

− uj




2
, (4)

where d(i) and uj are the spatial coordinates vector. Its main
point is to apply the distance between the original dataset
and the initialization random data. )en, find out the data
with the nearest distance to the initial data:

uj �


m
i−1 l c

i
� j d

i


m
i−1 l c

i
� j 

. (5)

)is formula aims at getting the average distance be-
tween all the original data and one initial data. Iterate the
two formulas until the member in set u do not change
anymore, and we get the labeling group dataset.

5. Experimental Results

5.1. Sound Field Distribution. Our approach obtains the
visualization through the discrete points detection.When we
calculate sound pressure of one point, we only consider the
direct sound and the primary reflection. All boundaries we
simulate are idealized rigid edge, and we do not put the fact
into consideration that sound wave reflect from a wall would
product a series of wavelet, which may cause standing wave
in the whole space and diminish the reflection value [39–43].
)erefore, each time we calculate sound pressure of one
point, and we should put the three direct sound and eighteen
reflections into consideration. )e two and three spherical
waves intersection is shown in Figure 2.

We collect a data point per cubic decimeter; then, we
have 118059 data to deal with. Figure 3 shows the results of
visualization simulation and Delaunay triangulation
[44, 45]. )e first line shows the situation about two sound
sources while the second line is about three. )e first three
columns are 0.001 s when the sound is not spreading in the
whole room yet. )e last column is 0.005 s when the room is
full of sound waves. )e third column is the sum of the first
two columns. We could see that the first column is almost
exactly the same with the third column because the value of
reflection is so small to affect the entire waveform. But we
could see that the waveformwas not irregular anymore when
time is at 0.005 s because of the strong reflection.

In our experiment, sound field distribution of a whole
space in Figures 3(a) and 3(d) will cost about 1 and a half
minutes, computing on the 64 bits system of Intel CPU, 16G
RAM per time. Illustrated in Figures 3(a) and 3(d), through
simulation, the distribution of sound field in space is vi-
sualized. Different sound intensities are marked with dif-
ferent colors.
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Figure 2: Intersection of spherical sound waves from multiple point sources. (a) Spherical sound waves intersection from 2 point sources,
yellow points represent the locations of sound sources. (b) Spherical sound waves intersection from 3 point sources.
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5.2. Impact Points Detection. We could simplify data de-
tection. As shown in Figures 3(b) and 3(e), the amplitude of
a point in vibration always approximate the point nearby
because of the continuity of volatility. Because of this, there
may be many impact points in a small region, which pro-
vides a powerful guarantee for Delaunay triangulation.

5.3. Delaunay Triangulation. We map the set into the 2D
space primarily. As a result, not all the impact points would
be the vertex of the Delaunay triangle. Figures 3(c) and 3(f)
show the final result of subdivision, and it is obvious that

some points have been removed. We can see the surface is so
rough that it does not look like a zone.

5.4. Subzone Dividing. )e k-means clustering algorithm is
used to distinguish the collision point set. )e initial class
number K, namely, the desired number of clusters, must be
confirmed before clustering, and it is the user to specify
parameters [46]. When we call the k-means function to do
with the impact point set, it need to iterate based on the
initial value. Iteration will not stop until the cluster does not
change anymore.
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Figure 3:)e results of visualization simulation and Delaunay triangulation. (a), (d))e distribution in t � 0.01 s and t � 0.05 s. (b), (e))e
dataset of impact points in t � 0.01 s and t � 0.05 s. (c), (f ) )e Delaunay triangle surface in t � 0.01 s and t � 0.05 s.
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Figure 4: )e results of cluster. (a)–(d) Cluster results of impact points at 0.01 s and 0.05 s. (e)–(h) )eir cluster respective subdivision
results.
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As shown in Figure 4, we could get different subdivision
results with different K values. As for the situation about
Figure 3(f), we could improve it in Figures 4(g) and 4(h).)e
quiet zone we get could not cover large areas of points with
high sound pressure values, and get the quiet zones in a close
space. Figures 4(a) and 4(b) are cluster results of impact
points at 0.01 s, while Figures 4(e) and 4(f) are their re-
spective subdivision results. )e others are time at 0.05 s.

6. Conclusion

With the problem of noise in closed a three-dimensional
space, a simulationmodel of spherical wave propagation and
interaction formed by multiple point sound sources is
proposed and used to calculate the quiet area of the closed
space. First, we analyze the sound field in a closed space with
the geometric acoustics method and describe the intensity of
the sound field with a color map. Second, Delaunay trian-
gulation is introduced into the simulation, and finally, the
quiet area is optimized by clustering.

First, we use the geometric wave acoustic analysis
method to calculate the propagation of spherical sound
wave, mainly considering the boundary reflection of smooth
rigid body, analyzing the sound field distribution of a
multipoint sound source and using the discrete method to
detect the collision point. )en, Delaunay triangulation is
used to form a continuous surface in the quiet area. Finally,
the k-means clustering algorithm is used to optimize the
quiet area. In the experiment, we give the visual description
of different time and sound sources. )e simulation results
show that geometric analysis can directly and effectively
analyze sound field distribution.

In the future research, we will learn from the near space
physical signal acoustic suppression processing system and
modify the experimental parameters according to the actual
measurement data, so that the system has a practical ap-
plication value. At the same time, we will verify the effec-
tiveness of the model in complex noise scenes such as train
compartments.
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Global competition is the competition of human resources, the social demand for high-quality talents is increasing, and the
demand for all kinds of talents is increasing. *erefore, how to scientifically and efficiently complete the preliminary screening of
college students’ mental health, so as to provide services for them, has become an important task. In order to solve the above
problems, by combining the relevant professional knowledge of psychology, statistics, image processing, and artificial intelligence
technology, a personality trait detection method based on active shape model (ASM) localization and deep learning is proposed.
Firstly, the traditional ASM algorithm is improved and applied to facial feature point location, which provides training basis for
further deep learning. It mainly includes three aspects of improvement: (1) 2D texture model based on Gabor wavelet and gradient
features; (2) new multiresolution pyramid decomposition method; and (3) improved multiresolution pyramid search strategy.
Secondly, the deep belief network model is used to train and classify the students’ four personality traits and facial features, so as to
dig out the relationship between the four personality traits and facial features. *e experimental results show that the localization
effect of the improved ASM algorithm is obviously better than that of the traditional algorithm, and the classifier after learning and
training has a good effect in analyzing the four personality traits.

1. Introduction

In essence, global competition is the competition of human
resources. *erefore, the social demand for high-quality
talents is increasing, and the demand for all kinds of talents
is increasing. *erefore, how to scientifically and efficiently
complete the preliminary screening of college students’
mental health, so as to provide services for them, has become
an important task.

As a cross-discipline, management science and engi-
neering include many research fields [1–5]. In order to
classify the personality characteristics of talents accurately
and quickly, management science and engineering need to
combine relevant professional knowledge such as psychol-
ogy, statistics, image processing, and artificial intelligence
technology to establish a personality classification tree based
on facial features to achieve efficient personality trait

classification. *us, we can understand the potential psy-
chological problems of college students at the first time,
effectively improve their mental health, and help quickly find
suitable roles according to their personality.

Face can best reflect a person’s immediate mental out-
look; face can express emotion and can better reflect a
person’s character and life [6–8]. *e results show that, just
like adults, even 3-year-olds tend to judge their personality
traits, such as credibility and ability, by their faces, and
children show surprising consistency with adults in judg-
ment. With the increase of age, the tendency to judge people
by their appearance also develops, and the older children are,
the more similar their facial judgments are to adults. *ese
psychological studies show that people’s personality and
even in a certain aspect of the ability and social behavior.*e
character of a character refers to the relatively stable and core
psychological characteristics of his attitude and behavior in
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the face of real things. It is a kind of personality characteristic
with the highest correlation with society, which is closely
related to facial features [9–12]. *e features of human face
can be regarded as the distance between facial contours,
eyebrows, eyes, nose, mouth, and other feature points, in-
cluding the distance between eyebrows and eyes, eyes and
nose, nose and mouth, even the distance between the corner
of the eye and the inner canthus, the left and right pupil, the
corner of the left and right mouth, and so on. How to as-
sociate human character with complex facial features and
find the relationship between them is the primary problem
to be solved in this study.

In psychology, there are many ways to measure a per-
son’s personality characteristics, including psychological
counseling, psychological scale testing, and other means
[13, 14]. Different from the existing methods, on the basis of
traditional personality test, this study combines face rec-
ognition technology and data mining technology to quickly
and accurately find the relationship between facial features
and personality traits and establish a student personality
classification tree based on facial features. *e main con-
tributions of this paper are as follows:

(1) *e traditional ASM algorithm is improved in three
aspects, and the improved algorithm is applied to the
facial feature point location, which solves the
shortcomings of the traditional ASM algorithm, such
as inaccurate location, low efficiency, and easy to fall
into local minimum.

(2) With the help of the characteristics of deep learning
unsupervised learning classification, the sample data
are trained by deep belief network model to obtain a
classifier based on four personality traits and facial
features.

(3) Finally, through the comparative analysis of the
classification results of psychological personality test,
it verifies the feasibility and effectiveness of this
method and provides a scientific basis for college
teachers to make a reasonable psychological coun-
seling plan.

*e rest of the paper is organized as follows. In Section 2,
a literature review is studied in detail, while Section 3
provides the detailed methodology. Section 4 provides de-
tailed results and discussion. Finally, the paper is concluded
in Section 5.

2. Literature Review

Firstly, face feature point location technology is the main
content of this study. According to the number of feature
points, facial feature point location methods can be divided
into two categories: local feature point location method and
global feature point location method.

*e local feature point location method can only locate a
small number of feature points at a time, and it is often used
to locate local facial features. In [15], Akash et al. proposed a
method to locate the center of pupil and mouth based on
YCbCr color space distribution. *e advantage of this

method is that the location of human face can be determined
quickly by determining the position of three points.

Different from the local feature point location method,
the global feature point location method can locate many
feature points at one time. *e more popular methods in-
clude active shape model (ASM) and active appearance
model (AAM). In [16], Wang et al. proposed to recognize
human emotion through facial images. ASMmethod is used
to reconstruct facial shape, extract facial feature points, and
then use radial basis function network to recognize facial
expression. In [16], Wang et al. used ASM in the driving
fatigue detection system and introduced the average syn-
thetic accurate filter algorithm to improve the positioning
accuracy and attitude adaptability of the eye.

Secondly, for deep learning technology. *e acquisition
of learners’ personality characteristics is an important
prerequisite for the realization of student-centered accurate
and personalized teaching, and learning behavior is an
important basis for the analysis of learners’ personality
characteristics. Deep learning is a kind of machine learning.
*e main step of machine learning is to obtain the initial
data through the sensor, and after the data is preprocessed,
the data features are extracted and selected. After feature
expression, the process of reasoning, prediction, and rec-
ognition can be carried out.

In [17], Zhao et al. used RapidMiner datamining tools to
explore the recognition effects of decision tree, naive Bayes,
and support vector machine on five personality traits. *e
results show that the accuracy of the decision tree algorithm
for the recognition of personality traits is higher than that of
the other two algorithms, and the comprehensive recogni-
tion effect of the big five personality traits is the best. *e
sensitivity of recognition of different personality traits is
different. *e sensitivity of conscientious personality trait
type is the highest, while that of neurotic personality trait is
the lowest.

As a classical neural network learning method, deep belief
network learning method can be regarded as a neural network
composed of multiple restricted Boltzmann machine layers.
Among them, the network is limited to two layers, namely, the
data visual layer and the hidden layer. And only there is a
connection between layers, and the nodes in the network exist
independently. Among them, the data in the hidden layer can
be trained to obtain the data in the data visual layer.

3. Methodology

3.1. Student Face Feature Point Localization Algorithm Based
on Improved ASM. In the process of ASM modeling, it is
very important to calibrate the feature points of the training
sample image. *e accuracy of feature point calibration of
sample image is directly related to the representativeness of
the shape model. Figure 1 shows an example of how this
article has marked a set of pictures. Each image is manually
calibrated with 32 feature points.

3.1.1. 2D Texture Model Based on Gabor Wavelet and
Gradient Feature. *e traditional ASM algorithm uses 1D
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gray information near the feature points as matching fea-
tures and takes the distance between the gray value vector at
the target candidate points and the local gray model at the
mark points as the similarity measure between the candidate
points and the mark points [18–21]. In the search process,
only the low-frequency information of the face is used. *e
low-frequency components mainly describe the global fea-
tures of the object, while the high-frequency components
mainly describe the local details. *erefore, the calculation
amount of this algorithm is small, but the positioning is not
very accurate [22–24].

In order to solve the above problems caused by the 1D
texture model, we introduce a new method to build the local
model of feature points, that is, to build a 2D local texture
model for each feature point, as shown in Figure 2.

As shown in Figure 2, the current feature point can reach
its target position P1, so the positioning error will be re-
duced. For each marked feature point, select a rectangular
region with side length of m× n, and the current feature
point is the center of the rectangular region. By extracting
the Gabor feature or gradient feature of each point in the
rectangular region, the corresponding Gabor texture model
or gradient texture model of the feature point can be ob-
tained [25]. Since there are N face images in the training set,
for each feature point, N rectangular regions can be ob-
tained; that is, N 2D texture models can be obtained. Each
2D texture model is arranged row by row into a long vector,
and all the 2D texture models form amatrix withN rows and
m× n columns.

Gabor wavelet transform can extract spatial frequencies
and local features in multiple directions in the local region of
the image [26]. *erefore, Gabor feature description of
human face can achieve a good recognition effect. In image
processing and computer vision, two-dimensional Gabor
wavelet is mainly used. *e two-dimensional Gabor wavelet
is expressed as follows:

W(x, y; θ, λ,φ, σ, c) � exp −
x′

2
+ c

2
y′

2

2σ2
⎛⎝ ⎞⎠cos 2π

x′
λ

+ φ ,

(1)

where (x, y) represents the pixel position in the time do-
main, x′ � x cos θ + y sin θ, y′ � −x sin θ + y cos θ. θ
denotes the direction parameter, λ denotes the wavelength
parameter of the triangle cosine function, φ denotes the
phase offset parameter, σ denotes the standard deviation of

the Gaussian function, and c denotes the length-width ratio
of the Gabor kernel. Two-dimensional Gabor wavelets with
different shapes can be generated by selecting different
parameters.

We use 40 Gabor wavelet functions combined with 5
frequencies and 8 directions to carry out the convolution
operation on a point in the image, and 40 complex coeffi-
cients can be obtained, which are called the Gabor jet vector
of the point. *e 40 Gabor wavelet kernel functions adopted
are shown in Figure 3.

Traditional ASM algorithm is to establish a local gray
statistical feature texture model in a small area near the
control point (sampling in the normal direction). Studies
show that using gray scale as a local feature requires a lot of
training sample images to obtain sufficient statistical in-
formation, and gray scale feature without gradient as a local
feature has better robustness [27]. Since gray scale features
are sensitive to illumination, in order to reduce the impact of
illumination on positioning accuracy, and due to the limited
number of training sample sets, a texture model based on 2D
gradient features is established for each feature point of the
highest level and sub-high-level pyramid subgraph of each
image.

*e 2D gradient texture model of each marker is gen-
erated by the following two steps: convolution and
normalization.

Training sample 1

(a)

Training sample 2

(b)

Tagged sample 1

(c)

Tagged sample 2

(d)

Figure 1: A set of tagged images. (a) Training sample 1. (b) Training sample 2. (c) Tagged sample 1. (d) Tagged sample 2.

Previous feature point
Locating the obtained

target points

2D texture model

Current
feature point

Latter feature
point

P1

Figure 2: 2D local texture model.
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(1) Convolution. In this step, a 3∗ 3 convolutionmask is used
to produce a texture matrix for each pixel of the rectangular
region (size m× n) around the marker. Each element of the
texture matrix corresponds to a pixel convolution value. *e
value of the element is a representation of some image
feature of the pixel. *is feature is determined by the
convolution mask.

Because the gradient features of feature points are to be
extracted in this paper, the gradient mask is used, and the
gradient mask matrix is

A �

0 0 0

0 2 −1

0 −1 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (2)

By convolution, the gradient texture matrix of the feature
point can be obtained, which is 2D.

(2) Normalization Eliminates. In order to eliminate the
influence of illumination and contrast, the gradient texture
matrix also needs to be normalized. Each element of the
gradient texture matrix is normalized by dividing the ab-
solute value of all elements in the matrix.

By doing the same operation for the same marked point
of each training sample image, N 2D gradient texture ma-
trices can be obtained. Here, each 2D gradient texture matrix
is still arranged into a long vector by row, and all the long
vectors form a matrix, which hasN rows andm× n columns.
At this time, the mean and covariance matrices of 2D
gradient texture matrix are obtained, and the mean and
covariance matrices are used as the matching features of this
point.

It is proved that using gradient information instead of
gray information to build local feature texture model can
effectively improve the matching accuracy and reduce the
number of sample images to be trained.

3.1.2. A New Multiresolution Pyramid Decomposition
Method. In the training and searching phase of ASM under
the framework of multiresolution analysis, the traditional
ASM method first performs Gaussian filtering on the initial
sample image and then samples the filtered image at in-
tervals to get the pyramid image of the training sample. *e
resolution of these images decreases in turn, and the scale of
the latter image is 1max 2 of the previous one. *e initial
sample image is Level 0 (layer 1). With the gradual decrease
of resolution, the pyramid subimage obtained by this
method contains less and less detail features, which is not
conducive to the extraction of rich texture features, thus
affecting the accuracy of feature point location.

In this paper, the size of the training picture and the test
picture is 480∗ 640. *e pyramid subimage is obtained by
using db1 wavelet to decompose the sample image with 3-
layer wavelet, as shown in Figure 4.

*e sample image is decomposed by Gaussian filter of
original ASM algorithm in three layers, and the pyramid
subgraph obtained is shown in Figure 5.

It can be clearly seen from the experimental results of the
above two graphs that, with the gradual reduction of res-
olution, the pyramid subgraph obtained by wavelet de-
composition contains more detailed information than that
obtained by original ASM. *e rich detailed information is
beneficial to the extraction of rich local texture features and

Figure 3: Schematic diagram of 40 Gabor nuclei.
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Figure 4: Pyramid subgraph obtained by wavelet decomposition. (a) Zero-order subgraph. (b) First-order subgraph. (c) Secondary
subgraph. (d) Tertiary subgraph.
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Figure 5: Continued.
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the establishment of reliable texture model, so as to improve
the accuracy of feature point localization.

3.1.3. Improved Multiresolution Pyramid Search Strategy.
In the traditional ASM algorithm, when multiresolution
search is carried out, the search length of different layers is
the same; that is, the same number of pixels are sampled for
each feature point in each contour texture model of each
layer. In this paper, the first layer (lowest layer) of the
multiresolution pyramid is set as the original image, and the
second layer (second layer) and the third layer (highest
layer) are set as the pyramid subgraph obtained by wavelet
decomposition.

*is paper proposes to adaptively change the length of
2D texture search rectangle according to the different
number of pyramid decomposition layers. Under low res-
olution, because some details of the image are ignored and
the feature points are far away from the actual target po-
sition, a larger search range can be set, so as to obtain an ideal
matching result for the overall contour. Correspondingly, at
a higher resolution, because the feature points are close to
the target position, the search range can be appropriately
reduced, so as to obtain a relatively ideal local matching
result. *e edge length of 2D texture search rectangle
adaptively decreases as the number of layers of multi-
resolution pyramid decreases. In this paper, we set the length
of the search rectangle on the third layer to be L, the second
layer to be 1/2, and the first layer to be L/4. *e efficiency of
this algorithm is improved because the computation is small
at lower resolution.

3.2. Personality Trait Analysis Based on Deep Belief Network
Model and Facial Features. In order to explore the potential
relationship between the four personality traits and facial
features, we trained and learned the sample data through the
deep belief network model, in order to obtain a trained

classifier based on the four personality traits and facial
features of students.

3.2.1. Deep Belief Network Model. In the field of computer
vision, deep learning technology has shown its excellent
performance. However, sometimes it is difficult to learn
directly from the whole image using standard deep learning
techniques, especially with complex data such as high-def-
inition images. As an efficient deep learning algorithm, Deep
Belief Networks (DBN) have gradually developed into a
mainstream technology direction. Based on the principle of
statistical mechanics, a random neural network Boltzmann
machine model is generated, including a hidden layer and a
visible layer, as shown in Figure 6.

On this basis, the principle architecture of multilayer
restricted Boltzmann machine (RBM) is proposed, as shown
in Figure 7, where a � (a1, a2, . . . , anv

)T ∈ Rnv is the bias
vector of the visible layer, b � (b1, b2, . . . , bnh

)T ∈ Rnh is the
bias vector of the hidden layer, andW � (wi,j) ∈ Rnh×nv is the
weight matrix between the hidden layer and the visible layer.
*rough the generative stacking technology, the depth belief
network is finally produced by multiple restricted Boltz-
mann machines.

*e constrained Boltzmann machine introduces a series
of related probability distribution functions through the
energy function. For the state vector (v,h) of a given set of
neurons, its energy function can be expressed as

E(v, h|θ) � − 

nv

i�1
aivi − 

nh

j�1
bjhj − 

nv

i�1


nh

j�1
hjwi,jvi, (3)

where v represents the state vector of neurons in the
visible layer, and h represents the state vector of neurons
in the hidden layer. nv is the total number of all neurons in
the visible layer, and nh is the total number of all neurons
in the hidden layer. θ � ai, bj, wi,j  is the regulator lim-
iting the Boltzmann machine architecture.
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Figure 5: Pyramid subgraph obtained by Gaussian filter decomposition. (a) Zero-order subgraph. (b) First-order subgraph. (c) Secondary
subgraph. (d) Tertiary subgraph.

6 Scientific Programming



*rough the energy function defined in equation (3)
above, the joint probability distribution of state (v, h) can be
obtained as shown in

P(v, h|θ) �
1

Z(θ)
e

− E(v,h|θ)
, (4)

Z(θ) � 
v,h

e
− E(v,h|θ)

. (5)

In the formula, Z(θ) represents the normalized pa-
rameter. Let p(v|θ) be the probability distribution of the
visible layer vector v; then p(v|θ) can be calculated by the
edge distribution of P(v,h|θ).

P(v|θ) � 
h

P(v,h|θ)

�
1

Z(θ)

h

e
− E(v,h|θ)

.

(6)

In the same way, we can get the probability distribution
p(h|θ) of the hidden layer vector h.

P(h|θ) � 
v

P(v, h|θ)

�
1

Z(θ)

v

e
− E(v,h|θ)

.

(7)

By analyzing equations (6) and (7), it can be seen that
in order to get p(v, |θ) and p(h|θ), the key step is to
calculate the normalized parameter Z(θ). However,
according to the definition of Z(θ), its computational
complexity is relatively high. Due to the special principle
of limiting Boltzmann machine model (the visible layer
and the hidden layer are conditionally independent),
when the state of all neurons in the visible layer is known,
the probability of activation of a neural unit in the hidden
layer can be calculated by

P hj � 1|v, θ  � σ bj + 
i

viwij
⎛⎝ ⎞⎠, (8)

where σ(·) represents the Sigmoid activation function.
Because there is no connection between all neural nodes

in the same layer, the relationship between the values of all
neural nodes in the same layer and the values of a single node
is as follows:

P(h|v) � 

nh

j−1
P hj|v , (9)

P(v|h) � 

nv

i−1
P vi|h( . (10)

*e random gradient algorithm is usually used to find
the maximum value in order to obtain the optimal ad-
justment factor in the network. *e DBN model is shown in
Figure 8.

3.2.2. Feature Classification Process. DBN training process is
generally divided into two steps: (1) pretraining stage and (2)
fine-tuning stage. *e loss function required in the fine-
tuning stage is shown in

L(x, y) � ‖x − y‖
2
2, (11)

where the symbol ‖ · ‖2 represents the 2 norm of recon-
struction error, x represents input data, and y represents
reconstructed data.

*e data comes from the face images of the tested
students in the sample set, which includes a training sample
set, a test sample set, and a text document of the training
sample classification information. *e feature classification
process is shown in Figure 9.

Step 1: divide personality traits into three categories
(e.g., low agreeableness, moderate agreeableness, and
high agreeableness), input 32 feature information
extracted based on active model, respectively, and form
32 feature vectors representing feature information.
Step 2: classify the data samples. *e data in the data
sample is divided into two folders, the training sample
set and the test sample set, and all the sample data in the
training sample set are labeled by categories to form a
text document, which can be used in the later learning
and training of image features.
Step 3: sample training. According to the deep belief
network structure model, this paper adopts the deep
belief network structure model containing five layers of
RBM to train the training samples provided.
Step 4: test the sample. After training the training
samples with the deep confidence network, the relevant
weights and biases of each layer of DBN can be ob-
tained. *en, the relevant classification results can be
obtained by testing the test samples.

Hidden
layer

Visible
layer

Figure 6: Boltzmann machine model.

...

...

b ∈ Rnh

a ∈ Rnv

W ∈ Rnh×nv

Figure 7: RBM model.
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*e classifiers of extroversion, openness, agreeableness,
and conscientiousness can be established after the four
personality traits are processed, respectively, according to
the above steps.

4. Experimental Results and Analysis

4.1. Experimental Environment. *e experiment is carried
out on IMM face database [28–33], and the experimental
simulation tool is MATLAB7.8. IMM face database consists
of 240 images of six faces of 40 different people, all without
glasses. *e image size is 640∗ 480. 120 face images are
selected from the library as the training set and 80 as the test
images. In order to simplify the problem, the images used for
training and testing were all neutral expressions of positive
faces, and the illumination was relatively uniform. *e
feature points are marked on the external contour of the face
and the edges of each facial organ. Each training image was
calibrated with 58 feature points. After repeated tests, this
paper sets the 2D texture rectangular search side lengths of
the third layer, the second layer, and the first layer as 16, 8,
and 4, respectively.

4.2. Performance Evaluation Indicators. In order to test the
performance of the improved ASM algorithm, two functions
are introduced to evaluate its performance. *e first is the
average error function:

Eave �
1
N

×
1
n



N

i�1


n

j�1
abs(x(i, j) − pos(i, j)), (12)

where N is the total number of test images and n is the
number of feature points marked. x(i, j) is the coordinate of
the jth feature point marked by the ith subimage, and
pos(i, j) is the coordinate [34] of the target point located by
ASM algorithm.

*e other is the time function of the average cost:

Tave �
1
N



N

i�1
ti, (13)

where ti is the time it takes to process each picture [35, 36].

4.3. Comparison of Face Feature Points Location Results.
*e effect of improved ASM and traditional ASM for face
feature point localization is shown in Figures 10 and 11,
respectively.

Under the premise of 50 iterations, the average error
between the improved ASM and the traditional ASM is
compared, and the result is shown in Figure 12.

It can be seen from the experimental results that the
improved ASM algorithm canmore accurately locate the key
face feature points and improve the positioning accuracy of
face feature points. *e performance comparison results
between improved ASM and traditional ASM are shown in
Table 1.

By comparing the results, it can be seen that the pro-
posed method is more accurate than the original algorithm.
*e improved algorithm is less efficient than the original one
because it builds a 2D texture model with a large amount of
computation for each feature point and extracts Gabor
features with a large amount of computation for the lowest
pyramid subgraph of each feature point. However, it can be
seen from the experimental results that the positioning
accuracy of the proposed algorithm is more than doubled
compared with the original algorithm, while the processing
time is not doubled. *erefore, the shortcoming of the al-
gorithm efficiency decline is acceptable.

4.4. Classifier Test. *rough the training samples, we can get
four classifiers after DBN training: extroversion, openness,
agreeableness, and rigor.

*e DBN model is compared with the convolutional
neural network model, and the results of recognition ac-
curacy and consumption time are shown in Table 2 and
Figure 13.

As can be seen from Table 2 and Figure 13, the classifier
trained by DBN is used to test four kinds of personality traits
of the test sample. *e accuracy of extroversion is 77.95%,
the accuracy of openness is 81.16%, the accuracy of agree-
ableness is 90.63%, and the accuracy of rigor is 91.42%,
totaling 85.29%, which is higher than that of the classifier
trained by convolutional neural network model.

*us, it can be seen that the classifier trained by DBN has
a good effect on the prediction results of the four trait tests
on the premise of providing facial features.

Input
data

Output
Data

Restricted Boltzmann
Machine

Restricted
Boltzmann
Machine

Restricted
Boltzmann
Machine

Restricted
Boltzmann
Machine

W0 W1
W2 W3

Figure 8: DBN model.
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Feature
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Figure 9: Feature classification process.
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feature point location result 2
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Figure 10: Effect of face feature point location using improved ASM. (a) Feature point location result 1. (b) Feature point location result 2.
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Figure 11: Effect of face feature point location using traditional ASM. (a) Feature point location result 1. (b) Feature point location result 2.

traditional ASM
improved ASM

0

2

4

6

8

10

12

14

16

18

20

av
er

ag
e e

rr
or

 (p
ix

el
)

5 10 15 20 25
Iterations

30 35 40 45 500

Figure 12: Comparison of average error between improved ASM and traditional ASM.

Table 1: Comparison of the performance of improved and traditional ASM.

Objective function Improved ASM Traditional ASM
Eave (pixels) 3.16 6.34
Tave (s) 4.67 3.09
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5. Conclusion

In this paper, a personality trait detection method based on
ASM facial feature point location and DBN model is pro-
posed. First of all, the traditional ASM algorithm is improved
in three aspects, and the improved algorithm is applied to the
facial feature point location, which solves the shortcomings of
the traditional ASM algorithm, such as inaccurate location,
low efficiency, easy to fall into local minimum, and so on.
Secondly, with the help of the characteristics of deep learning
unsupervised learning classification, the sample data are
trained by the deep belief network model in order to get the
classifier based on four personality traits and facial features.
Finally, through the comparative analysis of the classification
results of psychological personality test, it verifies the feasi-
bility and effectiveness of thismethod and provides a scientific
basis for college teachers to make a reasonable psychological
counseling plan.
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In order to handle the problem of synthetic aperture radar (SAR) target recognition, an improved sparse representation-based
classification (SRC) is proposed. According to the sparse coefficient vector resulting from the global dictionary, the largest
coefficient in each class is taken as the reference. +en, the surrounding neighborhoods of the sample with the largest coefficient
are selected to construct the optimal local dictionary in each training class. Afterwards, the samples in the local dictionary are used
to reconstruct the test sample to be identified. Finally, the decision is made according to the comparison of the reconstruction
errors from different classes. In the experiments, the proposed method is verified based on the moving and stationary target
acquisition and recognition (MSTAR) dataset. +e results show that the proposed method has performance advantages over
existing methods, which demonstrates its effectiveness and robustness.

1. Introduction

Synthetic aperture radar (SAR) is capable of measuring high-
resolution images for effective ground observation and
surveillance. Image interpretation technologies represented
by SAR target recognition are widely used in military and
civilian fields. SAR target recognition is a typical image
pattern recognition problem, which aims to extract and
classify the target of interest in SAR images [1, 2]. In order to
improve the comprehensive performance of SAR target
recognition, researchers extensively use advanced image
feature extraction and classification algorithms for experi-
mentation and verification. +ere are many types of features
applied to SAR target recognition, including geometric
shape features, projection transformation features, and
electromagnetic scattering features. +e geometric shape
features describe the two-dimensional shape distribution of
the target, such as area and contour [3–10]. +e projection
transformation features use mathematical projection or
signal transformation algorithms to extract stable charac-
teristics of the original images [11–16]. Electromagnetic
scattering features describe the backscattering characteristics
of the target in a specific radar frequency band, typically

including the scattering centers [17–20] and polarizations
[21]. In the classification stage, a suitable classifier is selected
to confirm the class of the extracted features. Early classi-
fication strategies were mainly based on the idea of the
nearest neighbors, such as K-nearest neighbor (KNN)
classifier [11]. With the development of pattern recognition
technologies, new classifiers such as support vector machine
(SVM) [22, 23], multilayer perceptron (MLP) [12], and
adaptive boosting (AdaBoost) [24] emerged. In recent years,
the deep learning technology has become a new favorite in
the field of image interpretation and has also been widely
used in SAR target recognition [25–30]. Sparse represen-
tation-based classification (SRC) derived from compressive
sensing theory was also widely used in pattern recognition
and image classification [31–37]. Researchers introduced
SRC into SAR target recognition and verified its feasibility.
Since then, more works have continued to improve the
overall recognition performance by optimizing the solution
algorithm and decision-making mechanism [32–36].

Compared with other classifiers, SRC uses a linear fitting
idea to evaluate the similarity between the test sample and
each training class, so no pretraining is required. In addition,
it is not difficult to find from the results of the existing
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literature that the sparse representation itself has a certain
degree of robustness to the common extended operating
conditions (EOCs) [38, 39] in SAR target recognition such as
noise corruption and partial occlusion. +erefore, SRC has
broad application prospects in SAR target recognition. In
this paper, the traditional SRC is improved to enhance the
performance in SAR target recognition. First, in the global
dictionary, the test sample is reconstructed by SRC, and the
sparse coefficient vector is obtained. Afterwards, the optimal
local samples are selected in each classes according to a
certain criterion. +e criterion takes the sample with the
largest coefficient as the reference and selects its surrounding
neighborhoods to construct a local dictionary. Finally, the
test sample is optimally reconstructed on the local dictio-
naries from different classes to obtain their corresponding
reconstruction errors. +e target class of the test sample is
finally decided based on the principle of the minimum error.
In the experiments, based on the moving and stationary
target acquisition and recognition (MSTAR) dataset, the
proposed method is tested under the standard operating
condition (SOC) and three EOCs (configuration variance,
depression angle difference, and noise corruption). Exper-
imental results show that the proposed method can achieve
superior performance over some existing methods in all four
typical scenarios, verifying its effectiveness and robustness.

2. SRC

+e sparse representation is based on the theory of com-
pressive sensing and analyzes the characteristics of the
sample by linearly representing the unknown sample on an
overcomplete dictionary. Wright et al. first applied SRC in
face recognition [31], that is, to determine the category of the
test sample based on the reconstruction error of each class
calculated based on the sparse representation coefficients.
Specifically, a global dictionary A � [A1, A2, . . . , AC] ∈ Rd×N

composed of multiple training classes is first constructed,
where Ai represents the Ni atoms corresponding to the
training samples in the ith class. For the test sample y to be
identified, equation (1) is employed to perform the sparse
linear represented:

x � argmin
x

‖x‖0,

s.t. ‖y − Ax‖
2
2 ≤ ε,

(1)

where x is the sparse coefficient vector to be solved and ε is
the set error threshold.

Since the direct solution of the optimization problem in
equation (1) is very complicated, researchers tried to obtain
high-confidence approximate solutions through the prin-
ciple of equivalent approximation. For example, in [31], the
ℓ1 norm was used to replace the original ℓ0 norm to convert
the problem into a convex optimization one, which is easier
to solve. In [32], an orthogonal matching pursuit algorithm
(OMP) was developed based on a greedy mechanism to
improve the overall solution efficiency. According to the
solved sparse coefficient vector, the target class of the test
sample can be judged according to its distributions in

different classes. In [33], the decision was made according to
the energy of nonzero coefficients in different classes.
Among many principles, the criterion based on the mini-
mum reconstruction error is the most widely used.+e basic
idea is to linearly reconstruct the test samples with samples
of each class and then calculate the reconstruction error as
follows:

r(i) � y − Aixi

����
����
2
2, (i � 1, 2, . . . , C), (2)

where xi is the coefficient vector distributed on the ith class
and r(i) is the reconstruction error of the ith class to the test
sample. Finally, the target class of the test sample can be
determined by comparing the errors from different classes.

Although the decision criteria in the traditional SRC
have certain validity, their characterization ability for each
class is not sufficiently exploited. In the minimum recon-
struction error criterion, all samples in each class are used
for reconstruction. In fact, due to the azimuthal sensitivity of
SAR images, the training samples related to the test sample
should share a similar azimuth angle. +erefore, in order to
obtain a better reconstruction result, the test sample should
be reconstructed and analyzed on the local dictionary.

3. Improvement of SRC for Target Recognition

3.1. Improved SRC with Local Reconstruction. +is paper
makes some improvement on traditional SRC for SAR target
recognition. Before implementing the traditional SRC, the
atoms of each class in the dictionary are arranged in as-
cending azimuth order to ensure that the azimuths between
adjacent samples are the closest. Afterwards, the global
sparse coefficients are solved according to equation (1).
+en, the optimal local dictionary is selected and con-
structed in each class. Taking the ith class as an example, the
atom with the maximum coefficient is used as the reference
sample, and the surrounding neighborhood samples are
chosen. Because SAR images are sensitive to azimuth, it is
generally believed that they can maintain a high correlation
within the interval of ±5°. +erefore, this paper refers to this
criterion in selecting surrounding samples. When the azi-
muth error is lower than 5° with the reference sample, the
candidate is incorporated into the local dictionary. Based on
the local dictionary, this paper performs the optimal rep-
resentation of the test sample class by class as follows:

α � argmin y − ALαL

����
����
2
2 + λ αL

����
����
2
2 , (3)

where AL represents the local dictionary selected on a certain
class, αL is the corresponding coefficient vector, and λ is the
regularization coefficient. +e above optimization has the
following analytical solution:

α � A
T
L AL + λ∗ I 

−1
A

T
L y, (4)

where I represents the unit matrix.
Compared with the traditional SRC mechanism, the

optimization problem in equation (3) emphasizes the re-
construction accuracy. In fact, in the local dictionary, the
sparsity constraint is not established, and the optimal
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reconstruction is more effective. Finally, according to the
coefficient vector solved on each class, the corresponding
reconstruction error for the test sample can be solved
according to equation (2). Finally, the target class of the test
sample is determined according to the principle of the
minimum error.

3.2. Target Recognition Procedure. According to the above
algorithms, the basic process of the recognition method
proposed in this paper is shown in Figure 1. It can be further
decomposed into the following steps:

Step 1: the test sample is processed by SRC based on the
global dictionary formed by all the training samples and
the sparse coefficient vector is solved
Step 2: the optimal local dictionary for each class is
established according to Section 3.1
Step 3: the optimal reconstruction of the test sample is
performed on the local dictionary of each class and the
corresponding reconstruction error is calculated
Step 4: the target class of the test sample is determined
according to the principle of the minimum error

In the specific implementation process, the principal
component analysis (PCA) is used to extract feature vectors
for all training and test samples so as to improve the overall
classification efficiency. +e OMP algorithm is used to solve
the sparse coefficient vector resulting from the global
dictionary.

4. Experiments

4.1. MSTAR Dataset. +e performance of the proposed
method is tested based on the MSTAR dataset. +e dataset
has been the authoritative benchmark for the testing and
verification of SAR target recognition methods since its
public release in the 1990s. Figure 2 shows the target in the
dataset, including tanks, armored vehicles, and transport
vehicles. +e SAR image of each type of target contains
omnidirectional azimuths and several depression angles, so
that various conditions can be flexibly set to carry out ex-
periments. According to existing literature, Table 1 gives a
typical experimental setup, using SAR images of all the 10
types of targets at 17° and 15° depression angles as training
and testing sets, respectively. In particular, the test samples
of BMP2 and T72 targets have more configurations than
their training samples (different configurations are marked
by the notations in the parentheses). In general, under the
experimental condition in Table 1, the differences between
the training and test sets are relatively small, which can be
approximated as SOC. In addition, according to the diversity
of the image samples of the MSTAR dataset, several EOCs
can be set or simulated, such as configuration variance,
depression angle variance, and noise interference.

During the experiment, the proposed method is com-
pared with several types of existing methods, focusing on
comparison with traditional SRC-based methods, including
the SRC1 method in [32], the SRC2 method in [33], and the
SRC3 method in [34]. +ese three types of methods either

adopt different decision-making mechanisms or introduce
new solution constraints. In addition, a new method based
on CNN is also set up in the comparison method, i.e.,
ESENet, proposed in [29]. +e follow-up experiments
specifically include 4 types: 1 SOC and 3 EOCs. SOC focuses
on evaluating the basic recognition performance of the
method, and EOCs verify the robustness of the method,
mainly the reliability in complex scenarios.

4.2. SOC. At first, the performance of the proposed method
is tested under SOC using the training and test sets in
Table 1. In this case, the similarities between the test sample
and the training sample are relatively high, so the difficulty of
the recognition problem is relatively low. However, since
Table 1 involves 10 types of targets, the correct classification
still faces certain challenges. Figure 3 shows the recognition
results of the proposed method under SOC. In the confusion
matrix, the diagonal element is the correct recognition rate
of the corresponding target. Considering the correct rec-
ognition samples of 10 types of targets, the average recog-
nition rate of the proposed method in this paper reaches
99.04%, which shows its effectiveness. Table 2 compares the
recognition results of various methods under this condition.
+e recognition rate of the proposed method is significantly
higher than those of the traditional SRC-based methods,
indicating that proper local dictionary selection and optimal
reconstruction can improve the performance of SAR target
recognition. Compared with the ESENet method, the rec-
ognition rate of the proposed method is slightly higher. Due
to the configuration differences that occurred in BMP2 and
T72 in the test set, the adaptability of the trained networks
has declined to a certain extent. In summary, the proposed
method has certain performance advantages under SOC.

4.3. EOC-1: Configuration Variance. Table 3 sets the
training and test samples under the condition of config-
uration variance, including 3 types of targets. Among them,
the test samples and samples of BMP2 and T72 targets are
from different configurations. Table 4 shows the average
recognition rates of different methods under this situation.
+e comparison shows that the proposed method can
maintain the highest performance under configuration
variance, showing its superior robustness. Compared with
the other three types of SRC-based methods, this paper
optimizes the local dictionary in the global sparse coeffi-
cients and performs the optimal reconstruction class by
class, which further improves the effectiveness of the
proposed method. Under configuration variance, there are
only small differences in the local structure of the targets
between the test and training samples. +e reconstruction
in a single class rather than the global dictionary is helpful
to discover such subtle differences, thereby improving the
recognition accuracy. Compared with the results under
SOC, the recognition performance of the ESENet method
decreases the most significantly, mainly because the in-
fluence of the configuration variances is further aggravated
at this time.
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4.4. EOC-2: Depression Angle Variance. +e MSTAR
dataset also includes SAR images of several types of targets at
multiple different depression angles. As shown in Table 5,
the training samples are images of 3 types of targets, i.e., 2S1,
BRDM2, and ZSU23/4, from the depression angle of 17°; the
test samples are from the depression angles of 30° and 45°,
respectively. +e large depression angle variance leads to a
decrease in the similarity between the test and training
samples, which brings about certain obstacles to correct
recognition. Table 6 compares the average recognition rates

Global dictionaryTraining
samples

SRC Sparse
coefficientsTest sample Target label

Local
dictionary of

1st class

Local
dictionary of

2nd class
…

Local
dictionary of
Cth class

Construction of
local dictionaries

Local
reconstruction

Figure 1: Procedure of SAR target recognition based on improved SRC.

(a) (b) (c) (d) (e)

(f ) (g) (h) (i) (j)

Figure 2: Optical images of targets in MSTAR dataset [35]. (a) BMP2, (b) BTR70, (c) T72, (d) T62, (e) BRDM2, (f ) BTR60, (g) ZSU23/4,
(h) D7, (i) ZIL131, and (j) 2S1.

Table 1: Training and test samples under SOC.

Target class BMP2 BTR70 T72 T62 BRDM2 BTR60 ZSU23/4 D7 ZIL131 2S1
Training set 233 (9563) 233 232 (132) 299 298 256 299 299 299 299
Test set 587 (9563, 9566, C21) 233 582 (132, 812, S7) 273 274 195 274 274 274 274
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Figure 3: Confusion matrix of the proposed method under SOC.

Table 2: Comparison of performance under SOC.

Method Average recognition rate (%)
Proposed 99.04
SRC1 96.12
SRC2 96.63
SRC3 97.21
ESENet 98.78
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of various methods at two test depression angles. +e av-
erage recognition rate of the proposed method is 95.45%
and 73.28% at the elevation angles of 30° and 45°, respec-
tively, which has advantages compared with other methods.
Especially at 45° with a notable depression difference, the ad-
vantages of the proposedmethod are more significant.+rough
proper local dictionary selection and optimal reconstruction,
the characterization ability of different classes for the current
test sample can be investigated to the greatest extent, so it can
better adapt to the situation of depression angle variances.

4.5.EOC-3:NoiseCorruption. In order to quantitatively test
the noise robustness of the proposed method under dif-
ferent signal-to-noise ratios (SNR), the test samples in

Table 1 are used as the benchmark and different degrees of
Gaussian white noise are added to them according to the
ideas in [19]. Figure 4 plots the recognition rate curves of
various methods with the change of the SNR.+e proposed
method can achieve the highest average recognition rate at
each noise level, showing its better noise robustness.
Compared with the ESENet method, several types of
methods based on SRC are generally more robust, espe-
cially in the case of low SNR, verifying that sparse rep-
resentation has a certain robustness to noise interference.
+e proposed method examines the representation ability
of each class on a reliable local dictionary and can deal with
noise corruption more effectively through the optimal
reconstruction process.

5. Conclusion

+e paper proposes an improved SRC for the SAR target
recognition. On the basis of the global sparse coefficients
obtained from traditional SRC, the local dictionary is
constructed according to each training class. Considering
the azimuthal sensitivity of SAR images, this paper takes the
sample with the largest correlation coefficient in each class as
the reference and selects some of its neighborhood samples
with approaching azimuths to construct the local dictionary

Table 3: Experimental condition under different configurations.

Target class
Training set (17°) Test set (15°)

Configuration Sample amount Configuration Sample amount

BMP2 9563 233 9566 c21 196
196

T72 132 232 812 s7 195
191

BTR60 7532 256 7532 195
T62 A51 299 A51 273

Table 4: Comparison of performance under configuration
variances.

Method Average recognition rate (%)
Proposed 98.52
SRC1 94.76
SRC2 96.08
SRC3 97.34
ESENet 97.72

Table 5: Training and test samples under depression angle variance
[37].

Target class 2S1 BRDM2 ZSU23/4

Training set Depression angle 17° 17° 17°
Sample amount 299 298 299

Test set

Depression angle 30° 30° 30°
Sample amount 288 287 288
Depression angle 45° 45° 45°
Sample amount 303 303 303

Table 6: Comparison of performance at different depression
angles.

Method
Average recognition rate (%)
30° 45°

Proposed 95.45 73.28
SRC1 93.52 66.37
SRC2 94.03 67.78
SRC3 94.48 69.12
ESENet 95.03 67.26
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Figure 4: Comparison of performance under noise corruption.
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with the strongest representation ability. Based on the local
dictionary, the linear fitting is performed on the test sample
according to the idea of optimal reconstruction, and finally
the target class of the test sample is determined by com-
paring the reconstruction errors resulting from different
classes. Based on the MSTAR dataset, the proposed method
is tested under 4 typical conditions. +e experimental results
reflect that the proposed method can maintain superior
performance under both SOC and EOCs, which proves its
effectiveness and robustness for SAR target recognition.
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Abnormal event detection has attracted widespread attention due to its importance in video surveillance scenarios. +e
lack of abnormally labeled samples makes this problem more difficult to solve. A partially supervised learning method
only using normal samples to train the detection model for video abnormal event detection and location is proposed.
Assuming that the distribution of all normal samples complies to the Gaussian distribution, the abnormal sample will
appear with a lower probability in this Gaussian distribution. +e method is developed based on the variational
autoencoder (VAE), through end-to-end deep learning technology, which constrains the hidden layer representation of
the normal sample to a Gaussian distribution. Given the test sample, its hidden layer representation is obtained through
the variational autoencoder, which represents the probability of belonging to the Gaussian distribution. It is judged
abnormal or not according to the detection threshold. Based on two publicly available datasets, i.e., UCSD dataset and
Avenue dataset, the experimental are conducted. +e results show that the proposed method achieves 92.3% and 82.1%
frame-level AUC at a speed of 571 frames per second on average, which demonstrate the effectiveness and efficiency of our
framework compared with other state-of-the-art approaches.

1. Introduction

With the development of chip technology and cost reedu-
cation of bandwidth and storage equipment cost, etc.,
network digital cameras have replaced traditional analog
cameras and are widely deployed in museums, banks, air-
port, etc. In order to strengthen public safety protection and
prevent crime, the video surveillance has entered the era of
blowout. According to HIS Data Display [1], the new video
surveillance cameras installed in 2016 worldwide will pro-
duce approximately 566GB of data in one day. To 2023, the
data amount is estimated to reach 3500GB. +e rapid
growth of video data puts forward higher requirements for
video understanding. Intelligent surveillance technology has
replaced traditional video surveillance personnel to achieve
real-time structured processing and analysis of massive
video data. As one of the key technologies of intelligent
monitoring technology, abnormal event detection is from
real-time detection in massive surveillance video data, which

are a small number of abnormal events that are inconsistent
with most normal events.

In recent years, abnormal event detection has gradually
become a research hotspot in the field of computer vision
and pattern recognition. +e main difficulty is that the
scenes of abnormal events are diverse. It is difficult to define
an interface covering the boundaries of various possible
abnormal events. A common solution is to define an ab-
normal event as a low probability event relative to a normal
event, which enables statistical processing of abnormal
events, deviated from expectations, and events that are in-
consistent with normal samples are abnormal events. Same
as the most popular ideas in the field of computer vision and
pattern recognition, the existing methods for detecting
abnormal events can be roughly divided into two steps [2–4]:
event representation and anomaly detection model. Event
representation is to extract appropriate features from the
video to represent the event. Due to the ambiguity of event
definition, the event can be characterized by object-level
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features or pixel-level features. +e former often uses object
trajectory features [5] or object appearance characteristics
[6] (such as sports history images and sports energy images)
to indicate an event. However, object-level features rely on
detecting and tracking objects, which is difficult to handle in
a crowded scene, especially for moving objects that block
each other. For pixel-level features, they are often extracted
from two-dimensional image blocks or three-dimensional
video cubes to represent, such as spatiotemporal gradient
(STG) [7], optical histograms of optical flow (HOF) [8, 9],
and mixture of dynamic textures (MDT) [4]. After obtaining
the characteristics that represent the event, the next question
is to build an anomaly detection model. +e anomaly de-
tection model is to establish rules or models for normal
events. +en, the test event that violates the rules or does not
conform to the model is treated as an exception. Common
models are cluster-based detection models [10], detection
model based on state inference [11], and detection model
based on sparse reconstruction [8, 12]. Among them, the
cluster-based detection model clusters similar normal events
together. +erefore, samples far away from these cluster
centers during the testing phase are regarded as abnormal
events. +e state inference model assumes that normal
events will undergo a fixed change over time. And, the
abnormal event does not conform to this change. For de-
tection models based on sparse reconstruction, the main
principle is that the reconstruction of normal events has a
small error relative to the reconstruction of abnormal events.

Although the above methods have achieved certain re-
sults in previous studies, there is a problem because the event
representation and anomaly detection models are designed
separately. Such operations cause researchers to spend too
much effort to design them separately, but these methods
often fail; when the video scene changes, generalization
ability is poor. Recently, deep learning has achieved excellent
results in the fields of computer vision and pattern recog-
nition and intelligent manufacturing, such as object rec-
ognition [6, 13], object detection [14], behavior recognition
[15], and health diagnosis. +e key to the success of deep
learning methods is that the two steps of feature repre-
sentation and pattern recognition are jointly optimized,
which can maximize the performance of the joint collabo-
ration between them. It can further improve the general-
ization ability of the method for different scenarios. Driven
by the success of deep learning technology, researchers
began to apply it to abnormal event detection [16–18]. In
[16], a three-channel architecture was proposed which used
autoencoder on each channel (Autoencoder) [17]. To learn
features, a single-class support vector machine (SVM) is
employed afterwards to predict the anomaly score of each
channel. Finally, the abnormal scores of the three channels
are merged as the final basis for judging abnormalities.
Sabokrou et al. introduced a cascaded anomaly detection
method, which detected abnormal events based on the re-
construction error of the autoencoder and the sparsity of the
sparse autoencoder. Based on manual features and short
video clips, Hasan et al. adopted the fully connected
autoencoder and fully convolution autoencoder to learn the
time regularity of normal events. +en, according to the

reconstruction error, the time regularity score of normal
events was calculated to detect abnormalities. However,
these methods are based on deep reconstruction treat
samples that are different from normal samples as anom-
alies. It ignores the small probability of abnormal events. A
large number of normal samples that did not appear are
often misjudged as abnormal, leading to false alarms. Unlike
these methods above, in this paper, we propose an end-to-
end deep learning framework for abnormal event detection.
+e proposed method is based on variational autoencoder
(VAE) [19–22], which can map high-dimensional raw input
data to low-dimensional hidden layer representations
through deep learning technology. And, it constrains the
low-dimensional hidden layer representation to conform to
a Gaussian distribution. +erefore, the hidden layer of the
normal sample indicates that the probability value calculated
for the Gaussian distribution is relatively large. +e hidden
layer of abnormal samples indicates that the probability
value calculated for the Gaussian distribution will be rela-
tively small. Actually, obtaining the hidden layer repre-
sentation and constraining to a Gaussian distribution can,
respectively, correspond to the two main steps of anomaly
detection: event representation and anomaly detection
model. In the proposed method, the two main steps are
jointly optimized through an end-to-end deep learning
framework, which can improve the generalization ability.
Experimental results on two public datasets show that the
proposed method has strong generalization ability and the
detection performance reaches the level of current tech-
nology development.

2. VAE for Anomaly Detection

+e overall process of the proposed method can be described
as follows. During the training phase, the space-time cube of
normal samples is densely sampled. +e original pixels are
directly used as the input of the VAE to learn the Gaussian
distribution in the hidden layer representation of the input
data. +en, for a test sample, the hidden layer representation
of the test sample is obtained through the VAE, which
calculates the probability that it belongs to the Gaussian
distribution and uses it as an anomaly score. At last, the
samples with abnormal scores below the threshold are
judged to be abnormal. In this section, we first briefly in-
troduce the principle of the autoencoder.+en, the proposed
method of video abnormal event detection based on vari-
ational autoencoder is elaborated.

2.1. Principle of Autoencoder. Autoencoder [17] maps the
input data to the hidden layer space to get its hidden layer
representation. +rough its hidden layer representation, the
original input data can be reconstructed. Self-encoder by
encoder fw1

(•) and decoder gw2
(•) composition can be

expressed as

z � fw1
(x),

x′� gw2
(z),

(1)
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where x and x′ represent the input of the autoencoder and
the input of the reconstruction, respectively, z is the hidden
representation for x, and W1 and W2 are the parameters of
the neural network. In order to minimize the input x and
reconstruct the input x′, the reconstruction error between is
obtained as follows:

min
w1 ,w2

‖x − x ′‖22. (2)

+e hidden layer representation of the autoencoder is
often used as effective features, which directly enter into the
subsequent pattern recognition model. In order to improve
the expressive ability of hidden layer representation, the
noise reduction autoencoder [23] and sparse autoencoder
[17] were developed by introducing noise and increasing
sparsity constraints. +e hidden layer representation is ro-
bust and sparsity against partial damage of data.

Suing error-based reconstruction [18, 24, 25] or directly
extracting the hidden layer representation as a feature [16],
autoencoders have been successfully used to solve anomaly
detection tasks. However, these methods ignore the prob-
ability model in which normal samples occur with high
probability and abnormal samples occur with low proba-
bility. To solve this problem, we assume that the hidden layer
representation of the normal sample conforms to the
Gaussian distribution, and a video abnormal event detection
method based on variational autoencoder is proposed.

2.2. Anomaly Detection Model Based on VAE. Given n

normal training samples x � xi ∈ Rs 
n
i�1, where the di-

mension of the sample is s, then the VAE [19–22] learns that
the hidden layer represents the Gaussian distribution in the
space. In the hidden layer representation space, assuming
that the training samples conform to the Gaussian distri-
bution, which means that all training samples are clustered
into one cluster center, the samples far from the cluster
center are abnormal samples.

Specifically, the hidden layer representation z satisfies

z ∼ N(0, I), (3)

where I is the identity matrix. Similar to the reconstruction
process of the autoencoder, VAE makes the data generated
by the model very similar to the input data. Similar to the
architecture of traditional autoencoders, VAE also includes
two neural networks:

(1) Inferred network: a probabilistic encoder qϕ(z|x) w

will enter x mapped to hidden representation z close
to reality posterior distribution p(z|x)

(2) Generate network: a generative decoder pθ(x|z),
which expresses the hidden layer without relying on
any specific input prior z reconstruction to original
training data x

Among them, ϕ and θ represent the parameters of the
two networks, respectively. Denote the network as “En-
coder,” the training data x is mapped to hidden layer rep-
resentation z. +e generative network can be seen as
“decoder,” and the hidden layer z refactors to training data x.

According to the theory of VAE [20], the loss function
can be expressed as

L(θ, ϕ, x) � Ez∼qϕ(z|x) log pθ(x|z)  − DKL qϕ(z|x ‖p(z).

(4)

In (5), the first item x is the expected log likelihood of the
training data, which facilitates the decoder pθ(x|z) to rebuild
training data x. It can be considered as reconstruction error.
When the reconstruction effect is good, the value of this item
is smaller. According to the principle of Monte Carlo
sampling, for each sample in the training data
x � xi ∈ Rs 

n

i�1, for qϕ(z|x) collection n a zi, 1≤ i≤ n, there
is

Ez∼qϕ(z|x) log pθ(x|z)  ≈
1
n



n

i�1
log pθ xi|zi( , (5)

where zi is the hidden layer representation for xi.
+e second item is Kullback–Leibler divergence between

qϕ(z|x) and p(z) [9], which represent the distribution that
the encoder wants to learn and the prior distribution rep-
resented by the hidden layer. Kullback–Leibler divergence
can measure the difference between two probability distri-
butions. For two similar probability distributions, the
Kullback–Leibler divergence is very small. Based on the
hypothesis, qϕ(z|x) is the normal distribution N(μ, δ), and
there is

qϕ(z|x) �
1
���
2π

√
σ

· e
− (z− u)2/2σ2

. (6)

According to (3), p(z) can be further expressed as

p(z) �
1
���
2π

√ · e
− z2/2

. (7)

According to (6) and (7), the second term of (4) can be
expressed as

− DKL qϕ z|x′( ‖p(z) � −  qϕ z|x′( log
qϕ z|x′( 

p(z)
dz � − 0.5 1 + log σ2 − μ2 − σ2 . (8)

+rough the reparameterization method [24], the net-
work parameters can be adjusted by (4), suing STD [26]. +e
VAE is essentially based on the autoencoder, which adds a

Kullback–Leibler divergence. +e hidden layer representa-
tion obtained by the encoder not only can reconstruct the
input samples but also conforms to a Gaussian distribution.
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+erefore, it is possible to detect abnormal events through
the learned VAE.

2.3. Prediction. After learning the network weights of the
VAE, for a test sample y, the hidden layer representation z′
from the inferred network qϕ(z|x) can be obtained.
According to (6), the probability of z′ belonging to the
Gaussian distribution is

p z′(  �
1
���
2π

√
σ

· e
− z′− u( )

2/2σ2
. (9)

If the test sample y is a normal sample, it must appear in
the high probability area of the Gaussian distribution. In
contrast, the hidden layer of the abnormal sample indicates
that the probability value calculated for the Gaussian dis-
tribution will be relatively small. +erefore, in order to infer
whether the test sample is an abnormal sample, the threshold
to make judgments can be set for p(z′) as follows:

p z′(  ≷
normal

ab normal
δ, (10)

where δ determines the threshold of the sensitivity of the
detection method in this paper.

3. Experiment

In order to verify the effectiveness of the proposed method,
experiments were conducted on two data sets, i.e., UCSD
Ped1 dataset [8] and Avenue dataset [26]. And, the results
are compared with several existing methods. Afterwards, we
will introduce the experimental data, evaluation index, ex-
perimental details, and experimental results in detail.

3.1. Experimental Data and Evaluation Indicators. UCSD
Ped1 dataset: the dataset records scenes on the sidewalk
through a fixed camera, and the lens angle is slightly tilted. It
contains 34 normal and 36 anomaly samples with the size of
238 × 158. Each video clip contains 200 frames. Normal
events are pedestrians on the sidewalk. +e abnormal events
mainly include bicycles, skate, small car, and pedestrians
walking on the lawn.

Avenue dataset: the dataset uses a fixed camera to record
the scene in front of the school corridor and the lens angle is
slightly tilted. It contains 15 normal and 21 anomaly samples
with the size of 360 × 240. +e dataset has a total of 30,652
frames. Normal events include pedestrians walking parallel
to the camera. And, abnormal events include people run-
ning, throwing objects, and loitering. In Figure 1, some
examples of events in two datasets are given, in which the
upper pictures from each figure are normal ones while those
on the bottom are anomalies.

Frame-level evaluation index and pixel-level evaluation
index [11] are used to evaluate the performance of the
detection method. For frame-level evaluation indicators, if a
frame in the test sample contains at least one abnormal pixel,
it is determined that the frame is an abnormal frame. For
pixel-level evaluation indicators, if the anomalous area
overlaps with the real anomaly marked area by more than

40％, it is determined that the frame is an abnormal frame.
Whether it is a frame-level evaluation index or a pixel-level
evaluation index, the detection rate (True Positive Rate,
TPR) and false alarm rate (False Positive Rate, FPR) are
calculated at first. +en, by changing the threshold δ in (10),
the area under the curve (AUC) can be plotted.

3.2. Experimental Setup. For the two datasets, every frame is
resized as 160×120. Each normal sample video clip is divided
into the size of 10×10× 5 with nonoverlapping space-time
cubes.+en, these space-time cubes are converted into vectors
with the size of 500×1 and normalized as the network input
to train the weight of the variational autoencoder. In the
proposed network, there are four hidden layers with 500, 500,
2000, and 30 neurons respectively. It uses a completely
symmetrical network structure. +e optimizer chooses the
Adam Optimizer [8], and the initial learning rate is set to be
0.001. And, after every 1000 iterations, the learning rate re-
duces to 1/10 and the process stops at 10,000 iterations. +e
parameters are set as ρ1 � 0.9 and ρ2 � 0.999 and the batch
size is 100. In the testing phase, the test video is also divided
into sizes of 10×10×1 with nonoverlapping space-time
cubes. +ey are input into the proposed network to obtain its
hidden layer representation. +en, based on (10) whether the
area is abnormal can be determined. +e experimental
hardware platform is NVIDIA GTX1070TI with video
memory 8GB. +e software environment is Tensorflow and
Python. In order to fully evaluate the performance of the
proposed method, several comparison methods are drawn
from current literatures, i.e., [7, 10, 17] and [22]. For sim-
plicity, there are denoted as “Method 1,” “Method 2,”
“Method 3,” and “Method 4,” respectively.

3.3. Results and Discussion. Figure 2 gives the results on the
UCSD Ped1 dataset, where Figures 2(a) and 2(b) show the
frame-level and pixel-level ROC curves. Figure 2 also pro-
vides the ROC curves of the proposed method and com-
parison ones. In the first three methods, the two steps of
event representation and the establishment of the anomaly
detection model are carried out separately. Among them,
Method 1 extracts mixed dynamic texture features and then
establishes a statistical inference anomaly detection model.
Method 2 extracts spatiotemporal gradient features and then
adopts sparse reconstruction method for anomaly detection.
Method 3 uses autoencoder to extract features and single-
class support vector machine for anomaly detection. Method
4 is an end-to-end deep learning method.+e results of these
four methods are obtained from the corresponding papers,
among them Method 4 does not provide ROC curve.

As can be seen from Figure 2, the proposed method
achieved the best results on the frame-level evaluation
criteria. On the pixel-level evaluation standard, the results of
the proposed method are not much different from those of
the other two methods, i.e., Method 2 and Method 3, but
obviously better than that of Method 1. Table 1 shows the
comparison results of different algorithms on the UCSD
Ped1 dataset at the frame level and the pixel level. +e
proposed method achieves 92.3% frame-level AUC and
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71.4% pixel-level AUC, which are better than all other
comparison methods. It is worth noting that learning
temporal regularity is also an end-to-end deep learning

method. However, the experimental results are clearly lower
than the proposed method. +is is because the method uses
each frame of the video as the input of the neural network.

(a)

(b)

Figure 1: Examples of some events in the abnormal event detection dataset. (a)Examples from the UCSD Ped1 dataset. (b)Examples from
the Avenue dataset.
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Figure 2: ROC curves for the UCSD Ped1 dataset. (a)Frame-level ROC. (b) Pixel-level ROC.
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Table 2 shows the frame-level detection results on the
Avenue dataset. On the Avenue dataset, only Method 2 and
Method 4 are tested. And, Method 4 does not give the
corresponding ROC curve. Compared with the other two
methods, the proposed method achieves 82.1% results in
frame-level AUC, which is higher than the other two
methods by 1.3% and 3.8%, respectively. +e results prove
that the proposed method achieves high detection accuracy
and good generalization on the Avenue dataset.

Figure 3 shows examples of partially correct detection
results on two datasets. Among them, (a) and (b) are the test
results of the USCD Ped1 dataset and (c) and (d) are the test
results from the Avenue dataset. It can be observed from
Figure 3 that the proposed method can detect different types

of abnormal events, including bicycle, trolley, skateboard,
and trolley. So, its performance for anomaly detection can be
further validated.

Table 3 shows the comparison of detection speed be-
tween the proposed method and other one on the UCSD
ped1 dataset. +e results of the comparison methods come
from their corresponding articles. +e hardware environ-
ment of the whole experiment process is Intel Core i7-8700 k
3.7GHz CPU, NVIDIA GeForce GTX 1070Ti (8GB video
memory) GPU and 16GB RAM memory. +e computing
platform is Python 3.7 and Tensorflow 1.7. As can be seen
from Table 3, the detection speed of the proposed method is
571 fps, which obviously surpasses the detection speed of
other comparison methods.

Table 1: Comparison with the existing methods in terms of AUC% for the UCSD Ped1 dataset.

Method type Frame-level AUC (%) Pixel-level AUC (%)
Proposed 93.1 66.4
Method 1 82.3 45.1
Method 2 92.2 64.1
Method 3 91.9 65.2
Method 4 82.3 63.7

Table 2: Comparison with the existing methods in terms of frame-level AUC% for the Avenue dataset.

Method type Frame-level AUC (%)
Ours 82.5
Method 2 81.1
Method 4 78.6

(a) (b)

(c) (d)

Figure 3: Examples of the detection results.
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4. Conclusion

In this paper, a method of video anomaly detection and
location based on VAE is proposed using an end-to-end
deep learning framework. +e method assumes that all
normal samples conform to a Gaussian distribution. +e
probability value of the abnormal sample in the Gaussian
distribution is relatively small. In the proposed method, the
two steps of event representation and establishment of
anomaly detection model are, respectively, converted into
the hidden layer representation and Gaussian distribution
constraint in the VAE. In addition, the two steps are jointly
optimized to improve the accuracy and generalization ability
of the method. +e quantitative results in the two public
datasets show that the proposed method has reached the
current technological development level.+e next step of the
research will consider the realization of the proposed
method on more complex datasets.
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In many real-world machine learning problems, the features are changing along the time, with some old features vanishing and
some other new features augmented, while the remaining features survived. In this paper, we propose the cross-feature attention
network to handle the incremental and decremental features. ,is network is composed of multiple cross-feature attention
encoding-decoding layers. In each layer, the data samples are firstly encoded by the combination of other samples with vanished/
augmented features and weighted by the attention weights calculated by the survived features. ,en, the samples are encoded by
the combination of samples with the survived features weighted by the attention weights calculated from the encoded vanished/
augmented feature data. ,e encoded vanished/augmented/survived features are then decoded and fed to the next cross-feature
attention layer. In this way, the incremental and decremental features are bridged by paying attention to each other, and the gap
between data samples with a different set of features are filled by the attention mechanism. ,e outputs of the cross-feature
attention network are further concatenated and fed to the class-specific attention and global attention network for the purpose of
classification. We evaluate the proposed network with benchmark data sets of computer vision, IoT, and bio-informatics, with
incremental and decremental features. Encouraging experimental results show the effectiveness of our algorithm.

1. Introduction

1.1. Background. In the machine learning problems, a basic
assumption is the data samples have consistent and stable
features. ,ese features are usually generated by a set of
sensors and used by the machine learning models as inputs.
However, in many real-world applications, this assumption
does not hold, and the features are changing with some old
features vanishing and some new features added. For ex-
ample, in the application of environmental monitoring,
different sensors are deployed, including gravimetric, op-
tical, and electrochemical sensors [1–4]. ,ese sensors have
different life cycle lengths and different working conditions.
,us, some sensors expired sooner than the others; thus, the
corresponding features vanished sooner. Meanwhile, some
other sensors can be used for a long time to continue to
generate features. ,eir features will be surviving along the

data collection process. Moreover, with the development of
sensors, some new sensors are produced and deployed and
begin to generate newly augmented features. As a result, the
working sensors are evolving over time and the features are
changing accordingly. Some old features are vanishing and
some new features are augmented, while the remaining
features survive. ,is scenario makes the feature not stable
and challenges the stable feature assumption of most pop-
ular machine learning settings [5–8]. ,is problem is called
the incremental and decremental feature (IDF) problem.
Given the importance of the IDF problem, surprisingly, only
very few works have been done to solve it directly [6], and
the performance is not satisfying.

Meanwhile, the deep attention network has been a
popular method for the machine learning area. Attention
mechanism represents a data instance not only by itself but
also by paying attention to the other instances weighted by

Hindawi
Scientific Programming
Volume 2021, Article ID 1492828, 8 pages
https://doi.org/10.1155/2021/1492828

mailto:wangchuxin@hebuee.edu.cn
https://orcid.org/0000-0001-6477-9891
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/1492828


the attention weights. ,e attention weights are usually
calculated according to the instance features and then
normalized by the softmax function [9–12]. ,ere are two
types of attention network: self-attention [13–16] and cross-
attention networks [17–20]. ,e self-attention mechanism
calculates the attention weight of each instance from itself,
while the cross-attention mechanism usually calculates at-
tention weights according to the similarity between itself and
the other instances. However, most existing attention net-
work only pays attention to instances and assuming the
features are stable.,us, the attentionmechanism of existing
methods cannot be applied to the IDF problem.

In this paper, we propose a novel solution for the IDF
problem with a cross-feature attention network. Our solu-
tion pays attention to the vanished, survived, and augmented
features to bridge the gaps among the features of evolving
sensors. ,is is the first work of attention mechanism across
features, and it fits the nature of the IDF problem.

1.2. Related Works. In this section, we review the related
works of IDF; even there are only very few such existing
works.

(i) Hou and Zhou [6] developed an algorithm to handle
the incremental and decremental features and the
streaming data instances. ,is algorithm has two
stages. ,e first stage is to compress the vanished
features by learning a classifier in the vanished
feature space so that the important information of
the vanished features is embedded in the trained
classifier. ,e second stage is an expanding stage. It
will not only include the augmented features in this
stage but also try to balance the vanished features,
survived features, and augmented features. ,e
balancing is conducted by imposing the classifica-
tion responses with/without the augmented fea-
tures. Moreover, the learning strategy is one-pass
learning, which takes only one training sample to
update the model in each iteration.

(ii) Ma et al. [7] designed a transfer learning method for
the domains, where only a part of the features are
shared, while the other features are different. ,is
problem setting is similar to the IDF, given the
partially shared features space. To be specific, the
target domain not only has the source domain’s
feature but also has some newly augmented features.
To solve this problem, this method also imposes the
target domain’s classification responses of data
with/without augmented features to be consistent
with each other. Moreover, the features shared
across the source and target domains are also jointly
regularized to be consistently sparse, i.e., the im-
portance of the same feature should be consistent
across two domains.

(iii) Wu et al. [21] proposed a feature selection algorithm
to handle the streaming features. In this scenario,
the features are not known from the very beginning
of the learning process, but come in a one-by-one

way, while the number of training samples remains
the same. ,e algorithm is designed to select the
most important features from the streaming feature
set.,e selected features should be not only relevant
but also nonredundant. ,e feature selection is
performed in an iterative algorithm. When the al-
gorithm receives a new feature, the algorithm first
determines if it is relevant to the class. If not relevant
and is also redundant, it will be dropped. Otherwise,
this feature is selected. ,e problem of streaming
features is a special case of the IDF, where it only
handles the streaming incremental features but
ignores the decremental features.

Among these existing methods, the IDF problem is
solved by imposing consistency of classification responses
with/without augmented features, in both works of [6, 7].
,e intersection of vanished/augmented/survived features is
not explored directly. ,us, the cross-feature information is
not utilized effectively to boost the learning performance.

1.3. Our Contribution. To fill this gap, in this paper, we
propose the first attention network to pay attention from one
feature set to another one. ,e motivation to do so is that we
believe even the feature changes in the sample batches
collected from a different time, and they have an inner
relationship and they are complimentary for the purpose of
classification of the samples.,e sensor evolving changes the
observed features, but actually, the features should be
complete and consistent in an ideal situation where all the
sensors do not expire and are all deployed at the very be-
ginning.,us, we would like to recover the vanished features
for the new batch of data, and also recover the augmented
features for the old batch of data. For this purpose, we
encode each sample by paying attention to the vanished/
augmented features. To explore the feature relationship, we
calculate the attention weight by the survived features. In
this way, we have a vanished/augmented feature-attention
code vector for each sample, and even it has no vanished/
augmented features, by bridging itself to the samples with
vanished/augmented features with help of survived-feature
attention. With the vanished/augmented feature-attention
code vectors, we pay attention back to the survived features
by encoding each sample as the combination of other
samples’ survived features. ,e attention weights are again
calculated by the codes of the last cross-attention layers.
Decoders are also applied to recover the original features
from the code vectors, and the recovered features are inputs
of the next cross-attention layers. In this way, we design a
deep cross-feature attention network to represent the
samples with IDF. ,e encoded vectors of the network are
further represented by a set of class-specific attention net-
works and a global attention network for the purpose of
classification.

Our contribution is threefold:

(1) We design a novel deep neural network with new
cross-attention layers for the purpose of learning
from evolving
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(2) We propose a novel learning algorithm to optimize
the parameters of the network in a supervised way

(3) We evaluate the proposed algorithm experimentally
regarding parameter sensitivity, running time, and
comparison to other algorithms

1.4. Paper Organization. ,is paper is organized as follows.
In Section 2, we describe the new network of cross-feature
attention. In Section 3, we evaluate the proposed method
experimentally. In Section 4, the conclusion is given.

2. Cross-Feature Attention Network

2.1. Problem Setting. In this section, we discuss a learning
problem with changing features. Suppose we have training
set of n data samples, and these samples belong to two
batches. One batch has no data samples generated from a set
of historical sensors, and the other batch has nc � n − no data
samples generated from the current set of sensors. Compare
to the current sensor set, some old sensors have vanished,
some new senors have been added to the current sensor set,
and the remaining sensors remain the same. ,e old data
batch is denoted as Xo � (xi, yi,ψi) 

no

i�1, where xi ∈ Rd1 is
the ith sample’s feature vector of the d1 vanished sensors,
yi ∈ Rd2 is its feature vector of the d2 survived sensors, and
ψi ∈ 1, . . . , C{ } is its class label. ,e current data batch is
denoted as Xc � yi, zi,ψi 

n

i�no+1, where yi ∈ Rd2 is the ith
sample’s feature vector of the d2 survived sensors, while
zi ∈ Rd3 is its feature vector of the d3 newly added sensors,
and ψi is its class label. ,e overall training data set is
X � Xo∪Xc, and the learning problem is to learn amodel to
predict the class label of a test data sample with features of
the current sensors.

2.2. Network Architecture. To represent each data sample of
both current and old batches, we propose a deep cross-
feature attention representation network and a discrimi-
native network to separate samples of different classes.

2.2.1. Cross-Feature Attention Layers. Given the ith data
sample, to represent it, we propose to pay attention from
itself to three feature spaces, which are the vanished sensor
space, survived sensor space, and newly added sensor
space.

(1) Attention to Vanished Sensor Space. We firstly pay
attention from the ith sample to the old batch Xo, even the
ith sample is from the current batch. To this end, we
calculate its similarity to the jth sample of Xo in the
feature space of the survived sensors shared by both
batches. ,e similarity between the ith and jth sample is
calculated as

s yi, yj; A  � y
⊤
i Ayj, j ∈ Xo, (1)

where A ∈ Rd2×d2 is the parameter matrix of the similarity
function. ,e attention score from the ith sample to the jth

sample regarding the survived sensors is obtained by ap-
plying a softmax function to the similarity scores:

αij �
exp s yi, yj; A  

j′∈Xoexp s yi, yj′
; A  

. (2)

With the attention scores calculated from survived
sensor features, we represent the ith sample by combining
the transformed features of the vanished sensor features
weighted by these attention scores:

fi � 
j: j∈Xo

αijΘ
⊤

xj, (3)

where Θ is the transforming matrix. Please note, in this at-
tention-based representation of the ith sample, the attention
scores are calculated in the survived sensor space, while the
attention base vectors are in the vanished sensor features space.

(2) Attention to Newly Added Sensor Space. We also pay
attention to the current batch of training samples in the
space of newly added sensors. To this end, we calculate the
attention weights in the space of the survived sensors and use
them to weigh the samples of the current batch in the new
sensor space. We firstly calculate the similarity between the
ith sample (i ∈ X) and the jth sample of the current batch:

s yi, yj; B  � y
⊤
i Byj, j ∈ Xc, (4)

where B is the similarity function parameter matrix. Ac-
cordingly, we apply a softmax function to the similarities to
calculate the attention weights:

βij �
exp(s(yi, yj; B))

j′∈Xcexp(s(yi, yj′; B))
. (5)

,e new representations of the ith sample by the at-
tention to the current training batch in the space of newly
added sensor space is the combination of the transformed
samples with the above weights:

hi � 
j: j∈Xc

βijΦ
⊤

zj, (6)

where Φ is the transforming parameter matrix. ,e cross-
feature mapping is performed from newly added features
with weights of the survived features.

(3) Attention to Survived Sensor Space. Paying attention to
the samples of the entire data set is weighted by the rep-
resentations of the above two layers. Given the ith sample,
we firstly concatenate the two vectors of the last two at-
tention layers, fi and hi, to a longer vector,

ti �
fi

hi

  ∈ Rd1+d3. With this vector, we calculate the

similarity between two samples, the ith and jth samples:

s(ti, tj; E) � t
⊤
i Etj, j ∈ X, (7)

where E is the similarity function parameter matrix. ,e
attention weights are calculated by softmax:

Scientific Programming 3



cij �
exp s ti, tj; E  

j′∈X
exp s ti, tj′

; E  

. (8)

,e attention layer output vector of the ith sample is the
combination of the features of survived sensors weighted by
attention weights in (8):

gi � 
j: j∈X

cijΨ
⊤

yj, (9)

where Ψ is the transforming matrix.

(4) Decoding Layer. With the above three layers of cross-
attentions, we have three representation vectors fi, gi, and hi.
We can further decode the sensor features from these vectors
for the next layers’ inputs in a deep network architecture.
,e decoding layers are dense layers with activation layers:

x
new
i � φ W

⊤
fi( , ∀i ∈ Xo,

y
new
i � φ V

⊤
gi( , ∀i ∈ X,

z
new
i � φ R

⊤
hi( , ∀i ∈ Xc,

(10)

where W, V, and R are the dense layer parameter matrices
and φ(·) is the activation function.

Given the above base layers, we build a multiple layer
cross-feature attention network by feeding the outputs of the
decoding layer to the next layers of old and newly added sensor
attention layers. In the lth layer, the output of the l− 1th layer
is xl−1

i , yl−1
i , and zl−1

i for the lth sample, and itwill be used to
estimate fl

i and hl
i of this layer according to (3) and (6):

f
l
i � 

j: j∈Xo

αl
ijΘ
⊤
l x

l−1
j ,

h
l
i � 

j: j∈Xc

βl
ijΦ
⊤
l z

l−1
j .

(11)

,en, fl iand fl
i will be used to recalculate the weights of

(8), cl
ij, and finally estimate gi

l as

g
l
i � 

j: j∈X
c

l
ijΨ
⊤
l y

l−1
j . (12)

,e decoding layer is applied to generate the outputs of
this layer:

x
l
i � φ W

⊤
l f

l
i , ∀i ∈ Xo,

y
l
i � φ V

⊤
l g

l
i , ∀i ∈ X,

z
l
i � φ R

⊤
l h

l
i , ∀i ∈ Xc.

(13)

,e cross-feature attention layer is shown in Figure 1. We
can see that, in this layer, the input data has three sets of
features, and the attention is paid from one feature to another.
To be more specific, the new presentation of one feature is the
combination of samples in this feature space, but the weights
of attention are estimated from another feature space.

Suppose we have L layers of cross-feature attention and
the outputs of the last attention layers are fL

i , gL
i , and hL

i . In
our implementation, we set the layer number L to 12. ,ey

are further concatenated as a long vector to represent the ith
sample as follows:

ui �

f
L
i

g
L
i

h
L
i

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (14)

,is vector will be the input of the next class-specific
attention network for the purpose of classification.

2.2.2. Class-Specific Attention Layers. Given the ith samples
cross-feature attention representation, ui, and its class label,
ψi, we have used two class-specific attention layers to map it
to the space of its won class and the entire data set of all
classes.

(1) Class-Specific Attention Layer. To represent the ith
sample, we pay attention to the samples of the same class, j:
ψi � ψj. ,e attention weight is again calculated according
to the similarity between ui and uj:

s ui, uj; ιψ  � φ ι⊤ψ
ui

uj

⎡⎣ ⎤⎦⎛⎝ ⎞⎠, ∀j: ψi � ψj, (15)

where the similarity function is based on the concatenation
of ui and uj, a dense layer parameterized by ιψ , and an
activation layer φ(·). ,e attention weights from the ith
sample to class ψ are calculated by softmax normalization
over the samples of the class ψ:

δψij �
exp s ui, uj; ιψ  

j′: ψj′�ψ
exp s ui, uj′

; ιψ  

, ∀j: ψj � ψ. (16)

,e class-specific attention representation of the ith
sample regarding to class ψ is the combination of the
weighted samples of class ψ:
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Attention
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Figure 1: Cross-feature attention layer.
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P
ψ
i � 

j: ψj�ψ
δψijΩ
⊤
ψuj, (17)

where Ωψ the projection matrix.

(2) Global Attention Layer. Beside the class-specific attention
layers, we also build a global attention layer to represent the
ith sample to all the data samples of the entire data set. ,e
attention weights are calculated from the ith sample to all
samples, j ∈X. ,e similarity between the ith and jth samples
is also based on a concatenation, a dense, and a activation
layer:

s ui, uj; π  � ϕ π⊤
ui

uj

⎡⎣ ⎤⎦⎛⎝ ⎞⎠, ∀j: j ∈ X, (18)

where π is the dense layer parameter. Accordingly, the
weights of attention are normalized by a softmax:

ϖij �
exp s ui, uj; π  

j′: j′∈X
exp s ui, uj′

; π  

, ∀j ∈ X. (19)

,e global attention representation of the ith sample is

qi � 
j: j∈E
ϖijΥ
⊤

uj, (20)

where Υ the the projection matrix.
With these layers, for each data sample, we have two

representations, which are class-specific attention vector,
p
ψi

i , and a global attention vector, q.

2.3. Network Training. ,ere are many parameters of the
proposed network. To learn these parameters, we firstly model
a minimization problem with the training data set and then
develop an iterative optimization algorithm to solve it.

2.3.1. Objective Function. To train the parameters of the
cross-feature attention network and class-specific/global
attention network, we consider the following two problems:

(1) Minimization of Within-Class Scattering. For each class
ψ, we hope that its samples’ representations of this class are
not scattered so that they can be gathered as close as possible.
,e samples’ class-specific representations are p

ψ
i |i: ψi�ψ. To

measure the within-class scattering, we first calculate the
mean vector of this class as

µψ �
1

nψ


i: ψi�ψ
p
ψ
i , (21)

where nψ is the number of samples of the class ψ. ,e within-
class scattering measure of class ψ is calculated as

S
W
ψ � 

i: ψi�ψ
Tr p

ψ
i − µψ  p

ψ
i − µψ ⊤ , (22)

where Tr(·) is the trace of a matrix. ,e following mini-
mization problem is modeled to optimize the parameters,

min 
C

ψ�1
S

W
ψ , (23)

so that, for all the classes, the within-class scattering is
minimized jointly.

(2) Maximization of Interclass Scattering. We also propose to
maximize the scattering of different classes. For this purpose,
we firstly calculate an overall mean vector over the entire
data set, using the global attention representations:

µ �
1
n


i: i∈X

qi. (24)

Meanwhile, in the global attention representation space,
we also calculate the mean vectors for each class, ψ:

ρψ �
1

nψ


i: ψi�ψ
qi. (25)

,e interclass scattering is measured as

SB � 
C

ψ�1
nψTr ρψ − µ(  ρψ − µ( 

⊤
 . (26)

To separate different classes, we propose to maximize it:

max SB. (27)

,e overall objective of this problem is the combination
of (23) and (27).

A minimization problem is proposed as follows to learn
the parameters of the network:

MinΠ o(Π) � 
C

ψ�1
S

W
ψ − SB + C‖Π‖

2
F � 

C

ψ�1


i: ψi�ψ
Tr p

ψ
i − µψ  p

ψ
i − µψ 

⊤
  − 

C

ψ�1
Tr p

ψ
i − µ ψ⊤  + C‖Π‖

2
F

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
, (28)

where Π � (Al, Bl, El,Θl,Φl,Ψl, Wl, Vl, Rl)|
L
1�1, (ιψ ,Ωψ)

|Cψ�1, π,Υ}, ‖Π‖2F is the squared ℓ2 norms of the parameters to
prevent the overfitting problem, and C is the weight of the
squared ℓ2 norm term.
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2.3.2. Objective Optimization. To solve the problem of (28),
we employ the algorithm of Adam [22]. ,is algorithm is
based on gradient descent updating of the parameters, and
its optimization is for the stochastic objective. ,e lower-
order moments is updated adaptively.

2.4. Model Inference. With the trained parameters of the
network, we can inference the class label of a test sample. Its
survived feature vector is y, and its newly added feature
vector is z. We firstly represent it by the trained cross-feature
network as u, according to (14). ,en, for each class, we
calculate its class-specific representation pψ and a global
representation q.,en, we calculate the distance between the
specific representation of the test sample and the class mean
regarding to the class ψ:

sw(ψ) � Tr pψ − µψ  pψ − µψ 
⊤

 . (29)

Moreover, we also update the mean vector of this class in
the global representation space by

ρψ �
1

nψ + 1
q + 

i: ψi�ψ
qi

⎛⎝ ⎞⎠. (30)

With the updated class mean, we recalculate its distance
to the overall mean vector µ as follows:

sb(ψ) � Tr ρψ − µ  ρψ − µ 
⊤

 . (31)

,e overall score of assigning the test sample the class ψ
is the difference of sb(ψ) and sw(ψ):

η(ψ) � sb(ψ) − sw(ψ). (32)

It measures how close the test sample is to the class ψ and
how it makes the class ψ far away from the other classes. ,e
test sample is assigned to the class which gives the largest
score:

ψ∗ � argmax C
ψ�1η(ψ). (33)

3. Experiments

In this section, we evaluate the proposed method cross-
feature attention network (CFAN) experimentally. We
firstly introduce the data sets and the experimental setting,
then give the experimental results, and summarize the ob-
servations from the results.

3.1. Data Sets and Experimental Protocol

3.1.1. Data Sets. In the experiment, we use four data sets as
benchmarks, including two computer vision data sets, an
Internet of things (IoT) data set, and a bio-informatics data
set. ,e statistics of the data sets is given in Table 1. ,e
details of the data sets are as follows.

(i) Satimage is an image data set. It has 6,431 images,
and the problem is to categorize each image into one

of the 7 categories, including red soil, cotton crop,
grey soil, damp grey soil, soil with vegetation
stubble, mixture class (all types present), and very
damp grey soil. Each image is represented by 36
features, which are the 9 pixels in the neighborhood
of 4 spectral bands [23].

(ii) MINIST is a hand-written digit data set. It has a
training set of 60,000 images and a test set of 10,000
images. Each image has 28× 28 pixels and a class
label of ten digits; thus, it is a 10-class classification
problem [24].

(iii) SensIT vehicle is an acoustic data set. It has 78,823
training samples and 19,705 test samples. For each
sample, it has 50 features. ,e learning problem of
this data set is a 3-class classification problem [25].

(iv) Protein data set is a bio-informatics data set. It has
32,661 training data samples, 6,621 test data sam-
ples, and 2,871 evaluation samples. Each sample has
357 features. ,e problem for this data set is a 3-
class classification problem [26].

3.1.2. Protocol. To perform the experiments, we split the
features set of each data set into three subsets, so that each set
has an equal size. ,e three feature sets are the vanished
features, survived features, and newly added features, re-
spectively. To create the training and test data set, we use the
10-fold cross-validation protocol. A data set is split into 10
folds of equal sizes, and each fold is used as a test set, while
the other 9 folds are combined to form a training set. We
firstly train the model over the training set and then test it
over the test set. To measure the accuracy of the classifi-
cation, classification accuracy is used. It is calculated as the
rate of correctly classified samples from the overall test
samples.

3.2. Experimental Results. In this section, given the data and
protocol, we perform the experiments and report the results.
We evaluate the proposedmethod from three different aspects,
including the sensitivity to the tradeoff parameter, the running
time, and the performance compared to the state of the art.

3.2.1. Parameter Sensitivity. In the objective of our model in
(28), there is a tradeoff parameter C to balance the regu-
larization term and other terms. It controls the weight of the
model complexity. To evaluate how it affects the perfor-
mance of the model, we plot the curves of the accuracy
against the changing values of C in Figure 2. From the figure,
we observe that, with the increase of the weight of the
regularization term, the accuracy is improved slightly.
However, generally speaking, the performance keeps stable
regarding the change of the value of C. A simpler model with
a larger value of C can improve the quality of the model, but
the improvement is not significant.

3.2.2. Running Time Analysis. ,e running time of the
training process of the model is also studied in the
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experiment. Moreover, the running time of the classification
of the test samples is also reported. ,e running time over
four benchmark data sets is given in Figure 3.

(1) From the figure, we can see that the training time is
longer than the test time for each data set. ,is is
natural because the training algorithm scans each
training sample for many iterations, and the number
of training samples is also larger than the test sample.
Meanwhile, in the test process, each test sample is
only scanned once.

(2) SensIT Vehicle and MINIST have a longer running
time than that of Satimage and Protein since the data
set sizes are larger.

(3) With ten thousands of samples, the running time of
training and test is only hundreds of seconds. ,is
indicates the efficiency of the algorithm.

3.2.3. Comparison to State of the Arts. We compared our
algorithm CFAN against the other three state-of-the-art
algorithms, including

(i) One-pass incremental and decremental learning
approach (OPID) [6]

(ii) Heterogenous feature-based structural adaptive
regression (HF-SAR) [7]

(iii) Online streaming feature selection (OSFS) [21]

,e accuracy of these methods is reported in Figure 4.
We have the following observations from this figure:

(1) In all the cases, the CFAN algorithm keeps out-
performing the compared methods, especially in the
most challenging data sets, SensIT Vehicle and Pro-
tein. ,is is a strong indicator of the effectiveness and
advantage of CFAN over the compared methods. ,e
main reason is the power of the cross-feature attention
layers which takes advantage of the essential nature of
the changing features due to the evolving sensors.

(2) ,e second best algorithm is OPID, which is also
specially designed for the IDF problem. However,
because it used as a linear model to model the
evolving features, it fails to capture the complex
pattern of the features. In contrast, CFAN used the
deep attention layers for this purpose, thus giving
much better results.

(3) HF-SAR and OSFS give the worst results. ,ey can
handle some special cases of IDF but are not perfect
solutions for this problem.
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Figure 3: Running time of training and test process.

Table 1: Statistics of data sets.

Data set # of data sample # of class # of feature
Satimage 6,431 7 36
MINIST 70,000 10 784
SensIT vehicle 98,528 3 50
Protein 42,153 3 357
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Figure 2: Sensitivity curve of tradeoff parameter C.
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Figure 4: Comparison of accuracy of state of the arts.
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4. Conclusion

In this paper, we proposed a novel solution for the machine
learning problem with evolving features. In the process of
learning, old features vanished, while new features are
argumented, and the remaining features survived. To handle
the evolving features, we use a deep network structure with a
newly designed cross-feature attention layer. ,is layer fills
the gap between the survived features and vanished/argu-
mented features, by paying attention from/to different
feature sets. In this way, data samples with a different sets of
features are mapped to a common feature space. To learn the
attention network parameters, we proposed to construct the
class-specific attention layer to minimize the within-class
scattering and the global attention layer for the maximi-
zation of interclass scattering. Experimental results show the
stability of the algorithm and the outperforming of the
proposed algorithm against the other methods.
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For the synthetic aperture radar (SAR) target recognition problem, a method combining multifeature joint classification and
adaptive weighting is proposed with innovations in fusion strategies. Zernike moments, nonnegative matrix factorization (NMF),
andmonogenic signal are employed as the feature extraction algorithms to describe the characteristics of original SAR images with
three corresponding feature vectors. Based on the joint sparse representation model, the three types of features are jointly
represented. For the reconstruction error vectors from different features, an adaptive weighting algorithm is used for decision
fusion. (at is, the weights are adaptively obtained under the framework of linear fusion to achieve a good fusion result. Finally,
the target label is determined according to the fused error vector. Experiments are conducted on the moving and stationary target
acquisition and recognition (MSTAR) dataset under the standard operating condition (SOC) and four extended operating
conditions (EOC), i.e., configuration variants, depression angle variances, noise interference, and partial occlusion. (e results
verify the effectiveness and robustness of the proposed method.

1. Introduction

Synthetic aperture radar (SAR) target recognition has been
researched for decades since 1990s [1]. According to the
comprehensive review of current literature, the existing SAR
target recognition methods can be divided into different
aspects. From the aspect of target descriptions, the methods
can be categorized as template-based and model-based ones.
In the former, the references for the test sample are described
by SAR images from different conditions, e.g., azimuths,
depression angles, backgrounds, called training samples
[2–4]. In the latter, the target characteristics are generated by
models including CAD and scattering center models [5–10].
From the aspect of the decision engine, these methods are
distinguished as feature-based and classifier-based ones. (e
former employs or designs specific features for SAR images so
the discrimination can be exploited. (e latter adopts or
develops suitable classifiers for SAR target recognition so the
overall performance can be improved. According to previous
works, the features used in SAR target recognition cover
geometric ones, transformation ones, and electromagnetic

ones. (e geometric shape features describe the target area
and contour distributions [11–21], such as the Zernike mo-
ments, outline descriptors.(e transformation features can be
further divided into two sub-categorifies as projection and
decomposition ones. (e former aims to find the optimal
projection directions through the learning of training sam-
ples, so the high dimension of the original images can be
reduced efficiently. Typical algorithms for projection features
include principal component analysis (PCA) [22], nonneg-
ative matrix factorization (NFM) [23], etc. (e latter de-
composes the original image through a series of signal bases to
obtain different layers of descriptors. (e representation al-
gorithms for decomposition features include wavelet de-
composition [24], monogenic signal [25, 26], bidimensional
empirical mode decomposition (BEMD) [27], etc. (e elec-
tromagnetic features focus on radar backscattering charac-
teristics of targets, e.g., the attributed scattering center
[28–32]. Classifiers are usually applied after feature extraction
to make the final decisions. (e classifiers in previous SAR
target recognition methods were mainly inherited from the
traditional pattern recognition field, such as K nearest
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neighbor (KNN) [22], support vector machine (SVM)
[33, 34], sparse representation-based classification (SRC)
[34–36], and joint sparse representation [37–39]. In recent
years, with the development of deep learning theory, the
relevant models represented by convolutional neural net-
works (CNN) [40–43] have also been continuously applied to
SAR target recognition with high effectiveness.

Considering the properties of different types of features,
the multifeature SAR target recognition methods were de-
veloped to combine their strengths. (ese methods can be
generally divided into parallel fusion, hierarchal fusion, and
joint fusion. (e parallel fusion classifies different features
independently and further fuses their decisions [44, 45]. (e
hierarchal fusion classifies different features sequentially and
a reliable decision in the former stage can avoid the
remaining works [43, 46, 47]. (e joint fusion mainly makes
use of the multitask learning algorithms, which classify
different features in the same framework, such as joint sparse
representation [39]. Based on the previous works, this paper
proposes a SAR target recognition method via a combina-
tion of joint representation of multiple features and adaptive
weighting. (ree types of features, i.e., Zernike moments,
NMF, and monogenic signal, are used to describe the target
characteristics in SAR images, which reflect the target shape,
pixel distribution, time-frequency properties, respectively.
In this sense, the three features have good complementarity.
(e joint sparse representation model [48, 49] is used to
represent the three features, which employs their inner
correlation to improve the representation accuracy. In the
traditional decision-making mechanism based on joint
sparse representation, the reconstruction errors of different
tasks are directly added, and then the decision is made
according to the minimum error. Actually, different tasks
have different weights because they have different dis-
crimination capabilities, so the idea of equal weights has
certain shortcomings. As a remedy, this paper uses the
adaptive weighting algorithm proposed in [50] to obtain the
optimal weights for different features. For the reconstructed
error vectors of different types of features, the adaptive
weights are solved and used for linear fusion. Finally, the
target label of the test sample is decided based on the fused
error vector. In the experiments, tests and verifications are
carried out on the moving and stationary target acquisition
and recognition (MSTAR) dataset. (e results of typical
experimental setups show the effectiveness and robustness of
the proposed method.

2. Extraction of Multiple Features

2.1. Zernike Moments. (e moment features are useful
features to describe the shape and outline distribution of a
region. (e famous Hu moments could maintain good ef-
fectiveness for image with the relatively low noise level.
However, for SAR images with strong noises and rotations
and translations, the Hu moments may lose their adapt-
ability. (e Zernike moments can maintain high rotation
invariance and noise robustness, which are more suitable for
describing the regional features of SAR images [11–13].

With the form of f(r, θ) in polar coordinates, the
Zernike moments of the input image are calculated as
follows:

Znl �
n + 1
π


2π

0

1

0
Vnl(r, θ) ∗f(r, θ)rdrdθ, (1)

where n � 0, 1, . . . ,∞； l � 0, ±1, . . .； n − |l| is an even
and |l|≤ n。

(e Zernike polynomials Vnl(r, θ) � R(r)eilθ are a set of
orthogonal complete complex-valued functions on the unit
circle x2 + y2 ≤ 1, which complies with the following
constraints:


2π

0

1

0
Vnl(r, θ) ∗Vmkrdrdθ �

π
n + 1

δmnδkl. (2)

Based on Zernike moments, the rotation invariants can
be generated as follows:

Znl � Znl × Zn,− l(l � 0, 1, 2, . . .). (3)

Before calculating the Zernike moment of an image, it is
necessary to place the center of the image at the origin of the
coordinates and map the pixels to the inside of the unit circle.
Based on the principle of Zernike moments, the moments of
any order can be obtained. In comparison, the higher-order
moments contain more detailed information about the objects
in the image. With reference to [11], this paper selects the
Zernike moments at the 6th, 7th, 8th, 9th, 10th, and 11th orders
(i.e., [n, m]� {[0, 0, 1, 1, 1, 1, 6, 7, 8, 9, 10, 11]}), to construct a
feature vector, which describes the target area in the SAR image.

2.2. NMF. NMF provided a way to efficiently reduce data
dimension. Different from traditional PCA, NMF brings in
the nonnegativity constraint and the resulting projection
matrix could better maintain the valid information as val-
idated in previous works [23].

For an input matrix D ∈ Rn×m, it is decomposed by NMF
as follows:

D ≈WH, Dij,, Wi,u, Hu,j ≥ 0, (4)

where 0≤ i≤ n − 1, 0≤ j≤m − 1, and 0≤ u≤ r − 1, W ∈ Rn×r

and H ∈ Rr×m. (e reconstruction error is employed to
evaluate the decomposition precision, which is defined as the
square Euclidean distance as follows:

argmin
W,H

‖D − WH‖
2

� 
0≤i<n,0≤j<m

Di,j − (WH)i,j 
2
. (5)

(e above objective function can be iteratively updated
to find the solutions as follows:

Hau←Hau

W
T
D 

au

W
TWH 

au

,

Wia←Wia

DHT
 

ia

WHHT
 

ia

,

(6)

where 0≤ a< r, 0≤ u<m, and 0≤ i< n.

2 Scientific Programming



With the solution of the matrix W, its transpose W− 1 is
used as the projection matrix for feature extraction. With
reference to [23], this paper employs NMF to obtain an 80-
dimension feature vector for an input SAR image.

2.3. Monogenic Signal. As a 2D extension of the traditional
analytic signal, the monogenic signal has been successfully
applied to feature extraction of SAR images [25, 26]. Denote
the input image as to where z � (x, y)T represent the pixel
locations. (e monogenic component is calculated as
follows:

fM(z) � f(z) − (i, j)fR(z), (7)

where i and j are imagery units along with different
directions.

Based on fM(z), three monogenic features can be
generated to describe the local amplitude, local phase, and
local orientation:

amplitude: A(z) �

��������������

f(z)
2

+ fR(z)



2



,

phase: φ(z) � a tan 2 fR(z)


, f(z)  ∈ (− π, π],

orientation: θ(z) � a tan 2
fy(z)

fx(z)
  ∈ −

π
2

,
π
2

 ,

(8)

where fx(z) and fy(z) are the i-imaginary and j-imaginary
components of the monogenic component, respectively.

As reported in previous works, the monogenic features
could reveal the time-frequency properties of the original
SAR image, including the intensity distribution, structural,
and geometric information. With reference to [25], this
paper reorganizes the three features in a vector, called
monogenic feature vector.

3. Joint Classification with Adaptive Weights

3.1. Joint Sparse Representation. (e joint sparse represen-
tation is an extended version of traditional sparse repre-
sentation, which handles several related problems
simultaneously [48, 49]. As the inner correlations of dif-
ferent sparse representations are exploited, the overall re-
construction precision can be improved. For the multiple
features from the same SAR image, they are related and
suitable to be represented by joint sparse representation. In
the following, the basic process of jointly representing
multiple features is described. Assume there are M different
features from the sample y, denoted as [y(1), · · · , y(M)], a
general form of joint sparse representation is as follows:

min
A

g(A) � 
M

l�1
y

(l)
− D

(l) ∗ a
(l)

�����

�����
⎧⎨

⎩

⎫⎬

⎭, (9)

where D(l) is the global dictionary corresponding to the lth
feature; A � [a(1), . . . , a(M)] is a matrix established by the
coefficient vectors by different features.

It can be analyzed that the objective function in equation
(9) is equal to the solutions of the sparse representation
problems of different features separately. In this sense, it can
hardly make use of the inner correlations of different fea-
tures. As a remedy, the joint sparse representation model in
previous works imposed ℓ0/ℓ1 norm on the coefficient matrix
A with a new objective function as follows:

min
A

g(A) + η‖A‖0,1, (10)

where η is the regularization factor.
During the solution of equation (10), the coefficient

vectors of different features tend to share a similar pattern
because of the constraint of ℓ0/ℓ1 norm. (erefore, the inner
correlations among different features can be employed. It is
reported and validated that simultaneous orthogonal
matching pursuit (SOMP) [48] and multitask compressive
sensing [49] are suitable for solving the problem. With the
solution of the coefficient matrix A � [a(1), . . . , a(M)], the
reconstruction errors of different training classes can be
calculated to further determine the target label as follows:

identity(y) � min
i�1,···,C



M

l�1
y

(l)
− D

l
ia

(l)
i

�����

�����2
, (11)

where Dl
i is the local dictionary of the lth feature with regard

to the ith class; a
(l)
i is the corresponding coefficient vector.

3.2. Decision Fusion with Adaptive Weights. Equation (11)
gives the basic decision-making mechanism of the tradi-
tional joint sparse representation model applied to classi-
fication. In essence, this is a linear weighted fusion algorithm
with the same weight. (at is, it is considered that the
contributions of different features to the final recognition are
consistent. However, in the actual process, the effectiveness
of different features for recognition is often different, so
special consideration is required. Fusion by linear weighting
is an effective method for processing multisource infor-
mation, and its core element is to scientifically determine the
weights of different components. To this end, this paper
adopts the adaptive weight determination algorithm pro-
posed in [50]. To simplify the description, take the recon-
struction error vectors of the two types of features (denoted
as d1

i and d2
i ) as examples to describe their fusion process.

Step 1. Define βr � h − min(dr
1, . . . , dr

C)/h, in which
h � 

C
i�1 dr

i , r � 1, 2

Step 2. Normalize d1
i and d2

i using d1
i � (d1

max − d1
i )/(d1

max −

d1
min) and d2

i � (d2
max − d2

i )/(d2
max − d2

min), in which d1
max and

d1
max are the maximum and minimum of d1

i ; d2
max and d2

min
are the maximum and minimum of d2

i ;

Step 3. Reorganize d1
i and d2

i in an ascending manner to
obtain the new sequences as e11 ≤ e12 ≤ · · · ≤ e1C and
e21 ≤ e22 ≤ · · · ≤ e2C to further define w � (e12 − e11) + (e22 − e21)

w1 � (e12 − e11)/w, and w2 � (e22 − e21)/w.

Scientific Programming 3



Step 4. fi � β1w1d
1
i + β2w2d

2
i (i � 1, 2, . . . , C) is achieved as

the fused reconstruction error. (e target label is decided as
the class with the minimum error k � argminifi.

(e above algorithm analyzes the distributions of single
reconstruction error vectors while comparing their indi-
vidual characteristics. So, the result weights could better
reflect the importance of different components than the
traditional experiential weights such as the equal ones. For
the reconstruction error fusion of the three types of features
in this paper, the same idea is adopted, and the specific
algorithm can be found in [50]. Figure 1 shows the basic
process of the proposed method. (e three types of features
produce the reconstruction error vectors corresponding to
each training class under the joint sparse representation
model, respectively. (e final reconstruction error vector is
obtained using the adaptive weighted fusion algorithm.
Finally, the target label of the test sample is determined
according to the minimum error.

4. Experiments and Analysis

4.1. Experimental Setup. (e MSTAR dataset is used to test
and analyze the proposed method. Figure 2 shows the 10
types of typical vehicle targets included in the dataset, e.g.,
tanks, armored vehicles, and trucks. For each target, the
MSTAR dataset collects samples in a relatively complete
azimuth range with several depression angles. Table 1 shows
the basic training and test sets used in subsequent experi-
ments, which are from two depression angles of 17° and 15°.
Accordingly, the test and the training sets have only a small
depression angle difference, and their overall similarity is
relatively high. Such a situation is generally considered as a
standard operating condition (SOC). On this basis, some
simulation algorithms, including noise addition and oc-
clusion generation, are developed to obtain test samples
under extended operating conditions (EOC). Furthermore,
samples from different target configurations and depression
angles can be employed to set up EOCs like configuration
variants and depression angle variances. (erefore, based on
the above conditions, the performance of the proposed
method can be investigated and verified in a comprehensive
way.

Some reference methods selected from published works
are used for comparison, including ones using single features
and ones using multiple features.(e former three use single
features, i.e., Zernike moments [11], NMF [23], and
monogenic signal [25], which are consistent with the pro-
posed method. (e latter three decision fusion strategies
including parallel fusion [45], hierarchical fusion [46], and
joint classification [39], in which the three classified features
are the same as the proposed method. Especially, the joint
classification in the reference methods only performs joint
sparse representation and directly adds the reconstruction
results of different features with no adaptive weighting.

4.2. SOC. With reference to the basic training and test sets in
Table 1, the proposed method is tested under SOC. Figure 3
presents the recognition results of the proposed method in

the form of a confusion matrix. According to the corre-
sponding relationship between the horizontal and vertical
coordinates, the diagonal elements mark the correct rec-
ognition rates of different categories. Define the average
recognition rate Pav as the proportion of the test samples
correctly classified in the entire test set. (e Pav of the
proposed method is calculated to be 99.38%. Table 2 shows
the Pavs of all the methods which are achieved according to
the same process on the same platforms. (e effectiveness of
the proposed method can be intuitively validated with its
highest Pav. Compared with the three types of methods using
single features, the multifeature methods achieve obvious
advantages, reflecting the complementarity between differ-
ent features. Among the four multifeature methods, the idea
of joint classification has some predominance over the
parallel fusion and hierarchal fusion mainly because the
inner correlations of different features are exploited. In
comparison with the joint classification method, the pro-
posed one further enhances the overall recognition per-
formance by introducing adaptive weights, verifying the
effectiveness of the proposed strategy.

4.3. EOC1-Configuration Variants. For different military
applications, the same target may have different models.
When the test sample and the training sample come from
different models, the difficulty of the target recognition
problem will increase. Table 3 shows the training and test
sets under the condition of model difference, where the test
samples and training samples of BMP2 and T72 are from
different models. Table 4 shows the identification results of
the proposed method for different models. It can be seen
from the recognition rate that there are differences in the
similarity between different test models and the reference
models in the training set. Table 5 compares the Pavs of
different methods under current conditions. (e perfor-
mance advantage of the multifeature method compared with
the single-feature method is still obvious. In the framework
of joint classification, the proposed method makes full use of
the classification advantages of different features for model
differences by introducing adaptive weights, thereby im-
proving the final recognition performance.

4.4. EOC2-DepressionAngleVariances. (e test sample to be
classified may come from a different depression angle from
the training samples. Considering the sensitivity of SAR
images to view angles, it is difficult to correctly classify test
samples from different depression angles. Table 6 sets up the
training and test samples with different depression angles, in
which the test set including samples from 30° to 45° de-
pression angles. Figure 4 shows the Pavs of different methods
at two depression angles. It shows that the large depression
angle difference (45°) causes significant performance deg-
radations of all the methods. Comparing the results at the
two depression angles, the Pavs of the proposed method are
the highest, verifying its robustness. Based on multifeature
joint representation, the proposed method adaptively ob-
tains the weights of different features, so their effectiveness
for depression angle variances can be better utilized.
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4.5. EOC3-Noise Corruption. In the actual process, the
obtained test samples of noncooperative targets are
contaminated by varying degrees of noise. With the dif-
ference of the signal-to-noise ratio (SNR) between the test
and the training samples increasing, their correlation
decreases simultaneously. Based on the basic training and
test sets in Table 1, this paper uses noise simulation to
construct test sets with different SNRs using the original
test samples [31], including -10 dB, -5 dB, 0 dB, 5 dB, and
10 dB. (e proposed and reference methods are tested
under different noise levels, and the statistical results are

shown in Figure 5. Intuitively, noise corruption has a
significant impact on recognition performance. In con-
trast, the proposed method maintains the highest Pav at
each SNR, verifying its robustness. Similar to the results
under SOC, the performance predominance of the mul-
tifeature methods is still obvious over the single-feature
ones. Among the three types of single-feature methods,
the ones using Zernike moments and monogenic features
are more robust than the ones using NMF features, which
also reflects the different sensitivities of different features
to noise interference. By effectively fusing different

(a) (b) (c) (d) (e)

(f ) (g) (h) (i) (j)

Figure 2: Optical images of ten classes of targets in MSTAR dataset.
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errors

Dictionaries of multiple features

Target label
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Figure 1: Procedure of SAR target recognition based on joint classification of multiple features with adaptive weights.

Table 1: Basic training and test sets used in the experiments.

Type
Training set Test set

Depression angle Number of samples Depression angle Number of samples
BMP2

17°

233

15°

195
BTR70 233 196
T72 232 196
T62 299 273
BRDM2 298 274
BTR60 256 195
ZSU23/4 299 274
D7 299 274
ZIL131 299 274
2S1 299 274
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Figure 3: Confusion matrix of the proposed method under SOC.

Table 4: Recognition results of the proposed method under configuration variants.

Type Configuration
Decided class

Pav (%)
BMP2 BRDM2 BTR70 T72

BMP2 9566 422 1 2 3 98.60
C21 425 2 0 2 99.07

T72

812 2 0 3 421 98.83
A04 2 3 2 566 98.78
A05 2 2 6 563 98.25
A07 2 1 3 567 98.95
A10 3 1 4 559 98.59

Overall 98.76

Table 3: Training and test samples under configuration variants.

Type
Training set Test set

Depression angle Configuration Number of samples Depression angle Configuration Number of samples

BMP2

17°

9563 233

15°, 17°

9566 428
C21 429

BRDM2 — 298 — 0
BTR70 — 233 — 0

T72 132 232

812 426
A04 573
A05 573
A07 573
A10 567

Table 2: Recognition performance of different methods under SOC.

Method Proposed Zernike NMF Mono Parallel fusion Hierarchical fusion Joint classification
Pav (%) 99.38 98.42 98.56 98.74 99.08 99.13 99.18
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features with joint classification and adaptive weighting,
they can be integrated to improve the reliability of the final
decision in the proposed method.

4.6. EOC4-Partial Occlusion. Occlusion situations are also
very common in practical applications. As a result, part of
the ground target cannot be illuminated by the radar waves
with no echoes. Using a similar idea of noise simulation, this
paper constructs the test sets of different occlusion levels
based on the test samples in Table 1 according to the target
occlusion model in [31]. Afterwards, the recognition results
of the proposed and reference methods are obtained as
shown in Figure 6. (e comparison shows that the proposed
method maintains the highest Pavs at different occlusion
levels, reflecting its robustness. (e proposed method
comprehensively exploits multiple types of features and uses
adaptive weights to further employ the advantages of the
specified features that are more effective for occlusion sit-
uations. (erefore, the final recognition results are
improved.

Table 5: Recognition performance of different methods under configuration variants.

Method Proposed Zernike NMF Mono Parallel fusion Hierarchical fusion Joint classification
Pav (%) 98.76 97.67 97.12 97.36 97.82 98.08 98.12

Table 6: Training and test samples under depression angle variances.

Type
Training set Test set

Depression angle Number of samples Depression angle Number of samples

2S1

17°

299 30° 288
45° 303

BRDM2 298 30° 287
45° 303

ZSU23/4 299 30° 288
45° 303
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Figure 5: Recognition performance of different methods under
noise corruption.
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5. Conclusion

(is paper applies joint sparse representation and adaptive
weighting to SAR target recognition. For the reconstruc-
tion error vectors of the three types of features resulting
from the joint sparse representation, their corresponding
weights are determined adaptively, reflecting different
contributions of different features to the final classification
result. Based on the MSTAR data set, experiments were
carried out to test the recognition performance under a
typical SOC and four representative EOCs. (e proposed
method achieves a Pav of 99.38% for 10-class targets under
SOC and superior performance over the reference ones
under different EOCs. (e experimental results show that
the high effectiveness and robustness of the proposed
method, which has certain advantages and potentials in
practical uses.
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