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Turgut Öziş, Turkey
Filomena Pacella, Italy
N. S. Papageorgiou, Greece
Sehie Park, Korea
Alberto Parmeggiani, Italy
Kailash C. Patidar, South Africa
Kevin R. Payne, Italy
Josip E. Pecaric, Croatia
Shuangjie Peng, China
Sergei V. Pereverzyev, Austria
Maria Eugenia Perez, Spain
David Perez-Garcia, Spain
Allan Peterson, USA
Andrew Pickering, Spain
Cristina Pignotti, Italy
Somyot Plubtieng, Thailand

Milan Pokorny, Czech Republic
Sergio Polidoro, Italy
Ziemowit Popowicz, Poland
Maria M. Porzio, Italy
Enrico Priola, Italy
Vladimir S. Rabinovich, Mexico
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Artificial intelligence and data mining techniques have been
used in many domains to solve classification, segmentation,
association, diagnosis, and prediction problems. The overall
aim of this special issue is to open a discussion among
researchers actively working on algorithms and applications.
The issue covers a wide variety of problems for computational
intelligence, machine learning, time series analysis, remote
sensing image mining, and pattern recognition. After a rig-
orous peer review process, 21 papers have been selected from
38 submissions. The accepted papers in this issue addressed
the following topics: (i) advanced artificial intelligence and
data mining techniques; (ii) computational intelligence in
dynamic and uncertain environments; (iii) machine learning
on massive datasets; (iv) time series data analysis; (v) Spatial
data mining: algorithms and applications.

Among them, there are seven papers on new algorithm
model design and optimisation. In “Dictionary learning based
on nonnegative matrix factorization using parallel coordinate
descent” by Z. Tang et al., the authors propose a novel
method for learning a nonnegative, overcomplete dictionary
for sparse representation of nonnegative signals. In “A cost-
sensitive ensemble method for class-imbalanced datasets” by
Y. Zhang and D. Wang, a cost-sensitive ensemble method
is developed to solve imbalanced data classification. The
proposed method is based on cost-sensitive support vector
machine (SVM) and query by committee (QBC). In “Vision
target tracker based on incremental dictionary learning and
global and local classification” by Y. Yang et al., a robust

global and local classification algorithm for visual target
tracking in uncertain environment is suggested based on
sparse representation. In “Analysis of similarity/dissimilarity
of DNA sequences based on chaos game representation” by
W. Deng and Y. Luan, the authors construct three kinds
of CGR spaces and describe a DNA sequence by CGR-
walk model. As an application, the authors compare the
similarity/dissimilarity of exon-1 of 𝛽-globin genes for nine
species. In “A real-valued negative selection algorithm based
on grid for anomaly detection” by R. Zhang et al., a GB-
RNSA algorithm is proposed for anomaly detection. In “An
enhanced Wu-Huberman algorithm with pole point selection
strategy” by Y. Sun and S. Ding, a novel pole point selection
strategy for the Wu-Huberman algorithm is developed to
filter pole points by introducing a sparse rate. Finally, in “A
novel bat-inspired krill herd algorithm for solving numerical
optimization problems” by G.-G. Wang et al., an effective bat-
inspired krill herd (BKH)method is proposed to enhance the
performance of numerical optimization methods.

Several authors deal with different aspects of time series
analysis. In “Piecewise trend approximation: a ratio-based
time series representation” by J. Dan et al., a time series
representation PTA is developed to improve the efficiency of
time series data mining in high dimensional large databases.
In “A dynamic fuzzy cluster algorithm for time series” by
M. Ji et al., a dynamic fuzzy cluster (DFC) is proposed
based on improved a Fuzzy C-Means (FCM) algorithm and
key points. The proposed algorithm works by determining
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those time series whose class labels are vague and further
partitions them into different clusters over time. In “A new
strategy for short-term load forecasting” by Y. Yang et al., a
hybrid model based on the seasonal ARIMA model and BP
neural network is presented to improve the short-term load
forecasting accuracy.

Papers collected in this special issue also focus on spatial
data mining: algorithms and applications. In “Ecological
vulnerability assessment integrating the spatial analysis tech-
nology with algorithms: a case of the wood-grass ecotone of
Northeast China” by Z. Qiao et al., an assessment model
of ecological vulnerability is developed using the analytical
hierarchy process and a spatial analysis method. In “Algo-
rithms and applications in grass growth monitoring” by J. Liu
et al., a double logistic function-fitting algorithm is used
to retrieve phenophases for grasslands in Northern China
from a consistently processed Moderate Resolution Imaging
Spectroradiometer (MODIS) dataset, and the accuracy of
the satellite-based estimates is assessed using field phenology
observations. Results show that the proposed method is
valid for accurately identifying vegetation phenology. In
“The sustainable island development evaluation model and its
application based on the nonstructural decision fuzzy set” by
Q.Wang et al., the authors discuss and establish a sustainable
development indicator systemandmodel and adopt a entropy
method and the nonstructural decision fuzzy set theoretical
model to determine the weight of the evaluating indicators.
In “Spatiotemporal simulation of tourist town growth based
on the cellular automata model: the case of Sanpo town in
Hebei province” by J. Yang et al., the authors use a tourism
urbanization growth model to simulate and predict the
spatiotemporal growth of Sanpo town in Hebei province. In
“Model for the assessment of seawater environmental quality
based on multiobjective variable fuzzy set theory” by L. Ke and
H. Zhou, a model based on a multiobjective variable fuzzy
set theory is presented to evaluate seawater environmental
quality. In “Seismic design value evaluation based on checking
records and site geological conditions using artificial neural
networks” by T. Kerh et al., several improved computational
neural network models are proposed to evaluate seismic
design values based on checking records and site geological
conditions.

Finally, other applied problems are also considered. For
example, in “Crude oil price prediction based on a dynamic
correcting support vector regression machine” by L. Shu-rong
and G. Yu-lei, a new accurate method of predicting crude oil
prices is presented, which is based on an 𝜀-support vector
regression (𝜀-SVR)machinewith a dynamic correction factor
overcoming forecasting errors. The authors also propose a
hybrid RNA genetic algorithm (HRGA) with the position
displacement idea of bare bones particle swarm optimization
(PSO) changing the mutation operator. In “Mathematical
model based on BP neural network algorithm for the deflection
identification of storage tank and calibration of tank capacity
chart” by C. Li et al., the proposed method has better
performance in terms of tank capacity chart calibration
accuracy compared with other existing approaches and has
a strong practical significance. In “A study on coastline
extraction and its trend based on remote sensing image data

mining” by Y. Zhang et al., data mining theory is applied
to the pretreatment of remote sensing images. In “Land use
patch generalization based on semantic priority” by J. Yang
et al., the authors establish a neighborhood analysis model
and patch features and simplify the narrow zones and the
feature sidelines. In “Nonstationary INAR(1) process with qth-
order autocorrelation innovation” by K. Yu et al., an integer-
valued random walk process with qth-order autocorrelation
is discussed.
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Sparse representation of signals via an overcomplete dictionary has recently received much attention as it has produced promising
results in various applications. Since the nonnegativities of the signals and the dictionary are required in some applications,
for example, multispectral data analysis, the conventional dictionary learning methods imposed simply with nonnegativity may
become inapplicable. In this paper, we propose a novel method for learning a nonnegative, overcomplete dictionary for such a case.
This is accomplished by posing the sparse representation of nonnegative signals as a problem of nonnegative matrix factorization
(NMF) with a sparsity constraint. By employing the coordinate descent strategy for optimization and extending it to multivariable
case for processing in parallel, we develop a so-called parallel coordinate descent dictionary learning (PCDDL) algorithm, which
is structured by iteratively solving the two optimal problems, the learning process of the dictionary and the estimating process
of the coefficients for constructing the signals. Numerical experiments demonstrate that the proposed algorithm performs better
than the conventional nonnegative K-SVD (NN-KSVD) algorithm and several other algorithms for comparison. What is more, its
computational consumption is remarkably lower than that of the compared algorithms.

1. Introduction

Dictionary learning, building a dictionary consisting of
atoms or subspaces so that a class of signals can be effi-
ciently and sparsely represented in terms of the atoms, is an
important topic in machine learning, neuroscience, signal
processing, and so forth. Since in some applications the
nonnegativities of the signals and the dictionary are required,
for example, multispectral data analysis [1, 2], nonnegative
factorization for recognition [3, 4], and some other important
problems [5, 6], the so-called nonnegative dictionary learning
becomes necessary. In this paper, we mainly focus on this
topic.

In the model of sparse representation of signals, a basic
assumption is that using an overcomplete dictionary matrix
W ∈ R𝑚×𝑟 that contains 𝑟 atoms of size 𝑚 × 1 for columns,
{w
𝑖
}𝑟
𝑖=1

, each column vector of a signal matrix Y ∈ R𝑚×𝑛 can
be represented as a linear combination of very few, which is

meant by the terminology of sparse, atoms w
𝑖
of dictionary

W. Here, the term “overcomplete” means 𝑚 < 𝑟. Y = WH or
Y ≈ WH satisfying ‖Y − WH‖

2
≤ 𝜀 are two ways to represent

Y. The corresponding matrix H ∈ R𝑟×𝑛 that contains the
representation coefficients of signalsY is called the coefficient
matrix. For dictionary W, it can be either generated by a
prespecified set of functions or learned by a given set of
training signals. In practices [7, 8], learning a dictionary has
proved to be critical to achieve superior results in the domains
of signal and image processing.

Naturally, the problem of finding a dictionary and its
sparse representation with the fewest number of atoms can
be modeled by using the ℓ0-norm. Considering the fact
that the ℓ0-norm optimization problem is generally NP-
hard, one frequently used heuristic is the ℓ1-minimization
[9]. A series of studies has led to many dictionary learning
algorithms. Several classical algorithms include LARS [10],
K-SVD [11], ILS-DLA [12], ODL [13], and RLS-DLA [14].
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Although these algorithms are very efficient in general, they
are not always suitable for learning a nonnegative dictionary
fromnonnegative signals. For example, a nonnegative variant
of K-SVD, which is termed “NN-KSVD” [15], is not as
efficient asK-SVDbecause the negative elements generated in
a dictionary matrix are intentionally set to zero to guarantee
nonnegativity as the dictionary updates.

In recent years, nonnegative matrix factorization (NMF)
[2, 16] has been widely applied to data analyses having non-
negativity constraints since NMF can factorize a nonnegative
matrix into a product of two nonnegative factormatrices with
different properties. Intuitively, NMF is similar to sparse rep-
resentation of nonnegative signals to some extent. However,
the standard NMF algorithms [17] do not impose any con-
straints on the two factors, except for nonnegativity, which
is not sufficient to lead to a sparse enough representation.
In order to obtain a sparser representation, various sparsity
constrained NMF algorithms have been proposed. Hoyer
et al. [18–20] considered enforcing the sparsity of coefficient
matrix using ℓ1-norm. Hoyer [21] also introduced a measure
of sparsity based on the ratio of the ℓ1-norm of a vector to
the ℓ2-norm. Some algorithms imposed sparsity constraints
by using ℓ2-norm [5, 22, 23]. Peharz et al. [24, 25] presented
sparseNMF algorithms that constrain the ℓ0-(pseudo-) norm
of the coefficient matrix. In addition, several approaches
based on other types of constraints, such as nonsmoothness
constraint [26], squared ℓ1-norm penalization [27], and
mixed-norm [28], have been proposed recently.

Inspired by the sparsity constrained NMF, in this paper
we present a new method for learning a nonnegative over-
complete dictionary for sparse representation of nonnegative
signals. Differently from the optimization strategies used
in the conventional sparsity constrained NMF, this method
employs the coordinate descent strategy [29] and extends it
to multivariable case for optimizing multiple independent
variables in factors, thus resulting in the so-called parallel
coordinate descent strategy. We present the update rules
based on the new strategy and develop an algorithm, which is
termed as the parallel coordinate descent dictionary learning
(PCDDL) algorithm, to solve our objective problem.The pro-
posed algorithm is very efficient since the objective problem
has been cast as two sequential optimal problems of quadratic
functions not involving the complicated calculations inherent
to factorization. Through experimental evaluations, we have
observed that the proposed algorithm achieves the best rate
of atom recovery compared with the conventional algorithms
[15, 18, 21, 25]. In addition, its performance is robust even if
noise is quite heavy. Furthermore, the computation cost of
our algorithm is much lower than that of other algorithms
because it does not involve the complicated calculations.

The remaining part of the paper is organized as follows. In
Section 2, we formulate the nonnegative dictionary learning
problem. In Section 3, we describe the proposed PCDDL
algorithm for nonnegative dictionary learning. In Section 4,
we report the results of numerical experiments using PCDDL
and compare these results with those of several other algo-
rithms. These experiments involve two groups of synthetic
datasets and two preliminary applications involving image

processing. Finally, in Section 5, we draw our conclusions and
discuss related research topics for the future.

2. Problem Formulation

Given a vector y ∈ R𝑚, whose components are a group of
signals, we are now concerned with its sparse representation
over an overcomplete dictionary W ∈ R𝑚×𝑟, each column
of which is referred to an atom. That is, we attempt to find
a linear combination of only few atoms, which can be close to
y in value. To avoid trivial solutions,W is restricted to the set
C, which is defined as

C ≜ {W = [w
1
, . . . ,w

𝑛
] : w𝑇
𝑗
w
𝑗

= 1, ∀𝑗 = 1, . . . , 𝑛} . (1)

For a training set of 𝑛 signals Y = {y
1
, . . . , y

𝑛
}, dictionary

learning can be formulated as the following optimization
problem:

min
W∈C,H

1

𝑛

𝑛

∑
𝑖=1

F
𝑖
(h
𝑖
,W) , (2)

whereH = {h
1
, . . . , h

𝑛
} and

F
𝑖
(h
𝑖
,W) =

1

2

󵄩󵄩󵄩󵄩y𝑖 − Wh
𝑖

󵄩󵄩󵄩󵄩
2

2
+ 𝑃 (h

𝑖
, 𝜆) . (3)

Here 𝑃(h
𝑖
, 𝜆) is a penalty function with 𝜆 > 0, which

is a tuning parameter controlling the tradeoff between the
approximation error (1/2)‖y

𝑖
− Wh

𝑖
‖2
2
and the penalty func-

tion 𝑃(h
𝑖
, 𝜆).

Naturally, the problem of learning a dictionary W and
finding a sparse representation h

𝑖
can be modeled by using

the ℓ0-norm, defining 𝑃(h
𝑖
, 𝜆) as the ℓ0-norm of h

𝑖
; namely,

𝑃(h
𝑖
, 𝜆) = 𝜆‖h

𝑖
‖
0
. However, the resulting optimization

problem is usually NP-hard. Considering this difficulty, one
frequently used heuristic is the ℓ1-norm; that is, 𝑃(h

𝑖
, 𝜆) =

𝜆‖h
𝑖
‖
1
[9].

With the use of the ℓ
1
-norm, the dictionary learning

problem is expressed as follows:

min
W∈C,H

1

𝑛

𝑛

∑
𝑖=1

{
1

2

󵄩󵄩󵄩󵄩y𝑖 − Wh
𝑖

󵄩󵄩󵄩󵄩
2

2
+ 𝜆

󵄩󵄩󵄩󵄩h𝑖
󵄩󵄩󵄩󵄩1} . (4)

Noted that it is allowed to take different values of 𝜆 for
different penalty functions𝑃(h

𝑖
, 𝜆). For the sake of simplicity,

however, we assume here that the same 𝜆 is applied to every
penalty function. Thus, (4) can be also rewritten as a matrix
factorization problem with a sparsity penalty,

min
W∈C,H

1

2
‖Y − WH‖

2

𝐹
+ 𝜆‖H‖

1,1
, (5)

where ‖H‖
1,1

denotes the ℓ
1
-norm of thematrixH, that is, the

sum of the ℓ1-norm of each column vector of the matrixH.
Furthermore, if Y is nonnegative and factors W and H

are both limited to be nonnegative, then the process is called
nonnegative dictionary learning, which can be formulated as,

min
W∈C,H

1

2
‖Y − WH‖

2

𝐹
+ 𝜆‖H‖

1,1

subject to W ⪰ 0, H ⪰ 0.

(6)
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To solve the problem in (6), a natural strategy is to
optimize between W and H alternatively. That is, minimize
one while keeping the other fixed. The NN-KSVD algorithm
[18] and some NMF algorithms including NNSC, NMFSC,
and NMFℓ0-H, just solve the problem in such a way.

3. The Proposed Method

3.1. Parallel Coordinate Descent Dictionary Learning
(PCDDL). To solve the objective problem (6), we first
employ alternating update strategy, that is, updating one of
two factors while fixing the other. In the optimization of
each factor, we propose optimizing each component in the
factor one by one by generalizing the coordinate descent
strategy [29], rather than optimizing the whole factor at a
time as in the standard NMF algorithms [17]. Furthermore,
we found that (6) can be separated into column-wise or
row-wise subproblems, and each subproblem can just be
solved alternately and explicitly by utilizing the properties of
solving extreme value problem of a quadratic function, so
that the whole problem can be solved efficiently.

We here derive the update rules for H and W of (6). In
terms of the definition and properties of the Frobenius norm,
for a matrix A ∈ R𝑚×𝑛, ‖A‖2

𝐹
= Tr(AA𝑇) = Tr(A𝑇A).

Tr(⋅) denotes the trace of a square matrix. Thus, the objective
function (6) can be decomposed as follows:

𝐽 =
1

2

𝑛

∑
𝑗=1

Y𝑇
𝑗:
Y
:𝑗

−
𝑛

∑
𝑗=1

[Y𝑇W]
𝑗:

H
:𝑗

+
1

2

𝑛

∑
𝑗=1

H𝑇
𝑗:
W𝑇WH

:𝑗
+ 𝜆
𝑟

∑
𝑖=1

𝑛

∑
𝑗=1

󵄨󵄨󵄨󵄨󵄨H𝑖𝑗
󵄨󵄨󵄨󵄨󵄨 ,

(7)

where [Y𝑇W]
𝑗:
denotes the 𝑗th row of the multiplication

of matrices Y𝑇 and W. Since the elements of H have
nonnegativity, the absolute value operation in (7) can be
omitted. If we fixW in (7), then (7) is amultivariable objective
function ofH

𝑖𝑗
(𝑖 = 1, . . . , 𝑟; 𝑗 = 1, . . . , 𝑛). First, let us explain

the coordinate descent strategy for a single variable. For (7),
we consider optimizing only a single variableH

𝑘𝑗
, while fixing

the other components in H. Thus, we obtain a quadratic
function with regard toH

𝑘𝑗
as follows:

𝐽H𝑘𝑗 =
1

2
[W𝑇W]

𝑘𝑘

H2
𝑘𝑗

+ H
𝑘𝑗

(
𝑟

∑
𝑙=1,𝑙 ̸= 𝑘

[W𝑇W]
𝑘𝑙

H
𝑙𝑗

− [W𝑇Y]
𝑘𝑗

+ 𝜆) ,

(8)

where [W𝑇W]
𝑘𝑘

denotes the entry in the 𝑘th row and the
𝑘th column of the multiplication of matrices W𝑇 and W.
[W𝑇W]

𝑘𝑘
is always positive because it is a diagonal element

of Gram matrix W𝑇W (no zero vectors exist in W here,
also). Thus, when H

𝑘𝑗
= ([W𝑇Y]

𝑘𝑗
− ∑
𝑟

𝑙=1,𝑙 ̸= 𝑘
[W𝑇W]

𝑘𝑙
H
𝑙𝑗

−

𝜆)/[W𝑇W]
𝑘𝑘

, 𝐽H𝑘𝑗 reaches the minimum. Considering the
nonnegativity of factor H, H

𝑘𝑗
is set to 0 when it is negative.

Note that, when updating H
𝑘𝑗
, the process involves only the

elements H
𝑙𝑗,𝑙 ̸= 𝑘

of the 𝑗th column in H. That is, the optimal
value for a given entry of H does not depend on the other
components of the same row containing the entry.Hence, one
can optimize all elements of one row in H at the same time.
This can be viewed as optimizing the elements in parallel, that
is, parallel coordinate descent strategy for multiple variables.
Thus, the update rule forH of (7) is given as follows:

H∗
𝑘:

= argmin
H𝑘:≥0

‖Y − WH‖
2

𝐹

= max(0,
W𝑇
𝑘:
Y − ∑

𝑟

𝑙=1,𝑙 ̸= 𝑘
W𝑇
𝑘:
W
:𝑙
H
𝑙:

− 𝜆

W𝑇
𝑘:
W
:𝑘

)

= max(0,
W𝑇
𝑘:
R
𝑘

− 𝜆
󵄩󵄩󵄩󵄩W:𝑘

󵄩󵄩󵄩󵄩
2

2

) ,

(9)

where R
𝑘

= Y − ∑
𝑟

𝑙=1,𝑙 ̸= 𝑘
W
:𝑙
H
𝑙:
.

Similar to the derivation of the update rule forH, one can
also obtain the corresponding update rule forW. If fixingH in
(7), then (7) is a multivariable objective function ofW

𝑖𝑗
(𝑖 =

1, . . . , 𝑚; 𝑗 = 1, . . . , 𝑟). For (7), we now consider optimizing
only one variable W

𝑖𝑘
, while fixing the other components in

W.We first select the items related toW
𝑖𝑘
from (7) and obtain

a quadratic function with regard toW
𝑖𝑘
as follows:

𝐽W𝑖𝑘 =
1

2
[HH𝑇]

𝑘𝑘

W2
𝑖𝑘

+ W
𝑖𝑘

(
𝑟

∑
𝑙=1,𝑙 ̸= 𝑘

W
𝑖𝑙
[HH𝑇]

𝑙𝑘

− [YH𝑇]
𝑖𝑘

) .

(10)

One can find that (10) is very similar to (8). In terms
of the properties of a single variable quadratic problem,
𝐽W𝑖𝑘 obtains the minimum when W

𝑖𝑘
= ([YH𝑇]

𝑖𝑘
−

∑
𝑟

𝑙=1,𝑙 ̸= 𝑘
W
𝑖𝑙
[HH𝑇]

𝑙𝑘
)/[HH𝑇]

𝑘𝑘
. Considering the nonnegativ-

ity of factorW, W
𝑖𝑘
is set to 0 when it is negative. Similar to

the update rule forH, W in (7) can update by column. Thus,
the update rule forW of (7) is expressed as follows:

W∗
:𝑘

= argmin
W:𝑘≥0

‖Y − WH‖
2

𝐹

= max(0,
YH𝑇
:𝑘

− ∑
𝑟

𝑙=1,𝑙 ̸= 𝑘
W
:𝑙
H
𝑙:
H𝑇
:𝑘

H
𝑘:
H𝑇
:𝑘

)

= max(0,
R
𝑘
H𝑇
:𝑘

󵄩󵄩󵄩󵄩H𝑘:
󵄩󵄩󵄩󵄩
2

2

) .

(11)

In addition, for preventing dictionary W from having arbi-
trarily large values, each column of W is normalized to the
unit ℓ2-norm when dictionary W is updating. Note that the
way of maintaining the nonnegativity of two factor matrices
in PCDDL is obviously different from that of NN-KSVD.The
former can guarantee that the obtained nonnegative solutions
are the optimal relative to each column-wise or row-wise
updating, but the latter cannot.
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Require: Data Matrix Y ∈ R𝑚×𝑛
+

, initial matricesW ∈ R𝑚×𝑟
+

,H ∈ R𝑟×𝑛
+

, and 𝜆;
(1) while stopping criterion not satisfied do
(2) Computing P = YH𝑇 and Q = HH𝑇;
(3) for 𝑘 = 1 to 𝑟 do

(4) W
:𝑘

← max (0,
P
:𝑘

− ∑
𝑟

𝑙=1,𝑙 ̸= 𝑘
W
:𝑙
Q
𝑙𝑘

Q
𝑘𝑘

)

(5) NormalizingW
:𝑘

←
W
:𝑘

󵄩󵄩󵄩󵄩W:𝑘
󵄩󵄩󵄩󵄩2

(6) end for
(7) Computing U = W𝑇Y and V = W𝑇W;
(8) for 𝑘 = 1 to 𝑟 do

(9) H
𝑘:

← max (0,
U
𝑘:

− ∑
𝑟

𝑙=1,𝑙 ̸= 𝑘
V
𝑘𝑙
H
𝑙:

− 𝜆

V
𝑘𝑘

)

(10) end for
(11) Using the fixed 𝜆 or adaptively tuning 𝜆 according to the change of the sparsity ofH;
(12) end while

Algorithm 1: PCDDL.

Remark 1. According to the above derivation, it can be
observed that our objective function (7) can be cast as two
sequential optimal problems of quadratic functions, each
of which can be alternately optimized in parallel by the
generalized coordinate descent strategy.

Remark 2. The sparsity of H can be flexibly controlled by
tuning the regularization parameter 𝜆.

Remark 3. The method is suitable not only for the case of
overdetermined dictionary matrices (𝑚 > 𝑟) but also for the
case of underdetermined dictionary matrices (𝑚 < 𝑟), even
though these matrices have different physical meanings in
different applications.

3.2. Choice of Parameter 𝜆 and Summary of Algorithm. In
the step of updating H with a fixed W, the parameter 𝜆 >
0 can be adjusted for controlling the tradeoff between the
approximation error (1/2)‖Y − WH‖2

𝐹
and the sparsity of

coefficient matrix H and plays an important role in the
proposed algorithm. To steer the solution toward a global,
optimal solution, the parameter 𝜆 can be determined by two
kinds of ways, off-line calibrating and adaptive tuning.

For the first way, one can repeat an experiment with
different 𝜆 and determine what value for 𝜆 is the optimal
according to the output results.

For the secondway, we give an easy-to-use rule as follows.
First, 𝜆 should be less than ‖W𝑇

𝑘:
R
𝑘
‖
∞

in terms of (9);
otherwise H

𝑘:
will become a zero vector. We may initialize

𝜆 with a very small value, for example, 0.001, which can
generally satisfy the above condition. Next, we alternately
update H and W in terms of (9) and (11) and adjust 𝜆
according to the rule defined as follows:

𝜆(𝑘+1) =
{{
{{
{

𝜆(𝑘) + 0.001 if 𝑆 (H(𝑘−1)) − 𝑆 (H(𝑘)) < 10−3,

𝑆 (H(𝑘)) − 𝑆∗ > 10−3

𝜆(𝑘) otherwise,
(12)

where 𝑆(H) is a sparsity measure, defined as ‖H‖
0
/(𝑟 × 𝑛),

which calculates the ratio of the number of nonzero elements
and the number of all elements inH. 𝜆(𝑘) and 𝑆(H(𝑘)) denote
the value of 𝜆 and the sparsity of H in the 𝑘th iteration,
respectively. 𝑆∗ denotes the expected or a prior sparsity ofH.
The rule means that if the sparsity ofH varies very slowly and
is far from the expected one, one may appropriately increase
the stepsize of 𝜆; otherwise, keep the current 𝜆. Experiments
show that the values of 𝜆 obtained by the two ways are very
close. If 𝜆 is self-tuned for adapting to signal, however, more
iterations are usually needed for convergence.

According to the analysis above, the proposed PCDDL
algorithm for nonnegative dictionary learning is summarized
in Algorithm 1.

3.3. Convergence Analysis of PCDDLAlgorithm. Thestandard
NMF algorithms [17] belong to two-block convex optimiza-
tion scheme since each factor can be viewed as a block,
and optimizing one of two factors while fixing the other
is separately convex. Grippo and Sciandrone analyzed the
convergence of the two-block convex optimization problems
in [30]. They demonstrated that under the condition of
continuously differentiable objective function, a two-block
convex optimization algorithm does not require each sub-
problem to have a unique solution for convergence, and any
limit point of the sequence of optimal solutions of two-
block subproblems is a stationary point. Obviously, PCDDL
is such a two-block convex optimization algorithm, so that
we can make analysis of its convergence by using the facts
in [30]. During iterations, PCDDL can obtain a sequence of
the limit points that can guarantee the reduction of objective
function. Additionally, in terms of the definition of ℓ1-norm,
the penalty term ‖H‖

1,1
in (6) can be decomposed into

∑
𝑟

𝑖=1
∑
𝑛

𝑗=1
H
𝑖𝑗
since H ⪰ 0. Thus, under the conditions of

𝜆 > 0, the objective function (6) is differentiable with respect
to W and H, respectively. The existence of limit points and
the differentiability of the objective function in (6) imply
that the assumptions of Grippo and Sciandrone’s Corollary
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[30] are satisfied, so that we can establish that the two-block
minimization processes of PCDDL converge.

4. Numerical Experiments

In this section, first we present the results of two experiments
using PCDDL with synthetic signals. The aims of these
experiments are (1) to test whether the PCDDL algorithm
can recover the true dictionary, which is used to generate the
test data; and (2) to compare the results with those of other
algorithms, such as NNSC (online available: http://www.cs
.helsinki.fi/u/phoyer/) [18], NN-KSVD (online available:
http://www.cs.technion.ac.il/∼elad/) [15], NMFSC (online
available: http://www.cs.helsinki.fi/u/phoyer/) [21], and
NMFℓ0-H (online available: http://www.spsc.tugraz.at/tools/
nmf-l0-sparseness-constraints) [25]. Next, we apply PCDDL
to a conventional digital image processing problem, image
denoising, to verify the applicability of the proposed
algorithm in a real-world environment. Finally, we carry out
an experiment of learning a global-based representation on
a face dataset in order to demonstrate the practicality of the
proposed algorithm for further large-scale data analysis. In
the experiments, all programs were coded in Matlab and
were run within Matlab 7.8 (R2009a) on a PC with a 3.2GHz
Intel Core i5 CPU and 4G of memory.

4.1. Recovery Experiment of Random Dictionary. To eval-
uate the learning capacity of the proposed algorithm for
a nonnegative dictionary, we conducted an experiment of
recovering a random dictionary from synthetic observation
signals generated from the random dictionary. By comparing
the recovery rate of the dictionary, adaptability, runtime,
and so forth, we assess the algorithms under consideration
(see above). The processes are as follows. We generated a
stochastic nonnegative matrix of size 20 × 50 with i.i.d.
uniformly distributed entries, as described in [11]. Each vector
was normalized to unit ℓ2-norm. The stochastic nonnegative
matrix was referred to as the true dictionary W, which was
not used in the learning but was used only for evaluation.
We then synthesized 1500 test signals Y of dimension 20,
each of which was produced by a linear combination of
three different atoms in the true dictionary, with three corre-
sponding coefficients in random and independent positions.
We executed NNSC, NMFSC, NN-KSVD, NMFℓ0-H, and
PCDDL on the test signals. For the five algorithms, the
initialized dictionary matrices of size 20 × 50 were composed
of the randomly selected parts of the test signals. For
NNSC, NMFSC, and PCDDL, the corresponding coefficient
matrices were initialized with i.i.d. uniformly distributed
random nonnegative entries. NN-KSVD and NMFℓ0-H do
not require a specified coefficientmatrix, as they can generate
the corresponding coefficient matrix by sparse coding.

Next, we compared the learned dictionaries with the
true dictionary. These comparisons were done by sweeping
through the columns of the true and the learned dictionar-
ies and finding the closest column (in ℓ2-norm distance)
between the two dictionaries. A distance of less than 0.01
was considered a success. The experiment is similar to the

one conducted in [11], except for the nonnegative condition.
Obviously, the five iterative algorithms described above have
different convergence properties. To provide fair limits on
the number of the respective iterations, we executed these
algorithms with the same iterations as many times as possible
and determined respective iteration number in terms of the
results shown in Figures 1, 2, and 3. NNSC and NMFSC,
respectively, took about 3000 iterations to reach convergence,
while NMFℓ0-H took only dozens of iterations. In addition,
we also considered the runtime of each algorithm as showed
in Figure 2. Thus, we set the maximum numbers of iterations
for NNSC, NMFSC, NN-KSVD, NMFℓ0-H, and PCDDL to
3000, 3000, 300, 30, and 500, respectively. Certainly, the
iteration of any algorithm can be terminated in advance if it
has learned 100% of the atoms before reaching the maximum
number of iterations.

Besides the noiseless condition, we also made exper-
iments in which the uniformly distributed positive noise
of varying signal-to-noise ratios (SNRs) was corrupted to
the test signals in order to evaluate the performance and
robustness of antinoise. All trials were repeated 15 times with
different initialized dictionaries. Figure 4 shows the results
of the experiment for noise levels of 10, 20, and 30 dB and
for the noiseless case. Obviously, NMFSC and NN-KSVD
performed worst, especially under lower SNR conditions.
NMFℓ0-H performed better than NNSC, NMFSC, and NN-
KSVD under various conditions. The proposed PCDDL
performedbest on dictionary learning, although it performed
only slightly better than NMFℓ0-H under various conditions.
The average runtime of each trial for these algorithms was
35 s, 146 s, 244 s, 24 s, and 4 s, respectively. Obviously, PCDDL
has a remarkable advantage in computational consumption.
Note that, in the experiment, NN-KSVD and NMFℓ0-H
required a specified, exact number of nonzero elements in
the coefficient matrix (3/50 = 0.06 for the case) as shown in
Figure 3, and NMFSC was executed with a sparsity factor of
0.8 on the coefficients. For NNSC and PCDDL, the sparsity
of the coefficient matrices was adjusted via the regularization
parameters 𝜆. In the experiment, the corresponding parame-
ters 𝜆 were set to 0.2 in both the cases, which was calibrated
off-line through several trials. The two parameters 𝜆 were
fixed during iterations in order to reduce the number of
iterations and computational cost.

4.2. Recovery Experiment of Decimal Digits Dictionary. To
further investigate the potential practicality of the proposed
PCDDL algorithm, we considered the 10 decimal digits
dataset from [15]. The dataset is composed of 90 images of
size 8× 8, representing 10 decimal digits with various position
shifts. Note that a mistake exists in the original dataset, in
which some atoms are duplicated. In the original dataset, for
example, the atoms of the first column are the same as the
ones of the fifth column. Before the experiment, we corrected
the problem by making all the atoms different.

Before beginning the experiment, we first generated 3000
training signals of size 64 × 1, each of which is a random
linear combination of 5 different atoms with random positive
coefficients. That is, there are uniformly 5 nonzero elements
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Figure 1: Evolution of the rate of atom recovery versus the iteration number of five algorithms. (a) It shows 3000 iterations. (b) It is a close-up
view of the former 200 iterations for (a).
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Figure 2: Evolution of the rate of atom recovery versus the
runtime of five algorithms. These algorithms run 3000 iterations,
respectively. PCDDL achieved the best rate of recovery in the least
time.

in each vector of the corresponding coefficient matrix. In
order to learn original dictionary, the training signals were
input into the five algorithms, NNSC, NMFSC, NN-KSVD,
NMFℓ0-H, and PCDDL. We also added the uniformly dis-
tributed positive noise of varying SNR to the training signals
in order to evaluate the robustness of antinoise.The obtained
results are shown in Figure 5.

As the results of the experiments in the above subsection,
PCDDL performed better than the other four algorithms at
three noise levels and in the noiseless case. The results of
NN-KSVD were not as good as described in [15], because
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Figure 3: Evolution of the sparsity of the coefficient matrix versus
the iteration number of five algorithms.

we corrected the above-mentioned mistake in the original
dataset (i.e., removed duplicated atoms). The duplicated
atoms in the original dataset led to the better, but wrong,
result in [15] compared with the results of our experiment.
Surprisingly, NNSC performed worst in this experiment,
and it could almost not learn any correct atoms no matter
how the parameters had been chosen. In a typical run, the
average runtime of each trial was 412 s, 473 s, 822 s, 136 s
and 23 s, respectively. This fact further shows that PCDDL
has a remarkable advantage in computational consumption.
In Figure 6, we give an example of the experiment under
noiseless conditions, in which the four algorithms except
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Figure 4: Results of a synthetic experiment with a dictionary of
size 20 × 50. For each of the tested algorithms and for each noise
level, 15 trials were performed. Averaged values of learned atoms and
corresponding deviation values are displayed.
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Figure 5: Results of a synthetic experiment with a decimal digits
dictionary of size 64 × 90. For each of the tested algorithms and for
each noise level, 10 trials were performed. Averaged values of learned
atoms and corresponding deviation values are displayed.

NNSC recovered 77, 72, 86, and 89 atoms of 90 atoms,
respectively.The result for NNSC was not showed in Figure 6
since it could almost not learn any correct atoms. Figure 6(a)
shows the dataset revised by us. Figure 6(f) shows the result
obtained by PCDDL, where only one digit 8 could not be
recovered correctly. Certainly, PCDDL can either recover
100% of the atoms in considerable cases.

4.3. Image Denoising of Nature Images. Image denoising
problem is important, not only because of the obvious
applications that it serves. Being the simplest possible inverse
problem, it provides a convenient platform through which
image processing ideas and techniques can be assessed. In
this sense, we intend to apply nonnegative dictionary learning
to image denoising problem. Using redundant representa-
tions and sparsity as driving forces for denoising of signals
constitutes significant progress [31, 32]. In these studies, a
typical noise model is Y = X + V, where X ∈ R𝑚×𝑛

is the clean image, V ∈ R𝑚×𝑛 is assumed to be white
Gaussian noise with a fixed standard deviation 𝜎 (the case of
nonuniform𝜎 is dealt with in [33]), andY ∈ R𝑚×𝑛 is the noisy
observed image. Here, the noise is assumed to be uniformly
distributed with nonnegative values, instead of zero-mean
white and homogeneous Gaussian noise, since this paper
is for studying the sparse representation of nonnegative
signals. For solving the denoising problem, we adopted the
algorithm presented in [31], which is based on a sparse and
redundant representation model on small image patches. In
the procedure, the original dictionary learning algorithm is
replaced with our proposed PCDDL.

In this set of experiments, the dictionaries used were of
size 64 × 256, which were designed to handle image patches
of size 8 × 8 pixels. All reported results are presented as an
average of three experiments, having different realizations of
the noise. Some standard test images including Barbara (512
× 512), House (256 × 256), Boats (512 × 512), Lena (512 ×
512), and Peppers (256 × 256) were used in the experiment.
We added noise of various levels to the test images. We
used two quality measures, the peak SNR (PSNR) and the
structural similarity (SSIM), to assess the denoised images.
Let X and X̂ denote the ideal image and the deteriorated
image, respectively. We calculate the PSNR value of X̂ by
PSNR(X̂) = 10 ⋅ log

10
(1/(X − X̂)2). For SSIM, its value range

is between 0 and 1, and its value equals 1 if X = X̂. For more
information about the SSIM index, please refer to references
in [34].

In the experiment, we focused on tests with higher
noise levels, because it may be more critical. We chose
the conventional Wavelets denoising algorithm [35] and the
known nonlocal means (NL-means) algorithm [36] as the
compared objects. Additionally, we also chose the NMFℓ0-H
because of its better performance in previous experiments.
It is notable that NMFℓ0-H is very time-consuming for
the dictionary learning procedure, as described in the two
experiments above. Table 1 summarizes the results of the
denoising experiment. We concluded that the denoising
algorithm using the PCDDL dictionary achieved highly com-
petitive PSNR and SSIM performance outcomes compared
to that of Wavelets, NL-means, and NMFℓ0-H algorithms.
When comparing PSNR, the denoising algorithm using the
PCDDL dictionary outperformed NL-means in the range
of about 0.7 dB∼2 dB and performed much better than the
Wavelets and NMFℓ0-H algorithms. When comparing the
SSIM index, the denoising algorithm using the PCDDL
dictionary returned results comparable to that of the NL-
means algorithm. Subjective quality comparisons for two
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Table 1: PSNR (dB) and SSIM results for different algorithms. In each cell, four groups of denoising results are shown. Top row, Wavelets;
second row, NL-means; third row, NMFℓ0-H; bottom row, PCDDL.

Input PSNR Lena Barbara Boat House Pepper Average
PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM
32.91 0.8775 29.61 0.8633 30.28 0.8093 33.05 0.8669 31.20 0.8881 31.41 0.8610

29.97 37.76 0.9370 36.62 0.9583 35.55 0.9205 38.17 0.9357 36.02 0.9485 36.82 0.9400
29.23 0.9224 33.15 0.9538 35.95 0.9451 33.68 0.9519 35.76 0.9568 33.55 0.9460
39.39 0.9491 38.69 0.9641 38.08 0.9445 40.10 0.9580 38.63 0.9577 38.98 0.9547

20.12

28.52 0.7982 25.03 0.7168 26.63 0.6988 28.03 0.7856 26.24 0.7902 26.89 0.7579
33.45 0.8756 31.74 0.8914 31.04 0.8148 34.06 0.8729 32.06 0.8929 32.47 0.8695
29.61 0.8680 30.82 0.9056 29.17 0.8232 33.93 0.8846 28.22 0.8788 30.35 0.8720
34.39 0.8791 32.58 0.8870 32.24 0.8376 34.32 0.8714 32.70 0.8839 33.25 0.8718

14.09

25.74 0.7312 22.71 0.6044 24.23 0.6101 24.90 0.7220 23.15 0.7021 24.15 0.6740
30.14 0.8039 27.52 0.7867 27.69 0.7145 30.44 0.8087 28.52 0.8235 28.86 0.7875
27.68 0.7870 24.63 0.7411 24.10 0.6578 27.64 0.8170 22.87 0.7604 25.38 0.7527
31.24 0.7953 28.71 0.7700 28.80 0.7137 31.21 0.7981 29.27 0.7933 29.85 0.7741

8.82

23.47 0.6712 21.07 0.5249 22.32 0.5384 22.51 0.6666 20.56 0.6164 21.99 0.6035
27.18 0.6876 24.32 0.6402 24.99 0.5938 26.60 0.6767 24.97 0.7114 25.61 0.6619
21.58 0.6677 19.60 0.5175 20.38 0.5190 21.41 0.6746 19.31 0.6232 20.46 0.6004
28.38 0.6727 25.26 0.5986 26.08 0.5693 28.37 0.6917 26.27 0.6643 26.87 0.6393

(a) True dictionary (b) Training data (a part) (c) NMFSC 77

(d) NN-KSVD 72 (e) NMFℓ0-H 86 (f) PCDDL 89

Figure 6: (a) True dictionary composed of 90 atoms. (b) Part of the total training data. (c)–(f) Learned dictionaries fromNMFSC,NN-KSVD,
NMFℓ0-H, and PCDDL algorithms. The numbers of learned atoms are 77, 72, 86, and 89, respectively. Note that these resulting dictionaries
have been realigned to facilitate comparison with the original dictionary.

typical test images (Boat and House) are shown in Figures 7
and 8. The PCDDL dictionary learned from the noisy House
image in Figure 8 is illustrated in Figure 9.

4.4. Human Face Image Analysis. In this subsection,
we describe our experiment on learning a global-based
representation [21] using a face dataset. The learning process

can be considered to be one kind of principal component
analysis. We used the ORL dataset of faces (online available:
http://www.cl.cam.ac.uk/research/dtg/attarchive/facedata-
base.html). Since the ORL dataset includes 400 facial
images of size 92 × 112 pixels, the dataset can be considered
to be large scale. Using the dataset, we can evaluate the
computational performances of the PCDDL and the other
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Original image

(a)

Noisy image
(14.11 dB, 0.3185)

(b)

Denoised image using
NL-means (27.72 dB, 0.7144)

(c)

Denoised image using PCDDL
dictionary (28.83 dB, 0.7139)

(d)

Figure 7: Example of denoising results for the image “Boat” with a noise level of 14.11 dB. In brackets, the former items denote PSNR values,
and the latter items denote the SSIM index.

Original image

(a)

Noisy image
(20.12 dB, 0.5026)

(b)

Denoised image using
NL-means (34.08 dB, 0.8729)

(c)

Denoised image using PCDDL
dictionary (34.37 dB, 0.8713)

(d)

Figure 8: Example of the denoising results for the image “House” with the noise level of 20.12 dB. In brackets, the former items denote PSNR
values, and the latter items denote the SSIM index.

compared algorithms. To assess the experiment fairly, we
drove the compared algorithms to obtain the corresponding
coefficient matrices and forced them to reach as comparable
level of sparsity as possible (based on ℓ0-norm). By using the
Hoyer’s sparsity measure for a vector x ∈ R𝑛, defined as

Sparsity (x) =
√𝑛 − ‖x‖

1
/‖x‖
2

√𝑛 − 1
∈ [0, 1] , (13)

we compared the average sparsity of all column vectors in
these coefficient matrices. Additionally, we computed the
respective relative errors defined below and counted the
respective runtime

Relative Error =
‖Y − WH‖

𝐹

‖Y‖
𝐹

. (14)

In the experiment, we performed a global-based feature
learning of rank 𝑟 = 36 and constrained the coefficient
matrices to have a sparsity of about 0.08; that is, each
facial image was required to be represented with three facial
features (36 × 0.08 ≈ 3). Besides NMFSC and NMFℓ0-H,
we chose another sparse NMF algorithm (denoted as SNMF)
[20] as the compared objective. Note that NN-KSVD was
not included in this experiment, since it has exceedingly

Figure 9: The PCDDL dictionary has a size of 64 × 256, which was
learned from the noisy House image in Figure 8.

high computational consumption. Each of these algorithms
required some initialization parameters and a limit on the
number of its iterations. For SNMF, we allowed 3000 iter-
ations; and for the parameter 𝛼, which is used to adjust
sparsity, we chose 100. For NMFSC, we only constrained the
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(a) SNMF (b) NMFSC (c) NMFℓ0-H (d) PCDDL

Figure 10: Globally featured faces learned by SNMF, NMFSC, NMFℓ0-H, and PCDDL.

sparsity of coefficient factor H to 0.9 in terms of (13) and
executed at most 3000 iterations, which was necessary for
convergence. For NMFℓ0-H, we set the maximum number
of nonzero elements of vectors in factor H to 3 (3/36 ≈
0.0833, close to 0.08) and allowed 30 iterations, considering
the high computational consumption of NMFℓ0-H. For the
proposed PCDDL, we allowed at most 200 iterations, and 𝜆
was set to 10, that is, calibrated through several trials. All four
algorithmswere run three times with the same initial random
matrices (for NMFℓ0-H, it was not necessary to initialize
coefficientH). The averaged results are reported in Table 2.

Through Table 2, it can be observed that SNMF seems
to be incapable of obtaining an actual sparse representation,
despite the fact that it is designed to enhance sparsity by intro-
ducing the ℓ1-norm. The other three algorithms obtained
similar results and produced much sparser solutions, that is,
more global-based representations. NMFSC and NMFℓ0-H
produced lower relative errors but took much more runtime
than PCDDL. The runtime of NMFSC and NMFℓ0-H was
about 14 and 23 times longer than that of PCDDL. In view
of its high efficiency, PCDDL is more suitable for large-scale
data analysis. In Figure 10, we show an illustration of the
global-based features learned by the four algorithms in a
typical run.

5. Conclusion

In this paper, we presented a novel and efficient method for
learning nonnegative dictionaries for sparse representation
of nonnegative signals. In this method, we generalized the
coordinate descent strategy for optimization for being able
to be applied to a multivariable case, so that it can process
in a parallel way. By this strategy we developed an efficient
algorithm, which has been named as the parallel coordinate
descent dictionary learning (i.e., PCDDL) algorithm. The
algorithm updates the dictionary in a column-wise manner
and the coefficient matrix in a row-wise manner. In each
column-wise or row-wise updating, PCDDL optimizes a
series of optimal problems sequentially, each of which is
an optimization of a quadratic function. Furthermore, such
optimization problems can be solved explicitly, so that the

Table 2: Comparisons of 𝑆 (H)-based sparsity, Hoyer’s sparsity
(based on (13)), relative error (based on (14)), and runtime for SNMF,
NMFSC, NMFℓ0-H, and PCDDL.

Algorithm 𝑆 (H) Sparsity Relative error Time (s)
SNMF 96.65 0.4314 0.9904 940
NMFSC 8.00 0.9490 0.2520 415
NMFℓ0-H 8.33 0.8957 0.1852 662
PCDDL 8.00 0.9447 0.2925 28

algorithm can be processed very precisely and quickly from
a global perspective according to the properties of the
univariate quadratic problem. For this reason, the proposed
algorithm can efficiently solve the nonnegative dictionary
learning problem with very high accuracy.

Results of experiments on dictionary recovery showed
that PCDDL can correctly learn a nonnegative, overcomplete
dictionary, regardless of wether the objective signals are
synthetic data or are natural images. Additionally, further
experiments supported the potential application of PCDDL
in the field of image processing, such as image denoising,
image classification, and large-scale data processing due to its
low computational consumption. We are currently working
on applying this method to some practical problems in image
processing, for example, large-scale image classification. The
results from these ongoing studies will be presented in the
future.
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Negative selection algorithm is one of the main algorithms of artificial immune systems. However, candidate detectors randomly
generated by traditional negative selection algorithms need to conduct self-tolerance with all selves in the training set in order to
eliminate the immunological reaction. The matching process is the main time cost, which results in low generation efficiencies
of detectors and application limitations of immune algorithms. A novel algorithm is proposed, named GB-RNSA. The algorithm
analyzes distributions of the self set in real space and regards the n-dimensional [0, 1] space as the biggest grid. Then the biggest
grid is divided into a finite number of sub grids, and selves are filled in the corresponding subgrids at the meantime.The randomly
generated candidate detector only needs to match selves who are in the grid where the detector is and in its neighbor grids, instead
of all selves, which reduces the time cost of distance calculations. And before adding the candidate detector into mature detector
set, certain methods are adopted to reduce duplication coverage between detectors, which achieves fewer detectors covering the
nonself space as much as possible. Theory analysis and experimental results demonstrate that GB-RNSA lowers the number of
detectors, time complexity, and false alarm rate.

1. Introduction

In the past decade, the artificial immune systems have caused
great concerns as a new method to solve complex compu-
tational problems. At present, there are four main areas in
the studies of artificial immune systems [1]: the negative
selection algorithm (NSA) [2], the artificial immune network
(AINE) [3], the clonal selection algorithm (CLONALG) [4],
the danger theory [5], and dendritic cell algorithms [6].
By simulating the immune tolerance in T-cell maturation
process of biological systems, NSA removes self-reactive
candidate detectors to effectively recognize nonself antigens,
and is successfully applied to pattern recognition, anomaly
detection, machine learning, fault diagnosis, and so forth
[7, 8].

The negative selection algorithm is proposed by Forrest
et al. [7]. This algorithm adopts strings or binary strings
to encode the antigens (samples) and antibodies (detectors)
and r-continuous-bit matching method to compute affinities
between antigens and detectors, which is denoted SNSA
[7]. The work in [9, 10] pointed out that the generation

efficiency of detectors in SNSA is low. Candidate detectors
become mature through negative selection. Given that 𝑁

𝑠
is

the training set size, 𝑃󸀠 is the matching probability between
random antigen and antibody, and 𝑃

𝑓
is the failure rate; then

the number of candidate detectors 𝑁 = − ln(𝑃
𝑓
)/(𝑃󸀠(1 −

𝑃󸀠)𝑁𝑠), which is exponential to 𝑁
𝑠
, and the time complexity

of SNSA, is 𝑂(𝑁 ⋅ 𝑁
𝑠
).

Because many problems in practical applications are easy
to be defined and studied in the real space, a real-valued
negative selection algorithm (RNSA) is put forward in [11].
The algorithm adopts n-dimensional vectors in real space
[0, 1]𝑛 to encode antigens and antibodies and Minkowski
distance to calculate affinities. A real-valued negative selec-
tion algorithm with variable-sized detector (V-Detector) is
proposed in [12, 13], resulting in better results. The algorithm
dynamically determines the radius of a detector to generate
mature ones, by computing the nearest distance between
the center of the candidate detector and self-antigens. This
algorithm also proposes a method for calculating detectors’
coverage rate based on the probability. In the work of [14],
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genetic-based negative selection algorithm is put forward,
and in the work of [15], clonal optimization-based negative
selection algorithm is put forward. Detectors of these two
algorithms need to be processed by optimization algorithms,
to gain greater coverage of nonself space. Superellipsoid
detectors are introduced in [16] in the negative selection
algorithm and superrectangular detectors in [17], to achieve
the same coverage rate with less detectors compared with
sphere ones. A self detector classificationmethod is proposed
in [18]. In this method, selves are viewed as self detectors
with initial radius and the radius of selves is dynamically
determined by the ROC analysis in the training stage, to
increase the detection rate. A negative selection algorithm
based on the hierarchical clustering of self set is put forward
in [19]. This algorithm carries out the hierarchical clustering
preprocess of self set to improve the generation efficiency of
detectors.

Because of the low generation efficiency of mature detec-
tors, the time cost of negative selection algorithms seriously
limits their practical applications [18, 19]. A real-valued
negative selection algorithm based on grid is proposed in this
paper, denoted GB-RNSA. The algorithm analyzes distribu-
tions of the self set in the shape space and introduces the
grid mechanism, in order to reduce the time cost of distance
calculations and the duplication coverage between detectors.
The remainder of this paper is organized as follows. The
basic definitions of real-valued negative selection algorithms
which are also the background of this paper are described
in Section 2. The basic idea, implementation strategies, and
analyses of GB-RNSA are described in Section 3. The effec-
tiveness of GB-RNSA is verified using synthetic datasets and
University of California Irvine (UCI) datasets in Section 4.
Finally, the conclusion is given in the last section.

2. Basic Definitions of RNSA

The SNS (self/nonself) theory states that the body relies on
antibodies (T cells and B cells) to recognize self antigens and
nonself antigens, in order to exclude foreigners and maintain
the balance and stability of the body [2, 8]. Inspired by
this theory, antibodies are defined as detectors to identify
nonself antigens in the artificial immune system, and their
quality determines the accuracy and effectiveness of the
detection system. However, randomly generated candidate
detectors may identify self antigens and raise the immune
self-reaction. According to the immune tolerancemechanism
andmature process of immune cells in the biological immune
system, Forrest put forward the negative selection algorithm
to remove detectors which can recognize selves [7]. The
algorithm discussed in this paper is based on real value. The
basic concepts of RNSA are as follows.

Definition 1 (antigens). 𝐴𝑔 = {𝑎𝑔 | 𝑎𝑔 = ⟨𝑥
1
, 𝑥
2
, . . . , 𝑥

𝑛
, 𝑟
𝑠
⟩,

𝑥
𝑖
∈ [0, 1], 1 ≤ 𝑖 ≤ 𝑛, 𝑟

𝑠
∈ [0, 1]} are the total samples in the

space of the problem. 𝑎𝑔 is an antigen in the set. 𝑛 is the data
dimension, 𝑥

𝑖
is the normalized value of the 𝑖th attribute of

sample 𝑎𝑔which represents the position in the real space, and
𝑟
𝑠
is the radius of 𝑎𝑔which represents the variability threshold

of 𝑎𝑔.

Definition 2 (self set). 𝑆𝑒𝑙𝑓 ⊂ 𝐴𝑔 represents all the normal
samples in the antigen set.

Definition 3 (nonself set). 𝑁𝑜𝑛𝑠𝑒𝑙𝑓 ⊂ 𝐴𝑔 represents all
the abnormal samples in the antigen set. Self /Nonself have
different meanings in various fields. For network intrusion
detections, Nonself represents network attacks, and Self rep-
resents normal network access; for virus detections, Nonself
represents virus codes, and Self represents legitimate codes.

𝑆𝑒𝑙𝑓 ∩ 𝑁𝑜𝑛𝑠𝑒𝑙𝑓 = 0, 𝑆𝑒𝑙𝑓 ∪ 𝑁𝑜𝑛𝑠𝑒𝑙𝑓 = 𝐴𝑔. (1)

Definition 4 (training set). 𝑇𝑟𝑎𝑖𝑛 ⊂ 𝑆𝑒𝑙𝑓 is a subset of Self
and is the priori detection knowledge. 𝑁

𝑠
is the size of the

training set.

Definition 5 (set of detectors). 𝐷 = {𝑑 | 𝑑 = ⟨𝑦
1
, 𝑦
2
, . . . , 𝑦

𝑛
,

𝑟
𝑑
⟩, 𝑦
𝑗
∈ [0, 1], 1 ≤ 𝑗 ≤ 𝑛, 𝑟

𝑑
∈ [0, 1]}. 𝑑 is a detector in the

set. 𝑦
𝑗
is the 𝑗th attribute of detector 𝑑, 𝑟

𝑑
is the radius of the

detector, and𝑁
𝑑
is the size of the detector set.

Definition 6 (matching rule). 𝐴(𝑎𝑔, 𝑑) = 𝑑𝑖𝑠(𝑎𝑔, 𝑑), and
𝑑𝑖𝑠(𝑎𝑔, 𝑑) is the Euclidean distance between antigen 𝑎𝑔 and
detector𝑑. In the detectors’ generation process, if𝑑𝑖𝑠(𝑎𝑔, 𝑑) ≤
𝑟
𝑠
+ 𝑟
𝑑
, the detector 𝑑 arises the immune self-reaction and

cannot become a mature detector. In the detectors’ testing
process, if 𝑑𝑖𝑠(𝑎𝑔, 𝑑) < 𝑟

𝑑
, the detector 𝑑 recognizes the

antigen 𝑎𝑔 as a nonself.

Definition 7 (detection rate). DR means the proportion of
non-self samples which are correctly identified by detectors
in the total non-self samples and is represented by (2). TP is
short for true positive, which means the number of nonselves
which are correctly identified by detectors. FN is short for
false negative, which means the number of non-selves which
are wrongly identified:

𝐷𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
. (2)

Definition 8 (false alarm rate). FAR means the proportion
of self samples which are wrongly identified as non-selves
in the total self samples and is represented by (3). FP is
short for false positive, which means the number of selves
which are wrongly identified by detectors, and TN is short
for true negative, which means the number of selves which
are correctly identified:

𝐹𝐴𝑅 =
𝐹𝑃

𝐹𝑃 + 𝑇𝑁
. (3)

In general, the generation process of detectors which is
the basic idea of RNSA is shown in Algorithm 1.

In the algorithm of RNSA, the randomly generated
candidate detectors need to do the calculation 𝑑𝑖𝑠(𝑑new, 𝑎𝑔)
with all the elements in the training set. With the increase of
the number of selves𝑁

𝑠
, the execution time is in exponential

growth, while the probability of coverage overlaps between
detectors also raises, resulting in a large number of invalid
detectors and low efficiency. The aforementioned problems
greatly limit the practical applications of the negative selec-
tion algorithms.
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𝑅𝑁𝑆𝐴(𝑇𝑟𝑎𝑖𝑛, 𝑟
𝑑
, 𝑚𝑎𝑥𝑁𝑢𝑚,𝐷)

Input: the self training set 𝑇𝑟𝑎𝑖𝑛, the radius of detectors 𝑟
𝑑
, the number of needed detectors𝑚𝑎𝑥𝑁𝑢𝑚

Output: the detector set𝐷
Step 1. Initialize the self training set 𝑇𝑟𝑎𝑖𝑛;
Step 2. Randomly generate a candidate detector 𝑑new. Calculate the Euclidean distance between 𝑑new and all the selves in 𝑇𝑟𝑎𝑖𝑛.

If 𝑑𝑖𝑠(𝑑new , 𝑎𝑔) < 𝑟𝑑 + 𝑟𝑠 for at least one self antigen 𝑎𝑔, execute Step 2; if not, execute Step 3.
Step 3. Add 𝑑new into the detector set𝐷;
Step 4. If the size of𝐷 satisfies𝑁

𝑑
> 𝑚𝑎𝑥𝑁𝑢𝑚, return𝐷, and the process ends; if not, jump to Step 2.

Algorithm 1: The algorithm of RNSA.

3. Implementations of GB-RNSA

This section describes the implementation strategies of the
proposed algorithm. The basic idea of the algorithm is
described in Section 3.1. Sections 3.2, 3.3 and 3.4 are the
detailed descriptions of the algorithm. The grid generation
method is introduced in Section 3.2. Coverage calculation
method of the non-self space is introduced in Section 3.3.
And the filter method of candidate detectors is introduced
in Section 3.4. Performance analysis of the algorithm is given
in Section 3.5. Time complexity analysis of the algorithm is
given in Section 3.6.

3.1. Basic Idea of the Algorithm. A real-valued negative
selection algorithm based on grid GB-RNSA is proposed
in this paper. The algorithm adopts variable-sized detectors
and expected coverage of non-self space for detectors as the
termination condition for detectors’ generation. The algo-
rithm analyzes distributions of the self set in the real space
and regards [0, 1]𝑛 space as the biggest grid. Then, through
divisions step-by-step until reaching the minimum diameter
of the grid and adopting 2𝑛-tree to store grids, a finite number
of subgrids are obtained, meanwhile self antigens are filled in
corresponding sub grids. The randomly generated candidate
detector only needs to match with selves who are in the grid
where the detector is and in its neighbor grids instead of all
selves, which reduces the time cost of distance calculations.
When adding it into the mature detector set, the candidate
detector will bematchedwith detectors within the grid where
the detector is and neighbor grids, to judge whether the
detector is in existing detectors’ coverage area or its covered
space totally contains other detector. This filter operation
decreases the redundant coverage between detectors and
achieves that fewer detectors cover the non-self space as
much as possible. The main idea of GB-RNSA is as shown
in Algorithm 2.

Iris dataset is one of the classic machine learning data
sets published by the University of California Irvine [20],
which are widely used in the fields of pattern recognition,
data mining, anomaly detection, and so forth. We choose
data records of category “setosa” in the dataset Iris as self
antigens, choose “sepalL” and “sepalW” as antigen properties
of first dimension and second dimension, and choose top
25 records of self antigens as the training set. Here, we
use only two features of records, for that two-dimensional
map is intuitive to illustrate the ideas, which does not affect

comparison results. Figure 1 illustrates the ideas of GB-RNSA
and the classical negative selection algorithms RNSA and
V-Detector. RNSA generates detectors with fixed radius. V-
Detector generates variable-sized detectors by dynamically
determining the radius of detectors, through computing the
nearest distance between the center of the candidate detector
and self antigens. Detectors generated by the two algorithms
need to conduct tolerance with all self antigens, which will
lead to redundant coverage of non-self space betweenmature
detectors with the increase of coverage rate. GB-RNSA first
analyzes distributions of the self set in the space, and forms
grids. Then, the randomly generated candidate detector only
needs to perform tolerance with selves within the grid where
the detector is and neighbor grids. Certain strategies are
conducted for detectors which have passed tolerance, to avoid
the duplication coverage and make sure that new detectors
cover uncovered non-self space.

3.2. Grid Generation Method. In the process of grid gener-
ation, a top-down method is selected. First, the algorithm
regards the 𝑛-dimensional [0, 1] space as the biggest grid. If
there are selves in this grid, divide each dimension into two
parts and get 2𝑛 sub grids.Then, continue to judge and divide
each sub grid, until a grid does not contain any selves or the
diameter of the grid reaches the minimum. Eventually, the
grid structure of the space is obtained, and then the algorithm
searches each grid to get neighbors in the structure. This
process is shown in Algorithms 3 and 4.

Definition 9 (minimum diameter of grids). 𝑟
𝑔𝑠
= 4𝑟
𝑠
+ 4𝑟
𝑑𝑠
,

where 𝑟
𝑠
is the self radius and 𝑟

𝑑𝑠
is the smallest radius of

detectors. Suppose that the diameter of a grid is less than 𝑟
𝑔𝑠
,

then divide this grid; the diameter of sub grids is less than
2𝑟
𝑠
+ 2𝑟
𝑑𝑠
. If there are selves in the sub grid, it is probably

impossible to generate detectors in the sub grid. So, set the
minimum diameter of grids 4𝑟

𝑠
+ 4𝑟
𝑑𝑠
.

Definition 10 (neighbor grids). If two grids are adjacent at
least in one dimension, these two grids are neighbors, which
are called the basic neighbor grids. If selves of the neighbor
grid are empty, add the basic neighbor grid of it in the same
direction as the attached neighbor grid. The neighbors of a
grid include the basic neighbor grids and the attached ones.

The filling process of neighbor grids is shown in
Algorithm 5.
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Figure 1: Comparison of RNSA, V-Detector, and GB-RNSA. (To reach the expected coverage 𝐶exp = 90%, three algorithms resp., need 561,
129, and 71 mature detectors, where the radius of self is 0.05, the radius of detector for RNSA is 0.05, and the smallest radius of detectors for
V-Detector and GB-RNSA is 0.01).

𝐺𝐵-𝑅𝑁𝑆𝐴(𝑇𝑟𝑎𝑖𝑛, 𝐶exp, 𝐷)

Input: the self training set 𝑇𝑟𝑎𝑖𝑛, expected coverage 𝐶exp

Output: the detector set𝐷
𝑁
0
: sampling times in non-self space,𝑁

0
> max(5/𝐶exp, 5/(1 − 𝐶exp))

𝑖: the number of non-self samples
𝑥: the number of non-self samples covered by detectors
𝐶𝐷: the set of candidate detectors 𝐶𝐷 = {𝑑 | 𝑑 =< 𝑦

1
, 𝑦
2
, . . . , 𝑦

𝑛
, 𝑟
𝑑
>, 𝑦
𝑗
∈ [0, 1], 1 ≤ 𝑗 ≤ 𝑛, 𝑟

𝑑
∈ [0, 1]}

Step 1. Initialize the self training set 𝑇𝑟𝑎𝑖𝑛, 𝑖 = 0, 𝑥 = 0, 𝐶𝐷 = 0, 𝑁
0
= 𝑐𝑒𝑖𝑙𝑖𝑛𝑔(max(5/𝐶exp, 5/(1 − 𝐶exp)))

Step 2. Call 𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝐺𝑟𝑖𝑑(𝑇𝑟𝑎𝑖𝑛, 𝑇𝑟𝑒𝑒𝐺𝑟𝑖𝑑, 𝐿𝑖𝑛𝑒𝐺𝑟𝑖𝑑𝑠) to generate grid structure which contains selves, where
𝑇𝑟𝑒𝑒𝐺𝑟𝑖𝑑 is the 2𝑛-tree storage of grids and 𝐿𝑖𝑛𝑒𝐺𝑟𝑖𝑑𝑠 is the line storage of grids;

Step 3. Randomly generate a candidate detector 𝑑new. Call 𝐹𝑖𝑛𝑑𝐺𝑟𝑖𝑑(𝑑new , 𝑇𝑟𝑒𝑒𝐺𝑟𝑖𝑑, 𝑇𝑒𝑚𝑝𝐺𝑟𝑖𝑑) to find the grid
𝑇𝑒𝑚𝑝𝐺𝑟𝑖𝑑 where 𝑑new is;

Step 4. Calculate the Euclidean distance between 𝑑new and all the selves in 𝑇𝑒𝑚𝑝𝐺𝑟𝑖𝑑 and its neighbor grids. If
𝑑new is identified by a self antigen, abandon it and execute Step 3; if not, increase 𝑖;

Step 5. Calculate the Euclidean distance between 𝑑new and all the detectors in 𝑇𝑒𝑚𝑝𝐺𝑟𝑖𝑑 and its neighbor grids. If
𝑑new is not identified by any detector, add it into the candidate detector set 𝐶𝐷; if not, increase 𝑥, and judge
whether it reaches the expected coverage 𝐶exp, if so, return𝐷 and the algorithm ends;

Step 6. Judge whether 𝑖 reaches sampling times𝑁
0
. If 𝑖 = 𝑁

0
, call 𝐹𝑖𝑙𝑡𝑒𝑟(𝐶𝐷) to implement the screening process of

candidate detectors, and put candidate detectors which passed this process into𝐷, reset 𝑖, 𝑥, 𝐶𝐷;
if not, return to Step 3.

Algorithm 2: The algorithm of GB-RNSA.
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𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝐺𝑟𝑖𝑑(𝑇𝑟𝑎𝑖𝑛, 𝑇𝑟𝑒𝑒𝐺𝑟𝑖𝑑, 𝐿𝑖𝑛𝑒𝐺𝑟𝑖𝑑𝑠)
Input: the self training set 𝑇𝑟𝑎𝑖𝑛
Output: 𝑇𝑟𝑒𝑒𝐺𝑟𝑖𝑑 is the 2𝑛-tree storage of grids, 𝐿𝑖𝑛𝑒𝐺𝑟𝑖𝑑𝑠 is the line storage of grids
Step 1. Generate the grid of 𝑇𝑟𝑒𝑒𝐺𝑟𝑖𝑑 with diameter 1, and set properties of the gird, including lower sub grids,

neighbor grids, contained selves, and contained detectors;
Step 2. Call𝐷𝑖V𝑖𝑑𝑒𝐺𝑟𝑖𝑑(𝑇𝑟𝑒𝑒𝐺𝑟𝑖𝑑, 𝐿𝑖𝑛𝑒𝐺𝑟𝑖𝑑𝑠)to divide grids;
Step 3. Call 𝐹𝑖𝑙𝑙𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑠(𝐿𝑖𝑛𝑒𝐺𝑟𝑖𝑑𝑠) to find neighbors of each grid.

Algorithm 3: The process of grid generation.

𝐷𝑖V𝑖𝑑𝑒𝐺𝑟𝑖𝑑(𝑔𝑟𝑖𝑑, 𝐿𝑖𝑛𝑒𝐺𝑟𝑖𝑑𝑠)
Input: 𝑔𝑟𝑖𝑑 the grid to divide
Output: 𝐿𝑖𝑛𝑒𝐺𝑟𝑖𝑑𝑠 the line storage of grids
Step 1. If there are not any self or the diameter reaches 𝑟

𝑔𝑠
of grid, don’t divide, add 𝑔𝑟𝑖𝑑 into 𝐿𝑖𝑛𝑒𝐺𝑟𝑖𝑑𝑠, and return;

if not, execute Step 2;
Step 2. Divide each dimension of 𝑔𝑟𝑖𝑑 into two parts, then get 2𝑛 sub grids, and map selves of 𝑔𝑟𝑖𝑑 into the sub grids;
Step 3. For each sub grid, call 𝐷𝑖V𝑖𝑑𝑒𝐺𝑟𝑖𝑑(𝑔𝑟𝑖𝑑.𝑠𝑢𝑏, 𝐿𝑖𝑛𝑒𝐺𝑟𝑖𝑑𝑠).

Algorithm 4: The process of𝐷𝑖V𝑖𝑑𝑒𝐺𝑟𝑖𝑑.

𝐹𝑖𝑙𝑙𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑠(𝐿𝑖𝑛𝑒𝐺𝑟𝑖𝑑𝑠)
Input: 𝐿𝑖𝑛𝑒𝐺𝑟𝑖𝑑𝑠 the line storage of grids
Step 1. Obtain the basic neighbor grids for each grid in the structure 𝐿𝑖𝑛𝑒𝐺𝑟𝑖𝑑𝑠;
Step 2. For each basic neighbor of every grid, if selves of this neighbor are empty, complement the neighbor of this

neighbor in the same direction as an attached neighbor for the grid;
Step 3. For each attached neighbor of every grid, if selves of this neighbor are empty, complement the neighbor of this

neighbor in the same direction as an attached neighbor for the grid.

Algorithm 5: The filling process of neighbor grids.

Figure 2 describes the dividing process of grids. The self
training set is also selected from records of category “setosa”
of the Iris data set. Select “sepalL” and “sepalW” as antigen
properties of first dimension and second dimension. As
shown in Figure 2, the two-dimensional space is divided into
four sub grids in the first division, and then continue to divide
sub grids whose selves are not empty, until the subs cannot be
divided.

Figure 3 is a schematic drawing of neighbor grids, and
grids with slashes are the neighbors of grid [0, 0.5, 0.5, 1]
which positions in the up-left of the space.

3.3. Coverage Calculation Method of the Nonself Space. The
non-self space coverage 𝑃 is equal to the ratio of the volume
𝑉covered covered by detectors and the total volume 𝑉nonself of
nonself space [12], as is shown in the following:

𝑃 =
𝑉covered
𝑉nonself

=
∫covered 𝑑𝑥

∫nonself 𝑑𝑥
. (4)

Because there is redundant coverage between detectors,
it is impossible to calculate (4) directly. In this paper, the
probability estimation method is adopted to compute the
detector coverage 𝑃. For detector set 𝐷, the probability of

sampling in the non-self space covered by detectors obeys the
binomial distribution 𝑏(1, 𝑃) [13].Theprobability of sampling
𝑚 times obeys the binomial distribution 𝑏(𝑚, 𝑃).

Theorem 11. When the number of non-self specimens of
continuous sampling 𝑖 ≤ 𝑁

0
, if (𝑥/√𝑁

0
𝑃(1 − 𝑃)) −

√𝑁
0
𝑃/(1 − 𝑃) > 𝑍

𝛼
, the non-self space coverage of detectors

reaches 𝑃. 𝑍
𝛼
is 𝑎 percentile point of standard normal distri-

bution, 𝑥 is the number of non-self specimens of continuous
sampling covered by detectors, and 𝑁

0
is the smallest positive

integer which is greater than 5/𝑃 and 5/(1 − 𝑃).

Proof. Random variable 𝑥 ∼ 𝐵(𝑖, 𝑃). Set 𝑧 = 𝑥 − 𝑁
0
𝑃/

√𝑁
0
𝑃(1 − 𝑃) = (𝑥/√𝑁

0
𝑃(1 − 𝑃)) − √𝑁

0
𝑃/(1 − 𝑃). We

consider two cases.

(1) If the number of non-self specimens of continuous
sampling 𝑖 = 𝑁

0
, known from De Moivre-Laplace

theorem, when 𝑁
0

> 5/𝑃 and 𝑁
0

> 5/(1 −
𝑃), 𝑥 ∼ 𝐴𝑁(𝑁

0
𝑃,𝑁
0
𝑃(1 − 𝑃)). That is, 𝑥 − 𝑁

0
𝑃/

√𝑁
0
𝑃(1 − 𝑃) ∼ 𝐴𝑁(0, 1), 𝑧 ∼ 𝐴𝑁(0, 1). Do

assumptions that 𝐻
0
: the non-self space coverage

of detectors ≤ 𝑃; 𝐻
1
: the non-self space cover-

age of detectors > 𝑃. Given significance level 𝑎,
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Figure 2: The process of grid division.
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Figure 3: The neighbor grids.

𝑃{𝑧 > 𝑍
𝛼
} = 𝑎. Then, the rejection region 𝑊 =

{(𝑧
1
, 𝑧
2
, . . . , 𝑧

𝑛
) : 𝑧 > 𝑍

𝛼
}. So, when (𝑥/√𝑛𝑃(1 − 𝑃))−

√𝑛𝑃/(1 − 𝑃) > 𝑍
𝛼
, 𝑧 belongs to the rejection region,

reject 𝐻
0
, and accept 𝐻

1
. That is, the non-self space

coverage of detectors > 𝑃.
(2) If the number of non-self specimens of continuous

sampling 𝑖 < 𝑁
0
, 𝑖 ⋅𝑃 is not too large, 𝑥 approximately

obeys the Poisson distribution with 𝜆 equaling 𝑖 ⋅ 𝑃.
Then 𝑃{𝑧 > 𝑍

𝛼
} < 𝑎. When (𝑥/√𝑁

0
𝑃(1 − 𝑃)) −

√𝑁
0
𝑃/(1 − 𝑃) > 𝑍

𝛼
, the non-self space coverage of

detectors > 𝑃. Proved.

From Theorem 11, in the process of detector genera-
tion, only the number of non-self specimens of continuous
sampling 𝑖 and the number of non-self specimens covered
by detectors 𝑥 need to be recorded. After sampling in the
non-self space, determine whether the non-self specimen
is covered by detectors of 𝐷. If not, generate a candidate
detector with the position vector of this non-self specimen,
and then add it into the candidate detector set CD. If so,
compute whether (𝑥/√𝑁

0
𝑃(1 − 𝑃))−√𝑁

0
𝑃/(1 − 𝑃) is larger

than 𝑍
𝛼
. If it is larger than 𝑍

𝛼
, the non-self space coverage

reaches the expected coverage 𝑃, and the sampling process
stops. If not, increase 𝑖. When 𝑖 is up to 𝑁

0
, put candidate

detectors of CD into the detector set 𝐷 to change the non-
self space coverage, and then set 𝑖 = 0, 𝑥 = 0 to restart
a new round of sampling. With the continuous addition of
candidate detectors, the size of the detector set𝐷 is growing,
and the non-self space coverage gradually increases.

3.4. Filter Method of Candidate Detectors. When the number
of sampling times in the non-self space reaches𝑁

0
, detectors

of candidate detector set will be added into the detector set𝐷.
At this time, not all candidate detectors will join 𝐷, and the
filtering operation will be performed for these detectors. The
filtering operation consists of two parts.

The first part is to reduce the redundant coverage between
candidate detectors. First, sort detectors in the candidate
detector set in a descending order by the detector radius, and
then judge whether the candidate detectors in the back of
the sequence have been covered by the front ones. If so, this
sampling of the non-self space is invalid, and the candidate
detector generated from the position vector of this sampling
should be deleted. There is no complete coverage between
candidate detectors which have survived the first filtering
operation.

The second part is to decrease the redundant coverage
between mature detectors and candidate ones. The candidate
detector will bematched with detectors within the grid where
the detector is and neighbor grids when adding it into the
detector set𝐷, to judge whether it totally covers somemature
detector. If so, the mature detector is redundant and should
be removed.Thefiltering operations ensure that everymature
detector will cover the uncovered non-self space.

The filtering process of candidate detectors is shown in
Algorithm 6.

3.5. Performance Analysis. This section analyzes the per-
formance of the algorithm from the probability theory.
Assuming that the number of all the samples in the problem
space is 𝑁

𝐴𝑔
, the number of antigens in the self set is 𝑁

𝑆𝑒𝑙𝑓
,

the number of antigens in the training set is 𝑁
𝑠
, and the

number of detectors is𝑁
𝑑
.Thematching probability between

a detector and an antigen is 𝑃󸀠, which is associated with
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𝐹𝑖𝑙𝑡𝑒𝑟(𝐶𝐷)
Input: the candidate detector set 𝐶𝐷
Step 1. Sort CD in a descending order by the detector radius;
Step 2.Make sure that centers of detectors in the back of the sequence do not fall into the covered area of front detectors.

That is to say, 𝑑𝑖𝑠(𝑑
𝑖
, 𝑑
𝑗
) > 𝑟
𝑑𝑖
, where 1 <= 𝑖 < 𝑗 <= 𝑁

𝑐𝑑
, 𝑟
𝑑𝑖
is the radius of detector 𝑑

𝑖
, and𝑁

𝑐𝑑
is the size of 𝐶𝐷;

Step 3. Add candidate detectors into𝐷, and ensure that they do not entirely cover any detector in𝐷. That is to say,
𝑑𝑖𝑠(𝑑
𝑖
, 𝑑
𝑗
) > 𝑟
𝑑𝑖
or 𝑑𝑖𝑠(𝑑

𝑖
, 𝑑
𝑗
) <= 𝑟

𝑑𝑖
and 2𝑟

𝑑𝑗
> 𝑟
𝑑𝑖
, where 1 <= 𝑖 <= 𝑁

𝑐𝑑
, 1 <= 𝑗 <= 𝑁

𝑑
, 𝑟
𝑑𝑖
and 𝑟
𝑑𝑗
are the radiuses

of 𝑑
𝑖
and 𝑑

𝑗
respectively, and𝑁

𝑐𝑑
and𝑁

𝑑
are the sizes of 𝐶𝐷 and 𝐷 respectively.

Algorithm 6: The filtering process of candidate detectors.

the specific matching rule [7, 9]. 𝑃(𝐴) is defined as the
probability of occurrence of event 𝐴 [21].

Theorem 12. The probability of matching an undescribed self
antigen for a detector which is passed self-tolerance is 𝑃

𝑑
= (1−

𝑃󸀠)𝑁𝑠 ⋅ (1 − (1 − 𝑃󸀠)𝑁self−𝑁𝑠).

Proof. From the proposition, a given detector passing the
self-tolerance indicates that this detector does not match any
antigen in the self training set. Let event 𝐴 be “the given
detector does not match any antigen in the self set,” event 𝐵
“the given detector matches at least one antigen which is not
described,” then 𝑃

𝑑
= 𝑃(𝐴)𝑃(𝐵). In the event 𝐴, the number

of times for a detector matching antigens in the self set 𝑋
meets the binomial distribution, 𝑋 ∼ 𝑏(𝑁

𝑠
, 𝑃󸀠). Therefore,

𝑃(𝐴) = 𝑃(𝑋 = 0) = (1 − 𝑃󸀠)𝑁𝑠 . In the event 𝐵, the number
of times for a detector matching undescribed self antigens
𝑌meets the binomial distribution,𝑌 ∼ 𝑏(𝑁

𝑆𝑒𝑙𝑓
−𝑁
𝑠
, 𝑃󸀠).Then,

𝑃(𝐵) = 1 − 𝑃(𝑌 = 0) = 1 − (1 − 𝑃󸀠)𝑁𝑆𝑒𝑙𝑓−𝑁𝑠 .
So, 𝑃
𝑑
= 𝑃(𝐴)𝑃(𝐵) = (1 − 𝑃󸀠)𝑁𝑠 ⋅ (1 − (1 − 𝑃󸀠)𝑁𝑠𝑒𝑙𝑓−𝑁𝑠).

Proved.

Theorem 13. The probability of correct identification for a
non-self antigen is𝑃

𝑡𝑝
= 1−(1−𝑃󸀠)𝑁𝑑 ⋅(1−𝑃𝑑), and the probability

of erroneous identification for a non-self antigen is 𝑃
𝑓𝑛
= (1 −

𝑃󸀠)𝑁𝑑 ⋅(1−𝑃𝑑). The probability of correct identification for a self
antigen is 𝑃

𝑡𝑛
= (1 − 𝑃󸀠)𝑁𝑑 ⋅𝑃𝑑 , and the probability of erroneous

identification for a self antigen is 𝑃
𝑓𝑝
= 1 − (1 − 𝑃󸀠)𝑁𝑑 ⋅𝑃𝑑 .

Proof . Let event 𝐴 be “the given non-self antigen matches at
least one detector in the detectors set.” In the event 𝐴, the
number of times for a non-self antigen matching detectors
𝑋 meets the binomial distribution, 𝑋 ∼ 𝑏(𝑁

𝑑
⋅ (1 − 𝑃

𝑑
), 𝑃󸀠).

Therefore, 𝑃
𝑡𝑝
= 𝑃(𝐴) = 1 − 𝑃(𝑋 = 0) = 1 − (1 − 𝑃󸀠)𝑁𝑑 ⋅(1−𝑃𝑑),

and 𝑃
𝑓𝑛
= 1 − 𝑃

𝑡𝑝
= (1 − 𝑃󸀠)𝑁𝑑 ⋅(1−𝑃𝑑).

Let event 𝐵 be “the given self antigen does not match
any detector in the detectors set.” In the event 𝐵, the number
of times for a self antigen matching detectors 𝑌 meets the
binomial distribution, 𝑌 ∼ 𝑏(𝑁

𝑑
⋅ 𝑃
𝑑
, 𝑃󸀠). Therefore, 𝑃

𝑡𝑛
=

𝑃(𝐵) = 𝑃(𝑌 = 0) = (1 − 𝑃󸀠)𝑁𝑑 ⋅𝑃𝑑 , and 𝑃
𝑓𝑝

= 1 − 𝑃
𝑡𝑛
=

1 − (1 − 𝑃󸀠)𝑁𝑑 ⋅𝑃𝑑 . Proved.

𝑃󸀠 is substantially constant for specific matching rules
[7, 9]. Assuming that 𝑃󸀠 = 0.005 and 𝑁

𝑆𝑒𝑙𝑓
= 1000, then

Figure 4 shows variations of 𝑃
𝑡𝑝
, 𝑃
𝑓𝑛
, 𝑃
𝑓𝑝
, and 𝑃

𝑡𝑛
under

the effects of 𝑁
𝑑
and 𝑁

𝑠
. As can be seen from the figure,

when the number of selves in the training set 𝑁
𝑠
and the

number of detectors 𝑁
𝑑
are larger, the probability of correct

identification for an arbitrary given non-self antigen 𝑃
𝑡𝑝

is
greater, the probability of erroneous identification 𝑃

𝑓𝑛
is

small, and variation tendencies of 𝑃
𝑡𝑝
and 𝑃

𝑓𝑛
are not large

while 𝑁
𝑑
and 𝑁

𝑠
change. Thus, when the coverage of non-

self space for the detector set is certain, the detection rates
of different algorithms are relatively close. When 𝑁

𝑠
and

𝑁
𝑑
are larger, the probability of correct identification for

an arbitrary given self antigen 𝑃
𝑡𝑛
is greater, the probability

of erroneous identification 𝑃
𝑓𝑝

is small, and variation ten-
dencies of 𝑃

𝑡𝑛
and 𝑃

𝑓𝑝
are large while 𝑁

𝑑
and 𝑁

𝑠
change.

So, when the coverage of non-self space for the detector
set is certain, the false alarm rate of GB-RNSA is smaller
for that the algorithm significantly reduces the number of
detectors.

3.6. Time Complexity Analysis

Theorem 14. The time complexity of detector generation
process in GB-RNSA is 𝑂((|𝐷|/(1 − 𝑃󸀠))(𝑁

𝑠
+ |𝐷|2)), where

𝑁
𝑠
is the size of the training set, |𝐷| is the size of the detector

set, and 𝑃󸀠 is the average self-reactive rate of detectors.

Proof. For GB-RNSA, the main time cost of generating a
new mature detector includes the time spending of calling
FindGrid to find the grid, the time spending of self-tolerance
for candidate detectors, and the time spending of call Filter to
screen detectors.

Known from Section 3.2, the depth of 2𝑛-tree is
𝐶𝑒𝑖𝑙(log

2
(1/(4𝑟

𝑠
+ 4𝑟
𝑑𝑠
))). So, for a new detector, the time

complexity of finding the grid 𝑔𝑟𝑖𝑑󸀠 where the detector is
𝑡1 = 𝑂(𝐶𝑒𝑖𝑙(log

2
(1/(4𝑟

𝑠
+ 4𝑟
𝑑𝑠
)))𝑛). 𝑛 is the space dimension,

𝑟
𝑠
is the radius of selves, and 𝑟

𝑑𝑠
is the smallest radius of

detectors. So, 𝑡1 is relatively constant.
Calculating the radius of the new detector needs to

compute the nearest distance with selves in the grid where
the detector is and neighbors. The time complexity is 𝑡2 =
𝑂(𝑁
𝑠
󸀠), where 𝑁

𝑠
󸀠 is the number of selves in 𝑔𝑟𝑖𝑑󸀠 and

neighbors.
The time complexity of calculating whether the new

detector is covered by existing detectors is 𝑡3 = 𝑂(𝐷󸀠), where
𝐷󸀠 is the number of detectors in 𝑔𝑟𝑖𝑑󸀠 and neighbors.

The time complexity of calling Filter to screen detectors
includes the time spending of sorting the candidate detectors
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Figure 4: Simulations of Theorem 13.

and judging whether redundant coverage exists; that is, 𝑡4 =
𝑂(𝑁2
0
+ 𝑁
0
⋅ 𝐷󸀠).

Suppose 𝑁󸀠 is the number of candidate detectors to
generate the detector set 𝐷, then the time complexity of
sampling is 𝑁󸀠 ⋅ (𝑡1 + 𝑡2) + 𝑁󸀠 ⋅ (1 − 𝑃󸀠) ⋅ 𝑡3 + (𝑁󸀠/𝑁

0
) ⋅ 𝑡4.

And𝑁󸀠 ≈ |𝐷|/(1 − 𝑃󸀠), so, the time complexity of generating
the detector set𝐷 is as follows:

𝑂(
|𝐷|

1 − 𝑃󸀠
(𝑡1 +∑𝑁

𝑠
󸀠) + |𝐷| (∑𝐷󸀠) +

|𝐷| (𝑁
0
+ ∑𝐷󸀠)

(1 − 𝑃󸀠)
)

= 𝑂(
|𝐷|

1 − 𝑃󸀠
𝑁
𝑠
+ |𝐷|
2 +

|𝐷|2

1 − 𝑃󸀠
)

= 𝑂(
|𝐷|

1 − 𝑃󸀠
(𝑁
𝑠
+ |𝐷|
2)) .

(5)

So, the time complexity of detector generation process in
GB-RNSA is 𝑂((|𝐷|/(1 − 𝑃󸀠))(𝑁

𝑠
+ |𝐷|2)). Proved.

SNSA, RNSA, and V-Detector are the main detector
generation algorithms and are widely used in the fields
of artificial immune-based pattern recognition, anomaly
detection, immune optimization, and so forth. Table 1 shows
the comparisons of these negative selection algorithms and
GB-RNSA. As seen from Table 1, the time complexity of
traditional algorithms is exponential to the size of selves 𝑁

𝑠
.

When the number of self elements increases, the time cost

Table 1: Comparisons of time complexity.

Algorithm Time complexity

SNSA 𝑂(
− ln(𝑃

𝑓
) ⋅ 𝑁
𝑠

𝑃(1 − 𝑃󸀠)𝑁𝑠
) [7]

RNSA 𝑂(
|𝐷| ⋅ 𝑁

𝑠

(1 − 𝑃󸀠)𝑁𝑠
) [11]

V-Detector 𝑂(
|𝐷| ⋅ 𝑁

𝑠

(1 − 𝑃󸀠)𝑁𝑠
) [13]

GB-RNSA 𝑂(
|𝐷|

1 − 𝑃󸀠
(𝑁
𝑠
+ |𝐷|2))

will rapidly increase. GB-RNSA eliminates the exponential
impact and reduces the influence of growth of selves’ scale
on the time cost. So, GB-RNSA lowers the time complexity of
the original algorithm and improves the efficiency of detector
generation.

4. Experimental Results and Analysis

This section validates the effectiveness of GB-RNSA through
experiments. Two types of data sets are selected for the
experiments which are commonly used in the study of real-
valued negative selection algorithms, including 2D synthetic
datasets [22] and UCI datasets [20]. 2D synthetic datasets
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Figure 5: Distributions of Ring, Stripe, and Pentagram datasets.

Table 2: Effects of different self radiuses.

Datasets Self radius 𝑟
𝑠
= 0.02 Self radius 𝑟

𝑠
= 0.1 Self radius 𝑟

𝑠
= 0.2

𝐷𝑅% 𝐹𝐴𝑅% 𝐷𝑅% 𝐹𝐴𝑅% 𝐷𝑅% 𝐹𝐴𝑅%
Ring 81.55 (1.02) 62.11 (2.14) 61.77 (1.39) 12.04 (1.24) 32.39 (1.42) 0.00 (0.00)
Stripe 80.21 (1.24) 63.34 (1.90) 58.52 (1.18) 11.20 (2.47) 25.93 (1.88) 0.00 (0.00)
Pentagram 77.09 (1.38) 67.02 (2.32) 57.65 (2.31) 13.19 (1.63) 22.78 (1.59) 0.00 (0.00)

Table 3: Effects of different sizes of the training set.

Datasets Size of the training set𝑁
𝑠
= 100 Size of the training set𝑁

𝑠
= 500 Size of the training set𝑁

𝑠
= 800

𝐷𝑅% 𝐹𝐴𝑅% 𝐷𝑅% 𝐹𝐴𝑅% 𝐷𝑅% 𝐹𝐴𝑅%
Ring 22.54 (1.22) 76.26 (2.05) 86.09 (1.16) 8.21 (1.21) 95.92 (1.37) 0.00 (0.00)
Stripe 18.25 (1.98) 78.92 (2.32) 80.13 (1.87) 9.05 (1.44) 87.63 (1.78) 0.00 (0.00)
Pentagram 12.20 (1.55) 88.29 (2.87) 72.33 (1.91) 11.42 (1.41) 82.18 (1.49) 0.00 (0.00)

Table 4: Experimental parameters of UCI datasets.

Datasets Record
numbers Properties Types Self sets Nonself sets Training set

and its size
Test set and its

size

Iris 150 4 Real Setosa: 50 Versicolour: 50
Virginica: 50 Setosa: 25

Setosa: 25
Versicolour: 25
Virginica: 25

Haberman’s
Survival 306 3 Integer Survived: 225 Died: 81 Survived: 150 Survived: 50

Died: 50

Abalone 4177 8 Real,
integer M: 1528 F: 1307

I: 1342 M: 1000
M: 500
F: 500
I: 500

are authoritative in the performance test of real-valued
negative selection algorithms [13, 19, 22], which is provided by
Professor Dasgupta’s research team of Memphis University.
UCI datasets are classic machine learning data sets, which
are widely used in the tests of detectors’ performance and

generation efficiencies [11, 18, 19, 23]. In the experiments, two
traditional real-valued negative selection algorithms RNSA
and V-Detector are chosen to compare with.

The number of mature detectors DN, the detection rate
DR, the false alarm rate FAR, and the time cost of detectors
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Figure 6: Comparisons of the numbers of detectors for RNSA, V-Detector, and GB-RNSA (dataset of Haberman’s Survival is adopted; the
radius of self antigen is 0.1).
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Figure 7: Comparisons of the numbers of detectors for RNSA, V-Detector, and GB-RNSA (dataset of Iris is adopted; the radius of self antigen
is 0.1).

generations DT are adopted to measure the effectiveness of
the algorithms in the experiments. Because the traditional
algorithm RNSA uses the preset number of detectors as the
termination condition, this paper modified RNSA and uses
the expected coverage of non-self space as the termination
condition, in order to ensure that the three algorithms
are under the same experimental conditions to make valid
comparisons.

4.1. 2D Synthetic Datasets. These datasets consist of several
different subdatasets.We choose Ring, Stripe, and Pentagram
subdatasets to test the performance of detectors generation
of GB-RNSA. Figure 5 shows the distributions of these three
datasets in two-dimensional real space.

The size of self sets of the three datasets is 𝑁
𝑆𝑒𝑙𝑓

=
1000. The training set is composed of data points randomly
selected from the self set, and the test data is randomly
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Figure 8: Comparisons of the numbers of detectors for RNSA, V-Detector, and GB-RNSA (dataset of Abalone is adopted; the radius of self
antigen is 0.1).
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Figure 9: Comparisons of time costs of RNSA, V-Detector, and GB-RNSA (dataset of Haberman’s Survival is adopted; the radius of self
antigen is 0.1).

selected from the two-dimensional [0, 1] space. The experi-
ments were repeated 20 times and the average values were
adopted. Experimental results are shown in Tables 2 and 3,
where values within parenthesis are variances. Table 2 lists
comparisons of detection rates and false alarm rates of GB-
RNSA in the three datasets under the same expected coverage
of 90%, the same training set 𝑁

𝑠
= 300, and different self

radiuses. As can be seen, the algorithm has higher detection
rate and false alarm rate under smaller self radius, while the
algorithm has lower detection rate and false alarm rate under
greater self radius. Table 3 lists comparisons of detection rates

and false alarm rates of GB-RNSA in the three datasets under
the same expected coverage of 90%, the same self radius
𝑟
𝑠
= 0.05 and different sizes of training set. The detection

rate increases gradually and the false alarm rate decreases
gradually while the size of the training set grows.

4.2. UCI Datasets. Three standard UCI data sets including
Iris, Haberman’s Survival and Abalone, are chosen to do
the experiments, and experimental parameters are shown in
Table 4. For the three data sets, self set and non-self set are
chosen randomly, and records of training set and test set are
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Figure 11: Comparisons of time costs of RNSA, V-Detector, and GB-RNSA (dataset of Abalone is adopted; the radius of self antigen is 0.1).

chosen randomly as well. The experiments were repeated 20
times and the average values were adopted.

4.2.1. Comparisons of the Number of Detectors. Figures 6, 7,
and 8 show the number of mature detectors of RNSA, V-
Detector, and GB-RNSA on the three data sets. Seen from
the figures, with the increase of the expected coverage, the
number of detectors which are needed to meet the cover-
age requirements for the three algorithms correspondingly
increases. But the efficiency of GB-RNSA is significantly
better than those of RNSA and V-Detector. For the data
set of Iris, to achieve the expected coverage 99%, RNSA
needs 13527 mature detectors, V-Detector needs 1432, and

GB-RNSA needs 1166 which decreases about 91.4% and
18.6%, respectively. For the larger data set of Abalone, to
achieve the expected coverage 99%, RNSA needs 11500
mature detectors, V-Detector needs 620, and GB-RNSA
needs 235 which decreases about 98% and 62.1%, respectively.
Thus, under the same expected coverage, different data
dimensions, and different training sets, the number ofmature
detectors generated by GB-RNSA is significantly reduced
compared with RNSA and V-Detector.

4.2.2. Comparisons of the Cost of Detectors’ Generations.
Figures 9, 10, and 11 show the time costs of detectors’
generation of RNSA, V-Detector, and GB-RNSA on the
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Figure 12: Comparisons of DR and FAR of RNSA, V-Detector, and GB-RNSA (dataset of Haberman’s Survivalis is adopted; the radius of self
antigen is 0.1).
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Figure 13: Comparisons of DR and FAR of RNSA, V-Detector, and GB-RNSA (dataset of Iris is adopted; the radius of self antigen is 0.1).

three data sets. As seen from the figures, with the increase
of the expected coverage, the time cost of RNSA and V-
Detector is in a sharp increase, while that of GB-RNSA is
in a slow growth. For the data set of Iris, to achieve the
expected coverage of 90%, the time cost of RNSA is 350.187
seconds, that of V-Detector is 0.347 seconds, and that of
GB-RNSA is 0.1 seconds which decreases about 99.97% and
71.2%, respectively; when the expected coverage is 99%, the
time cost of RNSA is 1259.047 seconds, that of V-Detector
is 40.775 seconds, and that of GB-RNSA is 3.659 seconds
which decreases about 99.7% and 91.0%, respectively. For the
other two datasets, experimental results are similar. Thus,

compared with RNSA and V-Detector, the effectiveness of
detectors’ generation of GB-RNSA is promoted.

4.2.3. Comparisons of Detection Rates and False Alarm Rates.
Figures 12, 13, and 14 show the detection rates and false alarm
rates of RNSA, V-Detector, and GB-RNSA on the three data
sets. As seen from the figures, when the expected coverage is
large than 90%, the detection rates of the three algorithms
are similar, and that of RNSA is slightly lower, while the
false alarm rate of GB-RNSA is obviously lower than those
of RNSA and V-Detector. For the data set of Haberman’s
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Figure 15: ROC curves of RNSA, V-Detector, and GB-RNSA.

Survival, when the expected coverage is 99%, the false alarm
rate of RNSA is 55.2%, that of V-Detector is 30.1%, and that of
GB-RNSA is 20.1% which decreases about 63.6% and 33.2%,
respectively. For the data set of Abalone, when the expected
coverage is 99%, the false alarm rate of RNSA is 25.1%, that
of V-Detector is 20.5%, and that of GB-RNSA is 12.6% which
decreases about 49.8% and 38.5%, respectively. Thus, under

the same expected coverage, the false alarm rate of GB-RNSA
is significantly lower compared with RNSA and V-Detector.

TheROCcurve is a graphicalmethod for the classification
model using true positive rate and false positive rate. InNSAs,
true positive rate is the detection rate and false positive rate
is the false alarm rate. Figure 15 shows the ROC curves of
RNSA, V-Detector, and GB-RNSA on the three data sets.
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A good classification model should be as close as possible to
the upper-left corner of the graphic. As seen from Figure 15,
GB-RNSA is better than RNSA and V-Detector.

5. Conclusion

Too many detectors and high time complexity are the major
problems of existing negative selection algorithms, which
limit the practical applications of NSAs. There is also a
problemof redundant coverage of non-self space for detectors
in NSAs. A real-valued negative selection algorithm based
on grid for anomaly detection GB-RNSA is proposed in this
paper. The algorithm analyzes distributions of the self set in
the real space and divides the space into grids by certain
methods. The randomly generated candidate detector only
needs to match selves who are in the grid where the detector
is and in its neighbor grids. And before the candidate detector
is added into the mature detector set, certain methods are
adopted to reduce the duplication coverage. Theory analysis
and experimental results demonstrate that GB-RNSA has
better time efficiency and detector quality compared with
classical negative selection algorithms and is an effective arti-
ficial immune algorithm to generate detectors for anomaly
detection.
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This study proposes an improved computational neural network model that uses three seismic parameters (i.e., local magnitude,
epicentral distance, and epicenter depth) and two geological conditions (i.e., shearwave velocity and standard penetration test value)
as the inputs for predicting peak ground acceleration—the key element for evaluating earthquake response. Initial comparison
results show that a neural network model with three neurons in the hidden layer can achieve relatively better performance based
on the evaluation index of correlation coefficient or mean square error. This study further develops a new weight-based neural
network model for estimating peak ground acceleration at unchecked sites. Four locations identified to have higher estimated peak
ground accelerations than that of the seismic design value in the 24 subdivision zones are investigated in Taiwan. Finally, this study
develops a new equation for the relationship of horizontal peak ground acceleration and focal distance by the curve fitting method.
This equation represents seismic characteristics in Taiwan region more reliably and reasonably. The results of this study provide an
insight into this type of nonlinear problem, and the proposedmethodmay be applicable to other areas of interest around the world.

1. Introduction

Seismic design values play an important role in constructing
buildings to comply with regional safety standards that con-
sider the effects of strong groundmotions. Taiwan is an island
located in the circum-Pacific seismic zone, sometimes called
the Ring of Fire. Because earthquakes occur frequently in
this area, this factor must be taken into account in structural
analysis and design. After a few times of revisions and adjust-
ments, the current building code in Taiwan classifies the
entire island into two zones: the earthquake area coefficient
of horizontal acceleration is 0.33 g for Zone A and 0.23 g for
Zone B [1, 2]. These design values can be used to calculate
earthquake force and should be examined as often as possible
to determine their fit with actual conditions, either from a
practical viewpoint or academic viewpoint.

There exist various types of earthquake problems; a
typical case study for estimating peak ground acceleration
(PGA) and a detailed review of recent efforts in predictions
can be seen in the previous literatures [3, 4].Thepresent study

focuses on the topic of using seismic recorded parameters and
site soil conditions to evaluate the potential damage resulting
from ground strong motions. The conventional methods of
using seismic parameters to evaluate the potential damage
of earthquakes are primarily based on vibration analysis and
regression analysis. However, the first method often involves
very tedious calculations, and the second method must
assume a function in advance [5, 6].Therefore, recently devel-
oped techniques in the field of computational intelligence,
including neural networks and genetic algorithms, may be
a better alternative for solving earthquake-related problems
around the world because of their simplicity and effectiveness
[7–18]. For more specific areas in Taiwan, the seismic key
element, that is, PGA, can be estimated using neural network
models trained on a series of historical seismic recorded data
[19, 20]. An improved model that uses a combination of
genetic algorithms and neural networks can also be found
to be useful for solving the problem of checking the seismic
design values [21, 22]. Previous studies have shown that
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the seismic parameters of local magnitude (ML), epicentral
distance (Di), and focal depth (De) in the learned model
can achieve acceptable performance in estimating the PGA
in various engineering projects and identifying potentially
hazardous zones.

Regardless of whether the hypocenter is located under
the sea or under the ground surface, seismic waves generally
propagate through various strata to the ground surface, and
their characteristics can be recorded by precision instruments
installed in checking stations. Therefore, the geological con-
ditions of site may have a significant effect on the ground
motion caused by the earthquake. Previous studies dealing
with this problem in several regions have shown that the
seismic ground acceleration and response spectrumvarywith
the site soil conditions [23, 24]. In the case of predicting the
PGA, the site geological conditions may be used as an input
with the three basic seismic parameters (ML, Di, and De) in
the neural network model. For example, the constant values
1, 3, and 5 representing rocky soil, stiff soil, and soft soil,
respectively, can be used to develop a neural network model
[25]. However, this model seems to perform poorly because
the classification of site conditions is too rough and the input
constants may be insensitive to the model. A better use of
site conditions, including the thickness and mean frequency
of shear waves, in the neural network model is more robust
than classical models [26]. Studies on this topic have revealed
that different parameters of site conditions in the input layer
may influence the performance of the neural network model
in predicting the PGA.

This study proposes a new set of input parameters in the
neural networkmodel for estimating the PGA for 86 checking
stations spread across the island of Taiwan. Further to say
is that three seismic parameters including local magnitude,
epicentral distance, and focal depth collected from a series
of historical checking records and two site soil test results
including standard penetration test value (SPT-N) and shear
wave velocity (𝑉s) are taken for training, validating, and test-
ing the model. This study also develops a new weight-based
neural network model with spatial relationship to estimate
PGA at 24 unchecked sites, and the result may represent a
new earthquake response at each of the subdivision zones.
This study compares estimations with design values in the
building code to identify potentially hazardous zones. Finally,
this study develops an equation for linking the horizontal
peak ground acceleration (PGA

𝐻
) and focal distance (𝐷

𝑓
)

in accordance with neural network estimates. The method
adopted in this study and the obtained results may be useful
in relevant engineering fields andmight be applicable to other
areas of interest around the world.

2. Research Area and Geological Condition

Based on a report from the Seismological Center of Cen-
tral Weather Bureau, there are approximately 18000 strong
ground motions per year in Taiwan and approximately 1000
of these strong ground motions can be felt by humans.
According to themost recent report from theCentralGeolog-
ical Survey, there are 33 active faults in the Taiwan area, and

these faults may create a place for releasing energy during an
earthquake. A total of 99 recorded earthquakes have caused
destructive results in the period from 1901 to 2009. This
reveals the frequent occurrence of large-scale earthquakes on
this island [27, 28].Therefore, it is essential to check the effects
of strong ground motions at construction sites to reduce the
risk of future damage.

Most antiearthquake designs are based on the earthquake
level and a recurrence period of 475 years, which is equivalent
to approximately 10% of probability during 50 years of
structural usage. In addition, if the design adopts a seismic
isolation system, then over 2% of probability during 50 years
of usage is considered in the building code. Therefore, the
coefficient of horizontal spectral acceleration for a construc-
tion site design is determined from the above-mentioned
potential damage. The analysis of potential damage must
consider local magnitude, hypocenter, epicenter depth of
past earthquakes, and activity of faults potential within
approximately 200 km of the construction site. Because using
the horizontal PGA in this potential damage analysis can
become very complicated, a zone division is required to
facilitate earthquake design work.

As indicated previously, the earthquake area coefficients
of horizontal acceleration for Zone A and Zone B are 0.33 g
and 0.23 g, respectively, where 1 g = 981 gal (cm/s2), for
calculating earthquake force. These values can be used as a
basis to check the present neural network estimation in 24
seismic subdivision zones for the whole island of Taiwan.
Figure 1 shows a sketch of the present research area, where
Zone A has 17 subdivision zones (A1–A17) and Zone B has
seven subdivision zones (B1–B7). For each subdivision zone,
seismic data sets from two to four checking stations around
the zone recorded from the year 1994 to the year 2011 were
used for analysis.

A typical earthquake record as seen in Table 1 includes
several items, such as date and time, exact location in
longitude and latitude, intensity, local magnitude, epicenter
depth, epicentral distance, and PGA in different directions.
However, the main seismic parameters for analysis in this
study are local magnitude on the Richter scale, epicenter
depth, epicentral distance, and PGA in vertical (V), North-
South (N-S), and East-West (E-W) directions, respectively.
Taiwan includes threemajor regions of geological conditions:
(1) centralmountain range region, (2) western foothill region,
and (3) eastern coastal range region. From a plate tectonics
viewpoint, the first region consists primarily of sedimentary
rock; the second region consists primarily of sandstone and
shale; the third region is a part of the island arc of the
Philippine sea plate, which consists of igneous rock and
sedimentary rock [29]. The western foothill range region is
generally softer than the other two regions because of its
geologically loose structure. Hence, ground motion in this
region may be more sensitive to site effects and should be
considered more carefully in engineering design.

Figure 2 shows a typical example of a stratum boring
test result provided by the National Center for Research
on Earthquake Engineering (NCREE) in Taiwan. The test
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Figure 1: Sketch of the research area and seismic subdivision zone. (http://www.unc.edu/depts/diplomat/item/2010/0912/comm/norris
quemoymatsu.html).

result includes three parameters: the SPT-N value (number of
times), 𝑉s (S-wave, m/s), and 𝑉p (P-wave, m/s). The present
neural networkmodel considers the standard penetration test
value because it may be used to reflect the hardness of soil
and the resistant of liquefaction. For a seismic body wave, the
primary wave (sometimes referred to as the pressure wave)
propagates very quickly and only lasts for a short time. Thus,
it causes relatively insignificant structural damage and is not
considered in this study. On the other hand, the shear wave,
or secondary wave, propagates more slowly than the P-wave,
and it may cause greater structural damage. Therefore, this
study considers this factor in developing a neural network
model.

3. Development and Performance of Neural
Network Model

Neural network models have been applied to various engi-
neering fields because they can be used to generate the
required functions for parameter prediction and pattern
recognition [30–33]. In this multilayered (input layer, hidden
layer, and output layer) neural network, the output of each
layer becomes the input of the next layer, and a specific
learning law updates the weights of each layer connection
in accordance with the errors from the network output. The

equation for each layer may be written as

𝑌
𝑗
= Φ (∑𝑊

𝑖𝑗
𝑋
𝑖
− 𝜃
𝑗
) , (1)

where 𝑌
𝑗
is the output of neuron 𝑗, 𝑊

𝑖𝑗
represents the

connection weight from neuron 𝑖 to neuron 𝑗,𝑋
𝑖
is the input

signal generated for neuron 𝑖, 𝜃
𝑗
is the bias term associated

with neuron 𝑗, and Φ(𝑥) = 1/(1 + 𝑒−𝑥) is the frequently used
nonlinear activation function. More detailed descriptions of
the algorithms and equations for neural networks can be
found in the extensive literature on the subject, including the
above cited references; thus, no further description will be
given.

Theperformance of a neural networkmodel can generally
be evaluated by using the coefficient of correlation (𝑅),
defined as follows:

𝑅 =
∑
𝑚

𝑖=1
(𝑥
𝑖
− 𝑥) (𝑦

𝑖
− 𝑦)

√∑
𝑚

𝑖=1
(𝑥
𝑖
− 𝑥)
2

∑
𝑚

𝑖=1
(𝑦
𝑖
− 𝑦)
2

, (2)

where 𝑥
𝑖
and 𝑥 are the recorded value and its average value,

respectively, 𝑦
𝑖
and 𝑦 are the estimated value and its average

value, respectively, and𝑚 denotes the number of data points
in the analysis. In addition, an error evaluation function is
required to calculate the difference between the actual record
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Table 1: Typical seismic data sets at subdivision zone A7 (checking station CS25).

Year, Date and
Time

Latitude
(degree)

Longitude
(degree) Intensity Magnitude

(ML)
Depth (Di)

(km)
Distance (De)

(km)
PGA (V)
(gal)

PGA (N-S)
(gal)

PGA (E-W)
(gal)

1996 0305 1452 23.93∘ 122.36∘ 2 6.4 6.0 192.4 2.0 6.3 6.4
1996 0305 1732 23.90∘ 122.30∘ 2 5.96 10.8 186.2 1.7 4.2 5.6
1996 0905 2342 22.00∘ 121.37∘ 2 7.07 14.8 218.2 2.8 7.4 6.3
1998 0717 0451 23.50∘ 120.66∘ 4 6.2 2.8 37.1 30.3 52.5 63.6
1999 0603 1611 24.40∘ 122.49∘ 2 6.18 61.7 215.2 4.6 7.5 6.7
1999 0920 1747 23.85∘ 120.82∘ 5 7.3 8.0 35.1 111.5 82.7 101.5
1999 0920 1751 24.09∘ 121.04∘ 2 5.97 6.2 66.2 5.0 7.5 7.3
1999 0920 1757 23.91∘ 121.04∘ 3 6.44 7.7 59.2 15.6 24.2 18.1
1999 0920 1803 23.80∘ 120.86∘ 5 6.6 9.8 39.0 60.8 68.0 97.4
1999 0920 1816 23.86∘ 121.04∘ 4 6.66 12.5 57.9 54.1 67.1 57.5
1999 0920 2146 23.58∘ 120.86∘ 4 6.59 8.6 44.9 51.0 50.2 47.4
1999 0921 0803 23.64∘ 120.63∘ 4 4.85 15.7 22.4 27.8 10.9 9.1
1999 0922 0049 23.76∘ 121.03∘ 4 6.2 17.4 56.5 25.8 26.1 35.9
1999 0925 2352 23.85∘ 121.00∘ 5 6.8 12.1 53.9 65.2 76.8 84.5
1999 1022 0218 23.52∘ 120.42∘ 5 6.4 16.6 30.8 104.9 167.7 87.9
1999 1022 0310 23.53∘ 120.43∘ 4 6 16.7 28.9 44.4 36.1 48.5
1999 1101 1753 23.36∘ 121.73∘ 3 6.9 31.3 135.9 9.7 18.4 16.4
2000 0610 1823 23.90∘ 121.11∘ 5 6.7 16.2 65.4 78.3 95.3 79.8
2000 0728 2028 23.41∘ 120.93∘ 3 6.1 7.3 62.6 5.0 12.1 10.5
2001 0613 1317 24.38∘ 122.61∘ 3 6.25 64.4 226.1 5.1 5.9 8.4
2001 0614 0235 24.42∘ 121.93∘ 3 6.3 17.3 163.0 3.8 7.2 9.0
2001 1218 0403 23.87∘ 122.65∘ 2 6.7 12.0 221.6 3.9 4.1 5.3
2002 0212 0327 23.74∘ 121.72∘ 3 6.2 30.0 127.0 9.4 19.3 18.9
2002 0331 0652 24.14∘ 122.19∘ 3 6.8 13.8 178.6 10.2 17.0 18.5
2002 0916 0003 25.10∘ 122.39∘ 2 6.8 175.7 242.0 2.1 6.7 6.3
2003 0610 0840 23.50∘ 121.70∘ 3 6.48 32.3 128.6 13.0 22.1 20.2
2004 0519 0704 22.71∘ 121.37∘ 3 6.03 27.1 150.2 4.4 7.9 8.4
2005 0121 1428 24.56∘ 122.53∘ 2 5.94 92.1 225.1 1.3 4.2 2.4
2006 0309 1207 23.64∘ 120.56∘ 5 5.09 9.9 18.1 79.74 102.80 132.70
2006 0401 1802 22.88∘ 121.08∘ 2 6.23 7.2 117.8 4.10 5.52 6.34
2006 0405 0330 24.49∘ 122.76∘ 2 5.8 99.5 244.3 0.98 1.84 3.78
2006 0416 0640 22.86∘ 121.30∘ 2 6.04 17.9 133.6 2.14 4.46 7.10
2006 0728 1540 23.97∘ 122.66∘ 2 6.02 28.0 222.8 1.36 2.58 4.06
2006 1226 2026 21.69∘ 120.56∘ 3 6.96 44.1 233.1 9.08 15.84 15.58
2006 1226 2034 21.97∘ 120.42∘ 4 6.99 50.2 201.7 31.32 28.30 18.70
2007 0125 1859 22.63∘ 122.03∘ 2 6.24 25.8 204.0 1.30 4.48 3.84
2007 0723 2140 23.72∘ 121.64∘ 2 5.77 38.63 118.27 6.34 7.02 7.64
2007 0809 0855 22.65∘ 121.08∘ 2 5.68 5.51 140.79 0.88 2.04 4.48
2007 0907 0151 24.28∘ 122.25∘ 3 6.63 54.01 188.53 9.34 15.96 20.06
2008 0305 0131 23.21∘ 120.70∘ 2 5.22 11.32 67.93 5.92 7.24 4.78
2008 1202 1116 23.34∘ 121.49∘ 2 5.68 31.67 113.57 2.66 4.18 4.7
2008 1208 0518 23.85∘ 122.20∘ 3 5.88 35.05 174.37 1.86 4.5 9.9
2009 0417 2037 23.92∘ 121.68∘ 2 5.33 43.43 122.56 2.26 3.72 7.22
2009 0720 0900 23.69∘ 120.96∘ 3 5.35 14.29 49.3 8.78 5.04 5.78
2009 0726 1410 23.43∘ 121.32∘ 2 5.38 12.52 93.73 2.02 3.66 2.98
2009 1004 0136 23.65∘ 121.58∘ 3 6.09 29.15 112.5 6.24 11.4 9.54
2010 1108 2101 23.21∘ 120.40∘ 3 5.16 17.46 65.05 7.14 9.76 13
2010 1121 2031 23.85∘ 121.69∘ 4 6.14 46.87 122.39 9.16 15.84 26.06
2011 0430 1635 24.65∘ 121.81∘ 2 5.81 75.02 164.74 1.36 2.14 3.94
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Figure 2: A typical example of geological test result (checking station CS25, A7).

Table 2: Performance (𝑅2) of NN models with different neurons in
the hidden layer.

Models\neurons 1 2 3 4 5 6 7
NN1 0.770 0.736 0.843 0.820 0.852 0.733 0.790
NN2 0.873 0.853 0.900 0.854 0.759 0.713 0.668
NN3 0.873 0.834 0.918 0.835 0.812 0.745 0.707
NN4 0.821 0.764 0.811 0.777 0.789 0.753 0.743

Table 3: Comparison of NNmodels in different computation stages
(𝑅2).

NNModel NN2 NN3
Direction V N-S E-W V N-S E-W
Training 0.905 0.905 0.901 0.903 0.911 0.893
Validation 0.898 0.931 0.909 0.873 0.894 0.867
Testing 0.938 0.947 0.942 0.916 0.921 0.928
Average 0.920 0.901

values and neural network estimations. This study uses the
root-mean-square error (RMSE), defined as

RMSE = √
∑
𝑁

𝑛
(𝑇
𝑛
− 𝑌
𝑛
)
2

𝑁
, (3)

where𝑁 is the number of learning cases,𝑇
𝑛
is the target value

for case 𝑛, and𝑌
𝑛
is the output value for case 𝑛.This study uses

these equations to evaluate the performance of the proposed
neural network model and check its effectiveness.

This study considers four neural network models of dif-
ferent input parameters with different neurons in the hidden

layer. Figure 3 shows the structure of these models. The data
sets of seismic parameters and soil test results require a nor-
malization procedure before neural network computation.
The data sets are then divided into three groups randomly,
with 70% used for training, 20% used for validation, and
10% used to test the neural network models. To prevent
performing too much work in computation for choosing the
number of neurons in the hidden layer, this study initially
takes three randomly subdivision zones to check the effect of
neuron numbers in the hidden layer: northern part (Taipei
city, B3), central part (Taichung city, A4), and southern part
(Kaohsiung city, B5). Table 2 shows the averaged calculation
results, indicating that using three neurons in the hidden
layer can achieve relatively better coefficients of correlation
in these comparison cases, particularly for NN2 and NN3
models. Though the result shown here is only for the chosen
three stations, this should provide a basic check, and further
details for all checking stations will be discussed later.

For error analysis, this study randomly chooses four
checking stations from subdivision zones B3, A4, and B5.
Figure 4 shows the convergent tendency in neural network
computation, indicating that the root-mean-square errors
in three directions are reasonable for these example cases.
The errors ranged between 10−2 and 10−5 and should have
a similar tendency for other checking stations. Thus, the
present setup of 1000 epochs using the neural network
toolbox inMATLAB should be sufficient to cover all checking
stations and achieve acceptable accuracy.

Now by taking data sets from all checking stations, the
computational result of NN2 and NN3 models, with three
neurons in the hidden layer, is shown in Table 3. Training,
validation, and testing stages show that the averaged square
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Figure 3: Four neural network models with various input parameters and neurons in the hidden layer.

of correlation coefficient of the NN2 model (𝑅2 = 0.920) is
higher than that of the NN3 model (𝑅2 = 0.901). In other
words, the NN2 model, which uses three seismic parameters
(ML, Di, and De) and two soil test results (𝑉s, SPT-N) in the
input layer, can obtain the best PGA estimation among the
cases in this study. Therefore, this neural network model is
employed for further PGA predictions in all 24 subdivision
zones, and the following section discusses the calculation
results.

4. Evaluation of Seismic Design Value in
Subdivision Zone

The performance analysis above indicates that the neural
networkmodelNN2with five inputting parameters (i.e., local
magnitude, epicentral distance, epicenter depth, shear wave
velocity, and standard penetration test value) offers reliable
and generalizable results in predicting the PGA. To further
check this model, Figure 5 shows the relationship between

the actual seismic record and neural network estimation for
all three directions and for all data sets from 86 checking
stations. Note that a total of 3414 data points are plotted
in the figure for all directions. The 𝑅2 value ranges from
0.772 up to 0.8209, indicating a high correlation between the
two data sets. The root-mean-square error is on the order of
10−2, which is sufficiently small to demonstrate the ability of
developing neural network. These results provide confidence
for predicting the PGA in unchecked sites.

It is possible to interpolate peak ground acceleration from
discrete array stations for generating a better shaking map
after an earthquake [34]. In this study, calculating the PGA
in the 24 subdivision zones requires a spatial relationship to
determine a new location to represent each subdivision zone.
This can be done by using coordinates for checking stations
near each of the subdivision zones. A straightforwardmethod
of calculating the PGA in each new site is to distribute
neural network estimations from nearby checking stations.
A weighting factor is assigned to each checking station in
accordance with the distance between two locations. The
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Figure 4: Examples of error convergent tendency in neural computing (RMSE versus epochs).

weight (𝑊
𝑖
) of each checking station to the unchecked site

can be defined as follows:

𝑊
𝑖
=
(∑
𝑛

𝑗=1
𝑑
𝑗
) /𝑑
𝑖

∑
𝑛

𝑘=1
[(∑
𝑛

𝑗=1
𝑑
𝑗
) /𝑑
𝑘
]
; 𝑖 = 1, 2, 3, . . . , 𝑛, (4)

where 𝑑
𝑖
, 𝑑
𝑗
, and 𝑑

𝑘
are the distances between the unchecked

site and known checking stations. The estimation result for
the new location can be obtained after summing the neural
network estimation for all checking stations around this new
location. This simple method is denoted as “Model 1” in this
study.

Alternatively, a better way to estimate the PGA at an
unchecked site is to take a new set of the seismic data (same
local magnitude and epicenter depth, but new epicentral
distance for each of the seismic records) and a new set of
geological conditions (weight-based soil test result) from
known checking stations nearby.Then, insert the data set in a
neural network model developed for each known checking
station. By summing the results with weighting factors in
accordance with the distances between the unchecked sites
to the known stations, the final estimation is obtained for
the unchecked site. This method is denoted as “Model 2.”
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Figure 5: Relationship between actual seismic record and neural network estimation.

The descriptions may be written as the following equation
[35, 36]:

NNucs =
𝑛

∑
𝑖=1

(NN2
𝑖
)𝑊
𝑖
, (5)

where NNucs is the final PGA estimation for the unchecked
site, NN2

𝑖
is the estimation using preferred neural network

model as discussed in the previous section for each checking
station, 𝑛 is the number of checking stations, and 𝑊

𝑖
is the

same as defined in (4).
Figure 6 shows the PGA prediction for all 24 subdivision

zones in different directions for both models. The vertical
PGA is smaller than the average of the other two directions.
These calculation results do not differ significantly between

the twomodels, except at subdivision zones A8, A13, andA15,
and particularly in vertical direction. The main difference
between Model 1 and Model 2 is that Model 1 uses the
estimation results from nearby checking stations directly,
whereas Model 2 considers a new epicentral distance to
obtain the PGA result for each subdivision zone. Therefore,
the epicentral distance may be varied by subdivision zone
area, graphic condition, and mean location of checking
stations. This can cause somewhat different PGA predictions
in the twomodels. In general,Model 2 ismore reasonable and
preferable because it has a spatial relationship to the proposed
neural network model.

To check reliability of the above estimation result,
Figure 7 shows a comparison of the neural network-predicted
PGA and the result of available microtremor measurements
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Figure 6: PGA predictions in the 24 seismic subdivision zones from
two models.

[37]. Note that measurement result in the vertical direction
is not available from the previous literature. The proposed
neural network model, which considers seismic parameters
and site geological conditions, achieves better prediction
results than previous studies.Thismay be because the present
study uses more updated seismic records to develop the
neural network model. The present study also uses soil test
results as the input parameters, whichmay bemore related to
onsite microtremor measurements. Thus, the results of this
study can increase the confidence of predicting the PGA at
unchecked sites.

Figure 8 shows the horizontal PGA calculated from N-S
and E-W directions for each subdivision zone. This figure
shows data for four locations: Yunlin county (A7), Nantou
county (A8), Chiayi county (A9), andChiayi city (A10).These
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Figure 7: Predicted PGA results versus PGA results from microt-
remor measurements.
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Figure 8: Comparison of predicted horizontal PGA and seismic
design values.

locations exhibit a higher neural network estimation than
that of the seismic design value in Zone A (0.33 g). These
locations are somewhat different from previous studies. To
help display the results more clearly, Figure 9 shows that
these four identified potential hazardous subdivision zones
are located in the Central and Southern parts of Taiwan.
The predictions suggest that these areas deserve more study
to prevent unnecessary loss because of unpredictable strong
ground motions. For Zone B, the neural network PGA
predictions in the seven subdivision zones all comply with
design standard (0.23 g); that is, no predicted PGA exceeds
the design value.

This study uses checking stations and soil test results
taken from the same places. In addition, more recent
earthquake records (up to 2011) are included to develop
the proposed neural network model. Therefore, the results
obtained in this study should be more reliable than those of
the previous literatures. Now, by taking all neural network
estimations for each of the 24 subdivision zones, and by
defining the distance between hypocenter of an earthquake to
the checking station as the focal distance (which represents
two important earthquake parameters, i.e., the focal depth
and the epicentral distance). Besides, a local magnitude of
earthquake may be directly related to the element of peak
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ground acceleration. Hence, a derived result with one single
variable for prediction is possible and shown in Figure 10.
From the relationship between horizontal PGA and focal
distance for all subdivision zones, this study develops the
equation PGA

𝐻
= 3.5899D

𝑓

−0.755 with a high square value
of correlation coefficient 𝑅2 = 0.8273 using a curve fitting
method. This mathematical equation is more reliable than
those in previous studies and can be used to represent seismic
characteristics in Taiwan region more reasonably.

5. Conclusion

Previous studies have shown that using three seismic param-
eters (i.e., local magnitude on Richter scale, epicentral dis-
tance, and epicenter depth) in the input layer of a neural
network model can efficiently predict PGA, which is the key
parameter for evaluating earthquake response in a construc-
tion site. However, geological conditions may have an influ-
ence on earthquake wave propagation, causing significant
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Figure 10: Curve fitting model for horizontal PGA and focal
distance.

variation in the level of structural damage. Therefore, it is
worthwhile to include suitable soil test results as inputs when
developing a neural network model.

In addition to these three seismic parameters, this study
adopts two soil test results (i.e., shear wave velocity and
standard penetration test value) to develop a neural network
model for 86 checking stations across the island of Taiwan.
Results show that themodel with three neurons in the hidden
layer achieved relatively better performance based on the
correlation of coefficient and the mean square error. This
study also develops a simple distributing method and a
weight-based neural network model to predict the PGA in
24 subdivision zones.

These results show that four locations have higher PGAs
than that of the seismic design value and thus require more
caution as potentially hazardous areas. This study uses a
curve fitting method to develop a mathematical equation
PGA
𝐻
= 3.5899D

𝑓

−0.755 with a sufficiently high square
value of correlation coefficient 𝑅2 = 0.8273. This equation
might represent seismic characteristics in Taiwan region
more reliably and reasonably than previous similar equations.
The geological conditions of an unchecked site might not be
suitable for characterizing nearby checking stations. How-
ever, the method presented in this study provides a good way
to model this type of nonlinear seismic problem and might
be applicable to other areas of interest around the world.
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The tank capacity chart calibration problem of two oil tanks with deflection was studied, one of which is an elliptical cylinder
storage tank with two truncated ends and another is a cylinder storage tank with two spherical crowns. Firstly, the function relation
between oil reserve and oil height based on the integral method was precisely deduced, when the storage tank has longitudinal
inclination but has no deflection. Secondly, the nonlinear optimization model which has both longitudinal inclination parameter 𝛼
and lateral deflection parameter 𝛽 was constructed, using cut-complement method and approximate treatment method. Then the
deflection tank capacity chart calibration with a 10 cm oil level height interval was worked out. Lastly, the tank capacity chart was
corrected by BP neural network algorithm and got proportional error of theoretical and experimental measurements ranges from
0% to 0.00015%. Experimental results demonstrated that the proposed method has better performance in terms of tank capacity
chart calibration accuracy compared with other existing approaches and has a strongly practical significance.

1. Introduction

Tanks for storing oil have been in existence for almost one
hundred years. Many of the underground storage tanks are
horizontal tanks; they are mainly divided into square, cylin-
drical, and elliptic cylindrical and their roofs can be divided
into flat top, conic top, ball lacunarity, and so on [1, 2]. In this
paper, cylindical storage tank with two spherical crowns was
primarily discussed, which is more practical. The oil reserve
measurement of storage tank is a challenging problem, espe-
cially after a period of time, due to foundation deformation
and other reasons; oil storage tanks tend to be vertical or
horizontal displacement, resulting in inaccurate tank volume
tables.

Although some install the automated measurement sys-
tem, the measurement accuracy is not high. And the price of
the imported high-precision liquid level instrument is too

high.Therefore, on the basis of the situation and the develop-
ment trend of the current domestic and foreign oil tank liquid
level measurement technology, developing a kind of liquid
level measurement technology which is suitable for China’s
national conditions is very important [3]. People usually use
flow meter and oil level gauge to measure input or output
oil, oil height of the tank, and other data and to get the
changeable relation of oil height and oil volume, by means
of the precalibration tank capacity table (the corresponding
relationship between oil height and oil volume of storage
tank), so as to determine whether to add oil or not [4–8].

Since the early 1870s, some scholars have already tried
to solve this problem [9, 10]. In particular after 2010s, many
researchers have made much study as to how to improve the
accuracy of calibration of tank capacity chart and proposed
many improvedmethods.Most of themadopted pure integral
and infinitesimal method to handle tank issues [11–13] while
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some of them used method of the minimum squares [14, 15].
However, for the methods of error correction, few of the
papers use methods to correct the result of the calibration of
tank capacity chart [16]. And few papers have been presented
on handling tank issues by BP neural network [17]. Neverthe-
less, many issues and problems about calibration have been
addressed and resolved and got a good result when using BP
neural network [18–20].

The error between theoretical oil reserve and actual oil
reserve results from two main reasons. One of the reasons is
the irregular geometry of the actual storage tank and another
is the volatilization of the oil, the thickness, and the capillary
absorption phenomenon of storage tank, which leads to a cer-
tain deviation between the theoretical oil reserve and actual
ones. As the rule of this kind deviation is relatively fuzzy, in
order to further reduce error and improve the accuracy of
the calibration, the BP neural network, a method with self-
learning ability, is adopted in this paper to revise the calibra-
tion value [21].

Artificial neural networks (ANNS) are powerful tools
for prediction of nonlinearities. These mathematical models
comprise individual processing units called neurons that
resemble neural activity [22]. After the first simple neu-
ral network was developed by McCulloch and Pitts in 1943
[23], many types of ANN have been proposed. BP neural
network simulates the human nervous system structure and
the neural network model with multilayer perceptron is the
most mature, widely used model among ANN.

Currently the error back-propagation (BP) neural net-
work is the most widely used, which consists of three layers,
namely, input, hidden, and output layers. One artificial neu-
ron is simple, but a lot of artificial neurons can compose com-
plicated neural network which can achieve highly nonlinear
mapping relation between the input and output through the
interaction of artificial neurons and realize the information
processing and storage [24]. Due to its highly parallel struc-
ture, high-speed self-leaning ability, self-adaptable processing
ability, arbitrary function mapping ability, powerful pattern
classification, and pattern recognition capabilities for mod-
eling complex nonlinear systems [25], BP neural network
algorithm studies show promising results in calibration and
is used in this study.

The paper is mainly organized into four sections.
Section 2 describes the model establishment and solution of
small elliptic storage tank with deflection identification and
calibration of tank capacity chart. It is divided into three parts
as follows: Section 2.1 mathematical models of the relation
between oil reserve and oil height of the small nondeflection
elliptic storage tank, Section 2.2 model 2 for tank capacity
chart calibration problem of small elliptic storage tank at an
inclination angle 𝛼 of 4.1∘, and Section 2.3 correction model
of calibration based upon BP neural network. Section 3
describes the establishment and solution of the model with
deflection identification and calibration of tank capacity chart
of actual storage tank. It also includes three parts: Section 3.1
model 3 of actual storage tank with longitudinal inclination
and lateral deflection, Section 3.2 the determination of the
deflection parameter, and Section 3.3 model solving of actual

1.2m

1.78m

Figure 1: Cross-section schematic of small elliptic storage tank.
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Figure 2: Cross-section diagram of the small elliptical tank without
deflection.

storage tank and calibration of storage tank chart. Finally,
some concluding remarks are drawn in Section 4.

2. Model Establishment and Solution of
Small Elliptic Storage Tank with
Deflection Identification and Calibration
of Tank Capacity Chart

2.1. Mathematical Models of the Relation between Oil Reserve
andOilHeight of the Small Nondeflection Elliptic Storage Tank.
According to the cross-section diagram of the small elliptical
storage tank as shown in Figure 1, we set up a coordinate
system as shown in Figure 2. Make the profile nadir of the
storage tank for origin, the high for 𝑦 shaft, and the basal level
tangent for 𝑥 shaft.

The cross-section oil surface area of the small elliptical
tank can be calculated according to the application of definite
integration:

𝑠
1
(ℎ
1
) = 2∫

ℎ1

0

𝑥𝑑𝑦. (1)

According to the elliptic equation (𝑥2/𝑎2) + (𝑦 − 𝑏)2/𝑏2 = 1,
substitute 𝑥 = 𝑎√1 − (𝑦 − 𝑏)2/𝑏2 into formula (1) and inte-
gral, which can obtain the following:

𝑠
1
(ℎ
1
) =

𝑎𝑏

2
𝜋 − 𝑎√𝑘

ℎ
+
𝑎

𝑏
ℎ
1
√𝑘
ℎ
+ 𝑎𝑏 arc sin(−1 + ℎ1

𝑏
) ,

(2)

where 𝑘
ℎ
is −ℎ
1
(ℎ
1
− 2𝑏).
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Table 1: Testing data and result of model one.

Site 1 Site 2
OH/mm AOR/L TOR/L IOR/L IER OH/mm AOR/L TOR/L IOR/L IER
159.02 312.00 322.88 313.46 0.47% 486.89 1512.00 1564.74 1511.08 0.06%
176.14 362.00 374.63 362.90 0.25% 498.95 1562.00 1616.49 1561.20 0.05%
192.59 412.00 426.36 412.41 0.10% 510.97 1612.00 1668.24 1611.33 0.04%
208.50 462.00 478.13 462.03 0.01% 522.95 1662.00 1719.98 1661.46 0.03%
223.93 512.00 529.85 511.67 0.06% 534.90 1712.00 1771.73 1711.59 0.02%
238.97 562.00 3581.61 561.39 0.11% 546.82 1762.00 1823.46 1761.71 0.02%
253.66 612.00 633.35 611.16 0.14% 558.72 1812.00 1875.19 1811.84 0.01%
268.04 662.00 685.08 660.95 0.16% 570.61 1862.00 1926.95 1862.00 0.00%
282.16 712.00 736.85 710.81 0.17% 582.48 1912.00 1978.68 1912.12 0.01%
296.03 762.00 788.58 760.67 0.17% 594.35 1962.00 2030.43 1962.27 0.01%
309.69 812.00 840.33 810.58 0.18% 606.22 2012.00 2082.20 2012.44 0.02%
323.15 862.00 892.06 860.49 0.18% 618.09 2062.00 2133.95 2062.59 0.03%
336.44 912.00 943.80 910.44 0.17% 629.96 2112.00 2185.67 2112.71 0.03%
349.57 962.00 995.54 960.41 0.17% 641.85 2162.00 2237.43 2162.86 0.04%
362.56 1012.00 1047.30 1010.41 0.16% 653.75 2212.00 2289.16 2212.99 0.04%
375.42 1062.00 1099.05 1060.43 0.15% 665.67 2262.00 2340.89 2263.10 0.05%
388.16 1112.00 1150.81 1110.47 0.14% 677.63 2312.00 2392.67 2313.27 0.06%
400.79 1162.00 1202.55 1160.51 0.13% 678.54 2315.83 2396.61 2317.09 0.05%
413.32 1212.00 1254.29 1210.56 0.12% 690.53 2365.83 2448.37 2367.23 0.06%
425.76 1262.00 1306.03 1260.62 0.11% 690.82 2367.06 2449.62 2368.45 0.06%
438.12 1312.00 1357.77 1310.69 0.10% 702.85 2417.06 2501.40 2418.60 0.06%
450.40 1362.00 1409.49 1360.75 0.09% 714.91 2467.06 2553.11 2468.69 0.07%
462.62 1412.00 1461.24 1410.85 0.08% 727.03 2517.06 2604.88 2518.82 0.07%
474.78 1462.00 1512.98 1460.95 0.07% 739.19 2567.06 2656.59 2568.89 0.07%
Where OH, AOR, TOR, IOR, and IER are, respectively, oil height, actual oil reserve, theoretical oil reserve, improved oil reserve, and improved error ratio.

We get theoretical oil reserve of small elliptical storage
tank according to cylinder volume formula:

V
1
(ℎ
1
)=𝑙 (

𝑎𝑏

2
𝜋−𝑎√𝑠

1
+
𝑎

𝑏
ℎ
1
√𝑠
1
+ 𝑎𝑏 arc sin(−1 + ℎ1

𝑏
)) ,

(3)

where 𝑠
1
= −ℎ
1
(ℎ
1
− 2𝑏), 𝑙 is the length of the storage tank

cylinder, and ℎ
1
is oil height of the tank capacity chart.

According to the data provided by the topic A of 2010
National Mathematical Contest in Modeling (Table 1) [26],
we substitute the known data into formula (3) and then
compare the theory oil reserve with the actual oil reserve. It
is obvious that the proportional error is so large, as high as
3.4% ∼ 3.5%, that it is necessary to take an error analysis.

2.1.1. Error Analysis. With the increase of liquid level, the part
of the pipe submerged in the oil is increasing, which makes
the theoretical data larger than the actual data. According to
the actual situation, the capacity of the pipe in the oil and the
probe will take a linear change. Fit the two groups of data,
namely, the theoretical and actual oil reserve difference values
and the height of the liquid. The results are shown in the
Figure 3.

It turns out to be that the above two groups of data
meet the linear relationship, and the curve fitting goes to

𝑅2 = 0.9967 from the diagram. It also obtains the capacity of
the pipe in the oil and the probe which is named ΔV

1
:

ΔV
1
= 1.3493ℎ

1
− 12.031. (4)

2.1.2. Model One (Improved Model 1). The relationship
between the capacity and the height of the oil in the tank
without deflection can be acquired through formula (3), (4)

V
1
= 𝑙 (

𝑎𝑏

2
𝜋 − 𝑎√−ℎ

1
(ℎ
1
− 2𝑏) +

𝑎

𝑏
ℎ
1
√−ℎ
1
(ℎ
1
− 2𝑏)

+𝑎𝑏 arc sin(−1 + ℎ1
𝑏
)) − ΔV

1
,

(5)

where 𝑙 is the length of storage tank cylinder and ℎ
1
is oil

height of the tank capacity chart.
Substituting the oil height into formula (5) can obtain the

improved oil reserve and the error ratio is within 0.47%. It
means that the precision has been improved by more than 10
times compared with the original model. The specific testing
data are shown in Table 1.

2.2. Model 2 for Tank Capacity Chart Calibration Problem of
Small Elliptic Storage Tank at an Inclination Angle 𝛼 of 4.1∘.
When the inclination angle 𝛼 equals 4.1∘, take left inclination
for example as shown in Figure 4.
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Figure 3: The fitting result of the difference between the theoretical
and actual oil reserve and the height of the liquid.
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Figure 4: Facade schematic of small elliptic storage tank.

Considering the relation of mutative oil reserve and oil
height, this problem can be divided into three conditions to
discuss as shown in Figure 5.

Make the lower left quarter of the storage tank for origin,
the length of storage tank for 𝑥 shaft, and the high for 𝑦 shaft.
Then the coordinate system can be built as shown in Figure 6.

Based upon Figures 5 and 6, (1) there is little oil in storage
tank that is; oil level is under line AB. Now, 0 ≤ ℎ

2
< 𝑙
2
tan𝛼.

(2)There is moderate oil in storage tank; that is, oil level
should be between line CD and AB. Now, 𝑙

2
tan𝛼 ≤ ℎ

2
<

2𝑏 − 𝑙
1
tan𝛼.

(3) there is much oil in storage tank, that is; oil level
should be over line CD. Now, 2𝑏 − 𝑙

1
tan𝛼 ≤ ℎ

2
≤ 2𝑏.

For above three situations, we build model 2 according to
the relation of oil height and oil reserve. The detailed solving
is below.

First of all, establish equation of the liquid level. Obvi-
ously, the slope of this line is − tan𝛼 and

𝑘 =
ℎ
2
− 𝑏

𝑙
1

= − tan𝛼, (6)

where 𝑙
1
is the length of OC.

The other equation is obtained as follows:

𝑏 = ℎ
2
+ 𝑙
1
tan𝛼. (7)

So, the relation between oil height 𝑦 and horizontal ordinate
𝑥 is defined as follows:

𝑦 = (𝑙
1
− 𝑥) tan𝛼 + ℎ

2
. (8)

Make differential on both sides of the function at the same
time which can obtain the following:

𝑑𝑥 = −cot𝛼𝑑𝑦. (9)

The theoretical oil reserve of storage tank at longitu-
dinal angle 𝛼 of 4.1 degrees can be acquired through the
stereoscopic volume formula [27] with known parallel cross-
section area,

V
2
= ∫
245

0

𝐴 (𝑥) 𝑑𝑥; (10)

that is,
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2
=∫
𝑙

0

(
𝑎𝑏

2
𝜋−𝑎√𝑝

1
+
𝑎

𝑏
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𝑦

𝑏
))𝑑𝑥,

(11)

where 𝑝
1
= −𝑦(𝑦−2𝑏),𝐴(𝑥) is the parallel cross-section area

when inclined angle with deflection of 𝛼 is 4.1 degrees, 𝑙 is
the length of storage tank cylinder, and the value of 𝑦 is (𝑙

1
−

𝑥) tan𝛼 + ℎ
2
.

As was discussed above, the relation model between oil
height ℎ

2
and oil reserve of storage tank can be obtained, as

shown in the following model:
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According to the data provided by 2010 National Math-
ematical Contest in Modeling the title of A [26] (Table 1),

model 2 can be tested by the inclined oil-taking data. What
is more, the displayed oil reserve of oil height between
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0 and 120 cm accordingly and theoretical oil reserve of
inclined deflection can be calculated. The chart can be
generated as shown in Figure 7 using the calibrated error
value and oil height.

The original tank capacity chart can no longer reflect the
real oil capacity when the tank inclines. As shown in Figure 7,
when the oil height is more than 90 cm, error should be
smaller with the increasing oil height.
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Figure 8: The topological structure of the BP network model.

2.3. Correction Model of Calibration Based upon BP Neural
Network. BP neural network is a nonlinear adaptive dynamic
system consisting of many parallel neurons with learning
ability, memory ability, calculation ability, and intelligent
processing ability [28]. Commonly, a typical BP neural
network model is a full-connected neural network including
input layer, hidden layer, and output layer [29, 30]. Each layer
has multiple neurons, and the nodes between two adjacent
layers connect in single direction. It has been proved by
Kolmogorov’s theorem, a neural network theory theorem,
that the fully studied three-layer BP network can approach
any function [28].

Some researchers also claim that networks with a single
hidden layer can approximate any continuous function to
any desired accuracy and are enough for most forecasting
problems [31–33].

In this study, a three-layer neural network is applied
in calibration of storage tank chart modeling. What’s more,
the network training is actually an unconstrained nonlinear
minimization problem, and the nonlinear model is used in
this study. Therefore, it can achieve better effect to process
residual correction of this model by BP neural network.

The input node, hidden node, and output node are
hypothesized as 𝑥

𝑗
, 𝑦
𝑖
and 𝑂

𝑙
, respectively. The connection

weight between the input node and the hidden node is 𝑤
𝑖𝑗
,

while the connection weight between the hidden node and
the output node is 𝑇

𝑙𝑖
. Giving the maximum iterating times

and error precision, Figure 8 is the topological structure of
the BP neural network model.
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Begin

Initialize parameters of network

Input data samples

Calculate outputs of hidden layers
and output layers 

Calculate the output error 𝐸

Calculate error signal of different
layers by 𝐸

Adjust the weights of each layer

Input all the data samples? 

Storage of network weights

Cycle-index adds one

𝐸 meets the requirements? 

Sample number adds one

Y

N

N

Y

End

𝐸 = 0, get the first sample

Figure 9: Flowchart of back-propagation (BP) neural networks algorithm.

Various steps of the BP training procedure are described
in Figure 9.

According to Figures 8 and 9, suppose that the expected
output value of the output node is 𝑡

𝑙
; then the BP network

model adopts a learning algorithm for training as follows.
Firstly, Initialize by giving random number between −1

and 1 to the connection weights 𝑤
𝑖𝑗
, 𝑇
𝑙𝑖
and threshold values

𝜃
𝑖
, 𝜃
𝑙
, choosing a mode and giving network to 𝑥

𝑗
, 𝑡
𝑙
.

Secondly, the output of the hidden note is 𝑦
𝑖
= 𝑓
1
(∑
𝑗
𝑤
𝑖𝑗

𝑥
𝑗
− 𝜃
𝑖
).

The output of the output note is 𝑂
𝑙
= 𝑓
2
(∑
𝑖
𝑇
𝑙𝑖
𝑦
𝑖
− 𝜃
𝑙
).

Thirdly, calculate new connection weights and threshold
values. The correction value of connection between hidden
and output node is defined as is 𝑇

𝑙𝑖
(𝑘) = 𝑇

𝑙𝑖
(𝑘) + 𝜂𝛿

𝑙
𝑦
𝑖
.

The correction of the threshold values is 𝜃
𝑙
(𝑘+1) = 𝜃

𝑙
(𝑘)+

𝜂𝛿
𝑙
.
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Table 2: The oil reserve of oil-out and analysis of percentage error with BP neural network statistical table.

Site 1 Site 2
OH/mm AOR/L TOR/L FENN/L PEC OH/mm AOR/L TOR/L FENN/L PEC
1020.65 3464.74 3405.10 59.61 0.00% 715.32 2214.74 2222.10 10.08 0.12%
1007.73 3414.74 3361.80 53.15 0.01% 705.43 2164.74 2180.70 11.76 0.19%
994.32 3364.74 3315.90 48.64 0.01% 693.52 2114.74 2130.60 13.97 0.09%
980.96 3314.74 3269.40 45.20 0.00% 682.5 2064.74 2084.30 16.09 0.17%
967.10 3264.74 3220.10 42.05 0.08% 671.02 2014.74 2036.00 18.31 0.15%
956.01 3214.74 3180.10 39.59 0.15% 658.68 1964.74 1984.00 20.60 0.07%
941.54 3164.74 3127.20 36.34 0.04% 647.74 1914.74 1938.00 22.50 0.04%
929.69 3114.74 3083.20 33.60 0.07% 635.76 1864.74 1887.60 24.34 0.08%
916.44 3064.74 3033.40 30.45 0.03% 624.61 1814.74 1840.70 25.80 0.01%
904.14 3014.74 2986.60 27.46 0.02% 612.53 1764.74 1790.00 27.08 0.10%
891.9 2964.74 2939.50 24.47 0.03% 600.69 1714.74 1740.30 27.99 0.14%
879.23 2914.74 2890.30 21.39 0.10% 589.40 1664.74 1693.10 28.55 0.01%
868.99 2864.74 2850.20 18.96 0.15% 577.00 1614.74 1641.30 28.82 0.14%
855.13 2814.74 2795.50 15.81 0.12% 564.58 1564.74 1589.60 28.76 0.25%
844.02 2764.74 2751.20 13.45 0.00% 554.33 1514.74 1547.10 28.48 0.26%
831.64 2714.74 2701.60 11.07 0.08% 540.76 1464.74 1491.00 27.83 0.11%
820.47 2664.74 2656.50 9.20 0.04% 528.65 1414.74 1441.20 27.02 0.04%
808.16 2614.74 2606.50 7.50 0.03% 517.19 1364.74 1394.20 26.09 0.25%
796.00 2564.74 2556.90 6.24 0.06% 504.87 1314.74 1344.10 24.97 0.33%
785.04 2514.74 2511.90 5.51 0.11% 490.78 1264.74 1287.00 23.55 0.10%
773.07 2464.74 2462.60 5.18 0.12% 478.06 1214.74 1235.90 22.20 0.09%
762.09 2414.74 2417.20 5.30 0.12% 465.97 1164.74 1187.70 20.88 0.18%
750.81 2364.74 2370.30 5.86 0.01% 452.40 1114.74 1134.00 19.39 0.01%
739.42 2314.74 2322.90 6.84 0.06% 439.98 1064.74 1085.30 18.04 0.24%
727.09 2264.74 2271.40 8.32 0.07% 425.83 1014.74 1030.30 16.55 0.10%
Where OH, AOR, TOR, FENN, and PEC are, respectively, oil height, actual oil reserve, theoretical oil reserve, fitting error of neural network, and proportional
error with correction.

The correction value of connection between input and
hidden node is defined as: 𝑤

𝑖𝑗
(𝑘 + 1) = 𝑤

𝑖𝑗
(𝑘) + 𝜂󸀠𝜃

𝑖

󸀠𝑥
𝑗
.

The correction of the threshold values: 𝜃
𝑖
(𝑘 + 1) = 𝜃

𝑖
(𝑘) +

𝜂󸀠𝛿
𝑖

󸀠.
Where 𝜂 and 𝜂󸀠 reflect learning efficiency, 𝛿

𝑙
= (𝑡
𝑙
− 𝑂
𝑙
) ⋅

𝑂
𝑙
⋅ (1 − 𝑂

𝑙
), 𝛿
𝑖

󸀠 = 𝑦
𝑖
(1 − 𝑦

𝑖
) ∑
𝑙
𝛿
𝑙
𝑇
𝑙𝑖
.

Lastly, select the next input mode and return to step (2).
Keep training until the error precision of the network settings
meets the requirements.Then finish the training.Thus the BP
neural network model is established.

Calibration correction: take the oil-out level height data
of the small longitudinal tilting elliptical tank as input data
while take the𝐷-value between the theoretical oil reserve and
the actual measurement of oil as output data. Construct a BP
neural network model with single input, single output and
hidden layer with three-node by matlab 2010.

Then train the model with inspecting data of the oil-in
level height data and the practical measurement oil reserve.
The training results are shown in Figures 10 and 11.

As mentioned above, it turns out to be that the accuracy
of the results of the correction BP neural network model is
very high. Part of the results can be seen in Table 2.

As shown in Table 2, the proportional error of theoretical
value and experimental measurement value with BP neural

network correction ranges from 0.00% to 0.38%. Error
reduces a lot more than before. Using the correction model,
the calibration of tank capacity chart value can be calculated
with the internal of oil height for 1 cm after the deflection of
storage tank as shown in Table 3.

3. Establishment and Solution of the Model
with Deflection Identification and
Calibration of Tank Capacity Chart of
Actual Storage Tank

3.1. Model 3 of Actual Storage Tank with Longitudinal
Inclination and Lateral Deflection

3.1.1. Model Establishment of Actual Storage Tank with Longi-
tudinal Inclination. The graph in Figure 12 clearly shows that

V
3
= V
𝐶
+ V
𝐿
+ V
𝑅
, (13)

𝑦
1
= ℎ + 𝑙

1
tan𝛼,

𝑦
2
= ℎ − (

𝑙

2
+ 𝑙
2
) tan𝛼.

(14)



8 Abstract and Applied Analysis

Table 3: Calibration results of tank capacity chart of the small deflected elliptic storage tank after the correction of BP neural network.

Site 1 Site 2 Site 3 Site 4
OH/cm TOR/L OH/cm TOR/L OH/cm TOR/L OH/cm TOR/L
0 1.03 31 615.49 62 1847.65 93 3118.02
1 3.42 32 650.15 63 1888.48 94 3157.49
2 6.55 33 685.36 64 1929.13 95 3196.50
3 10.57 34 721.10 65 1969.62 96 3235.08
4 15.59 35 757.36 66 2009.97 97 3273.22
5 21.67 36 794.10 67 2050.20 98 3310.96
6 28.92 37 831.32 68 2090.35 99 3348.43
7 37.39 38 868.99 69 2130.48 100 3385.85
8 47.17 39 907.08 70 2170.61 101 3423.58
9 58.30 40 945.60 71 2210.80 102 3462.14
10 70.85 41 984.50 72 2251.08 103 3502.02
11 84.86 42 1023.78 73 2291.50 104 3543.18
12 100.40 43 1063.41 74 2332.10 105 3584.59
13 117.51 44 1103.38 75 2372.89 106 3624.60
14 136.25 45 1143.66 76 2413.88 107 3661.99
15 159.60 46 1184.22 77 2455.08 108 3696.57
16 180.85 47 1225.04 78 2496.49 109 3728.74
17 203.42 48 1266.10 79 2538.10 110 3759.03
18 227.17 49 1307.36 80 2579.86 111 3787.81
19 252.01 50 1348.80 81 2621.76 112 3815.32
20 277.86 51 1390.38 82 2663.74 113 3841.66
21 304.66 52 1432.06 83 2705.77 114 3866.82
22 332.36 53 1473.84 84 2747.80 115 3890.82
23 360.90 54 1515.64 85 2789.78 116 3913.55
24 390.25 55 1557.46 86 2831.66 117 3934.90
25 420.38 56 1599.25 87 2873.39 118 3943.58
26 451.23 57 1640.96 88 2914.91 119 3962.31
27 482.79 58 1682.60 89 2956.19 120 3979.40
28 515.02 59 1724.10 90 2997.17
29 547.90 60 1765.45 91 3037.83
30 581.40 61 1806.64 92 3078.12
Where OH is oil height and TOR is theoretical oil reserve.

In the case of no deflection, the formula in references [34]
can be cited; namely,

V
𝐶
=
𝑎

𝑏
𝑙 [𝑞
ℎ
+ 𝑏2arc sin(ℎ

𝑏
− 1) +

1

2
𝜋𝑏2] , (15)

where 𝑞
ℎ
= (ℎ − 𝑏)√ℎ(2𝑏 − ℎ),

V
𝑆
=
𝜋𝑎𝑐

2𝑏2
[𝑏2 (ℎ − 𝑏) −

1

3
(ℎ − 𝑏)

3 +
2

3
𝑏3] , (16)

where 𝑐 reflects sagittal of the storage tank.
Calculate the oil capacity in the tank with longitudinal

angel of 𝛼 by integration, as shown in Figure 12. As both
sides of the storage tank are irregular solid, it is difficult to
calculate accurately. But, the angel 𝛼 is very tiny according
to the fact that both longitudinal angle and lateral deflection
angle are small angles, so cut-complement method can be
adopted to make an approximate disposal. The extra volume

of left approximately equals the insufficient volume of the
right; that is:

ΔV
𝐿
− ΔV
𝑅
󳨀→ 0. (17)

Hence, the relation between oil reserve of storage tank
and oil height can be defined as follows:

V
3
= V
𝐶
+ V
𝑆|ℎ=𝑦1

+ V
𝑆|ℎ=𝑦2

. (18)

The calculations of V
𝐶
are as shown in Figure 13.

Theboundary of the cylinder’s longisection is rectangular.
As shown in Figure 13, firstly, draw a line perpendicular to
the base through the base’s midpoint and the line intersects
with the metal line. Secondly, draw a parallel line to the base
through the above point of intersection. Then the parallel
line, metal line, and two boundaries form two triangles
named V󸀠 and V󸀠󸀠, both of which are right-angled triangles
with equal vertical angles and horizontal right-angle side.
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Figure 10: The outputs of the network prediction.
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Figure 11: The relative error percentage of the BP neural network
prediction.

So the two triangles are congruent. Apparently, their areas
are also equal. According to the ZuYuan principle, their
corresponding volumes in the cylinder are also equal; that
is, V󸀠 = V󸀠󸀠. Therefore, it can be acquired through the cut-
complement method as follows:

V
𝐶
=
𝑎

𝑏
𝑙 [𝑞
𝑦
+ 𝑏2arc sin(

𝑦
𝐶

𝑏
− 1) +

1

2
𝜋𝑏2] , (19)

where 𝑞
𝑦
is (𝑦
𝐶
− 𝑏)√𝑦

𝐶
(2𝑏 − 𝑦

𝐶
).

Suppose that the metal line’s slope equals 𝑘; then

𝑘 =
𝑦
𝐶
− ℎ
3

𝑙
2

= − tan𝛼 󳨐⇒ 𝑦
𝐶
= ℎ
3
− 𝑙
2
tan𝛼. (20)

RightLeft
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𝑦2

𝛼ℎ 𝑦
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Δ�𝐿

Δ�𝑅

Figure 12: Facade schematic of actual elliptic storage tankwith angle
𝛼 of longitudinal inclination.
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Figure 13: Facade schematic of cylinder with inclined angle of 𝛼.

Substituting formula (20) into formula (19),

V
𝐶
=
𝑎

𝑏
𝑙 [ (ℎ
3
− 𝑙
2
tan𝛼 − 𝑏)√𝑞

𝑎

+𝑏2arc sin(
ℎ
3
− 𝑙
2
tan𝛼
𝑏

− 1) +
1

2
𝜋𝑏2] ,

(21)

where 𝑞
𝑎
is (ℎ
3
− 𝑙
2
tan𝛼)(2𝑏 − (ℎ

3
− 𝑙
2
tan𝛼)).

The spherical crown’s metal line of both ends parallels
the undersurface of the cylindrical, after the approximate
disposal, which is equivalent to the case of no deflection.
From formula (16), the calculation of V

𝑠
can be defined as

follows:

V
𝑆|ℎ=𝑦1

=
𝜋𝑎𝑐

2𝑏2
[𝑏2 (𝑦

1
− 𝑏) −

1

3
(𝑦
1
− 𝑏)
3

+
2

3
𝑏3] ,

V
𝑆|ℎ=𝑦2

=
𝜋𝑎𝑐

2𝑏2
[𝑏2 (𝑦

2
− 𝑏) −

1

3
(𝑦
2
− 𝑏)
3

+
2

3
𝑏3] .

(22)

Substitute formula (14) into formula (22); thus

V
𝐿
=
𝜋𝑎𝑐

2𝑏2
[𝑏2𝑡
𝑏
−
1

3
𝑡3
𝑏
+
2

3
𝑏3] , (23)

where 𝑡
𝑏
= ℎ
3
+ 𝑙
1
tan𝛼 − 𝑏.

V
𝑅
=
𝜋𝑎𝑐

2𝑏2
[𝑏2𝑡
𝑙
−
1

3
𝑡3
𝑙
+
2

3
𝑏3] , (24)
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Table 4: The results of calibration of storage tank with deflection of actual storage tank without correction by BP neural network.

Site 1 Site 2 Site 3 Site 4
OH/cm TOR/L OH/cm TOR/L OH/cm TOR/L OH/cm TOR/L
0 3.58 80 11827.88 160 33484.74 240 54967.27
10 140.31 90 14271.04 170 36340.02 250 57230.13
20 885.88 100 16823.93 180 39177.91 260 59331.74
30 2084.66 110 19468.14 190 41983.45 270 61244.02
40 3601.50 120 22186.49 200 44741.33 280 62931.80
50 5372.10 130 24962.73 210 47435.73 290 64346.91
60 7353.89 140 27781.26 220 50050.13 300 65410.85
70 9514.61 150 30626.89 230 52566.96
Where OH is oil height and TOR is theoretical oil reserve.

where 𝑡
𝑙
is ℎ
3
− (𝑙/2 + 𝑙

2
) tan𝛼 − 𝑏.

V
3
= V
𝐶
+ V
𝐿
+ V
𝑅

=
𝑎

𝑏
𝑙 [ (ℎ
3
− 𝑙
2
tan𝛼 − 𝑏)

× √(ℎ
3
− 𝑙
2
tan𝛼) (2𝑏 − (ℎ

3
− 𝑙
2
tan𝛼))

+ 𝑏2arc sin(
ℎ
3
− 𝑙
2
tan𝛼
𝑏

− 1) +
1

2
𝜋𝑏2]

+
𝜋𝑎𝑐

2𝑏2
[𝑏2𝑡
2
−
1

3
𝑡3
2
+
2

3
𝑏3]

+
𝜋𝑎𝑐

2𝑏2
[𝑏2𝑡
1
−
1

3
𝑡3
1
+
2

3
𝑏3] ,

(25)

where 𝑡
1
= ℎ
3
− (𝑙/2 + 𝑙

2
) tan𝛼 − 𝑏 and 𝑡

2
= ℎ
3
+ 𝑙
1
tan𝛼 − 𝑏.

3.1.2. Establishment of the Model with Deflection Identification
and Calibration of Tank Capacity Chart of Actual Storage
Tank. As shown in Figure 14

ℎ
4
= 𝑟 + 𝑡,

𝑡 =
𝑠

cos𝛽
,

𝑠 = ℎ
3
− 𝑟.

(26)

Hence, the ℎ is defined by

ℎ = (ℎ
4
− 𝑟) cos𝛽 + 𝑟. (27)

Substitute formula (27) into formula (25). Then, the
theoreticalmodel about𝛼,𝛽, ℎ of oil reservewith longitudinal
inclination and lateral deflection of storage tank is obtained
below:

V
4
=
𝑎

𝑏
𝑙 [ (ℎ − 𝑙

2
tan𝛼 − 𝑏)

× √(ℎ − 𝑙
2
tan𝛼) (2𝑏 − (ℎ − 𝑙

2
tan𝛼))

+ 𝑏2arc sin(ℎ − 𝑙2 tan𝛼
𝑏

− 1) +
1

2
𝜋𝑏2]

+
𝜋𝑎𝑐

2𝑏2
[𝑏2 (ℎ + 𝑙

1
tan𝛼 − 𝑏)

−
1

3
(ℎ + 𝑙
1
tan𝛼 − 𝑏)3 + 2

3
𝑏3]

+
𝜋𝑎𝑐

2𝑏2
[𝑏2𝑟
𝑎
−
1

3
𝑟3
𝑎
+
2

3
𝑏3] , (28)

where ℎ = (ℎ
4
− 𝑟) cos𝛽 + 𝑟, 𝑙 is the length of storage tank

cylinder, 𝑟
𝑎
is ℎ − (𝑙/2 + 𝑙

2
) tan𝛼 − 𝑏, and ℎ is the oil height of

the calibration of storage tank chart.

3.2. The Determination of the Deflection Parameter. As was
discussed in Section 3.1.2 and Figure 7 of model 2, the error
nearby ℎ

4
= 150 is micro, even without error. For this reason,

equations can be established by selecting three contiguous
groups of data near ℎ

4
= 150 to ascertain the deflection

parameters, 𝛼 and 𝛽. The equations can be defined by

V
4
(151.073, 𝛼, 𝛽) − V

4
(150.765, 𝛼, 𝛽) = 86.76,

V
4
(150.765, 𝛼, 𝛽) − V

4
(150.106, 𝛼, 𝛽) = 187.61.

(29)

Substitute the formula (28) into formula (29). Then, solve
them by the software of Mathematica [35] and Matlab [36]
using quasi-Newton iterative algorithm and the result can be
got as follows:

𝛼 = 2.35920, 𝛽 = 3.801270. (30)

The angles are very tiny which is realistic.

3.3. Model Solving of Actual Storage Tank and Calibration of
Storage Tank Chart. According to the data provided by 2010
NationalMathematical Contest inModeling the title of A [26]
(Table 2), we substitute 𝛼, 𝛽 and collected oil height of actual
storage tank into model 3. The calibration of tank capacity
chart value can be calculatedwith the internal of oil height for
10 cm after the deflection of storage tank, as shown in Table 4.

Error can be controlled under 2%, when testing model 3
by actual collected data of storage tank. But it is still large for
the volume of this tank. Similarly, in order to further reduce
error and improve the accuracy of the calibration, model 3
also uses the BP neural network which is a method with self-
learning ability to revise the calibration value.
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Table 5: The statistics of oil reserve of actual storage tank with oil-
out and the percentage of error.

Site 1
OH/cm AOR/L TOR/L ATDV FENN/L PEC
2014.29 46552.67 45130.62 1422.05 1422.10 0.015%
2003.74 46275.12 44843.34 1431.78 1431.80 0.011%
1995.29 46052.18 44612.73 1439.45 1439.50 0.006%
1989.53 45899.88 44455.27 1444.61 1444.60 0.004%
1985.62 45796.35 44348.27 1448.08 1448.10 0.003%
1979.33 45629.56 44175.95 1453.61 1453.60 0.002%
1972.51 45448.37 43988.83 1459.54 1459.50 0.001%
1969.31 45363.23 43900.94 1462.29 1462.30 0.000%
1961.41 45152.73 43683.70 1469.03 1469.00 0.004%
1957.15 45039.03 43566.41 1472.62 1472.60 0.005%
1951.30 44882.67 43405.18 1477.49 1477.50 0.003%
1943.47 44673.02 43189.07 1483.95 1483.90 0.006%
1938.96 44552.06 43064.44 1487.62 1487.60 0.006%
1934.05 44420.22 42928.64 1491.58 1491.60 0.006%
1925.88 44200.47 42702.39 1498.08 1498.10 0.005%
1921.23 44075.20 42573.46 1501.74 1501.70 0.005%
1910.98 43798.57 42288.87 1509.70 1509.70 0.009%
1899.16 43478.71 41960.06 1518.65 1518.60 0.006%
1889.86 43226.43 41700.88 1525.55 1525.50 0.006%
1884.42 43078.62 41549.09 1529.53 1529.50 0.006%
1876.58 42865.28 41330.10 1535.18 1535.20 0.005%
1873.50 42781.36 41243.99 1537.37 1537.40 0.004%
1862.44 42479.59 40934.45 1545.14 1545.10 0.005%
1851.64 42184.24 40631.69 1552.55 1552.50 0.005%
1841.46 41905.25 40345.88 1559.37 1559.40 0.003%
1836.85 41778.73 40216.32 1562.41 1562.40 0.003%
1828.91 41560.56 39992.99 1567.57 1567.60 0.002%
1826.68 41499.23 39930.22 1569.01 1569.00 0.003%
1820.43 41327.19 39754.21 1572.98 1573.00 0.001%
1815.31 41186.12 39609.91 1576.21 1576.20 0.003%
1811.69 41086.29 39507.84 1578.45 1578.40 0.000%
1807.90 40981.71 39400.92 1580.79 1580.80 0.001%
1801.67 40809.66 39225.07 1584.59 1584.60 0.001%
1798.73 40728.40 39142.04 1586.36 1586.40 0.000%
1790.75 40507.64 38916.53 1591.11 1591.10 0.000%
1784.04 40321.79 38726.76 1595.03 1595.00 0.001
1775.08 40073.31 38473.15 1600.16 1600.20 0.003
Where OH, AOR, TOR, ATDV, FENN, and PEC are, respectively, oil height,
actual oil reserve, theoretical oil reserve, 𝐷-value of theoretical and actual
oil reserve, fitting error of neural network, and proportional error with
correction.

By taking the oil-out level height data of the actual storage
tank as input data and the 𝐷-value between the theoretical
oil reserve and the actual measurement of oil as output data,
the whole network reflects the function mapping relation
between input node and output node.

Then, train the network, so it can have a certain ability of
association and prediction for this kind of problem.
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Figure 14: Cross-section schematic of lateral deflection.
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Figure 15: The relative error percentage of the BP neural network
prediction.

Calibration correction: randomly take 150 groups of
the oil-out level height data of the actual storage tank as
input data; corresponding, take same groups of the 𝐷-
value between the theoretical oil reserve and the actual
measurement of oil as output data, while 50 groups of data
are taken as testing data. A BP neural network model can be
constructed and trained with single input and single output
and three-node hidden layer by matlab 2010. The training
result is as shown in Figure 15.

As discussed above, it turns out to be that the accuracy of
the results of the correction BP neural network model is very
high. Part of the results can be seen in Table 5.

As shown in Table 5, the proportional error of theoretical
value and experimental measurement value with BP neural
network correction ranges from0.00000% to 0.00015%. Error
is micro. Using the correction model, the calibration of tank
capacity chart value can be calculated with the internal of oil
height for 10 cm after the deflection of storage tank as shown
in Table 6.

4. Conclusions

In this paper, using geometrical relationship of the storage
tank, the integral models are established from simple to
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Table 6: The results of calibration of storage tank with deflection of actual storage tank with correction by BP neural network.

Site 1 Site 2 Site 3 Site 4
OH/cm TOR/L OH/cm TOR/L OH/cm TOR/L OH/cm TOR/L
0 264.71 80 13394.67 160 35163.23 240 55909.19
10 705.23 90 15892.60 170 37978.85 250 58008.41
20 1703.45 100 18487.94 180 40764.00 260 59932.14
30 3105.15 110 21163.01 190 43501.00 270 61654.34
40 4783.19 120 23900.97 200 46176.56 280 63142.53
50 6682.45 130 26685.62 210 48772.32 290 64351.76
60 8767.99 140 29501.21 220 51271.70 300 65207.10
70 11012.99 150 32332.21 230 53656.90
Where OH is oil height and TOR is theoretical oil reserve.

complicated, which makes the models simple and easy to
understand. Taking into account many possible oil level con-
ditions and giving the common theoretical relation between
the oil reserve and oil height with the known deflection
parameters, it has strong universality and is easy to popu-
larize. Cut-complement algorithm is designed to construct
this model, according to the special inclined angle. And the
nonlinear equations are effectively solved by quasi-Newton
iterative method. A novel method is applied to calibrate the
storage tank chart which combines the advantages of the
polynomial fitting method and BP neural network. Models
are tested by the known data and the improved models are
got by polynomial fitting method. Based upon fuzzification
of systemmeasurement error, BP neural network is proposed
to correct results. Quasi-Newton iterative algorithm is used
to calculate deflection parameters 𝛼 = 2.3592∘, 𝛽 = 3.80127∘
by Mathematica, Matlab software. However, when oil in the
storage tank is approximately full or there is very little oil
in it, it is unable to get the accurate calibration method, so
more research efforts should be devoted to validating these
issues. Developing better models of solving these problems is
the next step we will undertake.

Acknowledgments

This work was supported by the Natural Science Foundation
of P. R. of China (90912003, 61073193), the Key Science and
Technology Foundation of Gansu Province (1102FKDA010),
Natural Science Foundation of Gansu Province (1107RJZA
188), and the Fundamental Research Funds for the Central
Universities (lzujbky-2012-47, lzujbky-2012-48).

References

[1] J. Sun, “The discussion of horizontal tank volume about the
problematic point of the verification and calculation,” Petroleum
Products Application Research, vol. 18, no. 5, pp. 20–24, 2000.

[2] Z. Li, “The calculation of horizontal storage tank volume with
elliptic cylinder type,”Mathematics in Practice and Theory, vol.
2, pp. 17–26, 1997.

[3] Y. Ji, S. Song, and Y. Tu, “The current situation and development
tendency of liquid level measurement technology of storage
tank,”PetroleumEngineering Construction, vol. 32, no. 4, pp. 1–4,
2006.

[4] C. Li, T. Liang, W. zhou, and J. Lu, “The function relation of
remain liquid volume and oil height of storage tank,” Petro-
Chemical Equipment, no. 6, pp. 25–27, 2001.

[5] C. Li, T. Liang, and M. Jin, “The relation of liquid volume
and oil height of storage tank with deformation section,” Petro-
Chemical Equipment, no. 1, pp. 21–22, 2003.

[6] G. Si, “Calculate the liquid volume by liquid height of tank with
deformation section,”Process Equipment&Piping, no. 2, pp. 63–
64, 2000.

[7] B. Gao and X. Su, “The volume calculation of different liquid
height of horizontal tank with various end enclosure,” Petro-
Chemical Equipment, no. 4, pp. 1–7, 1999.

[8] C. Fu, “The volume calculation of inclined storage tank,” Journal
of Heilongjiang Bayi Agricultural University, no. 2, pp. 43–52,
1981.

[9] S. Sivaraman andW. A.Thorpe, “Measurement of tank-bottom
deformation reduces volume errors,” Oil and Gas Journal, vol.
84, no. 44, pp. 69–71, 1986.

[10] F. Kelly, “Shore tank measurement,” Quarterly Journal of Tech-
nical Papers, vol. 1, pp. 59–62, 1987.

[11] Q. Ai, J. Huang, X. zhang, and M. Zhang, “Model of the
identification of oil tank’s position and the calibration of tank
capacity table,” Light Industry Design, vol. 4, 2011.

[12] S. Si, F. Hua, X. Tian, and J.Wu, “The study of the relation of any
height and volume in Erect Spherical cap body,” Automation &
Instrumentation, vol. 154, pp. 15–16, 2011.

[13] Z. Li, “Study on tank capacity of tilted oil tank in elliptic cross-
section,” Engineering & Test, vol. 51, no. 2, pp. 38–40, 2011.

[14] Y. Chang, D. Zhou, N. Ma, and Y. Lei, “The problem of deflec-
tion identification of horizontal storage tank and calibration of
tank capacity chart,” Oil & Gas Storage and Transportation, vol.
31, no. 2, pp. 109–113, 2012.

[15] J. Dou, Y. Mei, Z. Chen, and L. Wang, “Model of the identifi-
cation of oil tank’s position and the calibration of tank capacity
table,”Pure andAppliedMathematics, vol. 27, no. 6, pp. 829–840,
2011.

[16] Y. Ai, “The study of capacity table calibration of storage tank
with deflection,” Business Affection, vol. 41, pp. 170–170, 2012.

[17] S. Ou, J. Wang, and S. Han, “Model of the identification of oil
tank’s position and the calibration of tank capacity table,” China
Petroleum and Chemical Standard and Quality, vol. 31, no. 4, pp.
25–26, 2011.

[18] Z. Wang, Y. Li, and R. F. Shen, “Correction of soil parameters
in calculation of embankment settlement using a BP network
back-analysis model,” Engineering Geology, vol. 91, pp. 168–177,
2007.



Abstract and Applied Analysis 13

[19] S. Tian, Y. Zhao, H.Wei, and Z.Wang, “Nonlinear correction of
sensors based on neural network model,” Optics and Precision
Engineering, vol. 14, no. 5, pp. 896–902, 2006.

[20] W. He, J. H. Lan, Y. X. Yin, and Z. H. Zhang, “The neural
network method for non-linear correction of the thermal
resistance transducer,” Journal of Physics, vol. 48, no. 1, pp. 207–
211, 2006.

[21] W. Liu, MATLAB Program Design and Application, China
Higher Education Press, Beijing, China, 2002.

[22] B. H.M. Sadeghi, “BP-neural network predictor model for plas-
tic injection molding process,” Journal of Materials Processing
Technology, vol. 103, no. 3, pp. 411–416, 2000.

[23] W. S. McCulloch and W. Pitts, “A logical calculus of the ideas
immanent in nervous activity,” The Bulletin of Mathematical
Biophysics, vol. 5, no. 4, pp. 115–133, 1943.

[24] L. Sun and Y. Li, “Review of on-line defects detection technique
for above ground storage tank floor monitoring,” in Proceedings
of the 8thWorld Congress on Intelligent Control and Automation
(WCICA ’10), vol. 8, pp. 4178–4181, July 2010.

[25] T. Hu, P. Yuan, and J. Din, “Applications of artificial neural
network to hydrology and water resources,” Advances in Water
Science, vol. 11, pp. 76–81, 1995.

[26] China Society for Industrial and Applied Mathematics, 2010
National Mathematical Contest in Modeling the Title of a
[DB/OL], China Society for Industrial and Applied Mathemat-
ics, Beijing, China, 2010.

[27] Department of pplied Mathematics of Tongji university,
Advanced Mathematics (New Paris Interiors), Higher Education
Press, Beijing, China, 2006.

[28] D. Zhang, MATLAB Neural Network Application Design,
Mechanical Industry Press, Beijing, China, 2009.

[29] ASCE Task Committee on Application of Artificial Neural Net-
works in Hydrology, “Artificial neural networks in hydrology. I:
preliminary concepts,” Journal of Hydrologic Engineering, vol. 5,
no. 2, pp. 115–123, 2000.

[30] ASCE Task Committee on Application of Artificial Neural Net-
works inHydrology, “Artificial neural networks in hydrology. II:
hydrologic applications,” Journal of Hydrologic Engineering, vol.
5, no. 2, pp. 124–137, 2000.

[31] G. Cybenko, “Approximation by superpositions of a sigmoidal
function,” Mathematics of Control, Signals, and Systems, vol. 2,
no. 4, pp. 303–314, 1989.

[32] R. Hecht-Nielsen, Neurocomputing, Addison-Wesley, Menlo
Park, Calif, USA, 1990.

[33] K. Hornik, M. Stinchcombe, and H.White, “Multilayer feedfor-
ward networks are universal approximators,” Neural Networks,
vol. 2, no. 5, pp. 359–366, 1989.

[34] J. Guan and H. Zhao, “Practical methods of oil volume cali-
bration of horizontal storage tank,” Metrology & Measurement
Technique, vol. 31, no. 3, pp. 21–36, 2004.

[35] M. Yang and J. Lin, Mathematica Base and Mathematical
Software, DalianUniversity of Technology Press, Dalian, China,
2007.

[36] Science and Technology Products Research Center of Feisi,
Neural Network Theory and the Implementation of Matlab7, pp.
99–108, Electronic Industry Press, Beijing, China, 2005.



Hindawi Publishing Corporation
Abstract and Applied Analysis
Volume 2013, Article ID 208964, 9 pages
http://dx.doi.org/10.1155/2013/208964

Research Article
A New Strategy for Short-Term Load Forecasting

Yi Yang,1 Jie Wu,2 Yanhua Chen,1 and Caihong Li1

1 School of Information Science and Engineering, Lanzhou University, Lanzhou, Gansu 730000, China
2 School of Mathematics and Statistics, Lanzhou University, Lanzhou 730000, China

Correspondence should be addressed to Jie Wu; wuj19870903@126.com

Received 28 February 2013; Accepted 22 April 2013

Academic Editor: Fuding Xie

Copyright © 2013 Yi Yang et al. This is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Electricity is a special energy which is hard to store, so the electricity demand forecasting remains an important problem. Accurate
short-term load forecasting (STLF) plays a vital role in power systems because it is the essential part of power system planning
and operation, and it is also fundamental in many applications. Considering that an individual forecasting model usually cannot
work very well for STLF, a hybrid model based on the seasonal ARIMA model and BP neural network is presented in this paper
to improve the forecasting accuracy. Firstly the seasonal ARIMAmodel is adopted to forecast the electric load demand day ahead;
then, by using the residual load demand series obtained in this forecasting process as the original series, the follow-up residual
series is forecasted by BP neural network; finally, by summing up the forecasted residual series and the forecasted load demand
series got by seasonal ARIMAmodel, the final load demand forecasting series is obtained. Case studies show that the new strategy
is quite useful to improve the accuracy of STLF.

1. Introduction

Load forecasting has always been an essential and important
topic for power systems, especially the STLF, which is fun-
damental in many applications such as providing economic
generation, system security, and management and planning
[1]. Basic operation functions such as unit commitment, eco-
nomic dispatch, fuel scheduling, and unitmaintenance can be
performed more efficiently with an accurate forecasting [2].
However, load forecasting is a difficult task as the load at a
given hour is dependent not only on the load at the previous
hour but also on the load at the same hour on the previous
day and on the load at the same hour on the daywith the same
denomination in the previous week.The STLF is also difficult
to handle due to the nonlinear and random-like behaviors of
system load, weather conditions, and variations of social and
economic environments, and so forth [3]. So how, to improve
the forecasting accuracy is still a difficult and critical problem.

During the past years, a wide variety of techniques have
been developed for STLF to improve the forecasting accuracy.
For example, in [4], a hybrid fuzzy modeling method by
employing the orthogonal least squares method to create
the fuzzy model and a constrained optimization algorithm

to perform the parameter learning for STLF was presented.
Another fuzzy modeling technique was also used for STLF in
[5]. Yang and Stenzel proposed a new regression tree method
for STLF in [6]; both increment and nonincrement trees were
built according to the historical data to provide the data
space partition and input variable selections then support
vector machine was employed to the samples of regression
tree nodes for further fine regression; results of different
tree nodes were integrated through weighted averagemethod
to obtain the comprehensive forecasting result. Based on
state space and Kalman filter approach, a novel time-varying
weather and load model for solving the STLF problem was
proposed in [7], where time-varying state space model was
used tomodel the load demand on hourly basis while Kalman
filter was used recursively to estimate the optimal load
forecast parameters for each hour of the day. Considering that
STLF was always affected by a variety of nonlinear factors, a
mapping function was defined for each factor to identify the
nonlinearity in [8]. Several other typical approaches for STLF
can be found in [9–12].

The seasonal ARIMA model is frequently employed to
forecast data with seasonal item. For instance, Choi et al. [13]
used a hybrid SARIMA wavelet transform method for sales
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forecasting. Egrioglu et al. [14] proposed a hybrid approach
based on SARIMA and partial high order bivariate fuzzy time
series forecasting model and applied the hybrid model to
two real seasonal time series. Besides, Chen and Wang [15]
developed a hybrid SARIMA and support vector machines in
forecasting the production values of the machinery industry
in Taiwan. Considering that the load demand series always
contain seasonal item, the seasonal ARIMAmodel is adopted
in this paper.

The BP neural network is a kind of typical feed forward
network, through the network structure positive transfer
method; using the training function reverse revision network
weight matrix and threshold, the BP neural network com-
pletes samples training model of the structure and then uses
the built training model to complete the treatment of the
sample to be measured [16]. The BP neural network model
is applied to a wide field of forecasting. As Ke et al. [17]
used the genetic algorithm-BP neural network to forecast
the electricity power industry loan, Li et al. [18] adopted
the BP neural network to the prediction of the mechanical
properties of porous NiTi shape memory alloy prepared
by thermal explosion reaction. In addition, the BP neural
network can also be used for evaluation and classification:
Li and Chen [19] utilized the BP neural network algorithm
to study the sustainable development evaluation of highway
construction project. Bao and Ren showed the wetland
landscape classification based on the BP neural network in
Dalinor Lake area in [20]. For the BP neural network can
approximate the underlying function of the curves to any
arbitrary degree of accuracy, this model is also employed to
constitute the hybrid model of this paper.

Both ARIMA and BP neural network models have
achieved successes in their own linear or nonlinear domains.
Though a large number of models have been used to load
demand forecasting, more techniques for STLF should be
sought to further improve the predictive capability. For this
purpose, a hybrid model of combining the seasonal ARIMA
model and BP neural network is proposed in this paper.
Firstly, the seasonal ARIMA model is adopted to forecast
the load demand day ahead then BP neural network is used
to forecast the residual series. Finally, by summing up the
forecasted residual series and the forecasted load demand, the
final load demand is obtained.

The remainder of this paper is organized as follows.
Section 2 introduces the combined forecasting model theory.
In Section 3, seasonal ARIMAmodel and BP neural network
are presented. In Section 4, a case study of forecasting
electricity load of South Australia (SA) State of Australia is
demonstrated. Section 5 concludes this paper.

2. The Combined Forecasting Model

The combined forecasting theory states that if there exist𝑀
kinds of forecasting models for solving a certain forecasting
problem, with properly selected weight coefficients, several
forecasting methods’ results can be added up. Assume that
𝑦
𝑡
(𝑡 = 1, 2, . . . , 𝐿) is the actual time series data, 𝐿 is the

number of sample points, 𝑦
𝑖𝑡
(𝑖 = 1, 2, . . . ,𝑀, 𝑡 = 1, 2, . . . , 𝐿)

is the weight coefficient for the 𝑖th forecasting model, the

mathematical model of the combined forecasting model can
be expressed as follows:

𝑦
𝑡
=
𝑀

∑
𝑖=1

𝜔
𝑖
(𝑦
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, 𝑡 = 1, 2, . . . , 𝐿, (2)

where 𝜔̂
𝑖
is the estimated value for 𝜔

𝑖
and 𝑦

𝑡
is the combined

forecasting value.
Determination of the weight coefficients for each indi-

vidual model is the key step in a construction of a com-
bined forecasting model. This can be achieved by solving
an optimization problem which minimizes the absolute
error summation for the combined model. This optimization
problem can be expressed as follows:

Min
𝐿

∑
𝑡=1
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𝜔
𝑖
= 1,

0 ≤ 𝜔
𝑖
≤ 1, 𝑖 = 1, 2, . . . ,𝑀.

(3)

The optimization process can be terminated provided that
the predefined absolute error summation is reached or the
maximum iteration number is reached.

3. The Hybrid Model

3.1. Review of the Seasonal ARIMA Model. Seasonal ARIMA
is an extension of autoregressive integrated moving average
(ARIMA), which is one of the most common models in
time series forecasting analysis.They originated from autore-
gressive (AR) model which was firstly proposed by Yule in
1972,moving average (MA)model whichwas firstly proposed
by Walker in 1931, and AR and MA combination model
autoregressive integrated moving average model (ARMA).
Only in sequence where circumstances are stable, ARMA
model is effective, but SARIMA and ARIMA do not have
such restrictions. Generally speaking, it is assumed that
the time series {𝑥

𝑡
| 𝑡 = 1, 2, . . . , 𝑘} has mean zero.

A nonseasonal ARIMA model of order (𝑝, 𝑑, 𝑞) (denoted
by ARIMA (𝑝, 𝑑, 𝑞)) representing the time series can be
expressed as follows:
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𝑑𝑥
𝑡
= 𝜃 (𝐵) 𝜀
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,

(4)

where 𝑥
𝑡
and 𝜀
𝑡
are the actual value and random error at time

𝑡, respectively, 𝜙
𝑡
and 𝜃
𝑡
are the coefficients, 𝑝 is the order of

autoregressive, 𝑞 is the order of moving average polynomials,
𝐵 denotes the backward shift operator, ∇𝑑 = (1 − 𝐵)𝑑, 𝑑
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is the order of regular differences and 𝜙(𝐵) and 𝜃(𝐵) are,
respectively, defined as follows

𝜙 (𝐵) = 1 − 𝜙
1
𝐵 − 𝜙
2
𝐵2 − ⋅ ⋅ ⋅ − 𝜙

𝑝

𝐵𝑝𝜃 (𝐵) = 1 − 𝜃
1
𝐵 − 𝜃
2
𝐵2 − ⋅ ⋅ ⋅ − 𝜃

𝑞
𝐵𝑞.

(5)

Random errors, 𝜀
𝑡
, are assumed to be independently and

identically distributed with a mean of zero and a constant
variance of 𝜎2, and the roots of 𝜙(𝑥) = 0 and 𝜃(𝑥) = 0 all
lie outside the unit circle [21].

Equation (1) entails several important special cases of the
ARIMA family of models. If 𝑞 = 0, then (1) becomes an AR
model for order 𝑝. When 𝑝 = 0, the model reduces to an MA
model of order 𝑞. One central task of ARIMAmodel building
is to determine the appropriate model order (𝑝, 𝑞). Similarly,
a seasonal model (𝑝, 𝑑, 𝑞)(𝑃,𝐷,𝑄)

𝑠
can be written as follows

(using the second expression):
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𝑡
,

(6)

where 𝑝 and 𝑞 are the nonseasonal ARMA orders, 𝑑 is the
number of trend differences, 𝑋

𝑡
is the observation at time 𝑡,

𝐵 is the back-shift operator, 𝜀
𝑡
is the residual (an error term at

𝑡 time period), 𝜑
𝑝
(𝐵), 𝜃

𝑞
(𝐵) are polynomials in 𝐵 of order 𝑝

and 𝑞, respectively,𝑃 and𝑄 are the seasonal ARMAorders,𝐷
is the number of seasonal differences, 𝑠 is the seasonal period,
and Φ

𝑃
(𝐵𝑠), Θ

𝑄
(𝐵𝑠) are polynomials in 𝐵𝑠 of order 𝑃 and 𝑄,

respectively [22].
The SARIMAmodel formulation includes four steps [23]:
(i) Identification of the SARIMA (𝑝, 𝑑, 𝑞)(𝑃,𝐷,𝑄)

𝑠

structure: use autocorrelation function (ACF) and
partial autocorrelation function (PACF) to develop
the rough function.

(ii) Estimation of the unknown parameters.
(iii) Use of goodness-of-fit tests on the estimated residuals.
(iv) Forecast future outcomes based on the known data.
The steps of this modeling are identification, estima-

tion, availability tests, and forecasting. In the following,
we will specifically introduce the four steps. Identification,
the appropriate models are determined from all possible
models in this stage. The step of identification consists of
determining appropriate AR, MA, or ARMA processes and
the order of AR, MA, and/or ARMA models. Estimation,
in this step parameters are estimated by using ordinary
least squares (OLS) and sometimes nonlinear estimation
methods. Estimated parameters of AR and MA processes
included in ARIMA model should analyze whether they
are stationary and invertible or not, respectively. Availability
tests, in this stage, it is determined that the estimated ARIMA
models are harmonized or not by diagnostic checking. On
the other hand, estimated ARIMA model should have to
be carried out the assumption that the processes of AR
and MA have to be in the unit circle and the assumption
of normality. Forecasting, estimated ARIMA models which
keep assumptions as expressed above are used in forecasting
in this stage.

3.2. Brief Introduction to the Back Propagation (BP) Neural
Network. Artificial neural networks (ANN) is a typical kind
of intelligent learning algorithm; it is widely used in some
practical application, such as pattern classification, function
approximation, optimization, forecast, and automation con-
trol [24, 25]. In this section, we will introduce the standard
multilayer feed-forward neural network (FNN). FNN is a
multilayer perception neural network; it is relative to the
single perception neural network that can only solve linear
separable classification problem. In order to increase the
classification ability of the network, the only method is
to use the multilayer network. Because the hidden layer
neurons are introduced in the multilayer neural network,
neural network has better classification and memory ability,
so the corresponding learning algorithm becames the focus
of research. In 1986, Rumelhart put forward the BP algorithm
which solves the learning problems of the multilayer neural
network layer implied in the hidden connection weights
and gives a complete mathematical deduction. Because
BP algorithm overcomes the drawback of the simple per-
ception cannot solve XOR and some other problems, BP
algorithm became the main multilayer perception learning
algorithm, an important mode of neural network, and widely
used.

The BP, one of the most popular techniques in the field
of NN, is a kind of supervised learning neural network, the
principle behind which involves using the steepest gradient
descentmethod to reach any small approximation.The learn-
ing process consists of two parts: forward propagation and
back-propagation. When facing the forward propagation,
after implicit unit layer processing, information from the
input layer to the output layer, the state of each layer neuron
affects only the state of next layer neuron. If it is not a
desired output in the output layer, then transferred to a
back-propagation, the error signal returns along the original
neurons connected channel [26]. In the return process,
change the neuron connection weights in each layer; this
process is iterative, and finally makes the error signal to the
permitted range. From that we can see that, in the multilayer
feed forward network, there are two signals in circulation:
(1) working signal: after the input signal is applied to the
working signal, it propagates forward until the actual output
signal is produced in the output side, it is the function of
inputs and weights. (2) Error signal: the error is the difference
between the actual network output and the due output; it
propagates back from the output terminal layer by layer
[27].

There are three layers contained in BP: input layer, hidden
layer, and output layer. Two nodes of each adjacent layer are
directly connected, which is called a link. Each link has a
weighted value presenting the relational degree between two
nodes. Assume that there are 𝑛 input neurons, 𝑚 hidden
neurons, and one output neuron, the relationship between
the output (𝑦

𝑡
) and the inputs (𝑦

𝑡−1
, 𝑦
𝑡−2
, . . . , 𝑦

𝑡−𝑛
) have the

following mathematical representation:

𝑦
𝑡
= 𝛼
0
+
𝑚

∑
𝑗=1

𝛼
𝑗
𝑔(𝛽
0𝑗
+
𝑛

∑
𝑖=1

𝛽
𝑖𝑗
𝑦
𝑡−𝑖
) + 𝜀
𝑡
. (7)
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We can infer a training process described by the following
equations to update these weighted values, which can be
divided into two steps.

(i) Hidden layer stage: the outputs of all neurons in the
hidden layer are calculated by the following steps:

net
𝑗
=
𝑛

∑
𝑖=0

V
𝑖𝑗
𝑥
𝑖
, 𝑗 = 1, 2, . . . , 𝑚,

𝑦
𝑗
= 𝑓
𝐻
(net
𝑗
) , 𝑗 = 1, 2, . . . , 𝑚.

(8)

Here net
𝑗
is the activation value of the 𝑗th node, 𝑦

𝑗

is the output of the hidden layer, and 𝑓
𝐻

is called
the activation function of a node, usually a sigmoid
function as follows:

𝑓
𝐻
(𝑥) =

1

1 + exp (−𝑥)
. (9)

(ii) Output stage: the outputs of all neurons in the output
layer are given as follows:

𝑂 = 𝑓
𝑜
(
𝑚

∑
𝑗=0

𝜔
𝑗𝑘
𝑦
𝑗
) . (10)

Here 𝑓
𝑜
is the activation function, usually a line function.

All weights are assigned with random values initially and are
modified by the delta rule according to the learning samples
traditionally [28].

Hence, the BP model of (1) in fact performs a non-
linear functional mapping from the past observations
(𝑦
𝑡−1
, 𝑦
𝑡−2
, . . . , 𝑦

𝑡−𝑛
) to the future value 𝑦

𝑡
that is, 𝑦

𝑡
=

𝑓(𝑦
𝑡−1
, 𝑦
𝑡−2
, . . . , 𝑦

𝑡−𝑛
, 𝑤) + 𝜀

𝑡
, where 𝑤 is a vector of all

parameters and 𝑓 is a function determined by the network
structure and connection weights. Thus, the neural network
is equivalent to a nonlinear autoregressive model. Note that
expression (7) implies one output node in the output layer
which is typically used for one-step-ahead forecasting.

4. Simulation Results

The electric load demand data used for the simulation are
sampled from South Australia (SA) State of Australia at
half an hour rate, so for one day, 48 load demand data are
included. Figure 1 provides the load demand of SA from June
2, 2007 to July 14, 2007.

From Figure 1, it can be found that there exists significant
similarity in load demand on the same day of each week; in
other words seasonal components exist in load demand on
the same day of each week. So, the seasonal ARIMA model
will be greatly helpful to forecast the load demand day ahead
using the historical load demand on the same day several
weeks ago. Using the data on June 2, June 9, and June 16 of
2007, the electric load demand on June 23 is forecasted. Then
the same way, that is, using the load demand data on the
same day of the three sequential weeks to forecast the load
demand on the same day of the adjacent week, is adopted to
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Figure 1: Load demand of SA from June 2, 2007 to July 14, 2007.
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Figure 2: ACF figure in forecasting the load demand on June 23 by
seasonal ARIMA model.

forecast the load demand on June 30, July 7, and July 14. Before
the forecasting, values of the parameters should be estimated,
obviously, 𝑠 = 48, other parameters can be estimated by the
ACF and PACF figures; values of parameters in forecasting
load demand on June 23, June 30, July 7, and July 14 are listed
in Table 1. In addition, as an example, ACF and PACF figures
in forecasting load demand on June 23 by seasonal ARIMA
model are shown in Figures 2 and 3, respectively.

By applying the estimated parameters shown in Table 1
to load demand forecasting, load demand results on June 23,
June 30, July 7, and July 14 can be obtained by the seasonal
ARIMA models. Forecasted load demand results are shown
in Figure 4.

Using these forecasted load demand values, residual
errors of load demand series on June 23, June 30, and July
7 will be obtained, as presented in Figure 5. Regarding the
residual series as the original data series, the residual series
on July 14 can be forecasted. From Figure 4 it can be observed
that no significant variation trend can be found in the residual
error series; therefore, the BP neural network, which can
approximate the underlying function of the curves to any
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Table 1: Parameters in seasonal ARIMAModel.

Parameters Forecasting load demand
on June 23

Forecasting load demand
on June 30

Forecasting load demand
on July 7

Forecasting load demand
on July 14

p 1 2 1 1

d 1 1 1 1

q 1 1 2 1

P 0 1 0 1

D 1 1 1 1

Q 1 1 0 1
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Figure 3: PACF figure in forecasting the load demand on June 23 by
seasonal ARIMA model.
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Figure 4: Forecasted load demand values by seasonal ARIMAmod-
els.
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Figure 5: Residual error of the load demand forecasted by the
seasonal ARIMA models.

arbitrary degree of accuracy, is employed to forecast the
residual error series on July 14. In constructing the BP neural
network, one of the most important tasks is training. When
for training, the number of nodes in input layer is set as
2, which represent the load demand residual data on June
23 and June 30 at time 𝑡, and the corresponding 1-element
output will be the residual data on July 7 at the same time, so
there are total 48 samples for training. Except for determining
the number of nodes in the input layer and output layer,
the number of neurons in the hidden layer should also be
given to construct the network. For the number of neurons in
the hidden layer, we will adopt Hecht-Nelson’s method [29],
which is determined as follows:

ℎ = 2 ∗ 𝑖 + 1, (11)

where 𝑖 is the number of inputs. So the node number in the
hidden layer is 5. The structure of the BP neural network is
shown in Figure 6.

Once the training data and the number of neurons in
each layer have been determined, the training process can be
conducted. Figure 7 shows the variation of the training error
with the epoch number of the BP neural network, where the
maximal epoch is 1000.

Then the forecasting can be implemented by the trained
network. When for forecasting, the residual load demand
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Input later (2) Hidden layer (5) Output layer (1)

Figure 6: The architecture of the BP Neural network.
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Figure 7: Variation of the training error with the epoch number of
the BP neural network.
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Figure 8: Residual error on July 14 forecasted by the BP neural
network.
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Figure 10: Box graphs of the forecasted load demand by the two
models.

data on June 30 and July 7 at time 𝑡 are used for inputs,
with which the same time’s load demand on July 14 can be
forecasted. Forecasting results are plotted in Figure 8.

Finally, by summing up this forecasted residual series to
the forecasted load demand obtained by seasonal ARIMA
model, the final load demand can be got, which is shown in
Figure 9.

Figure 10 produces whisker plot with two boxes which
have lines at the lower, median, and upper quartile values of
the load demand forecasted by the single seasonal ARIMA
model and the combined model. It can be observed that each
of the boxes includes a notch in the position of the median
value.

In order to evaluate the performance of the new forecast-
ing strategy, two error measure criteria, that is, the root mean
square error (RMSE) and the mean absolute percentage error
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Figure 11: Bar figure of the RMSE and MAPE values.

Table 2: Comparison of RMSE and MAPE.

Models RMSE MAPE (%)
Individual seasonal ARIMA model 260.7376 15.98

Combined model 97.1366 5.13

(MAPE), are used; the forecasting effect is better when the
loss function value is smaller. The two error measure criteria
are expressed as follows:

RMSE = √ 1
𝑛

𝑛

∑
𝑖=1

(𝑥
𝑖
− 𝑥
𝑖
)
2

,

MAPE = 1

𝑁

𝑁

∑
𝑖=1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

𝑥
𝑖
− 𝑥
𝑖

𝑥
𝑖

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
× 100%,

(12)

where 𝑥
𝑖
and 𝑥

𝑖
represent the actual and the forecasted load

demand at time 𝑖, and the value of𝑁 in our simulation is 48.
Values of RMSE and MAPE obtained by individual seasonal
ARIMA model and by the hybrid model based on seasonal
ARIMA and BP neural network are listed in Table 2, and the
corresponding bar figure are presented in Figure 11.

From Table 2 and Figure 11, it can be seen that the value
of RMSE varies from 260.7376 in the individual seasonal
ARIMA model to 97.1366 in the combined model, while
MAPE is reduced from 15.98% to 5.13%. Therefore, the
combined model improves the load forecasting accuracy as
compared to the individual seasonal ARIMA model.

The performance of the individual seasonal ARIMA
model and the combined model in forecasting the load
demand is also evaluated by the mean comparison; the
comparison result is shown in Figure 12, where group 1,

800 1000 1200 1400 1600 1800 2000 2200

Group 3 

Group 2 

Group 1 

No groups have means significantly different from group 1 

Figure 12: Mean multiple comparisons figure.

group 2, and group 3 represent the actual load demand, the
load demand forecasted by the individual seasonal ARIMA
model and the load demand forecasted by the combined
model respectively.

As shown, no groups have means significantly different
fromgroup 1, that is, there is no significant difference between
the means of the actual load demand and the load demand
forecasted by the individual seasonal ARIMA model, as well
as the means between the actual load demand and the load
demand forecasted by the combined model. However, group
3 occupies more common part with the actual load demand
variation range than group 2; thus, the combined model
performs better than the individual seasonal ARIMA model
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in load demand forecasting; that is, the combined model
improves the load demand forecasting accuracy as compared
to the individual seasonal ARIMA model.

5. Conclusions

Different from usual combined forecasting models, a new
strategy for STLF of using combined models is presented in
this paper. As many sequences has periodic in real life, so
these similar to the SARIMA model which can dig out the
periodicity contained in the data is often used to predict and
model the time series which have periodic. Secondly, this
paper proposed by using the error sequence which SARIMA
model predicted to predict the residual series of one day
in the future, and by adding the residual series to the load
value which got by the BP on the same day to improve
the accuracy of the model. But the load prediction value
residuals which were obtained by the SARIMA model do
not have the same tendency or regularity; therefore, the
choice of subsequent residual sequence prediction method
should be careful. Considering that the neural network has
a good effect for fitting of nonlinear function, this paper
uses neural network model which can perfectly reflect the
nonlinear relation between the input and output element to
predict the subsequent residual sequence and did not use
the regression or other model which has clear requirements
for the form of the data; this further improves the accuracy
of the prediction residuals. Furthermore, according to the
characteristics of the model, this paper constructed a validity
criterion which can measure the effectiveness of the model.
At last, by using this combination method to the electricity
load demand forecasting of South Australia, it appears that
this combination method has a good effect in improving
the prediction precision, because it is relative to the error
in 15.98% which was predicted by a single SARIMA model,
a hybrid model based on SARIMA, and neural network
reduces the load predict error to 5.13%, and the validity
criterion increases from 0.8402 to 0.9487. Simulation results
demonstrate that the new strategy for STLF is effective in
getting satisfying improvement of forecasting accuracy.
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With the rapid development of marine economy industry, the activities for exploring and exploiting the marine resources are
increasing, and there are more and more marine construction projects, which contribute to the growing trend of eutrophication
and frequent occurrence of red tide. Thus, seawater quality has become the topic which the people generally cared about. The
seawater quality evaluation could be considered as an analysis process which combined the evaluation indexes with certainty
and evaluation factors with uncertainty and its changes. This paper built a model for the assessment of seawater environmental
quality based on the multiobjective variable fuzzy set theory (VFEM). The Qingdao marine dumping site in China is taken as an
evaluation example. Through the quantitative research of water-quality data from 2004 to 2008, the model is more reliable than
other traditionalmethods, inwhich uncertainty and ambiguity of the seawater quality evaluation are considered, and trade the stable
results as the final results of seawater quality evaluation, which effectively solved the impact of the fuzzy boundary of evaluation
standard and monitoring error, is more suitable for evaluation of a multi-index, multilevel, and nonlinear marine environment
system and has been proved to be an effective tool for seawater quality evaluation.

1. Introduction

Since the 1950s, marine environmental quality has been
studied by domestic and foreign scholars in detail, and
many methods for seawater quality evaluation are available,
including the single factor index method [1–3], the fuzzy
comprehensive evaluation method [4–6], the BP neural net-
work method [7, 8], the grey clustering method [9], and the
support vector machine (SVM) [10], among others. Each of
these methods has their own advantages and disadvantages.
Seawater quality assessment combines certain evaluation
indices and criteria with uncertain evaluation factors and
is a complicated process coupling the effects of multiple
factors and their content changes. The assessment indices are
often variable with fuzzy uncertainty. Commonly, traditional
methods of water quality assessment treat the evaluation
standard and a reference as a point [11, 12], and hence
the application of these methods have some limitations. In
recent years, application of fuzzy comprehensive evaluation

becomes more and more popular in real cases [13–17], for
solving the limitation problem in a classical mathematical
model that describes uncertainty with either-or only. In fuzzy
sets theory, we use this and that to describe the problems
in uncertainty [18], we could solve the problem of fuzzy
boundary effectively and monitor errors affecting the evalu-
ation results in environment evaluation. However, the fuzzy
comprehensive evaluation method has some uncertainties,
and the model is difficult to perform self-adjustment and
self-verification.Therefore, to evaluate seawater environment
quality scientifically with feasibility, we put forward a new
model for assessment of seawater environment quality based
on variable fuzzy recognition model and applied it in the
assessment of seawater quality status of the Qingdao marine
dumping site in China from 2004 to 2008.The results demon-
strate that with the method, we can reasonably determine
the relative membership degree and the relative membership
function of evaluation indices in all levels or intervals of
applicable standard and assess the grade ofwater qualitymore
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realistically and reasonably, which would be important as a
new concept and reference for improving the performance of
seawater assessment in China and, potentially, in the world.

2. Materials and Methods

2.1. Variable Fuzzy Model for Seawater Quality Evaluations.
The comprehensive seawater quality level of an object 𝑢 is
identified according to the standard of𝑚 indices and 𝑐 grades.
In the standard interval of each index at level-ℎ, point𝑀

𝑖ℎ
is

sure to exist, and thus, the relative membership degree of𝑀
𝑖ℎ

to level-ℎ is equal to one. The variable 𝑀
𝑖ℎ
is defined as the

standard value of index-𝑖 at level-ℎ.

(1) According to 𝑚 indices and 𝑐 grades, determine the
attraction domain matrix, 𝐼

𝑎𝑏
= ([𝑎

𝑖ℎ
, 𝑏
𝑖ℎ
]), of the

variable set for seawater quality evaluation, range
domain matrix, 𝐼

𝑐𝑑
= ([𝑐

𝑖ℎ
, 𝑑
𝑖ℎ
]), and 𝑀

𝑖ℎ
point

value matrix.𝑀
𝑖ℎ
can be determined according to the

following formula:

𝑀
𝑖ℎ

=
𝑐 − ℎ

𝑐 − 1
𝑎
𝑖ℎ
+

ℎ − 1

𝑐 − 1
𝑏
𝑖ℎ
. (1)

If ℎ = 1, then 𝑀
𝑖1

= 𝑎
𝑖1
, if ℎ = 𝑐, then 𝑀

𝑖𝑐
= 𝑏
𝑖𝑐
, and

if ℎ = (𝑐 + 1)/2, then𝑀
𝑖𝑙
= (𝑎
𝑖𝑙
+ 𝑏
𝑖𝑙
)/2.

(2) Calculating the relative membership degree matrix:
when 𝑥 falls to the left side of point 𝑀

𝑖ℎ
, the relative

membership degree model is calculated as follows:

𝜇𝐴
̃
(𝑥
𝑖𝑗
) ℎ = 0.5 ∗ [1 + (

𝑥 − 𝑎

𝑀
𝑖ℎ
− 𝑎

)
𝛽

] ; 𝑥 ∈ [𝑎,𝑀
𝑖ℎ
] ,

𝜇𝐴
̃
(𝑥
𝑖𝑗
) ℎ = 0.5 ∗ [1 − (

𝑥 − 𝑎

𝑐 − 𝑎
)
𝛽

] ; 𝑥 ∈ [𝑐, 𝑎] .

(2)

When 𝑥 falls to the right side of point𝑀
𝑖ℎ
, the relative

membership degree model is calculated as follows:

𝜇𝐴
̃
(𝑥
𝑖𝑗
) ℎ = 0.5 ∗ [1 + (

𝑥 − 𝑏

𝑀
𝑖ℎ
− 𝑏

)
𝛽

] ; 𝑥 ∈ [𝑀
𝑖ℎ
, 𝑏] ,

𝜇𝐴
̃
(𝑥
𝑖𝑗
) ℎ = 0.5 ∗ [1 − (

𝑥 − 𝑏

𝑑 − 𝑏
)
𝛽

] ; 𝑥 ∈ [𝑏, 𝑑]

(3)

in which 𝛽 = 1 and the function model is a linear
function.

(3) The comprehensive relative membership degree vec-
tor of sample 𝑗 to level ℎ is calculated as follows:

𝑗𝜇󸀠ℎ =
1

1 + {∑
𝑚

𝑖=1
[𝑤𝑖 (1 − 𝜇𝐴

̃
(𝑥𝑖𝑗) ℎ)]

𝑝
/∑
𝑚

𝑖=1
(𝑤𝑖𝜇𝐴

̃
(𝑥𝑖𝑗) ℎ)

𝑝
}
𝑎/𝑝

,

(4)

where 𝛼 is the model optimization criteria parameter,
𝑝 is the distance parameter, and 𝛼 and 𝑝 can have 4
combinations given as follows.

(a) When 𝑎 = 1, 𝑝 = 1, the model is the fuzzy
comprehensive evaluation model:

V
ℎ
(𝑢) =

𝑚

∑
𝑖=1

𝑤
𝑖
𝑢
𝑖ℎ
(𝑢) . (5)

(b) When 𝑎 = 1, 𝑝 = 2, the model is the TOPSIS
model:

V
ℎ
(𝑢) =

1

1 + √∑
𝑚

𝑖=1
[𝑤
𝑖
(1 − 𝑢

𝑖ℎ
(𝑢))]
2

/∑
𝑚

𝑖=1
[𝑤
𝑖
𝑢
𝑖ℎ
(𝑢)]
2

.

(6)

(c) When 𝑎 = 2, 𝑝 = 1, the model is the activation
function model of a neuron:

V
ℎ
(𝑢) =

1

1 + [(1 − ∑
𝑚

𝑖=1
𝑤
𝑖
𝑢
𝑖ℎ
(𝑢)) /∑

𝑚

𝑖=1
𝑤
𝑖
𝑢
𝑖ℎ
(𝑢)]
2
. (7)

(d) When 𝑎 = 2, 𝑝 = 2, the model is the fuzzy
optimization model:

V
ℎ
(𝑢) =

1

1 + ∑
𝑚

𝑖=1
{𝑤
𝑖
[1 − 𝑢

𝑖ℎ
(𝑢)]}
2

/∑
𝑚

𝑖=1
[𝑤
𝑖
𝑢
𝑖ℎ
(𝑢)]
2
. (8)

In the conditions of fuzzy concept classification, using the
principle of themaximummembership degree to identify the
level of an object in assessment for seawater quality can easily
produce an incorrect final result. The level-characteristic
value proposed in the equation by Chen andHu [19] can fully
express the whole distribution characteristics of ℎ and V

ℎ
(𝑢),

canmake best information of the relativemembership degree
of level variables ℎ to a certain level, and can be used as the
criterion of the variable fuzzy set theory to judge, identify, and
determine the level:

𝐻(𝑢) =
𝑐

∑
ℎ=1

V
0

(𝑢) ℎ. (9)

2.2. Determination of Weight

2.2.1. Determination of the Experience Weight 𝑤
1
by the

Nonstructural Decision-Making Fuzzy Theory Model. The
limitation of the AHP model of putting a binary compar-
ison of the element attributes into the comparison of the
importance is analyzed, and a nonstructural decision-making
fuzzy theory model was presented by Professor Chen [20].
The two adjectives are used to describe the fuzzy boundary
values of 0.5 and 1.0 according to their degree of importance,
which are equally important and incomparably important,
and were further divided into 11 mood operators: “equally,”
“slightly,” “somewhat,” “rather,” “obviously,” “remarkably,”
“very,” “extra,” “exceedingly,” “extremely” and “incomparably”
which represent a different fuzzy scale (Table 1). The relative
membership degree of the objective to the importance of
the fuzzy concepts is calculated to attain the weight of the
objective set. The specific calculation steps are as follows.
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(1) An objective set 𝑃 = {𝑝
1
, 𝑝
2
, . . . , 𝑝

𝑚
} for compar-

ing the importance and build a binary importance
sequence matrix 𝐸 according to the degree of impor-
tance of the target elements.

(2) Arrange the sum of𝐸matrix lines from large to small,
and obtain the importance sequence of the objective
set.

(3) According to the matrix 𝐸, make a binary importance
judgment by experience.

(4) By the relationships between different mood opera-
tors and fuzzy scales, calculate the relative member-
ship degree of the objective to the importance of the
fuzzy concepts and attain the nonnormalized weight
vector 𝑤

1
according to formula (4):

𝜑
1𝑖
=

1 − 𝛽
1𝑖

𝛽
1𝑖

(10)

𝛽
1𝑖
is the binary importance fuzzy scale value between

objective 1 and objective 𝑖; 𝜑
1𝑖
is the relative member-

ship degree of objective 𝑖 to the importance.

2.2.2. Determination of the Objective Weight 𝑤
2
by the Stan-

dard Level Method of Water Quality. Consider

𝑤
2
=
{
{
{

𝑥
𝑖

𝑆
𝑖

, 𝑥
𝑖
> 𝑆
𝑖
,

1, 𝑥
𝑖
≤ 𝑆
𝑖
,

𝑆
𝑖
=

1

𝑚

𝑚

∑
𝑗=1

𝑆
𝑖𝑗
, 𝑚 = 4. (11)

For DO

𝑤
2
=
{{
{{
{

1, 𝑥
𝑖
≥ 𝑆
𝑖

𝑆
𝑖

𝑥
𝑖

, 𝑥
𝑖
< 𝑆
𝑖
.

(12)

In the above formula, 𝑥
𝑖
is the measured value of the

𝑖th pollution factor; 𝑆
𝑖
is the standard seawater quality value

of the 𝑗th pollution factor at the 𝑖th level; 𝑆
𝑖
is the average

seawater quality value of four levels of the 𝑖th pollution factor;
𝑛 is the number of pollution factors; and𝑚 is the level number
in the seawater quality standard.

2.2.3. Comprehensive Weight. The weight determined by the
nonstructural decision-making fuzzy theory model is an
experience weight and can easily be influenced by anthropic
factors. During the evaluation process, the effect of some
indices may be overstated or reduced; the weight determined
by the standard level method is a mathematical weight. The
relative importance of some indices has not been considered.
The two types of weight methods each have certain advan-
tages and limitations.

Here referring to this paper [22], the combination weight
is adopted to improve the reliability of weight setting, which

combined the binary fuzzy clustering weight with the stan-
dard level weight, and the calculation formula is as follows:

𝑤 = 𝛼𝑤
1
+ (1 − 𝛼)𝑤

2
. (13)

In this formula,𝑤 is the combinational weight,𝑤
1
is the expe-

rience weight determined by the non-structural decision-
making fuzzymodel,𝑤

2
is the objectiveweight determined by

the standard level model, 𝛼 is the sensitivity coefficient with
values of 0 < 𝑎 < 1. In general, the range of 𝑎 is 0.5∼0.7. To
reinforce the importance of the combinational weight, here
an intermediate value 0.6 was obtained and was regarded as
the sensitivity coefficient of the combinational weight.

3. Results and Discussion

TheQingdaomarine dumping site was one of the first marine
dumping sites for Category III dredged materials specified
by the State Oceanic Administration and approved by the
State Council since the implementation of the Regulations
of the People’s Republic of China on Control over Dumping
of Wastes in the Ocean. The dumping site is located in the
southeast of the Jiaozhou Bay estuary, 6.7 km from Qingdao,
and its area is about 7 km2, extending between 120∘18󸀠00󸀠󸀠 and
120∘20󸀠00󸀠󸀠 east longitude and from 35∘59󸀠24󸀠󸀠 to 35∘58󸀠39󸀠󸀠
north latitude. This site receives dredged materials primarily
from Qingdao port, other small ports, and navigation chan-
nels.

From November 1986 to 2009, the dredged materials
dumped at this site exceeded a volume of 8.00 × 107m3. This
sea area is close to the navigation channel, the aquaculture
area, and the holiday resort. It is the ecologically sensitive area
that is also important for economic development. Therefore,
it is important to accurately and timely evaluate the current
environmental conditions at the dumping site for preventing
ocean dumping from damaging the ecological environment,
marine resources, and the submarine landform.

To facilitate comparisons, this study utilized monitoring
data (Table 2) of the seawater quality at the Qingdao marine
dumping site [23]. In view of the pollution conditions of
dredged materials and the present seawater pollution situa-
tion at the dumping site [23, 24], nine evaluation factors were
selected, that is, COD, oils, DO, inorganic nitrogen, PO

4
-

P, Cu, Pb, Zn and Cd for the index standards, please see
the Seawater Quality Standard (GB 3097-1997). The variable
fuzzymodel was adopted to evaluate the situation of seawater
quality at the Qingdao marine dumping site.

The data from 14 monitoring points (Table 2) in the
Qingdao marine dumping site were used to validate the
variable fuzzy model. The characteristic value matrix and
the index standard value matrix of the seawater quality are
established below according to the Seawater Quality Standard
(GB 3097-1997) and the seawater quality monitoring data of
the 14 sampling points in the Qingdao dumping site [23], that
is, 𝑥 and 𝑦:
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𝑥 =
{{
{{
{

0.655 0.051 7.678 108.500 9.050 3.183 1.553 41.425 0.176
0.705 0.049 7.620 121.000 6.350 4.393 1.940 73.767 0.208
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

0.725 0.023 7.635 97.000 6.250 3.660 2.678 32.542 0.187

}}
}}
}

𝑇

,

𝑦 =

{{{
{{{
{

[0, 2] [0, 0.05] [6, 12] [0, 200] [0, 15] [0, 5] [0, 1] [0, 20] [0, 1]
[2, 3] [0, 0.05] [5, 6] [200, 300] [15, 30] [5, 10] [1, 5] [20, 50] [1, 5]
[3, 4] [0.05, 0.30] [4, 5] [300, 400] [15, 30] [10, 50] [5, 10] [50, 100] [5, 10]
[4, 5] [0.30, 0.50] [3, 4] [400, 500] [30, 45] [10, 50] [10, 50] [100, 500] [5, 10]
(5,∞) (0.5, 1) [0, 3) (500, 1000) (45,∞) (50,∞) (50,∞) (500,∞) (10,∞)

}}}
}}}
}

𝑇

.

(14)

In reference to the standard seawater quality value and the
actual seawater quality conditions at the Qingdao dumping
site, the attraction domain matrix, the range domain matrix,
and the 𝑀

𝑖ℎ
matrix of the variable fuzzy seawater quality

evaluationmodel were determined.Here, for the oil, PO
4
, Cu,

and Cd, the standard values of the adjacent level are the same,
so the mean value of the two levels was used in the actual
classification to further divide the adjacent index levels. For
example, for the PO

4
index, the standard value of Grade II

andGrade III is 0.015∼0.030mg/L; to facilitate the evaluation,
the interval ofGrade IIwas taken as 0.015∼0.0225mg/L,while
the interval of Grade III was taken as 0.0225∼0.030mg/L.
Practice has proved that it has no influence on the evaluation
results.𝑀

𝑖ℎ
can be determined by formula (1).

Therefore, the respective attraction domain matrix, the
range domainmatrix, and the𝑀

𝑖ℎ
matrix of the variable fuzzy

seawater quality evaluation model are as follows:

𝐼
𝑎𝑏

=
[
[
[

[

[0, 2] [0, 0.025] [6, 7.768] [0, 200] [0, 15] [0, 5] [0, 1] [0, 20] [0, 1]
[2, 3] [0.025, 0.05] [5, 6] [200, 300] [15, 22.5] [5, 10] [1, 5] [20, 50] [1, 5]
[3, 4] [0.05, 0.3] [4, 5] [3000, 400] [22.5, 30] [10, 30] [5, 10] [50, 100] [5.7.5]
[4, 5] [0.3, 0.5] [3, 4] [400, 500] [30, 45] [30, 50] [10, 50] [100, 500] [7.5, 10]
[5, 6] [0.5, 0.75] [2, 3] [500, 600] [45, 60] [50, 70] [50, 90] [500, 900] [10, 14]

]
]
]

]

𝑇

,

𝐼
𝑐𝑑

=
[
[
[

[

[0, 3] [0, 0.05] [5, 7.678] [0, 300] [0, 22.5] [0, 10] [0, 5] [0, 50] [0, 5]
[0, 4] [0, 0.3] [4, 7.678] [0, 400] [0, 30] [0, 30] [0, 10] [0, 100] [0, 7.5]
[2, 5] [0.025, 0.5] [3, 6] [200, 500] [15, 45] [5, 50] [1, 50] [20, 500] [1, 10]
[3, 6] [0.05, 0.75] [2, 5] [300, 600] [22.5, 60] [10, 70] [5, 90] [50, 900] [5, 14]
[4, 6] [0.3, 0.75] [2, 4] [400, 600] [30, 60] [30, 70] [10, 90] [100, 900] [7.5, 14]

]
]
]

]

𝑇

,

𝑀
𝑖ℎ

=
[
[
[

[

0 0 7.678 0 0 0 0 0 0
2.25 0.03125 5.75 225 16.875 6.25 2 27.5 2
3.5 0.175 4.5 350 26.25 20 7.5 75 6.25
4.75 0.45 3.25 475 41.25 45 40 400 9.375
6 0.75 2 600 60 70 90 900 14

]
]
]

]

.

(15)

If 𝑥
𝑖𝑗

is on the left side of 𝑀
𝑖ℎ
, select formula (2)

to calculate the relative membership degree, otherwise
select formula (3) to calculate the relative membership
degree.

Based on the consideration of expert opinions, the
numerous studies available in the literature [25–29], and
the corresponding relationship between tone operators and
the fuzzy scale values given in Table 1, the two-dimensional
importance comparison matrix of 9 indicators from large to
small at a consistent scale 𝛽 can be determined, and the sum
of the fuzzy measure values is as follows:

𝑤 = (
𝑚

∑
𝑡=1

𝛽
1𝑡
,
𝑚

∑
𝑡=1

𝛽
2𝑡
, . . . ,
𝑚

∑
𝑡=1

𝛽
𝑚𝑡
)

= (1.99, 3.4, 1.07, 2.58, 1.79, 2.09, 6.86, 5.14, 1.09) .

(16)

By normalizing the fuzzy measure values matrix, we
obtained the weight of 9 indexes of seawater quality evalu-
ation:

𝑊
1
= (0.077, 0.131, 0.041, 0.099, 0.069,

0.080, 0.264, 0.198, 0.042) .
(17)

Using formulas (11) and (12), the weight (𝑤
2
) was obtained as

follows:
𝑊
2
= (0.110, 0.109, 0.107, 0.122, 0.112,

0.113, 0.109, 0.109, 0.109) .
(18)

According to formula (13), we could obtain the combination
weight of 9 indices:

𝑊 = (0.090, 0.122, 0.067, 0.108, 0.086, 0.093,

0.202, 0.162, 0.069) .
(19)
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Using (4)–(9) to calculate the characteristic level value of
sample at the time of 𝑎 = 1, 𝑝 = 1; 𝑎 = 1, 𝑝 = 2; 𝑎 = 2,
𝑝 = 1; 𝑎 = 2, 𝑝 = 2, and then the final evaluation results were
obtained according to the following formula (20), as shown
in Table 3:

𝑐 − 0.25 ≤ 𝐻
𝑗
≤ 𝑐 Corresponds to level 𝑐

ℎ − 0.25 < 𝐻
𝑗
≤ ℎ + 0.25 Corresponds to level ℎ,

ℎ = 1, 2, . . . , 𝑐 − 1,
ℎ + 0.25 < 𝐻

𝑗
< ℎ + 0.75 Between level ℎ and ℎ + 1,

tending toward one of the
two levels.

(20)

As shown in Table 3, the evaluation results of 14 sampling
points based on the variable fuzzy evaluationmodel are more
consistent with the evaluation results based on a BP network,
fuzzy comprehensive evaluation method, and fuzzy genetic
neural network method, and only slight differences between
the evaluation results of the variable fuzzy evaluation model
and the results of other models were found in few sampling
points. With the variation of (𝑎, 𝑝) parameters in variable
fuzzy recognition model, the characteristic level value of
four different mathematical models at the sampling points
remained within a small fluctuation range. Furthermore,
compared with other evaluation methods, the variable fuzzy
evaluation model can provide a more accurate position of
the water quality level. The conditions of seawater quality at
sampling points can be accurately differentiated according to
the characteristic level values. The evaluation results by the
variable fuzzy evaluation method at sampling points 2 and 5
are slightly inconsistent with the results by the othermethods.
Now, differences between variable fuzzy recognition model
and fuzzy comprehensive evaluation model at those points of
discrepancy are analyzed further.

For sampling point 2, the evaluation result based on the
variable fuzzy evaluation model is between I and II, tending
toward II, while the result based on the BP network and fuzzy
genetic neural network is Grade III, and the result of fuzzy
comprehensive evaluation method is Grade II. According to
analyzing the original data of point 2, the values of COD,
DO, inorganic nitrogen, PO

4
-P, Cu and Cd are 0.705mg/L,

7.620mg/L, 121 𝜇g/L, 6.35 𝜇g/L, 4.393 𝜇g/L and 0.208 𝜇g/L,
respectively, which fall within the range of Grade I; the
concentrations of Pb and Cd are 1.94 𝜇g/L and 73.767 𝜇g/L,
respectively, which fall within the range of Grade II; and
only the content of oil, is 0.049mg/L, which is close to
the Grade III standard, but still falls within the range of
Grade I or Grade II. Based on the actual seawater quality
conditions at the Qingdao dumping site, oil, Pb and Zn
strongly influence the seawater quality of Qingdao dumping
site. The weights of these indices are 0.122, 0.202 and 0.162,
respectively, accounting for 48.6% of the total weight, so the
classification result of between Grade I and Grade II, tending
toward Grade II, is reasonable. The average characteristic
level value by the variable fuzzy evaluation model was 1.66,
and this evaluation result is more credible than the results of
othermodels,more consist with the actual conditions of point
2. The results of BP network, fuzzy genetic neural network,
and fuzzy comprehensive valuation method were Grade II

or Grade III, overemphasizing a few pollution heavy factors
and causing the evaluation results too high. Similarly, the
situation of point 5 is similar to point 2.

Analyzing the causes of the differences between BP
network, fuzzy comprehensive evaluation method, fuzzy
genetic neural network evaluationmethod, and variable fuzzy
evaluation model in Table 3, fuzzy comprehensive evaluation
method determines the water quality level on the basis of
the maximum membership degree principle, thus, when the
membership degree of the water quality at a level site does
not differ considerably from the adjacent level (e.g., the
membership degrees attached to Grade I, Grade II, Grade
III, and Grade IV are 0, 0.34, 0.37 and 0.29, resp.), many
important information may be lost, therefore, which often
leads to the final evaluation results incorrect. BP neural
network and genetic neural network adopt feed-forward
networks, and their network structure is determined by
experience, which always shows a great deal of randomness.
As a result, it is sometimes possible to obtain a very small
global optimum, causing the misjudgment of the final result.

This paper combines the monitoring values of seawater
quality indicators with the national standard to build a sea-
water quality evaluation model in variable fuzzy recognition
model, to deal with greater subjectivity problems of water
quality evaluation with limited data. To a certain extent, we
will measure the ambiguity and uncertainty of water quality
evaluation objectively and increase the credibility of the rank
of a sample point [30].

The method of the seawater quality evaluation model
based on variable vague set theory in this paper is able to
combine linearmodel with nonlinearmodel through changes
of the variable model parameters (𝑎, 𝑝). This method not
only avoids the instability of evaluation results caused by
the single model but also can reflect the difference of the
membership degree of the adjacent water level and finally
take the stable level value as the final evaluation results of
seawater environment. It can arrange the situation of water
environment quality of various samples and clearly determine
thewater quality status thatmakes the evaluation resultsmore
trustworthy. According to the linear or nonlinear feature of
the evaluation objects, seawater quality evaluation based on
variable fuzzy recognition model can select variable models
with the changes of variable model parameters (𝑎, 𝑝) and
combine the linear features with the nonlinear features of
the evaluation objective, which weakened the influence of the
index weight on the final results. It makes the model more
flexible and accurate and avoids “over-fitting” because the
neural network structure is too large. It also ensures that the
model has better generalization ability and predictive ability.

However, for variable fuzzy recognition model, the ratio-
nal weight setting is still an important factor to determine the
reliability of the evaluation results. Due to cross-iteration of
the parameters of variable fuzzy recognition model and the
variability of indicators weight vector, it is very important to
reasonably set the indicator weight according to the nature of
a real case and the importance of actual decision objective in
practice.

We use weight-determination method of the compre-
hensive weight which combines the subjective nonstructural
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Table 1: Corresponding relationship between the tone operator and fuzzy scale values.

Tone operator Equally Slightly Somewhat Rather Obviously Remarkably
Fuzzy scale 0.50 0.55 0.60 0.65 0.70 0.75
Tone operator Very Extra Exceedingly Extremely Incomparably
Fuzzy scale 0.80 0.85 0.90 0.95 1.00

Table 2: Monitoring results regarding seawater quality in the Qingdao dumping site in 2003.

Sampling point COD OIL DO Inorganic nitrogen PO4-P Cu Pb Zn Cd
Q1 0.655 0.051 7.678 108.500 9.050 3.183 1.553 41.425 0.176
Q2 0.705 0.049 7.620 121.000 6.350 4.393 1.940 73.767 0.208
Q3 0.680 0.027 7.612 131.000 8.100 4.768 4.133 38.775 0.378
Q4 0.735 0.034 7.567 102.500 8.150 4.023 1.228 29.725 0.130
Q5 0.700 0.034 7.502 101.500 6.550 5.982 2.493 57.383 0.226
Q6 0.750 0.029 7.553 88.000 6.550 3.475 2.298 49.400 0.286
Q7 0.935 0.100 7.635 128.500 6.300 3.265 2.867 45.925 0.193
Q8 0.835 0.049 7.635 122.000 7.900 4.393 1.522 33.958 0.124
Q9 0.600 0.062 7.519 97.500 5.950 3.143 2.317 39.675 0.201
Q10 0.585 0.018 7.572 92.000 5.900 4.957 1.253 27.350 0.143
Q11 0.640 0.024 7.594 97.000 6.850 3.407 2.218 35.150 0.154
Q12 0.670 0.028 7.676 84.500 6.100 4.517 2.192 41.200 0.188
Q13 0.655 0.021 7.517 83.500 4.850 6.967 2.670 32.792 0.248
Q14 0.725 0.023 7.635 97.000 6.250 3.660 2.678 32.542 0.187
The units for COD, oil and DO are mg/L; the units for inorganic nitrogen, PO4-P, Cu, Pb, Zn and Cd are 𝜇g/L.

decision-making fuzzy weights with the objective standard
level weights and provide a reference for weight setting.
In the future, how to set index weight more reasonably in
actual marine environment evaluation and how to determine
the level of seawater quality according to the characteristic
level values will be studied to improve the application of
multitarget variable fuzzy recognition model for seawater
quality evaluation. Each water quality evaluation method
owns different emphases. Variable fuzzy recognition model
can combine the linear features with the nonlinear features
of the evaluation objective and provide a reference for the
multi-objective decision solutions and can be promoted for
the evaluation of othermulti-index,multilevel, and nonlinear
systems.

Using the monitoring data of the seawater quality at
Qingdao dumping site (1985–2003), the comprehensive sit-
uation of Qingdao dumping site (1985–2003) is evaluated
by variable fuzzy comprehensive evaluation model. The
evaluation results are shown in Table 4. From Table 4, we
can see that the results of seawater quality in the Qingdao
dumping site all satisfy the standard of Grade II specified
by the Sea Water Quality Standard (GB3097-1997). In 1997
and 2003, the seawater quality of Qingdao dumping site was
rather poor and the characteristic level values were 1.59 and
1.64, respectively, which is within the range of Grade II. In
other years, the water quality of Qingdao dumping site was
satisfactory and met the standard of Grade I. From 1998 to
2003, the order of seawater qualitywas as follows: 2002> 2000
> 1985 > 1991 > 1997 > 2003. Overall, the seawater quality of
the Qingdao dumping area presents a drop-rise-drop trend.

From 1985, the seawater quality of the Qingdao dumping area
started to decline. In 1997, it reached a low point, and the
characteristic level value of the Qingdao dumping area was
only 1.59, which only corresponded to the standard of Grade
II. From 2000, the seawater quality of the Qingdao dumping
area tended to improve. However, in 2003, the seawater
quality began to deteriorate again, and the characteristic
level value of the Qingdao dumping area in 2003 was 1.64,
which was the worst among the seawater quality situation
of the examined years. The major impact factors affecting
the seawater quality of the Qingdao dumping area are heavy
metals Pb, Zn and oils; Pb is especially themost serious factor
for the seawater quality of the Qingdao dumping area. From
1985 to 2003, the content of Pb is always within the range
of Grade II or Grade III; only in 2000, the content of Pb is
satisfied with the standard of Grade I. Secondly, the more
serious pollutants are oils and Zn. In 1997, the content of oil
exceeded the standard of Grade II 0.49 times. The dumped
dredged materials are the primary cause affecting the seawa-
ter quality of this area, and the wastes dumped into the sea are
mainly the dredged materials of Grade III. In these dredged
materials, there are a number of pollutants which may affect
the marine environment of the Qingdao dumping area, such
as Pb, Zn, oils, and the compounds of other elements. These
pollutants are transformed into harmful substances through
chemical reactions and biological reactions, which affected
the seawater environment of the Qingdao dumping area.
Nevertheless, compared with the environmental conditions
of the time when the dumping area was delimited, the envi-
ronmental conditions of the dumping area have essentially
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Table 3: Comparison of the comprehensive seawater quality evaluation results.

Point
Number

Variable fuzzy evaluation method Fuzzy
comprehensive
evaluation

BP neural Network Fuzzy genetic
neural Network𝛼 = 1

𝑝 = 1
𝛼 = 1
𝑝 = 2

𝛼 = 2
𝑝 = 1

𝛼 = 2
𝑝 = 2

Average
value Evaluation grade

Q1 1.464 1.593 1.309 1.471 1.46 Between I and II,
tending toward I Grade II Grade II Grade II

Q2 1.645 1.894 1.327 1.762 1.66 Between I and II,
tending toward II Grade II Grade III Grade III

Q3 1.597 1.761 1.504 1.694 1.64 Between I and II,
tending toward II Grade II Grade II Grade II

Q4 1.354 1.427 1.231 1.357 1.34 Between I and II,
tending toward I Grade I Grade II Grade I

Q5 1.614 1.823 1.465 1.707 1.65 Between I and II,
tending toward II Grade II Grade III Grade III

Q6 1.492 1.705 1.304 1.553 1.51 Between I and II,
tending toward II Grade II Grade II Grade II

Q7 1.636 1.802 1.491 1.716 1.66 Between I and II,
tending to II Grade II Grade II Grade II

Q8 1.451 1.539 1.370 1.497 1.46 Between I and II,
tending toward I Grade I Grade II Grade II

Q9 1.512 1.645 1.399 1.586 1.54 Between I and II,
tending toward II Grade II Grade II Grade II

Q10 1.273 1.352 1.124 1.229 1.24 Grade I Grade I Grade I Grade I

Q11 1.402 1.507 1.309 1.510 1.43 Between I and II,
tending toward I Grade I Grade II Grade II

Q12 1.463 1.611 1.348 1.538 1.49 Between I and II,
tending toward I Grade I Grade II Grade II

Q13 1.476 1.552 1.453 1.602 1.52 Between I and II,
tending toward II Grade I Grade II Grade II

Q14 1.421 1.529 1.346 1.557 1.46 Between I and II,
tending toward I Grade I Grade II Grade II

Table 4: Results of the variable fuzzy comprehensive evaluation of seawater quality in the Qingdao dumping area (1985–2003).

Year COD OIL DO Inorganic nitrogen PO
4
-P Cu Pb Zn Cd Variable fuzzy evaluation model

Average Evaluation grade
1985 0.45 0.038 8.73 1.26 0.31 0.49 4.13 2.715 0.13 1.30 I
1991 0.89 0.015 7.86 25.9 6.82 0.36 5.7 9.8 0.17 1.33 I
1997 0.65 0.0745 7.76 77.3 14.96 4.74 1.28 42.5 0.07 1.59 II
2000 1.54 0.021 9.17 94.42 15.75 2.98 0.86 13.7 0.18 1.14 I
2002 0.48 0.024 7.99 65.7 6.5 2.04 1.49 11.16 0.28 1.11 I
2003 0.72 0.039 7.64 102 6.9 4.30 2.25 41.54 0.19 1.64 II

remained unchanged. The benthic community structure in
the dumping area has not undergone any significant changes
due to the dumping of dredgedmaterials.The dumpedwastes
of theQingdao dumping area are somewhat controlledwithin
the predicted management, and the dumping of dredged
materials has no impact on the offshoremarine environment;
the basic function of the ocean dumping area is still to be
maintained.

4. Conclusion

We build a seawater environmental quality assessment
model based on variable fuzzy recognition model, in which

uncertainty and ambiguity of the seawater quality evaluation
are considered, and themonitoring values of seawater quality
evaluation indicators and the standard value of seawater
quality are combined. Through the application of this model
for theQingdaomarine dumping sitewater quality evaluation
and comparison in performance with other models, the
model is proved to be an effective tool for seawater quality
evaluation. The following conclusions can be drawn.

(1) Seawater environmental quality assessment model
based on variable fuzzy recognition model consid-
ers the uncertainty and ambiguity involved in the
seawater quality evaluation, combines monitoring
values of seawater quality evaluation indicators and
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the standard value of seawater quality, and selects
the right variable model of the different parameters
according to the linear or nonlinear features of the
evaluation objects. Therefore, the method is more
flexible than other models, and the evaluation results
are more stable. It can arrange the situation of water
environment quality of various samples and clearly
determine the water quality status that makes the
evaluation results more credible; therefore, it is more
suitable for evaluation of a multi-index, multi-level,
and nonlinear marine environment system.

(2) Different indices in different seawater environments
have different effects on the evaluation results of
seawater quality. In this paper, weight-determination
method of the comprehensiveweightwhich combines
the subjective nonstructural decision-making fuzzy
weights with the objective standard level weights and
provides a reference for weight setting. When the
evaluation model is applied to other applications,
it is necessary to set the index weight reasonably
according to the specific conditions of seawater qual-
ity evaluation.

(3) In the future, how to determine the level of seawater
quality according to the characteristic level values is
an important part, which needs to be improved in the
application of amultitarget variable fuzzy recognition
model for seawater quality evaluation.
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A time series representation, piecewise trend approximation (PTA), is proposed to improve efficiency of time series data mining in
high dimensional large databases. PTA represents time series in concise form while retaining main trends in original time series;
the dimensionality of original data is therefore reduced, and the key features are maintained. Different from the representations
that based on original data space, PTA transforms original data space into the feature space of ratio between any two consecutive
data points in original time series, of which sign and magnitude indicate changing direction and degree of local trend, respectively.
Based on the ratio-based feature space, segmentation is performed such that each two conjoint segments have different trends,
and then the piecewise segments are approximated by the ratios between the first and last points within the segments. To validate
the proposed PTA, it is compared with classical time series representations PAA and APCA on two classical datasets by applying
the commonly used K-NN classification algorithm. For ControlChart dataset, PTA outperforms them by 3.55% and 2.33% higher
classification accuracy and 8.94% and 7.07% higher forMixed-BagShapes dataset, respectively. It is indicated that the proposed PTA
is effective for high dimensional time series data mining.

1. Introduction

Time series representation is one of the key issues in time
series data mining, since the suitable choice of representation
greatly affects the ease and efficiency of time series data min-
ing. To address the high dimensionality issue in real-world
time series data, a great number of time series representations
by applying dimensionality reduction have been proposed.

Dimensionality reduction methods help to compare time
series efficiently bymodeling time series into amore compact
form, whereas significant information about main trends in a
time series, which are essential to effective similarity search,
may be lost. To support accurate and fast similarity detection
in time series, a number of special requirements that should
be satisfied by any representation model are summarized as
follows [1].

(i) TimeWarping-Awareness. Time series should bemod-
eled into a form that can be naturally mapped to

the time domain. This will make it feasible to benefit
from using dynamic time warping (DTW) that can
compare time series with local time shifting and
different lengths for similarity detection.

(ii) Low Complexity. Due to the high dimensionality of
time series data, modeling time series should be
performed maintaining a reasonably low complexity,
which is possibly linear with the series length.

(iii) Sensitivity to Relevant Features. It is clearly desirable
that time series approximation is able to preserve as
much information in the original series as possible.
For this purpose, approximating a time series should
be accomplished in such a way that it tailors itself to
the local features of the series, in order to capture the
important trends of the series.

(iv) Absence of Parameters. Most representation models
and dimensionality reduction methods require the
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user to specify some input parameters, for example,
the number of coefficients or symbols. However,
prior domain knowledge is often unavailable, and the
sensitivity to input parameters can seriously affect the
accuracy of the representation model or dimension-
ality reduction method.

From an empirical viewpoint, it has been recently ob-
served that there is no absolute winner among the time series
representations in every application domain. Therefore, it is
critical for time series representation to keep features that
are important for corresponding application domains. The
sensitivity to features can be considered according to three
main subrequirements for the segments detected in an indi-
vidual time series: (a) segments may have different lengths,
(b) any segment represents different slopes (trends) of a sub-
sequence of data points, and (c) segments capture the series
trends [1].

Slopes [2] and derivative estimation [1] are adopted to de-
note trend of time series commonly in the literature. Due to
the property of tangent function that is used to calculate
slopes, it is difficult to distinguish two trends when the de-
grees of angles are close to ±90∘ by using slope to repre-
sent trend. In derivative time series segment approximation
(DSA) representation [1], original time series is firstly trans-
formed into the first derivative estimations of the points, and
segmentation and approximation are based on the derivative
estimations of time series. It has been observed that relative
variations, the ratios between any two consecutive data points
in a given time series, are suitable for representing trend in
time series [3]. The magnitude of ratio reflects the variation
degree of trend and the sign of ratio represents the changing
direction of trend naturally. Based on ratio-based time series,
a time series representation, piecewise trend approximation
(PTA), is proposed, which retains the important feature of
main trends of original time series concisely by dimensional-
ity reduction. In contrast to the conventional representations
based on raw time series data, the proposed PTA repre-
sentation is based on local trends of raw time series data.
That is to say, the raw data is firstly transformed into local
trends (ratios), segmentation that separates time series into
segments of different trends is then performed based on the
ratios, and each segment is finally approximated by the ratios
between the first and the last data points in the segment.

PTA is able to satisfy the first three requirements men-
tioned earlier.

(i) PTA representations can be compared by using DTW
directly.

(ii) The ratio-based feature generation allows for repre-
senting a time series by focusing on the characteristic
trends in the series.

(iii) Computational complexity for PTA is linear with the
length of series, and the dimensionality of PTA is
adaptive with the identified trends of the series.

To validate the proposed PTA, the performance of PTA
for time series classification is compared to conventional
representations. The experiments are based on two classical

datasets by applying 𝐾-nearest neighbor (𝐾-NN) classifica-
tionmethod.The comparative experimental results show that
PTA outperforms conventional representations in classifica-
tion accuracy.

In Section 2, the time series representations with respect
to different dimensionality reduce, techniques are reviewed.
PTA representation is proposed in Section 3, and the exper-
iments to validate the proposed PTA for time series classifi-
cation are illustrated in Section 4.

2. Time Series Representations

To reduce dimensionality of a time series, a piecewise discon-
tinuous function or low-order continuous function is usually
applied to approximate it into a compact form.This study fo-
cuses on the first dimensionality reduction method, and the
time series representations based on piecewise discontinuous
functions are reviewed as follows.

The piecewise approximation-based representations in-
clude discretewavelet transform (DWT) [4, 5], swinging door
(SD) [6], Piecewise LinearApproximation (PLA) [7, 8], piece-
wise aggregate approximation (PAA) [9–11], adaptive piece-
wise constant approximation (APCA) [12], symbolic aggre-
gate approximation (SAX) [13], and derivative time series seg-
ment approximation (DSA) [1].

Using DWT, a time series is represented in terms of a
finite length, fast decaying, oscillating, and discretely sampled
wave form (motherwavelet), which is scaled and translated in
order to create an orthonormal wavelet basis. Each function
in the wavelet basis is related to a real coefficient; the origi-
nal series is reconstructed by computing the weighted sum of
all the functions in the basis, using the corresponding coef-
ficient as weight. The Haar basis [14] is the most widely used
in wavelet transformation.TheDWT representation of a time
series of length 𝑛 consists in identifying 𝑛wavelet coefficients,
whereas a dimensionality reduction is achieved by maintain-
ing only the first 𝑝 coefficients (with 𝑝 > 𝑛).

SD is a data compression technique that belongs to the
family of piecewise linear trending functions. SD has been
compared towavelet compression.TheSDalgorithmemploys
a heuristic to decide whether a value is to be stored within
the segment being grown or it is to be the beginning of a new
segment. Given a pivot point, which indicates the beginning
of a segment, two lines (the “doors”) are drawn from it to
envelop all the points up to the next one to be considered.The
envelop has the form of a triangle according to a parameter
that specifies the initial amplitude of the lines. The setup of
this parameter has impact on the data compression level.

In the PLA method, a time series is represented by a pie-
cewise linear function, that is, a set of line segments. Several
methods have been proposed to recognize PLA segments
(e.g., [7, 8]).

PAA transforms a time series of 𝑛 points in a new one
composed by 𝑝 segments (with 𝑝 > 𝑛), each of which is of
size equal to 𝑛/𝑝 and is represented by the mean value of the
data points falling within the segment.

Like PAA, APCA approximates a time series by a se-
quence of segments, each one represented by the mean value
of its data points. A major difference from PAA is that APCA
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can identify segments of variable length. Also, the APCA al-
gorithm is able to produce high quality approximations of a
time series by resorting to solutions adopted in the wavelet
domain.

In SAX method, dimensionality of original time series is
first reduced by applying PAA, then the PAA coefficients are
quantized, and finally each quantization level is represented
by a symbol so that SAX is a symbolic representation of time
series.

TheDSA representation is based on the derivative version
of the original time series. DSA entails derivative estimation,
segmentation, and segment modeling to map a time series
into a different value domain which allows for maintaining
information on the significant features of the original series
in a dense and concise way.

For representing a time series of 𝑛 points, it can be
performed in𝑂(𝑛) by using DWT, SD, (the fastest version of)
PLA, PAA, SAX, and DSA, whereas the complexity of APCA
is 𝑂(𝑛 log(𝑛)).

There are some other kinds of time series representations
applying continuous polynomial functions to approximate
time series, include Singular Value Decomposition (SVD)
[15, 16], Discrete Fourier Transforms (DFT) [17, 18], splines,
nonlinear regression, and Chebyshev polynomials [19, 20], of
which the details are kindly referred to the references.

In contrast to conventional representations based on raw
data, a time series representation based on ratios between
any two consecutive data points in a given time series is
proposed by applying piecewise segment approximation to
reduce dimensionality in Section 3.

3. PTA: Piecewise Trend Approximation

Given a time series 𝑌 = {(𝑦
1
, 𝑡
1
), . . . , (𝑦

𝑛
, 𝑡
𝑛
)}, where 𝑦
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real numeric value and 𝑡
𝑖
is the timestamp, it can be repre-

sented as a PTA representation
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− 𝑅
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.
PTA approximates a time series by applying a piecewise

discontinuous function to reduce dimensionality. The algo-
rithm of PTA consists of three main steps:

(1) local trend transformation: the original time series is
transformed into a new series where the values of data
points are ratios between any two consecutive data
points in original series;

(2) segmentation: the transformed local trend series is
divided into variable-length segments such that two
conjunctive segments represent different trends;

(3) segment approximation: each segment is represented
by the ratios between the first and last data points
within the segment, which indicates the characteristic
of trend.

3.1. Local Trend Transform. Given a time series 𝑌 = {(𝑦
1
, 𝑡
1
),

. . . , (𝑦
𝑛
, 𝑡
𝑛
)}, 𝑛 ∈ 𝑁, a new series 𝑇 = {(𝑟
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(𝑟
𝑛
, 𝑡
𝑛
)} is achieved from 𝑌 by local trend transform,

where 𝑟
𝑖
is the value of ratio between (𝑦

𝑖−1
, 𝑡
𝑖−1
), 𝑖 = 2, . . . ,

𝑛.
Ratios between each two consecutive data points in 𝑌

are calculated according to the equation by justifying (1) as
follows:

𝑟
𝑖
=
𝑦
𝑖
− 𝑦
𝑖−1

𝑦
𝑖−1

, 𝑖 = 2, . . . , 𝑛. (2)

𝑇 is indeed a feature space of local trends mapped from the
original data space with one dimension reduced. Although
slope is often used to represents trend in the literature, it is
difficult to distinguish two trends when the degrees of angles
are close to ±90∘ due to the property of tangent function
which is used to calculate slopes. Ratio, however, is more
suitable for representing trend because themagnitude of ratio
reflects the variation degree of trend and the sign of ratio
represent the changing direction of trend naturally. Although
𝑇 is one dimension reduced, it is not enough for many real-
world applications. Hence, 𝑇 will be compressed by the next
two steps into a more concise form.

3.2. Segmentation. Given a time series 𝑌 = {(𝑦
1
, 𝑡
1
), . . . ,

(𝑦
𝑛
, 𝑡
𝑛
)}, 𝑛 ∈ 𝑁, 𝑌 is segmented into 𝑆 = {𝑆

1
, . . . , 𝑆

𝑚
} (𝑚 ≤

𝑛, 𝑚 ∈ 𝑁), where 𝑆
𝑘
(𝑘 = 1, . . . , 𝑚) is a subsequence of 𝑌,

which is decided by key points that certain behavior changes
occur in 𝑌. In PTA, segmentation is based on the local trend
series 𝑇 of original series 𝑌. That is to say, the sequence
𝑇 = {(𝑟

1
, 𝑡
2
), . . . , (𝑟

𝑛
, 𝑡
𝑛
)} is divided into the sequence 𝑆 =

{𝑆
1
, . . . , 𝑆

𝑚
} (𝑚 ≤ 𝑛, 𝑚 ∈ 𝑁), which is composed of 𝑚

variable-length segments 𝑆
𝑘
= {(𝑟
𝑘,1
, 𝑡
𝑘,1
), . . . , (𝑟

𝑘,𝑗
, 𝑡
𝑘,𝑗
) (𝑘 =

1, . . . , 𝑚)}. Each two consecutive segments represent different
trends. Since the segmentation in PTA is based on the ratios
by local trend transform, of which signs represent trend
directions, the main idea for segmentation is to separate 𝑇 by
finding out the first point such that the sign of it is different
from those of the previous points. Assume that 𝜀 denotes the
threshold of the ratios and sign(𝑟

𝑖
) denotes the sign of 𝑟

𝑖
in

𝑇, the sequence 𝑆
𝑘
is identified as a segment if and only if

sign(𝑟
𝑘,1
) = sign(𝑟

𝑘,2
) = ⋅ ⋅ ⋅ = sign(𝑟

𝑘,𝑗
), |𝑟
𝑘,𝑗
| > 𝜀, and

sign(𝑟
𝑘,𝑗
) = sign(𝑟

𝑘+1,1
), 𝑘 = 1, . . . , 𝑚.

Accordingly, the raw data 𝑌 is segmented as 𝑆󸀠 = {𝑆󸀠
1
, . . . ,

𝑆󸀠
𝑚
}, 𝑆󸀠
𝑘
= {(𝑦
𝑘,𝑙
, 𝑡
𝑘,𝑙
), . . . , (𝑦

𝑘,𝑗
, 𝑡
𝑘,𝑗
)}, (𝑘 = 1, . . . , 𝑚, 𝑚 ≤ 𝑛,

𝑚 ∈ 𝑁).
This segmentation aggregates the data points having the

same changing directions so that the subsequences repre-
sent fluctuations in raw data intuitively. Thus, the reduced
dimensionality is adaptive to the trend fluctuations and no
parameter is needed.

3.3. Segment Approximation. To approximate the segments
𝑆󸀠 = {𝑆󸀠

1
, . . . , 𝑆󸀠

𝑚
}, 𝑚 ≤ 𝑛, 𝑚 ∈ 𝑁, the ratio between the first

and last point within each segment is calculated to represent
the main trend information of any segment. Finally, the PTA
representation 𝑇󸀠 = {(𝑅

1
, 𝑅
𝑡1
), . . . , (𝑅

𝑚
, 𝑅
𝑡𝑚
)}, 𝑚 ≤ 𝑛, 𝑛 ∈ 𝑁,

is yielded such that
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𝑅
𝑘
=
𝑦
𝑘,𝑗
− 𝑦
𝑘,𝑙

𝑦
𝑘,𝑙

, 𝑘 = 1, . . . , 𝑚,

𝑅
𝑡𝑘
= 𝑡
𝑘,𝑗
.

(3)

The PTA representation maintains the important feature
of trend variations in a concise form, while the computation
complexity of it is linearwith the length 𝑛of the sequence, that
is, 𝑂(𝑛). In addition, since the length of PTA representation
is determined by the fluctuations in original time series,
similarities between PTA representations can be compared by
applying dynamic time warping.

3.4. Distance Measure. To compare two time series data in
similarity search tasks, various distance measures have been
introduced. By far the most common distance measure for
time series is the Euclidean distance [21, 22]. Given two time
series 𝑋 and 𝑌 of the same length 𝑛, the Euclidean distance
between them is defined as

𝐷(𝑋, 𝑌) = √
𝑛

∑
𝑖=1

(𝑥
𝑖
− 𝑦
𝑖
)2. (4)

In PTA representation, original time series is segmented
according to the change of local trend, and the length of the
transformed PTA representation is thus adaptive with the
trend variations in original time series. The Euclidean dis-
tance is limited to compare time series of equivalent length,
and thus it cannot be applied to time series similarity search
on PTA directly.

To address the limitation of Euclidean distance, dynamic
time warping (DTW) has been proposed to evaluate the sim-
ilarity of variable-length time series [23]. Unlike Euclidean
distance, DTWallows elastic shifting of a sequence to provide
a better match with another sequence; hence, it can handle
time serieswith local shifting and different lengths.Therefore,
DTW can be directly applied to measure similarity of time
series in PTA form.

4. Experiments on Time Series Classification

Classification of time series has attracted much interest from
the data mining community [24–26]. To validate the per-
formance of the proposed PTA representation for similarity
search in time series data, we design a classification ex-
periment based on two classical datasets ControlChart and
Mixed-BagShapes [27] by applying themost common classifi-
cation algorithm, 𝐾-nearest neighbor (𝐾-NN) classification.
ControlChart is a synthetic dataset of six classes: normal,
cyclic, increasing trend, decreasing trend, upward shift, and
downward shift. Each class contains 100 instances. Figure 1
shows that representative sample instances in each class of
ControlChart dataset. Mixed-BagShapes contains time series
derived from 160 shapes with nine classes of objects, includ-
ing bone, cup, device, fork, glass, hand, pencil, rabbit, and
tool. The sample instances from each class of Mixed-Bag-
Shape are shown in Figure 2.

The proposed PTA is compared to two classical represen-
tations, PAA and APCA, which are introduced in Section 2.

The 𝐾-NN classification algorithm is briefly reviewed in
Section 4.1, data preprocessing is introduced in Section 4.2,
and the experimental results are illustrated in Section 4.3.

4.1. 𝐾-Nearest Neighbor (𝐾-NN) Classification. 𝐾-NN is one
of the most widely used instance-based learning methods
[28]. Given a set of 𝑛 training examples, upon receiving a
new instance to predict, the 𝐾-NN classifier will identify 𝐾-
nearest neighboring training examples of the new instance
and then assign the class label holding by the most number
of neighbors to the new instance [29]. To classify time series
data, it is straightforward to investigate the ability of time
series representations for similarity search by applying𝐾-NN
algorithm since time series can be compared to the others as
instances in𝐾-NN.

4.2. Data Preprocessing. In order to reduce the noise in the
data, original time series are usually preprocessed by smooth-
ing techniques in time series data mining. It is essential to
make data amenable to further data mining tasks by denois-
ing. In PTA, it is necessary to denoise time series data before
local trend transformation to avoid that the main trends are
undistinguished from noise. Thus, smoothing is applied to
denoise raw data before local trend transformation in PTA.

Commonly used smoothing techniques are moving aver-
age models including simple moving average, weighted mov-
ing average, and exponential moving average. In our experi-
ments, exponential smoothing is applied to preprocess orig-
inal data to reduce noise. Given a time series 𝑋 = {𝑥

𝑡
} (𝑡 =

0, . . . , 𝑛), the output 𝑆 = {𝑠
𝑡
} (𝑡 = 0, . . . , 𝑛) of the exponential

smoothing algorithm is defined as

𝑠
1
= 𝑥
0
,

𝑠
𝑡
= 𝛼𝑥
𝑡−1

+ (1 − 𝛼) 𝑠
𝑡−1
, 𝑡 > 1,

(5)

where 𝛼 is the smoothing factor and 0 < 𝛼 < 1.

4.3. Experimental Results of Time Series Classification. The
most commonly used𝐾-NN algorithm is utilized to facilitate
independent confirmation of the proposed PTA representa-
tion. Concerning with the neighborhood size 𝐾 in 𝐾-NN
algorithm, the simple yet very competitive 1-NN algorithm
is adopted in this experiment, that is, 𝐾-NN with 𝐾 equal
to 1. The parameter of sliding window in PAA representation
and the threshold in PTA need to be predefined.The number
of segments for PAA is decided by the sliding window while
those of PTA and APCA are adaptive with fluctuations in
original data. To compare the representations effectively, the
parameters are tried several times such that the compressions
(i.e., number of segments) of the representations are equal or
at least very close. Classification accuracy is defined as

accuracy = 1 − 𝐸, (6)

where 𝐸 is the error rate.
The comparative results on ControlChart and Mixed-

BagShapes by using leaving-one-out cross-validation are
shown in Table 1.The results are the best results of each repre-
sentation by trials of different parameters. For ControlChart,
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Figure 1: Sample instances from each class in ControlChart dataset: (a) normal; (b) cyclic; (c) increasing; (d) decreasing; (e) upward shift;
(f) downward shift.

the proposed PTA outperforms PAA and APCA by 3.55%
and 2.33% higher classification accuracy, respectively. For
Mixed-BagShapes, PTA yields 8.94% and 7.07% improvement
in classification accuracy compared with PAA and APCA, re-
spectively. It is shown that the PTA outperforms the compet-
itive representations by higher classification accuracy, which
indicates that PTA is effective for time series classification by
representing original data concisely with retaining important
feature of trend variation.

5. Conclusions

In order to improve efficiency of time series data mining in
high dimensional large-size databases, a time series repre-
sentation piecewise trend approximation (PTA) is proposed
to represent original time series into a concise form while
retaining important feature of trend variations. Different
from the representations based on original data space, PTA
transforms original data space into the feature space of ratio
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Figure 2: Sample instances from each class in Mixed-BagShapes dataset: (a) bone; (b) cup; (c) device; (d) fork; (e) glass; (f) hand; (g) pencil;
(h) rabbit; (i) tool.

Table 1: Comparative results of classification accuracy for Con-
trolChart and Mixed-BagShapes.

PAA APCA Proposed PTA
ControlChart 0.952 0.964 0.987
Mixed-BagShapes 0.876 0.894 0.962

between any two consecutive data points in original time se-
ries, of which sign andmagnitude indicate changing direction
and degree of local trend, respectively. Based on the ratio-
based feature space, segmentation is performed such that
each two conjoint segments have different trends, and then

the piecewise segments are approximated by the ratios be-
tween the first and last pints within the segments; dimen-
sionality is, hence, reduced while keeping important feature
of main trends in original data.

Based on two classical datasets, ControlChart andMixed-
BagShapes, by applying the commonly used time series clas-
sification algorithm 𝐾-NN, PTA is compared with classical
PAA and APCA representations using DTW distance mea-
sure.The results for ControlChart show that PTAyields 3.55%
and 2.33% improvements in classification accuracy compared
to PAA and APCA, respectively. For Mixed-BagShapes, PTA
outperforms PAA and APCA by 8.94% and 7.07% improve-
ment, respectively. The time complexity of PTA algorithm is
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linear with the length of original time series.The efficiency of
time series data mining is, hence, enhanced by applying PTA
representation.The applications of PTA in time series cluster-
ing, indexing, and other similarity search tasks will be vali-
dated and a symbolic time representation derived from PTA
can be further developed.
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The Wu-Huberman clustering is a typical linear algorithm among many clustering algorithms, which illustrates data points
relationship as an artificial “circuit” and then applies the Kirchhoff equations to get the voltage value on the complex circuit.
However, the performance of the algorithm is crucially dependent on the selection of pole points. In this paper, we present a novel
pole point selection strategy for theWu-Huberman algorithm (named as PSWHalgorithm), which aims at preserving themerit and
increasing the robustness of the algorithm.The pole point selection strategy is proposed to filter the pole point by introducing sparse
rate. Experiments results demonstrate that the PSWH algorithm is significantly improved in clustering accuracy and efficiency
compared with the original Wu-Huberman algorithm.

1. Introduction

Traditional data mining approaches can be categorized into
two categories [1]: one is supervised learning, which aims to
predict the labels of any new data points from the observed
data-label pairs. Typical supervised learningmethods include
the support vector machine and the decision trees; the other
one is unsupervised learning. The goal is just to organize the
observed data points with no labels. Typical unsupervised
learning tasks include clustering [2] and dimensionality
reduction [3]. In this paper, we will focus on the clustering
problem, which aims to divide data into groups with similar
objects. From amachine learning perspective, clustering is to
learn the hidden patterns of the dataset in an unsupervised
way. From a practical perspective, clustering plays a vital role
in data mining applications such as information retrieval,
text mining, web analysis, marketing, and computing biology
[4–7].

In the last decades, many methods [8–12] have been
proposed for clustering. Recently, the graph-based clustering
has attracted many interests in the machine learning and
data mining community [13]. The cluster assignments of
the dataset can be achieved by optimizing some criteria

defined on the graph. For example, the spectral clustering is
one kind of the most representative graph-based clustering
approaches, and it aims to optimize some cut values (e.g., [14,
15]) defined on an undirected graph. After some relaxations,
these criteria can usually be optimized via eigen decom-
positions, and the solutions are guaranteed to be globally
optimal. In this way, the spectral clustering efficiently avoids
the problems of the traditional𝐾-means method.

Wu and Huberman proposed a clustering method based
on the notation of voltage drops across the network [16].
The algorithm uses a statistical method to avoid the “poles
problem” instead of solving it. The idea randomly picks two
poles, then applies the algorithm to divide the graph into two
communities, and repeats in this way for many times. The
algorithm uses a majority vote to determine the communities
[16]. However, after making some experiments, we have
found that the choice of the pole points affects the accuracy
of some of the clustering so seriously that the majority voting
result is degraded. The specific details will be presented in
Section 4.1 (Figure 1).

In order to overcome the above disadvantages of theWu-
Huberman algorithm, in this paper, first we construct a graph
in terms of data points. Then we propose a novel strategy
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Figure 1: Clustering results of theWu-Huberman algorithm for the two-moon patternwith different pole point selections. (a)Thedistribution
of the voltage values when 22nd and 86th points have been chosen as the poles. (b) The clustering results corresponding with (a). (c) The
distribution of voltage values when the 45th and 86th points have been chosen as the poles under the same dataset, algorithm, and parameters
with (a). (d) The clustering results corresponding to (c). (e) The graph of determining the pole points. The 𝑥-axis is the data point number,
and the 𝑦-axis is the value of sparse rate 𝛿.
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for pole point selection. After that, we iteratively solve the
Kirchhoff equation to perform clustering. Finally, we get
the clustering result. In this paper, we consider only the 2-
community clustering case and will leave the case of 𝑘 cluster
problem into the future research.

2. Related Works

The Wu-Huberman algorithm exhibits the graph as an
electric circuit. The purpose is to classify points in the graph
into two communities, that is, clusters. We denote a graph by
𝐺 = (𝑋, 𝐸), where 𝑋 is the point set of graph and 𝐸 is the
edge set. The set of voltages of points is 𝑉. Suppose points 𝐴
and 𝐵 have been known to belong to different communities,
𝐺
1
and 𝐺

2
, respectively. By solving Kirchhoff equations the

voltage value of each point can be obtained, which of course
should lie between 0 and 1. A point belongs to𝐺

1
or𝐺
2
, which

can be decided by voltage value of the point [17].The graph is
regarded as an electric circuit by associating a unit resistance
to each of its edges. Two of the nodes, assumed to be node
1 and node 2, without losing the generality, in the graph
are given a fixed potential difference. The Wu-Huberman
method is based on an approximate iterative algorithm that
solves theKirchhoff equations for node voltages in linear time
[16, 18].

The Kirchhoff equations of 𝑛-point circuit can be written
as

𝑉
1
= 1, 𝑉

2
= 0,

𝑉
𝑖
=
1

𝑑
𝑖

∑
(𝑖,𝑗)∈𝐸

𝑉
𝑗
=
1

𝑑
𝑖

∑
𝑗∈𝐺

𝑉
𝑗
𝑎
𝑖𝑗
, for 𝑖 = 3, . . . , 𝑛,

(1)

where 𝑑
𝑖
is the degree of point 𝑥

𝑖
and 𝑎

𝑖𝑗
is the adjacency

matrix of the graph. After the convergence, each community,
that is, cluster, is defined as the nodes with a specific voltage
value within a tolerance. Without loss of generality, the
algorithm has labeled the point in such a way that the battery
is attached to point 1 and 2, which are termed as pole points.

Because of the complexity, the algorithm does not solve
the Kirchhoff equations exactly rather solves it iteratively.The
algorithm initially sets 𝑉

1
= 1, 𝑉

2
= ⋅ ⋅ ⋅ = 𝑉

𝑛
= 0. In

the first round, the algorithm starts updating from point 3
to the 𝑛th point in the following way. When the 𝑖th point,
the voltage of it is substituted by the average value of its
𝑘 neighbors according to (1). The updating process ends
when the algorithm gets to the last point 𝑛, at which a
round is finished. After repeating the updating process for
a finite number of rounds, each point reaches voltage value
that satisfies approximately the Kirchhoff equations within
a certain precision. Then the algorithm finds community
results by a threshold decision.

The Wu-Huberman algorithm inherits the superiority
of the graph-based clustering. The final cluster solutions is
global optimal. Especially, the running time of the algorithm
is linear. However, the algorithm does not always work in
many cases [16]. Besides, there is still one critical problem
which seriously affects the accuracy and efficiency in real
applications. That is, the accuracy and efficiency are greatly

affected by the poles, that is, node 1 and node 2 selected.
Therefore, it is most important to improve the method of
selecting poles. In this paper, we present the PSWHalgorithm
to improve the accuracy and effectiveness of the algorithm by
presenting the pole point selection strategy.

3. The PSWH Algorithm

3.1. Graph Construction. Let 𝐺 = (𝑋, 𝐸) be an undirected
graph with point set𝑋 = {𝑥

1
, . . . , 𝑥

𝑛
} and edge set 𝐸 ⊆ 𝑋×𝑋.

The degree of point 𝑥
𝑖
∈ 𝑋 is defined as 𝑑

𝑖
, which is the edge

number connecting with point 𝑥
𝑖
.

Constructing 𝑘 nearest neighborhood graph is to model
the local neighborhood relationships between the data points.
Given data points 𝑥

1
, . . . , 𝑥

𝑛
, we link 𝑥

𝑖
and 𝑥

𝑗
with an

undirected edge if 𝑥
𝑖
is among the 𝑘 nearest neighbors of 𝑥

𝑗

or if 𝑥
𝑗
is among the 𝑘 nearest neighbors of 𝑥

𝑖
. We define 𝑥

𝑖

and 𝑥
𝑗
to be adjacent if 𝑥

𝑖
∈ 𝑁(𝑥

𝑗
) or 𝑥

𝑗
∈ 𝑁(𝑥

𝑖
), 𝑁(𝑥

𝑖
),

and𝑁(𝑥
𝑗
) is the neighbor of 𝑥

𝑖
and 𝑥

𝑗
, respectively.𝑤

𝑖𝑗
is the

similarity between 𝑥
𝑖
and 𝑥

𝑗
.𝑤
𝑖𝑗
is computed in the following

way: 𝑤
𝑖𝑗
= 𝑒−(‖𝑥𝑖−𝑥𝑗‖

2
/2𝜎
2
), where 𝜎 is a dataset-dependent

parameter.

3.2. The Pole Point Selection Strategy. The Wu-Huberman
algorithm selects pole point randomly. Based on plenty of
experiments, we find that clustering results are very sensitive
to the choosing of pole points. It may produce wrong clus-
tering results if inappropriate points are chosen as the poles.
Figure 1 gives us an intuitive illustration of such a problem.

For solving this problem, in this paper, we introduce a
concept that is termed as “sparse points.”There is themaximal
diameter between the sparse point and its neighborhoods.
The existence of sparse points will bias the final clustering
results. An important fact of our experimental results is that if
we choose sparse points as the pole points theWu-Huberman
algorithm will become less accurate. For this reason, the
sparse points should not be selected as the pole points.There-
fore, we propose the following sparse rate 𝛿

𝑖
to discriminate

the sparse points from the others. Additionally, in order to
exclude the impact of the distribution in the similarity and
degree, the averaging similarity of the neighbors and the
similarity summation of the neighbors should be taken in the
sparse rate 𝛿

𝑖
. That is,

𝛿
𝑖
=

𝛾
𝑖

(𝜆
𝑖
× 𝜆
𝑖
)
, (2)

where 𝛾
𝑖

is the maximum diameter between the
𝑖th point and its neighborhoods; 𝛾

𝑖
= max arg

√∑
𝑑𝑖

𝑗=1,𝑝=1
∑

number 𝑓
𝑞=1

(𝑥
𝑖𝑗𝑞
− 𝑥
𝑖𝑝𝑞
)2, 𝑖 = 1 to 𝑛, 𝑥

𝑖𝑗
and 𝑥

𝑖𝑝

are the neighborhoods of the 𝑥
𝑖
, 𝑗 and 𝑝 are from 1 to 𝑑

𝑖
,

number 𝑓 is the feature number of 𝑥
𝑖
, and 𝑥

𝑖𝑗𝑞
is the 𝑞th

attribute feature in the 𝑗th neighborhood of 𝑥
𝑖
. Here 𝜆

𝑖
is

the similarity (weight) summation of 𝑥
𝑖
’s neighborhood,

𝜆
𝑖
= ∑
𝑑𝑖

𝑗=1
𝑤
𝑖𝑗
, 𝑖 = 1 to 𝑛. 𝜆

𝑖
is the average weight of 𝑥

𝑖
’s

neighborhood, 𝜆
𝑖
= 𝜆
𝑖
/𝑑
𝑖
.

Figure 1(e) shows the sparse rate of each point in Figure 1.
A point can be determined as the pole point whose sparse
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rate is significantly larger than those of the most other points.
Sparse points are far from other points between two different
clusters, so they should not be chosen as the pole points.

We define an extent to describe the range of allowed
sparse points’ number. For example, an extent of 5% in
the two-moon example means that the allowed sparse point
number is the number of points ∗ extent = 100 ∗ 5% = 5.That
is to say, we choose top 5 points upon the sparse rate as the
sparse points. The specific experimental details are shown in
Section 4.1.

3.3. Iteratively Solving the Kirchhoff Equations. We will illus-
trate the computation procedure for iteratively solving the
Kirchhoff equations by using an example. According to the
results of (2), we get that the pole points are 1st and 𝑛th points.
That is to say, V

1
= 1, V

2
= ⋅ ⋅ ⋅ = V

𝑛
= 0. Then use (1)

to obtain the voltage value of each point excluding the pole
points, at which the voltage values are fixed.That is, the value
of each point is the similarity average of its neighbor point.
The updating process ends when we go through 2th to 𝑛-1th
points. Repeat this process till voltage value converges within
stable error range. In our experiments, we set 0.001 as the
terminative conditioning of the iteration.

3.4. The Procedure of the PSWH Algorithm

Input. Dataset𝑋 = {𝑥
𝑖
}𝑛
𝑖=1

and the neighborhood size 𝑘.

Output.The cluster membership of each data point.

Procedure

Step 1: construct the 𝑘 nearest neighborhood.
Step 2: compute sparse rate 𝛿

𝑖
using (2) and apply

the extent to determine the pole points. Then exclude
the sparse points in graph and choose randomly two
other points as the pole points.
Step 3: obtain the voltage value of each data point
based on (1).
Step 4: output the cluster assignments of each data
point.

4. Experimental Results

In this section, we will use the well-known two-moon
example to illustrate the effectiveness of PSWH algorithm.
The original dataset is a standard benchmark for machine
learning algorithms [19] and is generated according to a
pattern of two intertwining crescent moons. This bench-
mark is online available at http://www.ml.uni-saarland.de/
GraphDemo/GraphDemo.html. In the experiments, the
Gaussian noise with mean 0 and variance 0.01 has been
added. The number of data points is set as 100 for the two
moons.

4.1. Pole Points’ Influence on the Clustering Accuracy. In the
Wu-Huberman algorithm, the choice of the pole points

affects significantly the clustering results. Taking the two-
moon dataset as an example, we set 𝜎 as 0.5 and 𝑘 as 5. In
Figure 1(e), the sparse points are the 3rd, 20th, 35th, 45𝑡ℎ, and
83rd points. In order to improve the clustering accuracy, we
do not choose the sparse points as the poles. The clustering
accuracy is 100%. Figure 1(c) illustrates that no matter what
threshold is chosen, the cluster accuracy is low. That is to
say, the choice of the poles has great effect on the clustering
results.

4.2. Pole Points’ Influence on the Iterate Number. In the
experiment, we find that the choice of the pole points has an
impact on the iterate number.The two-moon dataset is taken
as an example. All of the experiments are conducted in the
same parameter conditions: such as 𝜎 = 0.5, the iterate error
is 0.001, and the maximum iterate number is 100.

We first construct the KNN (𝑘 = 5) graph of original
dataset. Then the degree of each point was computed and
displayed in Figure 2(b). Next, we obtain the sparse rate of
each point based on the degree distribution,which is the same
as Figure 1(e). Finally, we choose the poles based on the sparse
rate, compute (1) to obtain the voltage value of each point,
and, respectively, display the iterate number of each point in
Figures 2(c) and 2(d) when different poles are chosen.

In Figure 2, we can draw a conclusion that the greater
degree of the poles corresponds to the more iterate number
for convergence. Therefore, in order to decrease the iterate
number of the algorithm, we should choose the points with
smaller sparse degree as the poles. The clustering accuracy of
Figure 2 is 100%.

4.3. Comparison with Other Algorithms. We compare the
PSWH algorithm with other algorithms on the UCI repos-
itory, which is available at http://archive.ics.uci.edu/ml/.

From Table 1, we can find that the PSWH algorithm does
slightly better than other algorithms in most dataset. How-
ever, in some conditions, the PSWH algorithm is lower than
LCLGR algorithm. Considering the complexity of algorithm
is linear, which is lower than LCLGR algorithm.Therefore, in
general, the PSWH algorithm is an excellent algorithm than
the others.

5. Conclusions and Future Work

In this paper, we propose PSWH algorithm for enhancing
the clustering accuracy and efficiency of the Wu-Huberman
algorithm,which can extend the applicability and increase the
robustness of the algorithm.The concept of sparse points and
selection procedure are presented to obtain the suitable pole
points for the algorithm. The experimental results showed
that the PSWH algorithm is very effective and stable when
applied to clustering problems. In the future, we will give the
theoretical analysis of the new algorithm and employ the new
algorithm to more general and larger datasets. Furthermore,
we will try to extend the new algorithm to textual, image, and
video retrievals.
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Table 1: Comparison with other algorithms on the clustering accuracy.

Data sets K-means Ncut [15] LCLGR [1] Wu-Huberman [16] PSWH
BUPA 0.5623 0.5710 0.6493 0.5304 0.6145
Balance 0.5472 0.5195 0.5664 0.9983 0.9983
Monks 0.5806 0.7097 0.7339 0.6452 0.6690
Iris 0.5533 0.9867 0.9933 1 1
Crx 0.5038 0.6677 0.7871 0.5758 0.6263
Wine 0.5000 0.7416 0.8371 0.6667 0.7536
Hayes-Roth 0.4242 0.4015 0.4394 0.4015 0.4318
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Figure 2: Different pole points of theWu-Huberman algorithm were applied, which leads to different iterate number of convergence. (a)The
KNN (𝑘 = 5) graph. (b)The degree distribution graph. (c) The iterate number via vertical axis when the poles are the 2nd point (its degree is
8) and the 77th point (its degree is 11). (d) The iterate number via vertical axis when the poles are the 5th point (its degree is 6) and the 56th
point (its degree is 5), where the 𝑥-axis represents the data points and 𝑦-axis represents the iterate number.
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Due to the complexity and diversity of the issue of sustainable island development, no widely accepted and applicable evaluation
system model regarding the issue currently exists. In this paper, we discuss and establish the sustainable development indicator
system and themodel approach from the perspective of resources, the island environment, the island development status, the island
social development, and the island intelligence development. We reference the sustainable development theory and the sustainable
development indicator system method concerning land region, combine the character of the sustainable island development,
analyze and evaluate the extent of the sustainable island development, orient development, and identify the key and limited factors
of sustainable island development capability. This research adopts the entropy method and the nonstructural decision fuzzy set
theory model to determine the weight of the evaluating indicators. Changhai County was selected as the subject of the research,
which consisted of a quantitative study of its sustainable development status from 2001 to 2008 to identify the key factors influencing
its sustainability development, existing problems, and limited factors and to provide basic technical support for ocean development
planning and economic development planning.

1. Introduction

In recent years, the overdevelopment of and random con-
struction on numerous islands has directly influenced the
natural environment and the ecological balance of the islands,
which has resulted in environmental deterioration and
resource reduction and has even had catastrophic effects on
the ecological environment of the islands [1]. Therefore, the
quantitative description and evaluation of the extent of sus-
tainable island development and the development orienta-
tion and restrictive factors are important for formulating
island development strategy and developing future island
economies [2].

Extensive research on sustainable development has been
conducted at home and abroad, and many evaluation index
systems and evaluation models related to sustainable devel-
opment have been established, such as the ecological foot-
print model (EF) [3, 4], green GDP accounting system [5],

resource carrying capacity model [6], and human develop-
ment index (HDI) model [7]. But so far, because of the
complexity and diversity of sustainable island development
[2, 8–14], no generally accepted and applicable evaluation
index system for sustainable island development has been
established. This study has referred to the references about
basic sustainable development theory [15–18] and the con-
cept of a sustainable development index system [1, 2, 19–
21], selected indexes from the point of view of the sur-
vival resource support, ecological environmental support,
economic development support, and social and intellectual
support [22], and established the evaluation index system
and the evaluationmodel for sustainable island development.
In addition, for multipurpose evaluation and decision, the
rationality of the setting weights is emphasis and difficulty of
evaluation and decision. The key of multipurpose evaluation
and decision all the time is to improve the rationality of
weight setting to avoid arbitraries. While analyzing the AHP
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Figure 1: The framework of the sustainable development evaluation system.

model, Professor Chen Shouyu [23] made a binary compari-
son of the properties of elements by comparing their impor-
tance. Subsequently, with certain defects, the nonstructural
decision-making fuzzy theory model has been offered. The
nonstructural decision fuzzy set has been widely used in
the evaluation of water resources carrying capacity [24] and
the coordinated development of marine resources [25] and
provides a scientific and reasonable decision method for the
rationality of the subjective weight setting. The synthetic
evaluation criterion weight was determined by combining
the entropy weight and the nonstructural decision fuzzy set
theorymodel in this paper.This paper analyzed and evaluated
the extent of island sustainable development, development
orientation, and restrictive factors to provide relevant the-
oretical support for the reasonable utilization and effective
protection of island resources.

2. Materials and Methods

2.1. Sustainable Development Evaluation Model for Islands

2.1.1. Evaluation Index System Framework. The framework is
the brief summary for the evaluation object, and the frame-
workmodel can be used to define the boundary, composition,
and structure of the evaluation object, to describe the corre-
lations and interacting mechanisms of the subsystems, and
to help the evaluator select and organize a series of problems
[26]. The integration of population, resources, environment,
development, and management decision-making is the core
of sustainable development strategy and is also the key to
coordinating human-nature relationships and interpersonal

relationships (Figure 1). The coordination and sustainability
of island development is the basic principle and core conno-
tation for island sustainable development [8].

This research evaluated the sustainable island develop-
ment potential from the viewof the survival resource support,
ecological environmental support, economic development
support, and social and intellectual support. The survival
resource support system is the basic condition for sustainable
island development; the ecological environment system is
the restrictive condition for sustainable island development;
the economic development support system is the impetus
condition for sustainable island development; the social and
intellectual support system is the assuring and continuing
condition for island sustainable development [27].

2.1.2. Evaluation Indexes of Sustainable Island Development.
The index is themeasurement of specific attributes of sustain-
able island development and the subsystems, which is further
abstracted from the framework model and is a further
decomposition of the overall goal and subgoals of sustainable
development. This research has referred to such factors as
island survival resources, survival sustainability, island devel-
opment cost, level of environmental control and protection,
level of ecological development, level of social development,
educational, science, technology, andmanagement ability. By
combining the selection principle of the sustainable devel-
opment evaluation index with the extent of collecting data
about sustainable island development, this paper adopted the
principal component analysis method, frequency statistical
method, theoretical analysis method, and the Delphi method
to establish three layers of the index system of sustainable
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island development: the overall layer (A), the system layer
(B), and the index layer (C; Figure 2). The evaluation system
of sustainable island development selected 27 indexes to
completely express the level, the capability, behavior, reason,
and the impetus of change of sustainable island development
and attempted to conduct a quantitative evaluation of the
sustainable development conditions for the comprehensive
island. Furthermore, this evaluation system is also significa-
tive and instructive in some extent to provide a reference for
the development evaluations of the nonresident islands.

2.2. The Weight of the Evaluation Index. The determination
of weight is the crucial problem for the variety of evaluation
and decision-making, and the rationality of theweight setting
directly affects the accuracy of the evaluation results. Conse-
quently, avoiding artificial randomness to the greatest extent
andobtaining a rationalweight setting are very important and
difficult for multiobjective evaluation and decision-making.

2.2.1. Determination of Objective Weight. The entropy
method [28] is a relatively objective weighting method. This
method completely relies on the relations of the assessment
indictor data and forms a judgment matrix to calculate the
entropy to determine the weight of each index. Thus, the
determination of the index weight is objective, and the spe-
cific calculation steps are as follows.

Entropy of the assessment index 𝑖:

𝐻
𝑖
= −

1

ln 𝑛

𝑛

∑
𝑗=1

𝑓
𝑖𝑗
ln𝑓
𝑖𝑗
, (1)

among which:

𝑓
𝑖𝑗
=

1 + 𝑏
𝑖𝑗

∑
𝑚

𝑗=1
(1 + 𝑏

𝑖𝑗
)
,

𝑖 = 1, 2, . . . , 𝑚; 𝑗 = 1, 2, . . . , 𝑛; 0 ≤ 𝐻
𝑖
< 1.

(2)

Consequently, the entropyweight of the assessment index
is

𝑤∗
𝑖
=

1 − 𝐻
𝑖

𝑚 − ∑
𝑛

𝑖=1
𝐻
𝑖

. (3)

If 𝐻
𝑖
→ 1 (𝑖 = 1, 2, . . . , 𝑚) of the index, the small

changes of the entropy may lead to the changes in the weight
of the indexes exponentially. Hence, it is very unreasonable.
Referring to Zhou et al. [28], the following improvements of
formula (3) were made:

𝑤∗󸀠
𝑖
=

∑
𝑛

𝑖=1
𝐻
𝑖
+ 1 − 2𝐻

𝑖

∑
𝑛

𝑖=1
(∑
𝑛

𝑖=1
𝐻
𝑖
+ 1 − 2𝐻

𝑖
)
. (4)

2.2.2. Experience Weight by the Nonstructural Decision-
Making Fuzzy Model. While analyzing the AHP model,
Professor Chen Shouyu [23] made a binary comparison of
the properties of elements by comparing their importance.
Subsequently, with certain defects, a nonstructural decision-
making fuzzy theory model has been offered. The specific
calculation steps are as follows.

Set the following target set which is about to compare the
importance:

𝑃 = {𝑝
1
, 𝑝
2
, . . . , 𝑝

𝑚
} . (5)

𝑝
𝑖
is the target number 𝑖 of this target set, 𝑖 = 1, 2, . . . , 𝑚;

𝑚 is the total number of the target set. Conduct the binary
comparison between 𝑝

𝑘
and 𝑝

𝑙
. If

(1) 𝑝
𝑘
is more important than 𝑝

𝑙
, the sort scale 𝑒

𝑘𝑙
= 1,

and 𝑒
𝑙𝑘
= 0;

(2) 𝑝
𝑘
and 𝑝

𝑙
is of equal importance, 𝑒

𝑘𝑙
= 0.5, and also

𝑒
𝑙𝑘
= 0.5;

(3) 𝑝
𝑙
ismore important than𝑝

𝑘
, then 𝑒

𝑘𝑙
= 0, and 𝑒

𝑙𝑘
= 1,

𝑘 = 1, 2, . . . , 𝑚; 𝑙 = 1, 2, . . . , 𝑚.

And obtain the following binary comparison matrix of
target set concerning the importance:

E = (

𝑒
11
𝑒
12
⋅ ⋅ ⋅ 𝑒
1𝑚

𝑒
21
𝑒
22
⋅ ⋅ ⋅ 𝑒
2𝑚

...
...

...
𝑒
𝑚1
𝑒
𝑚2
⋅ ⋅ ⋅ 𝑒
𝑚𝑚

) = (𝑒
𝑘𝑙
) , (6)

which meets

(1) the value of 𝑒
𝑘𝑙
can be set only from 0, 0.5, 1;

(2) 𝑒
𝑘𝑙
+ 𝑒
𝑙𝑘
= 1;

(3) 𝑒
𝑘𝑘
= 𝑒
𝑙𝑙
= 0.5, 𝑘 = 𝑙.

According to the descending sequence of the sum of each row
in the binary comparison matrix, the order of importance
of the target can be obtained under the circumstance of
consistency.

Next, the targets are compared with each other in terms
of the order of importance according to Table 1, and we get
the binary comparison matrix

𝛽 = (

𝛽
11
𝛽
12
⋅ ⋅ ⋅ 𝛽

1𝑚

𝛽
21
𝛽
22
⋅ ⋅ ⋅ 𝛽

2𝑚

...
...

...
𝛽
𝑚1
𝛽
𝑚2
⋅ ⋅ ⋅ 𝛽
𝑚𝑚

) = (𝛽
𝑖𝑗
) , (7)

which meets

0 ≤ 𝛽
𝑖𝑗
≤ 1, 𝑖 ̸= 𝑗,

𝛽
𝑖𝑗
+ 𝛽
𝑗𝑖
= 1,

𝛽
𝑖𝑗
= 0.5, 𝑖 = 𝑗.

(8)

In this matrix, 𝛽
𝑖𝑗
is the fuzzy scale of the importance of the

target 𝑖 for 𝑗, when the target 𝑖 compares with 𝑗 in terms of
importance; 𝛽

𝑗𝑖
is the fuzzy scale of the importance of the

target 𝑗 for 𝑖. Then, sum the fuzzy scale value 𝛽
𝑠𝑡
of each row
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Grain output C2 (0.109)

Fishery total production value C4 (0.1938)

Fresh water resources C5 (0.1403)

Annual tourism revenue C6 (0.1301)

Marine aquaculture production C1 (0.1657)

Marine catching output C3 (0.1301)

Annual sea freight transport volume C7 (0.1301)

The comprehensive index of air pollution C9 (0.1195)

Industrial solid waste utilization rate C11 (0.1114)

Industrial waste gas disposal rate C12 (0.1074)

Forest coverage rate C13 (0.1187)

The comprehensive index of water quality in the near
shore of island C8 (0.3161)

Industrial waste water treatment rate C10 ( 0.1469)

Per capita GDP C15 (0.1846)

The total amount of consumable retail C17 (0.1628)

The proportion of tertiary industry in GDP C18 (0.1719)

Social labor productivity C19 (0.1846)

Actual utilized amount of foreign capita C14 (0.1333)

Fixed asset investment amount C16 (0.1628)

Natural growth rate of population C20 (0.1359)

Per capita income level C21 (0.1508)

Percentage of science operating expenses and the “three-item
expenditure” in financial expenditures C23 (0.1508)

Call popularity rate C25 (0.1029)

Number of teachers C26 (0.1029)

Number of students in primary and secondary school C27 (0.1029)

Per capita education expenditure C22 (0.1508)

Number of doctors C24 (0.1030)

Overall layer (A) System layer (B) Index layer (C)
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Figure 2: The evaluation index system of sustainable island development.
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Table 1: The table of the relationship between fuzzy tone factor and
fuzzy scale.

Fuzzy tone factor Fuzzy scale

Equal 0.50
0.525

Slightly 0.55
0.575

Somewhat 0.60
0.625

Rather 0.65
0.675

Obviously 0.70
0.725

Remarkably 0.75
0.775

Very 0.80
0.825

Extra 0.85
0.875

Exceedingly 0.90
0.925

Extremely 0.95
0.975

Incomparable 1.0

in the matrix 𝛽, and further normalize to get the following
weight vector of the target set:

w = (𝑤
1
𝑤
2
⋅ ⋅ ⋅ 𝑤

𝑚
) =

(
1

∑
𝑚

𝑖=1
(1 − 𝛽

1𝑖
) /𝛽
1𝑖

(1 − 𝛽
12
) /𝛽
12

∑
𝑚

𝑖=1
(1 − 𝛽

1𝑖
) /𝛽
1𝑖

⋅ ⋅ ⋅

(1 − 𝛽
1𝑚
) /𝛽
1𝑚

∑
𝑚

𝑖=1
(1 − 𝛽

1𝑖
) /𝛽
1𝑖

) .

(9)

2.2.3. Comprehensive Weight. The comprehensive weight of
evaluation indexes is as follows:

𝑤
𝑖
=
(𝑤1
𝑖
⋅ 𝑤2
𝑖
)

∑
𝑚

𝑖=1
𝑤1
𝑖
𝑤2
𝑖

. (10)

𝑊
𝑖1

is the objective weight of 𝑖 index determined by
entropymethod.𝑤

𝑖2
is the experience weight of 𝑖 index deter-

mined by the nonstructural decision-making fuzzy model.

2.3. Calculation of the Synthetic Index. The synthetic index of
sustainable island development is got by weighted summing
up of the index coefficients of sustainable island development

at the base of the normalization of index data, and the formula
is as follows:

𝐼 =
𝑛

∑
𝑖=1

(𝑊
𝑖
∗ 𝑈
𝑖
) ,

𝑈
𝑖
=
𝑛

∑
𝑗=1

(𝑊
𝑗
∗ 𝑉
𝑖
) .

(11)

𝑊
𝑖
is the weight of supporting systems of sustainable

island development, ∑𝑛
𝑖=1
𝑊
𝑖
= 1; 𝑈

𝑖
is the assessment

index value of the supporting systems; 𝑊
𝑗
is the weight of

the assessment indexes of sustainable island development,
∑
𝑛

𝑗=1
𝑊
𝑗
= 1; 𝑉

𝑖
is the standardized value of the assessment

indexes of sustainable island development. Considering the
features and relevant studies [14, 18, 20, 29, 30] of sustainable
island development, the synthetic index of sustainable island
development can be divided into 5 levels: 𝐼 ≥ 0.8 represents
an excellent condition of sustainable development; 0.7 ≤ 𝐼 <
0.8 represents a good condition of sustainable development;
0.5 ≤ 𝐼 < 0.7 represents a moderate condition of sustainable
development; 0.4 ≤ 𝐼 < 0.5 presents a weak condition of
sustainable development; 𝐼 < 0.4 represents a very weak
condition of sustainable development.

3. Results and Discussion

3.1. Overview of the Study Area. The relatively ideal condi-
tion for demonstrating the assessment of sustainable island
development is to take a certain island as a research sample.
However, considering the difficulties in acquiring island data
and the significant role of the country island in the imple-
mentation of the management of the marine environment,
marine resources, maritime rights, and interests, this paper
selected counties with more comprehensive information as
the basic statistic unit of sustainable island development,
and Changhai County of China is selected as the sample of
sustainable island development assessment.

Located in the northern Yellow Sea on the east of
Liaodong Peninsula of Liaoning Province of China, Changhai
County is the only county in northeast China with territory
consisting of islands, and it is also the only island county
in the Chinese boundary (Figure 3). Covering a total island
area of 119 square kilometers and with a coastal line of 359
kilometers and a maritime space of 7,720 square kilometers,
Changhai County is primarily engaged in fisheries, and it is
also the most developed island area in Liaoning Province.
Changhai County governs two towns of Dachangshan Island
and Zhangzi Island, three townships of Xiaochangshan,
Guanglu, andHaiyang, 23 administrative villages, and 7 com-
munities, with its county government located in the town
of Dachangshan Island. By the end of 2008, the county had
26,232 registered households with a population of 74,010
among which 41,771 people lived in towns and townships.

ChanghaiCounty ofChina is a typical example ofChinese
island development, displaying the striking features of island
development in terms of strategic value, economic and
resource values, ecological and environmental values, as well
as social and cultural values. However, due to its incomplete
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Figure 3: Geographical location map of Changhai County of China.

infrastructure, with the economic development of the island,
the resources of Changhai County are consumed rapidly, and
the contradictions among economic system, environmental
system, and ecological system become increasingly sharp
during the process of economic development, which has
restricted the development of Changhai and made the eco-
nomic development of Changhai County rank in a relatively
backward position among the 12 island counties of China.
Therefore, it is of particular importance to research the sus-
tainable development system of Changhai.

3.2. Sources of Data. The index data are primarily from sta-
tistical yearbooks of Changhai County (2001–2008), the envi-
ronmental quality reports of Changhai County (2001–2005),
the annual environmental monitoring reports of Changhai
County (2006-2007), the statistical annuls of the economy,
and the social development ofChanghaiCounty (2001–2008).
Amajority of the index data can be obtained directly from the
statistical annuals, and a minority of the data was acquired
through calculation.

3.3. The Calculation of Index Weight and the Synthetic Index.
The following paragraph explains the detailed process of
determining the synthetic index by assigning the following
6 index weights: the comprehensive index of seawater quality
index of island environmental supporting system layer (𝐶

8
),

the comprehensive index of air pollution (𝐶
9
), industrial

waste water treatment rate (𝐶
10
), industrial solid waste utili-

zation rate (𝐶
11
), industrial waste gas disposal rate (𝐶

12
), and

forest coverage rate (𝐶
13
).

Wedetermined and standardized the index statistical data
matrix of Changhai County from 2001 to 2007. The stand-
ardized matrix is as follows:

𝐵 =

[
[
[
[
[
[
[

[

1 0.4043 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 1 1
0 1 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0.3765 0

0.9229 0.0284 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0.8580 0.9589
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅
0.0898 0.6454 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0.1488 0.7352

]
]
]
]
]
]
]

]

. (12)

Following the entropy weight solution procedure, we can
obtain the 6 index weights

𝑤󸀠
1
= (0.7078, 0.5182, 0.4901, 0.3717, 0.3583, 0.3339) . (13)

Normalizing the entropy weight of the index, we get the
objective weight of the indexes

𝑤
1
= (0.2546, 0.1864, 0.1763, 0.1337, 0.1289, 0.1201) . (14)

According to the theorem of the order of importance, the
followingmatrix𝐸, the scale of the order of importance of the
six indexes, can be obtained:

𝐸 =

[
[
[
[
[
[
[

[

0.5 1 1 1 1 1
0 1 0.5 1 1 1
0 0.5 0 1 1 1
0 0 0 0 0.5 0
0 0 0 1 1 0.5
0 0 0 0.5 1 0

]
]
]
]
]
]
]

]

A
C
B
E
F
D

. (15)

According to the order of importance matrix 𝐸, based
on the consideration of expert opinions and references to
numerous studies in the literature, we conclude that 𝐶

8
is

slightlymore important than𝐶
9
, is obviouslymore important

than 𝐶
10
, 𝐶
11
, and 𝐶

12
, and is slightly more important than

𝐶
13
; Compared with 𝐶

10
, 𝐶
11
, and 𝐶

12
, 𝐶
9
is in between

slightly more important and relatively more important and
is equally important with 𝐶

13
; 𝐶
10
is equally important with

𝐶
11
and𝐶

12
; compared with𝐶

10
,𝐶
13
is between slightly more

important and relatively more important. According to the
corresponding relation between fuzzy tone factors and fuzzy
scale values in Table 1, a two-dimensional comparisonmatrix
𝛽 with 6 targets can be determined as follows:

𝛽 =

[
[
[
[
[
[
[

[

0.5 0.6 0.7 0.7 0.7 0.6
0.4 0.5 0.625 0.625 0.625 0.5
0.3 0.375 0.5 0.5 0.5 0.375
0.3 0.375 0.5 0.5 0.5 0.375
0.3 0.375 0.5 0.5 0.5 0.375
0.4 0.5 0.625 0.625 0.625 0.5

]
]
]
]
]
]
]

]

. (16)
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Figure 4: The comprehensive index of supporting systems.

The sum of the fuzzy scale values can be used to show the
weight vector of the index, as follows:

𝑤 = (
𝑚

∑
𝑡=1

𝛽
1𝑡
,
𝑚

∑
𝑡=1

𝛽
2𝑡
, . . . ,
𝑚

∑
𝑡=1

𝛽
𝑚𝑡
)

= (3.8, 3.275, 2.55, 2.55, 2.55, 3.025) .

(17)

Normalizing the fuzzy scale values matrix, we obtain the
weights of 6 indexes of the island resources support system:

𝑤
2
= (0.2141, 0.1845, 0.1437, 1437, 0.1437, 0.1704) . (18)

According to formula (10), we can combine the fore-
mentioned mathematical weights with the experience weight
by the nonstructural decision-making fuzzymodel and even-
tually obtain the comprehensive weights of 6 indexes:

𝑤 = (0.3161, 0.1995, 0.1469, 0.1114, 0.1074, 0.1187) . (19)

Because the calculation method of the weights of other
layers is the same as this, this paper omitted the details
and directly showed the weight results of sustainable island
development support system, which is shown in Figure 2.

The synthetic evaluation indexes of the sustainable devel-
opment systems of Changhai County are shown in Figure 4,
Figure 5, and Table 2.

3.4. The Analysis of Results. During the period from 2001 to
2008, the comprehensive sustainable development capability
of Changhai County improved continuously and steadily,
with its value (𝐴) increasing to 0.67 in 2008 from 0.31 in 2001,
which indicates that the comprehensive strength of sustain-
able development had doubled. By 2008, the comprehensive
sustainable development capability of Changhai County had
reached the middle development level (0.67), and Changhai
County had achieved significant development in economic,
social, scientific, and educational levels.

In the evaluation system of sustainable development of
Changhai County, the ecological environmental protection
system is of the highest realization degree in sustainable
development, whereas the survival resource system and the
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Figure 5: The comprehensive capability index of sustainable devel-
opment (2001–2008).

social and intellectual support system are of a relatively low
realization degree. The low sustainable development cap-
ability of the survival resource system and the social intellec-
tual support system is the primary reason why the compre-
hensive sustainable development level of Changhai County
is in the middle, which limits the improvement of the com-
prehensive sustainable development capability.

The survival resource support ability of Changhai County
is at a weaker level of sustainable development during the
period from 2001 to 2008, with the trend of slow rising.
Within the period, all indexes of the survival resource
support system are at lower levels, except for per capita
amount of aquatic products. Althoughper capitawater supply
capacity, which is among these indexes, becomes stronger and
stronger, the maximum amount of per capita water supply
capacity is 33.8 cubic meters per person, which owns only
25% of the national average and 73.4% lower than the average
level of Liaoning Province. The power supply capacity of
Changhai County is strengthening, and the capacity in 2011
(1497.1 kwh per person) grows three times as much as that
of 2001, strengthening the power resource supply ability of
sustainable development of Changhai County. However, the
base number of per capita power supply capacity is low, only
owning 32% of the average of Dalian (in Dalian, the amount
of per capita power supply is 4685.8 kwh per person). Within
the period, the area of per capita marine area lasts between
9.5 hm2 and 10.5 hm2, which are among the intermediate and
advanced levels. This indicates that marine areas, coastlines,
beaches, and other resources are well protected, and the
utilization of marine area is quite efficient, which ensures
the sustainable development of Changhai County marine
islands. The yield of agricultural products in Changhai is
quite low, with the per capita yield only 102.55 kg at most
and 75% lower than the average level of China and Liaoning
Province.The grain supply mainly depends on mainland, but
the grain sources andmarine transport are restricted bymany
circumstances. Thus, the gross supply capacity of Changhai
County is very vulnerable.The fishery of Changhai County is
one of the competitive industries all the time, which has been
proved that during the period, the per capita aquatic product
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Table 2: The synthetic evaluation indexes of sustainable development systems of Changhai county.

2001 2002 2003 2004 2005 2006 2007 2008

Resource support capability 0.31 0.22 0.24 0.40 0.49 0.58 0.50 0.62
Ecological environmental protection capability 0.47 0.54 0.66 0.62 0.73 0.55 0.71 0.75
Economic development capability 0.11 0.35 0.39 0.33 0.47 0.62 0.72 0.70
Social and intellectual support capability 0.37 0.38 0.53 0.65 0.63 0.59 0.56 0.63
Comprehensive capability of sustainable
development 0.31 0.36 0.45 0.49 0.57 0.59 0.62 0.67

yield is rising, and the yield in 2011 is 2.3 times as much as
that in 2001, which ranks the second in the list of China’s 12
island counties.Thefishery development ofChanghai County
has been in the forefront of the nation, which promotes the
sustainable development of Changhai County to some extent.
The cargo throughput of the ports of Changhai County is at
low level, and the maximum amount of marine transport in
2011 is 1.79 million tons, which ranks the tenth in the list of
China’s 12 island counties. That is to say, the port resources
are not thoroughly utilized. In conclusion, although many of
the indexes of survival resource support ability of Changhai
County are rising, the maximum value of each index remains
at the low level, showing that the resource support capacity of
sustainable development is quite poor.

The ecological environmental support capacity of Chang-
hai County is at a stronger level during the period from 2001
to 2008. During the period, the average for many years of
seawaterwater quality comprehensive index of inshore region
of Changhai County is 2.09, and that of drinking water in
land is 1.41. In this case, the quality of both marine water and
drinking water has reached higher criterion. The per capita
public grassland area of Changhai County is rising from 7
square meters per person in 2001 to 10.43 square meters per
person in 2011 by 49%.This indicates that Changhai County is
paying more and more attention to ecological environment.
Marine disaster has become the main natural disaster, which
brings about that the loss disasters can directly affect the
level of sustainable development. The proportion of the loss
of marine disasters in GDP goes up, and such proportion in
2011 is 16.6%. This indicates that Changhai County is weak
in handling marine disasters. In conclusion, although the
ecological environmental support ability of Changhai County
is generally at a higher level, it is quite poor for Changhai
County in overcoming natural disasters.Therefore, it is highly
suggested that the government should improve the marine
disaster forecast and prevention.

Among 4 support systems of sustainable development of
Changhai County, the economic development support sys-
tem has the most rapid growth.The sustainable development
index reached 0.70 in 2008, indicating the middle sustainable
development level.The success of the economic development
support system is closely related to the development strategy
of constructing the “Liaoning at Sea” and “Dalian at Sea”
demonstration area projects and to prosperous fisheries,
industries, and tourism, which have been implemented by
Changhai County in recent years. Social labor productivity,

investment in fixed assets, and total sales of consumer goods
have increased greatly. In 2008, Changhai County realized a
gross regional product (GRP, large-caliber) of 3,463.46 mil-
lion Yuan, and GRP per capita reached 46,729 Yuan (Sta-
tistical Bureau of Changhai County in China (2001–2008)),
which indicates that Changhai County ranked among the
top national counties for marine economy. However, similar
to most island counties, a natural traffic obstacle exists
between Changhai County and the outside due to its unique
geographic location and resource features. The traffic con-
struction between islands and between land and the islands is
slow, andmeteorological conditions greatly influence the flow
of people and logistics, having become one of the important
factors limiting the economic development of Changhai
County. Furthermore, the economic structure of Changhai
County is singular, with the primary industry focusing on
fishery. In 2008, the proportion of the three industries (pri-
mary industry, secondary industry, and tertiary industry) in
Changhai County was 74.2 : 13.9 : 11.9, and the contribution
rate of the primary industry to economic growth reached
90%. So, Changhai County needs to change the existing fish-
ery-focused economic development mode, accelerate the
economic restructuring, and promote the overall optimiza-
tion and upgrading of three industries.

Among 4 support systems of the sustainable development
of Changhai County, the social and intellectual support
system shows the slowest growth. As observed from the inter-
nal realization indexes of sustainable development, the pro-
portion of educational expenditure per capita, expenditure on
science and three items of expenditure on science and tech-
nology in financial expenditure, as well as the number of
teachers, the number of enrolled students in primary and
middle schools, and other intellectual support factors greatly
influence the realization of sustainable development of the
social and intellectual support system. During the period
from 2001 to 2008, the income per capita of Changhai
increased continuously and steadily, increasing to 17,256Yuan
in 2008 from 5,399 Yuan in 2001, an increase of 219%.
However, the increase in the investment in educational funds
per capita was not high. From 2001 to 2007, the investments
in educational funds per capita were 336 Yuan, 340 Yuan, 390
Yuan, 430 Yuan, 617 Yuan, 517 Yuan, and 693 Yuan, respec-
tively; the proportion of expenditure on science and three
items of expenditure on science and technology in financial
expenditure was approximately 1% (Statistical Bureau of
Changhai County in China (2001–2008)). The insufficient
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investment in education and scientific research and “hav-
ing difficulty in attracting and retaining talents” are still
problems restricting the development of Changhai County.
Consequently, it is necessary for Changhai County to provide
flexible employment mechanisms, establish a sound talent
training system, increase investment in education and scient-
ific research, and stabilize a talent team to enhance sustain-
able development.

4. Conclusion

Islands are an important part of Chinese territory and are
also important bases for ocean development. The sustainable
island development relates to the sustainable development
of the ocean and even the national economic system [31].
This paper (1) selected indexes in terms of survival resource
support, ecological environmental support, economic devel-
opment support, and social and intellectual support, (2)
established the evaluation index system and evaluationmodel
of sustainable island development, (3) analyzed and evalu-
ated the sustainable island development level, development
orientation, and restrictive factors, (4) combined the entropy
method with the nonstructural decision-making fuzzy set
theory model to determine the weight of the evaluation
indexes of sustainable island development, (5) took Changhai
County of China as an evaluation example of sustainable
island development, and (6) conducted quantitative research
on the sustainable development conditions of the county.The
results showed that the comprehensive sustainable develop-
ment capability of Changhai County improved continuously.
The sustainable development index increased to 0.67 in 2008
from 0.31 in 2001, reaching the middle development level.
Among the support systems for the sustainable development
of Changhai County, the ecological environmental system
has been most fully realized in sustainable development,
whereas the survival resource system and the social and
intellectual support system are of a relatively low realization
degree.The primary reason why the sustainable development
of Changhai County is in the middle level is that the county
has relatively few survival resources per capita, poor survival
sustainability, a relatively low educational level, and low
technological and management capability, which limit the
improvement of the comprehensive sustainable development
capability. The survival sustainability level and island envi-
ronmental and protection level are important factors in deter-
mining the sustainable development capability, whereas fresh
water resources, mariculture, the extent of tertiary industry
development, educational investment, and the state of sci-
entific research are restrictive factors influencing sustainable
development. Therefore, Changhai County should properly
enhance the infrastructure construction and increase the
investment in education and scientific research to promote
the improvement of the comprehensive sustainable develop-
ment capability. Furthermore, in the process of island
development and construction, Changhai County should
enhance the protection of the resources and the environ-
ment, reasonably develop and utilize island resources, and
truly promote the construction and development of the
island.
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istics and state of the indicators of sustainable development in
countries of Southeastern Europe,” Agriculture, Ecosystems and
Environment, vol. 130, no. 1-2, pp. 67–74, 2009.

[21] D. Karahasanovic, A. Avdic, and M. Cinjarevic, “Improving of
sustainable development indicator with special focus on tran-
sition countries,” Technics Technologies Education Management,
vol. 5, no. 4, pp. 760–772, 2010.

[22] A. Vallega, “The role of culture in island sustainable develop-
ment,”Ocean andCoastalManagement, vol. 50, no. 5-6, pp. 279–
300, 2007.

[23] S. Y. Chen,The Variable Fuzzy Sets Theory Model and Its Appli-
cation, Dalian University of Technology Press, Dalian, China,
2009.

[24] S. Y. Chen and J.M.Hu, “Variable fuzzy assessmentmethod and
its application in assessing water resources carrying capacity,”
Journal ofHydraulic Engineering, vol. 37, no. 3, pp. 264–277, 2006
(Chinese).

[25] M. Gai and L. Zhou, “A study of the coordinated development
of marine resources environment and economy of Liaoning
Province using a variable fuzzy recognition model,” Resources
Science, vol. 33, no. 2, pp. 356–363, 2011 (Chinese).

[26] A. van Zeijl-Rozema, R. Cörvers, R. Kemp, and P. Martens,
“Governance for sustainable development: a framework,” Sus-
tainable Development, vol. 6, no. 16, pp. 410–421, 2008.

[27] W. Y. Niu and Y. X. Lu,Overview of China’s Sustainable Develop-
ment, Science Press, Beijing, China, 2007.

[28] H. C. Zhou, G. H. Zhang, and G. L. Wang, “Multi-objective
decision making approach based on entropy weights for reser-
voir flood control operation,” Journal of Hydraulic Engineering,
vol. 38, no. 1, pp. 100–106, 2007 (Chinese).

[29] D. F. Ye, “Relativity and sustainable development,” Chinese Geo-
graphical Science, vol. 14, no. 1, pp. 75–81, 2004.

[30] W. X. Luan and N. Shen, “The research on social economic
support system of sustainable development in changshan,”
Archipelagos Pacific Journal, vol. 10, pp. 65–75, 2005 (Chinese).

[31] Z. Tu, S. L. Yang, D. Hu, and D. Zhao, “Evaluation method
of sustainable development capability of marine economy and
application in Fujian Province,”Marine Environmental Science,
vol. 30, no. 6, pp. 819–822, 2011 (Chinese).



Hindawi Publishing Corporation
Abstract and Applied Analysis
Volume 2013, Article ID 323072, 10 pages
http://dx.doi.org/10.1155/2013/323072

Research Article
Vision Target Tracker Based on Incremental Dictionary
Learning and Global and Local Classification

Yang Yang, Ming Li, Fuzhong Nian, Huiya Zhao, and Yongfeng He

School of Computer and Communication, Lanzhou University of Technology, Lan Zhou 730050, China

Correspondence should be addressed to Ming Li; lim3076@163.com

Received 28 February 2013; Accepted 2 April 2013

Academic Editor: Yong Zhang

Copyright © 2013 Yang Yang et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Based on sparse representation, a robust global and local classification algorithm for visual target tracking in uncertain environment
was proposed in this paper. The global region of target and the position of target would be found, respectively by the proposed
algorithm. Besides, overcompleted dictionary was obtained and updated by biased discriminate analysis with the divergence of
positive and negative samples at current frame. And this over-completed dictionary not only discriminates the positive samples
accurately but also rejects the negative samples effectively. Experiments on challenging sequences with evaluation of the state-of-
the-art methods show that the proposed algorithm has better robustness to illumination changes, perspective changes, and targets
rotation itself.

1. Introduction

Visual target tracking in uncertain environment is an impor-
tant component in the field of computer vision [1]. In
uncertain scene, the negative impact on quality of target
is mainly caused by occlusion, pose changes, significant
illumination variations, and so on. Therefore, discrimination
method with a strong robustness against the target and
environment changes is required for accurate tracking. Visual
target tracking can be treated as a binary classification prob-
lem between targets and backgrounds, target candidate set of
which is established by affine transformation, and classifier is
then used to discriminate the target from candidate set [2].
Therefore, classifier should be not only well discriminated
to targets but also capable of rejecting the discrimination
of background feature and even has better robustness to
occlusions, pose changes, and illumination variations.

In this paper, an incremental tracking algorithm was
proposed for resolving the target appearance variations and
occlusions problems. The system chart as Figure 1. Object is
represented with global and local sparse representation, and
tracking task is formulated as sparse representation binary

classification problem with dictionary incremental learning.
For object representation, targets are treated as positive sam-
ples, whereas backgrounds are treated as negative samples.
Then positive and negative samples are used to establish the
discriminatory dictionary, where target appearance model is
treated as linear combination with discriminatory dictionary
and sparse coding. In the first frame, targets are affine-
transformed to affine transformation subspace, where the
target is found with the minimum reconstruction error.
Global classifier with sparse representation is established
to determine the global region of target from center-point
collection, while sparse representation local classifier is used
to set up discrimination to find the target location fromglobal
region. As we know, the appearance of the target itself and
the external scenes vary in real time, so dictionary needs to
be updated with features of the next frame by incremental
learning to ensure tracking result accurately.

The rest of the paper is organized as follows. Section 2
reviews the related works. Section 3 proposes target motion
model and sparse representation globe classifier and local
classifier algorithm. Furthermore, dictionary learning and
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Figure 1: Diagram of targets tracking via sparse representation global and local classifier.

incremental updating are introduced in Section 4. Section 5
reports the experimental results. Finally, the conclusions are
summarized in Section 6.

2. Related Works

Currently, according to the target appearance model, target
tracking methods can be divided into two categories: gen-
erated and discriminative model methods. The generated
model method use appearance model to replace the target
observed template, tracking result get from the highest
similarity search with the appearance model of the area. For
example, the mean-shift [3] and the incremental tracking
[4]. In [4], in order to make the algorithm adapt to the
real-time changes of target appearance effectively, the target
appearance models are incremental learned by a group of
low-dimensional subspaces. Discriminative model method:
cast the tracking as a binary classification problem. Tracking
is formulated as finding the target location that can accurately
separate the target from the background. In [5], online
multiple instance learning methods improve the robustness
of the target tracking system to the influence of occlusion.
In [6], visual object tracking is construed as a numerical
optimization problem and applies cluster analysis to the
sampled parameter space to redetect the object and renew the
local tracker. In [7], an ensemble of weak classifiers is trained
online to distinguish between the object and the background,
and the weak classifiers are combined into a strong classifier
using AdaBoost; then, the strong classifier is used to label
pixels in the next frame as either belonging to the object or
the background.

Some scholars have access to a stable target tracking
system, which takes advantage of sparse representation clas-
sification model for target tracking. In [8], the set of trivial
template are constructed with occlusion and corruption,
target candidate is sparsely represented by target and trivial
templates at new frames, then, the smallest projection error

is taken to find target during tracking. In [9], sample-
based adaptive sparse representation is proposed to address
partial occlusion or deterioration; object representations are
described as sample basis with exploiting L1-normminimiza-
tion. In [10], the paper proposed a dynamic group sparsity
and two-stage sparse optimization to jointly minimize the
target reconstruction error and maximize the discriminative
power. In [11], tracking is achieved by minimum error
bound and occlusion detection, the minimum error bound
is calculated for guiding particle resampling, and occlusion
detection is performed by investigating the trivial coefficients
in the L1-norm minimization.

In addition, to resolve the problems that the overcom-
pleted dictionary cannot discriminate sufficiently, Xuemei
utilized target template to structure dictionary [𝑇, 𝐼, −𝐼] [9,
11]; 𝐼 and −𝐼 are not related unit matrix, and 𝑇 is a small piece
of target templates. In [12], the use of the learning obtained
in the sparse representation dictionary is more effective than
a preset dictionary. In [13] proposed a dictionary learning
function, the dictionary was obtained by K-SVD algorithm
and linear classifier. In [14], dictionary learning problem
is deemed as optimization of a smooth nonconvex over
convex sets and proposed an iterative online algorithm that
solves this problem by efficiently minimizing at each step
a quadratic surrogate function of the empirical cost over
the set of constraints. On this basis, paper [15] proposes a
new discriminative DL framework by employing the Fisher
discrimination and criterion to learn a structured dictionary.

3. Sparse Representation Global and
Local Classifier

3.1. Motion Model of Targets. We denote affine transforma-
tion parameters𝑋

𝑡
= (𝑥, 𝑦, 𝑠, 𝑟, 𝜃, 𝜆) as target state in frame 𝑡,

where 𝑋 and 𝑌 are coordinates of center point, 𝑠 is change
of scale, 𝑟 is bearing rate, 𝜃 is rotation angle, and 𝜆 is
angle of inclination.The motion model of the object through
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Figure 2: Affine transformation from 𝑋 to 𝐼.

the transfer of the probability state of the affine transforma-
tion parameters is obtained, the function of motion model is
as follows:

𝑃 (𝑋
𝑡+1

| 𝑋
𝑡
) = 𝑁 (𝑋

𝑡+1
| 𝑋
𝑡
, 𝜎) , (1)

where𝑁(𝑋
𝑡+1

| 𝑋
𝑡
) is modeled independently by a Gaussian

distribution, 𝜎 is a covariance diagonal matrix, and the
elements of the diagonalmatrix are the variance of each of the
affine parameters. {𝑋1

𝑡+1
, 𝑋2
𝑡+1

, . . . , 𝑋𝑛
𝑡+1

} is a group of affine
parameter sets which are randomly generated by function (1),
in current frame, and {𝐼1

𝑡+1
, 𝐼2
𝑡+1

, . . . , 𝐼𝑛
𝑡+1

} is area of the target
that may occur (candidate image area) which can be con-
structed by affine transformation from {𝑋1

𝑡+1
, 𝑋2
𝑡+1

, . . . , 𝑋𝑛
𝑡+1

}.
Then, find the area of target from candidate image by sparse
representation classifier; the classifier is trained by using
previous tracking result.

3.2. Sparse Representation Classifier. Wright et al. [16] pro-
posed the sparse representation-based classification (SRC)
method for robust face recognition (FR). We denote 𝐴 =
[𝐴
1
, 𝐴
2
, . . . , 𝐴

𝐶
] as the set of original training samples, where

𝐴
𝑖
is the subset of the training samples from class 𝑖. 𝑐 is class

numbers of subjects, and𝑦 is a testing sample.Theprocedures
of sparse representation classifier are as follows:

𝑎 = arg min
𝑎

{
󵄩󵄩󵄩󵄩𝑦 − 𝐴𝛼

󵄩󵄩󵄩󵄩
2

2
+ 𝛾‖𝛼‖

1
} , (2)

where 𝛾 is a scalar constant,
classification via

identity (𝑦) = arg min
𝑖

{𝑒
𝑖
} , (3)

where 𝑒
𝑖
= ‖𝑦 − 𝐴

𝑖
𝛼̂
𝑖
‖, 𝛼̂
𝑖
= [𝛼̂
1
; 𝛼̂
2
; . . . ; 𝛼̂

𝑐
] and 𝛼̂

𝑖
is the

coefficient vector associated with class 𝑖.

3.3. Sparse Representation Global and Local Classifier. We
divided the set of target states 𝑋

𝑡
= (𝑥, 𝑦, 𝑠, 𝑟, 𝜃, 𝜆) into two

𝑋𝑡 = (𝑥, 𝑦)

#2#1

{𝐼1𝑡+1, 𝐼
2
𝑡+1, . . . , 𝐼

𝑛
𝑡+1}

Figure 3: Image set via affine transformation.

parts: 𝑋
𝑡

= (𝑥, 𝑦) and 𝑋
𝑡,(𝑥,𝑦)

= (𝑠, 𝑟, 𝜃, 𝜆), 𝑋
𝑡

= (𝑥, 𝑦)
is center coordinates and 𝑋

𝑡,(𝑥,𝑦)
= (𝑠, 𝑟, 𝜃, 𝜆) is local state

in time 𝑡, {𝐼1
𝑡+1

, 𝐼2
𝑡+1

, . . . , 𝐼𝑛
𝑡+1

} is obtained by affine transform
from 𝑋

𝑡
= (𝑥, 𝑦), 𝐼𝑖

(𝑡+1)(𝑥,𝑦)
is obtained by affine transform

from 𝑋
𝑡,(𝑥,𝑦)

= (𝑠, 𝑟, 𝜃, 𝜆), and the relationship between two
sets is as shown in Figure 2.

Each element of the set 𝐼 can be obtained from the affine
transformation of 𝑋

𝑡
= (𝑥, 𝑦, 𝑠, 𝑟, 𝜃, 𝜆); usually, the element

numbers in set 𝐼 are very large, and computational cost for
discriminating the set immediately is the key issue. All of the
subsets 𝑏 in set 𝐼 can be obtained by the affine transformation
of element 𝑎 in set𝑋 illustrated in Figure 3. In order to reduce
the computational cost, search element 𝑎 from set 𝑋 first,
and, then, search element 𝑏 from the subset that is mapping
of element 𝑎. However, that implies the need for training
the two classifiers to role set 𝑋 and a collection of 𝐼, and
the computational cost for classifiers is raised once again. In
sparse representation classifier models, the method updating
completed dictionary can achieve the purpose of training
multiple classification and then reduce the computation cost
for the classifiers trained.

The𝑋 set constructed by center-coordinates affine trans-
formation,in which, most of elements containing numerous
negative samples features. Figure 3 shows that the classified
algorithm for set 𝑋 is equivalent to sparse representation
global classifier, namely, SRGC. Considering target in two
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Figure 4: Obtaining target set of states.

frames with maximum likelihood, nonzero entries in the
sparse coding aremore concentrated in the same position; we
add a constraint ‖𝛼̂GC − 𝑋‖2

2
in reconstruction error function

to make sure of the maximum likelihood at sparse coding in
current frames and prior to the tracking results.We define the
metric for classification as follows:

𝛼̂GC = arg min
𝑎GC

{
󵄩󵄩󵄩󵄩𝑦 − 𝐷𝛼GC

󵄩󵄩󵄩󵄩
2

2
+ 𝛾

󵄩󵄩󵄩󵄩𝛼GC
󵄩󵄩󵄩󵄩1} ,

𝑒 =
󵄩󵄩󵄩󵄩𝑦 − 𝐷𝛼̂GC

󵄩󵄩󵄩󵄩
2

2
+ 𝜔

󵄩󵄩󵄩󵄩𝛼̂GC − 𝑋
󵄩󵄩󵄩󵄩
2

2
,

(4)

where 𝛾 is a scalar constant, 𝜔 is a preset weight coefficient,
𝛼GC is coding coefficient vector for determining the location
of the center coordinates, 𝑋 is coefficient vector and prior to
the tracking results.The sparse representation global classifier
is made by (3).

In current frame, fix the target center-point, then the set
of target local status is constructed by affine transformation
with the last tracking result, illustrated in Figure 4. Taking
into account that most target features are imprisoned in
elements of set 𝐼, we consider that discrimination in this
part can be equivalent to sparse representation local classifier,
as SRLC. The Objective function can be transformed into
coding function over local dictionary by adding constraint
‖𝛼LC − 𝑋‖2

2
in. We add coding discriminant fidelity term

‖𝛼LC‖1 in reconstruction error function to ensure that the
target is the most sparse coding in the local dictionary. We
define the function for classification as follows:

𝑎LC = arg min
𝑎LC

{
󵄩󵄩󵄩󵄩𝑦 − 𝐷𝛼LC

󵄩󵄩󵄩󵄩
2

2
+ 𝛾
1

󵄩󵄩󵄩󵄩𝛼LC
󵄩󵄩󵄩󵄩1 + 𝛾

2

󵄩󵄩󵄩󵄩𝛼LC − 𝑋
󵄩󵄩󵄩󵄩
2

2
} ,

𝑒 =
󵄩󵄩󵄩󵄩𝑦 − 𝐷𝛼̂LC

󵄩󵄩󵄩󵄩
2

2
+ 𝛾
1

󵄩󵄩󵄩󵄩𝛼LC
󵄩󵄩󵄩󵄩1.

(5)

The sparse representation local classifier is made by (3).
The proposed algorithm is summarized in Algorithm 1.

4. Learning and Incremental
Updating for Dictionary

According to the aforementioned code and discriminant
function mentioned in last section, the coefficient of 𝛼GC
and 𝛼LC could not have prominent sparsity if overcompleted
dictionary has bad discriminant results as well; all of the
samples could probably be chosen as the sparsest code, which
is bad for the classification performance of reconstruction
error function.

Therefore, biased discriminant analysis [17] (BDA)
method was introduced into the dictionary learning function
in this paper, taking effect for objective and opposite for
nonobjective. So the dispersity expressions of plus andminus
samples of BDA (𝑆

+
and 𝑆
−
) are as follows:

𝑆
+
=
𝑁+

∑
𝑖=1

(𝑦+
𝑖
− 𝑢
+
) (𝑦+
𝑖
− 𝑢
+
)
𝑇

,

𝑆
−
=
𝑁−

∑
𝑗=1

(𝑦−
𝑗
− 𝑢
+
) (𝑦−
𝑗
− 𝑢
+
)
𝑇

.

(6)

𝑁
+
and 𝑁

−
are the total number of plus and minus samples,

respectively; 𝑦+
𝑖
and 𝑦−

𝑗
are the 𝑖th and jth element of plus

set {𝑦+
1
, 𝑦+
2
, . . . , 𝑦+

𝑁+

} andminus set {𝑦−
1
, 𝑦−
2
, . . . , 𝑦−

𝑁+

}; 𝑢
+
is the

mean value of plus sample set.

4.1. Dictionary Learning Using Biased Discriminant Analysis
(BDA). Give a dictionary 𝐷 = [𝑑

1
, 𝑑
2
, . . . , 𝑑

𝑛
], where 𝑑

𝑖
is
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Input: 𝐼
𝑡
is the tracking result of prior frame, {𝐼1

𝑡+1
, 𝐼2
𝑡+1

, . . . , 𝐼𝑛
𝑡+1

} is set of
candidate samples credible positions of the center-point coordinates in next
frame.𝐷 is Over-complete dictionary, 𝑇 is frame numbers.

(1) for 𝑡 = 1 : 𝑇
(2) SRGC

calculate 𝑎GC = arg min
𝑎GC

{
󵄩󵄩󵄩󵄩𝑦 − 𝐷𝛼GC

󵄩󵄩󵄩󵄩
2

2
+ 𝛾

󵄩󵄩󵄩󵄩𝛼GC
󵄩󵄩󵄩󵄩1}

(3) calculate identity (𝑦) = arg min
𝑖
{𝑒
𝑖
}; where 𝑦 = {𝐼1

𝑡+1
, 𝐼2
𝑡+1

, . . . , 𝐼𝑛
𝑡+1

},
(4) obtaining the center point (𝑥, 𝑦) from 𝐼𝑖

(𝑡+1)

(5) obtaining the {𝐼1
(𝑡+1)(𝑥,𝑦), 𝐼

2

(𝑡+1)(𝑥,𝑦), . . . , 𝐼
𝑛

(𝑡+1)(𝑥,𝑦)} by (𝑥, 𝑦) and Affine transformation of 𝐼
𝑡

(6) SRLC to {𝐼1
(𝑡+1)(𝑥,𝑦), 𝐼

2

(𝑡+1)(𝑥,𝑦), . . . , 𝐼
𝑛

(𝑡+1)(𝑥,𝑦)};
calculate 𝑎LC = arg min

𝑎LC
{
󵄩󵄩󵄩󵄩𝑦 − 𝐷𝛼LC

󵄩󵄩󵄩󵄩
2

2
+ 𝛾
1

󵄩󵄩󵄩󵄩𝛼LC
󵄩󵄩󵄩󵄩1 + 𝛾

2

󵄩󵄩󵄩󵄩𝛼GC − 𝑋
󵄩󵄩󵄩󵄩
2

2
};

(7) calculate identity (𝑦) = arg min
𝑖
{𝑒
𝑖
}, where 𝑒 = 󵄩󵄩󵄩󵄩𝑦 − 𝐷𝑎LC

󵄩󵄩󵄩󵄩
2

2
+ 𝛾
1

󵄩󵄩󵄩󵄩𝛼LC
󵄩󵄩󵄩󵄩1

Output: 𝐼𝑖
(𝑡+1)(𝑥,𝑦)

Algorithm 1: Algorithm of Fisher discrimination dictionary learning.

an n-dimensional vector 𝑑
𝑖
= [𝑑1
𝑖
, 𝑑2
𝑖
, . . . , 𝑑𝑛

𝑖
]𝑇 and 𝑑

𝑗

𝑖
is the

jth element of 𝑖th vector which is called atom of dictionary.
𝐴 = [𝐴

+
, 𝐴
−
] is the training sample set, where 𝐴

+
and

𝐴
−
are the characterized and noncharacterized samples for

objective, which are also called plus and minus samples.
However, for objective tracing, only the region of objec-

tive is interested, so the background characteristics, noises,
occlusions, and so on are regarded as noncharacterized
samples 𝐴

−
. Let 𝑋 = [𝑥

1
, 𝑥
2
, . . . , 𝑥

𝑛
] be the code coefficient

vector of sample set 𝐴 of dictionary D, provided that the
tested sample set can be denoted as 𝐴 ≈ 𝐷𝑋. Furthermore,
dictionary learning function is

𝐽
(𝐷,𝑋)

= arg min
(𝐷,𝑋)

{
󵄩󵄩󵄩󵄩𝐴+ − 𝐷𝑋

󵄩󵄩󵄩󵄩
2

𝐹
+ 𝜆
1
‖𝑋‖
1
+ 𝜆
2
𝑓 (𝑋)} , (7)

where ‖𝐴
+
− 𝐷𝑋‖2

𝐹
is the discriminant fidelity term which

is only used for 𝐴
+
, since the interesting thing in objective

tracing is only the area of objective. ‖𝑋‖
1
is l1-norm sparse

constraint term, and𝑓(𝑋) is the discriminant constraint with
respect to coefficient vector𝑋.

According to BDA discriminant rule, let 𝑓(𝑋) be tr(𝑆
+
) −

tr(𝑆
−
). Let ‖𝑋‖2

𝐹
be added into𝑓(𝑋) as a relaxed term because

the function𝑓(𝑋) is nonconvex and unstable, therefore

𝑓 (𝑋) = tr (𝑆
+
) − tr (𝑆

−
) + 𝜂‖𝑋‖

2

𝐹
, (8)

where 𝜂 is the control variable. Furthermore, the proposed
BDDL method can be formed as

𝐽
(𝐷,𝑋)

= arg min
(𝐷,𝑋)

{
󵄩󵄩󵄩󵄩𝐴+ − 𝐷𝑋

󵄩󵄩󵄩󵄩
2

𝐹
+ 𝜆
1
‖𝑋‖
1

+ 𝜆
2
(tr (𝑆
+
) − tr (𝑆

−
)) + 𝜂‖𝑋‖

2

𝐹
} .

(9)

Similar to [15], (𝐷,𝑋) is nonconvex for function 𝐽 which
is the convex function on set𝑋when𝐷 is already known and
also the convex function on set 𝐷 when 𝑋 is already known.
So, 𝐽 is in fact a biconvex function on sets𝐷 and𝑋.

4.2. Dictionary Incremental Updating. A new plus and minus
samples set 𝑌+new = {𝑦+

1
, 𝑦+
2
, . . . , 𝑦+

𝑀+

}new and 𝑌−new =

{𝑦−
1
, 𝑦−
2
, . . . , 𝑦−

𝑀+

}new can be obtained according to current
objective tracing result, the mean value of which is 𝑢+new =

(1/𝑚
+
) ∑
𝑚+

𝑖=1 new𝑦
+

𝑖
and 𝑢+old = (1/𝑛

+
) ∑
𝑛+

𝑖=1 old𝑦
+

𝑖
, respec-

tively; 𝑚
+
and 𝑛

+
are the number of new and old samples.

Furthermore, the weighted mean of these twomean values of
plus sample set is

𝑢
+
=

𝑛
+
𝑢+old + 𝑚

+
𝑢+new

𝑛
+
+ 𝑚
+

. (10)

Similarly, the new dispersity expression of plus sample set
using weighted mean value 𝑢

+
is

𝑆+new =
𝑀+

∑
𝑖=1

( new𝑦
+

𝑖
−𝑢
+
) ( new𝑦

+

𝑖
−𝑢
+
)
𝑇

. (11)

The dispersity expression of the updated plus sample 𝑆
+

is

𝑆
+
= 𝑆+old + 𝑆+new +

𝑛
+
𝑚
+

𝑛
+
+ 𝑚
+

(𝑢+new − 𝑢+old) (𝑢
+

new − 𝑢+old)
𝑇

.

(12)

𝑆+old is the old dispersity expression of plus sample set.
However, we need just refused-discriminant to negative

samples, instead of discriminant it in real time, then the
dispersity of negative samples is as follows:

𝑆
−
= 𝑆−old + 𝑆−new,

𝑆−new =
𝑀−

∑
𝑗=1

(𝑦−
𝑗
− 𝑢
+
) (𝑦−
𝑗
− 𝑢
+
)
𝑇

.
(13)
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(a) (b) (c)

(d) (e) (f)

Figure 5: Tracking results of the PETS01D1Human1 sequence (MIL is yellow, IVT is blue, L1 is green, and our tracker is red).

(a) (b) (c)

(d) (e) (f)

Figure 6: Tracking results of the Car4 sequence (MIL is yellow, IVT is blue, L1 is green, and our tracker is red).

If we take 𝑆
−
and 𝑆

+
into consideration, then the updated

function 𝑓(𝑋) = tr(𝑆
+
) − tr(𝑆

−
) + 𝜂‖𝑋‖2

𝐹
can be represented

as

𝑓 (𝑋) = tr (𝑆+old + 𝑆+new + Ψ) − tr (𝑆−old + 𝑆−new) + 𝜂‖𝑋‖
2

𝐹
,

(14)

where Ψ = (𝑛
+
𝑚
+
/(𝑛
+
+ 𝑚
+
))(𝑢+new − 𝑢+old) (𝑢

+

new − 𝑢+old)
𝑇.

According to (14), fix 𝐷old, and then compute 𝑋;𝐷 is
reconstructed by obtaining 𝑋 that is updating 𝐷, where

𝑋 is not used for discriminant immediately and is just
reconfigurable coding coefficient matrix:

𝐽
(𝑋)

= arg min
𝑋

{
󵄩󵄩󵄩󵄩𝐴+ − 𝐷old𝑋

󵄩󵄩󵄩󵄩
2

𝐹
+ 𝜆
1
‖𝑋‖
1
+ 𝜆
2
𝑓 (𝑋)} ,

(15)

where 𝑓(𝑋) = tr(𝑆+old + 𝑆+new + Ψ) − tr(𝑆−old + 𝑆−new) +

𝜂‖𝑋‖2
𝐹
, 𝐷old is the old dictionary; 𝐴

+
is the joint matrix of

samples in current and previous frames, which is represented



Abstract and Applied Analysis 7

(a) (b) (c)

(d) (e) (f)

Figure 7: Tracking results of the David Indoor sequence (MIL is yellow, IVT is blue, L1 is green, and our tracker is red).

(a) (b) (c)

(d) (e) (f)

Figure 8: Tracking results of the OneLeaveShopReenter2cor sequence (MIL is yellow, IVT is blue, L1 is green, and our tracker is red).

as 𝐴
+
= [𝑌+new𝑡−1 ; 𝑌

+

new𝑡], 𝑌
+

new𝑡−1 = {𝑦+
1
, 𝑦+
2
, . . . , 𝑦+

𝑀+

}new𝑡−1 and
𝑌+new𝑡 = {𝑦+

1
, 𝑦+
2
, . . . , 𝑦+

𝑀+

}new𝑡 . Then function 𝐽
(𝐷,𝑋)

could be
rewritten as

𝐽
(𝐷)

= arg min
𝐷

󵄩󵄩󵄩󵄩𝐴+ − 𝐷𝑋
󵄩󵄩󵄩󵄩
2

𝐹
. (16)

In first frames we need initialization; the target is framed
manually, the𝑌+

0
is set of initial moment positive samples,𝑌−

0

is the set of initial moment negative sample, 𝑢+
0
is the mean

value of initial moment positive sample, compute 𝑆
+
and 𝑆

−

by (6). We initialize all atoms 𝑝 of dictionary 𝐷 as random
vector with l2-norm, solve 𝑋 by solving (15), and then fix 𝑋
and solve𝐷 by solving (16).
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Figure 9: Position error plots of the tested sequences.

5. Experiments

Experiments were performed with four video sequences,
which included occlusion, illumination variation, appearance
variation and other corruption factors. In the experiment,
target location of the first frame is framed manually, and
initial dictionaries were randomly generated, and track
results were to be released as rectangular boxes. Figures

5, 6, 7 and 8 show a representative sample of tracking
results. finally, target tracking method of this paper contrasts
with incremental visual tracking (IVT) [4], multiple instance
Learning (MIL) [5] and L1 tracker (L1) [8]. To further evaluate
the proposed method, each method applies to four video
sequences and then compares the track results, that need to
be evaluated qualitatively and quantitatively. The paper uses
gray histogram as a way of presentation characteristics of
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Table 1: Analysis of location errors.

IVT L1 MIT Proposed
Max Mean Std Max Mean Std Max Mean Std Max Mean Std

OneLeaveShopReenter2cor 26.32 11.26 8.82 7.33 2.46 1.72 44.21 21.67 16.68 6.65 2.02 1.86
David Indoor 18.76 9.43 5.98 42.59 57.64 9.93 18.76 20.51 4.67 6.71 1.45 1.21
Car4 22.71 5.89 2.22 8.71 2.89 1.44 59.54 23.07 6.37 7.41 1.36 1.45
PETS01D1Human1 5.98 0.93 0.87 5.09 1.68 0.97 6.12 1.16 1.14 5.95 1.39 0.91

each method, and this is easy to test and judge the sensitivity
of corruption. Besides, each run of the experiment used the
same starting position, initial frame, frame number of video
sequences, and software environment.

5.1. Qualitative Comparison. The test sequences,
PETS01D1Human1, show that a person went to the extreme
left side from the lower right corner of the screen, which
telephone poles will cause short-term shelter to it. Tracking
results are shown in Figure 5; the image frames are # 49, #
88, # 155, # 257, # 324, and # 405. All methods can effectively
track the target, and the tests show that in the circumstances
of the same light intensity, the same camera angle, and slight
shelter, all methods can effectively track the target. It also
indicates that the proposed method in the paper and the
contrastive method are effective target tracking algorithms.

In the Car4 sequence, when the cars pass through
the bridge and the shade, intensity of illumination altered
obviously. Tracking results are shown in Figure 6; and the
image frames are #41, #792, #234, #309, #416, and #602.When
the cars go through the bridge, MIL will be ineffective signifi-
cantly, but will not lose target; IVTwill also be ineffective, but
it can snap back. The method in this paper and L, compared
with MIL and IVT, can locate the target accurately.

In theDavid Indoor sequence, the degeneration is include
twice illumination change, expression change, and partial
occlusion. The track result was shown in Figure 7, and the
image frames are #15, #158, #299, #309, #319, and #419.
The method in this paper can locate the target accurately;
contrastively, the result of L1 is ineffective. The reason is that
the target gray histogram was changed by light intensity, that
affects the feature of image gray histogram; the methods of
MIL and IVT may be more sensitive to the effects.

The OneLeaveShopReenter2cor sequence shows a
woman walking through a corridor, when a man walks by,
which lead to large occlusions Clothes with similar color
are the occluder. The track result was shown in Figure 8;
the image frames are #47, #198, #266, #374, #380, and #489.
The method in this paper and L1 can locate the target
accurately. When occlusion happened, MIL put the occluder
as target and missed the target; The target is similar with the
occluded,and then the IVT is difficult to discriminate object
and occluded.

In conclusion, both the method in this paper and L1 can
locate the target accurately. And they have strong robustness
for occlusions, pose changes, significant illumination varia-
tions, and so forth.

5.2. Quantitative Comparison. We evaluate the tracking per-
formance by position error. The position Error is approxi-
mated by the distance between the central position of the
tracking result and themanually labeled ground truth. Table 1
shows the statistical data of position error which includes
maximum, mean and standard deviation. Figure 9 shows the
errors of all four trackers.

From previous comparison results, we can see that
proposed method can track the target more accurately in
video sequence OneLeaveShopReenter2cor, David Indoor,
and Car4 than other methods. The max, mean, and standard
deviation of position errors are smaller than IVT and MIT.
Therefore, in complex environment, our method has a better
robustness. Comparing with L1, the result of tracking to
sequence OneLeaveShopReenter2cor and Car4 shows that
L1 has higher stability in the scene where illumination did
not change significantly. However, the standard deviation of
position error of L1 tracker in those sequences is smaller
than proposed method, that L1 update capability is less than
proposed method, when grayscale histogram distribution
changed greatly. The dictionary in L1 is constructed by target
template, so robustness of learned dictionary is better than it.

6. Conclusion

In this paper, a tracking algorithm was proposed based
on sparse representation and dictionary learning. Based
on biased discriminant analysis, we proposed an effective
Incremental learning algorithm to construct overcompleted
dictionary. Positive and negative samples are obtained during
tracking process and are used for updating discriminant
dictionary by biased discriminant analysis.Thenwe proposed
sparse representation global and local classification for set
of central points and set of local states. Compared to the
state-of-the-art tracking methods, the proposed algorithm
improves the discriminating performance of completed dic-
tionary and the adaptive ability of appearance model. It
has a strong robustness to illumination changes, perspective
changes, and targets rotation itself.
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Land use patch generalization is the key technology to achieve multiscale representation. We research patches and achieve the
following. (1) We establish a neighborhood analysis model by taking semantic similarity between features as the prerequisite
and accounting for spatial topological relationships, retrieve the most neighboring patches of a feature using the model for data
combination, and thus guarantee the area of various land types in patch combination. (2) We establish patch features using nodes
at the intersection of separate feature buffers to fill the bridge area to achieve feature aggregation and effectively control nonbridge
area deformation during feature aggregation. (3) We simplify the narrow zones by dividing them from the adjacent feature buffer
area and then amalgamating them into the surrounding features. This effectively deletes narrow features and meets the area
requirements, better generalizes land use features, and guarantees simple and attractivemapswith appropriate loads. (4)We simplify
the feature sidelines using the Douglas-Peucker algorithm to effectively eliminate nodes having little impact on overall shapes and
characteristics. Here, we discuss the model and algorithm process in detail and provide experimental results of the actual data.

1. Introduction

Land use generalization is a complicated process involving
complex spatial and semantic relationships between land
use features, and thus it is very difficult to satisfy such
conditions concurrently. A significant amount of research
has been conducted in this area: for example, Zongbo [1]
discussed proportion image generalization, purpose image
generalization, and visual image generalization in image map
compilation and elaborated the compilation process on the
basis of practice; Chithambaram et al. [2] integrated the
data based on extracting feature skeletons; that is, secondary
patches were compressed into lines or points, secondary
lines were compressed into points, and evaluations were
given; Ai and Wu [3] conducted neighborhood analysis
using the Delaunay triangulation network and carried out
a consistency correction for the shared boundary of vec-
tor patches after simplification; Ai et al. [4] applied the
Delaunay triangulation network executing neighborhood
analysis to retrieve neighbor patches in patch aggregation
and subdivided, merged, and simplified secondary patches
by generating skeleton lines using the Delaunay triangulation

network; Harrie [5] established appropriate weights for var-
ious generalization constraints to solve the balance between
constraining conditions andmap qualification; Kulik et al. [6]
proposed an ontology-oriented cartographic generalization
and matched the appropriate needs for different users; Zhao
et al. [7] studied the consistent update system of geospatial
databases based on digital map generalization; Li et al.
[8] and Huang et al. [9] discussed the area proportion
of each patch after generalization and investigated patch
boundary simplification, achieving constraints in the bal-
anced area of various features in boundary simplification
and attaining good adaptability; Stoter et al. [10] discussed
the noncustomized automated cartographic generalization
of commercial software, comprehensively considered the
elevation results of man and machine, and revealed the
possible differences; Qiao and Zhang [11] studied carto-
graphic generalization in a distributed environment, which
could be adapted to large quantity spatial data; Dilo et al.
[12] proposed tGAP to achieve map generalization between
two scales in a certain area, with large-scale maps used
for generalization and small-scale maps used for constraint;
Stanislawski [13] achieved automated generalization in U.S.
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national hydrological datasets by deleting the corresponding
features based on upstream drainage areas; Foerster et al.
[14] studied the feasibility of geospatial data integration in
a network service environment; Ai et al. [15] and Liu et al.
[16], respectively, provided a detailed analysis and calculation
models for the semantic similarity of land use data; Zhu et al.
[17] applied a curve fit algorithm to line generalization and
compared it with traditional algorithms.

The above studies comprehensively considered the se-
mantic and spatial neighborhood of features when establish-
ing an integrated model and obtained quantitative results
through the corresponding weights of various parts. How-
ever, the requirements for total area of each land use type
before and after land use generalization are strict, and the
total area of each featuremust fluctuatewithin a certain range.
Thus, this paper prioritized the semantic neighborhoodwhen
establishing themodel and took the spatial topology relation-
ship as an auxiliary factor to determine final results relating to
the same semantic neighborhoods and thus ensured the total
area of each land use type optimally.

2. Analysis Model of Feature Neighborhood

2.1. SemanticNeighborhood of Features. Landuse data is com-
pletely encompassed, seamless, and nonoverlapping in space,
has hierarchical semantic divisions [18], and generalizes the
feature set in the above premise. Land use data is divided
into three-level land types as shown in Figure 1 (each layer
is one level from top to bottom). Integration is difficult due to
semantic diversity, so a clear generalization rule can only be
developed after defining the relationship between semantics
and determining the semantic neighborhood.

Land use data is often concerned with the total amount
of first and second land use and is only interested in urban
and rural construction land subclasses for third land use.
Accordingly, this paper argues that semantic neighborhoods
exist only among features at the same first land use type
or that semantics are unrelated. We developed a land type
sequence of semantic neighborhoods at the same level for
each second and third land use. Taking arid land of the third
land type, we first considered the lands with the same parent
type and obtained the following sequence: arid land, irrigated
land, and paddy field (see Figure 1). We then considered the
relationship between the same first land types and arid land;
that is, paddy field was followed by garden plot, woodland,
grassland, raised path, irrigation andwater conservancy land,
agricultural land, and rural road (building land and other first
land use types were not related to arid land semantics).

2.2. Definition of Feature Relationship in the Model. We sup-
posed land use data as LandUseSet = {𝐹1, 𝐹2, 𝐹3 . . . 𝐹𝑛}, and
SArea and DFeature respectively represented the minimum
area of features in the map and the minimum distance
between the features; land type name was represented by
Land Name (Fn); the parent land type of feature land type
(e.g., the parent land type of farmland and garden plot
was agricultural land) was represented by Father[LandName
(Fi)]; feature area was represented by Area (Fi); Dis (𝐹𝑖, 𝐹𝑗)

represented the minimum distance between features Fi and
Fj; the spatial topology relationship between features Fi and Fj
was represented by TopoRel (𝐹𝑖, 𝐹𝑗); the semantic similarity
was represented by SemRel (𝐹𝑖, 𝐹𝑗). The values of TopoRel
(𝐹𝑖, 𝐹𝑗) and SemRel (𝐹𝑖, 𝐹𝑗) are as follows.

(1) The values of TopoRel (𝐹𝑖, 𝐹𝑗) were −1, 0, and 1. We
first determined ColLine (𝐹𝑖, 𝐹𝑗) (whether two features are
collinear), with spaces of features Fi and Fj being adjacent if
they were collinear, and thus TopoRel (𝐹𝑖, 𝐹𝑗) = 0; otherwise
we determined the relationship between Dis (𝐹𝑖, 𝐹𝑗) and
DFeature; if Dis (𝐹𝑖, 𝐹𝑗) < DFeature, the 𝐹1 and 𝐹2 spaces
were adjacent, and TopoRel (𝐹𝑖, 𝐹𝑗) = 1; otherwise TopoRel
(Fi, Fj) = −1, and the 𝐹1 and 𝐹2 spaces were unrelated.

(2) The range of SemRel (𝐹𝑖, 𝐹𝑗) was determined by the
number of land types close to Fi. As mentioned before, there
were 10 land types with similar semantics (including itself);
when Fi was arid land, the values of SemRel (𝐹𝑖, 𝐹𝑗) were
0, 1, 2 . . . 9 in order based on the semantic neighborhood of
dry land; when the semantics of features Fi and Fj were
unrelated, SemRel (Fi, Fj) = −1.

2.3. Model Rules. Land type area in each administrative
region should be counted before and after land use inte-
gration, so the administrative region is an independent
integrated unit. The following rules were formulated under
this precondition. The secondary feature dataset FeaSet{𝐹𝑖}
(Area (Fi) < SArea) should be obtained before integration.
According to 2.2, when TopoRel (Fi, Fj) = −1, no relationship
existed between Fj and Fi due to the too long distance; when
SemRel (Fi, Fj) = −1, the semantics of the two features were
unrelated, so aggregation treatment cannot be conducted.
The model process was as follows. Step 1: retrieve feature
dataset FeaSet{} based on condition (1) SemRel (𝐹𝑖, 𝐹𝑗) =
0 and TopoRel (𝐹𝑖, 𝐹𝑗) = 0, and the feature that had the
longest shared boundary with Feature Fi was the desired one
in the dataset. For example, Feature 𝐹7 in Figure 2(a) was a
secondary feature, the dataset meeting condition (1) should
be FeaSet{𝐹3, 𝐹4}, and the feature with the longest boundary
with 𝐹7 was the desired one, which was the nearest feature
in the dataset (𝐹4). If the dataset meeting condition (1) was
empty, Step 2 was conducted: retrieve feature dataset FeaSet{}
based on condition (2) SemRel (𝐹𝑖, 𝐹𝑗) = 0 and TopoRel
(𝐹𝑖, 𝐹𝑗) = 1; the feature with the largest area in the buffer of
the DFeature radius of Feature Fjwas the desired one. Taking
𝐹7 in Figure 2(b) as an example, when the dataset meeting
condition (1) was empty, the dataset meeting condition (2)
was FeaSet{𝐹4, 𝐹3} and consisted of two features, and the
buffer of the 𝐹7 Buffer (𝐹7) was made by taking DFeature
as the radius; attention should be paid to 𝐹3 and 𝐹4 in
Buffer (𝐹7), with 𝐹3 as being the desired feature because
its area was larger than that of 𝐹4 in Buffer (𝐹7). If the
nearest feature was not retrieved after the aforementioned
two steps, 1 was added to the value of SemRel (𝐹𝑖, 𝐹𝑗) for
recycling, until the most neighboring feature was retrieved.
If the aforementioned features were not found when the
maximum of SemRel (𝐹𝑖, 𝐹𝑗) was achieved, Feature Fi was
integrated into the neighboring feature with the largest area.
For example, Feature 𝐹7 in Figure 2(c) was finally merged
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Figure 1: Hierarchical tree of land use type.
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Figure 2: Neighborhood degree.

into 𝐹2. In the previous process, if the Fi and Fj spaces were
adjacent, the amalgamationmethodwas taken; if the Fi and Fj
spaces were neighboring, the aggregation method was taken.
This model determines the nearest feature of secondary fea-
tures by focusing on the semantic neighborhood of features
with spatial topology relationships. This modeling process
was simple and the changes in each land type area were
minimized during integration, and the requirements of land
use integration were met. The workflow of the neighborhood
analysis model is shown in Figure 3.

3. Feature Processing Algorithms

3.1. Aggregation Processing. Feature aggregation is the merg-
ing of separate features in space, and it can prevent the same

type of features with short distance from being removed and
avoid large changes in total land type area after integration
[19]. The specific aggregation algorithm steps in buffer were
as follows (taking 𝐹1 in Figure 4(a) as an example): (1) create
the buffer of the𝐹1Buffer (𝐹1) usingDFeature (theminimum
distance between features); (2) look for neighborhood patch
𝐹2 intersecting Buffer (𝐹1); (3) create the buffer of the
𝐹2 Buffer (𝐹2) by taking DFeature as the buffer radius,
as shown in Figure 4(a); (4) calculate Buffer (𝐹1) ∩ Buffer
(𝐹2) of the two buffers, and the buffer intersection of the
two features (Figure 4(a)) was the grid region in the middle
part; (5) calculate NodeSet{𝑁1,𝑁2,𝑁3 . . . 𝑁𝑖}, the node set
of features 𝐹1 and 𝐹2 in the buffer intersection (black
boundary in Figure 4(b)); (6) establishe patch Feature 𝐹𝑛
using the nodes in the NodeSet, that is, the dark brown
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Figure 3: Model workflow.

region in the middle part of Figure 4(b); (7) merge 𝐹1, 𝐹2,
and 𝐹𝑛 to generate the feature after aggregation, as shown in
Figure 4(c).

As seen from Figures 4(b) and 4(c), the feature using
the buffer intersection nodes was the bridge area of separate
features, which was effectively eliminated after the separate

features were merged, effectively maintained the original
shapes and characteristics of features, and met the require-
ments of integration. Attention should be paid to the feature
overlapping when conducting aggregation processing by this
method, and the bridge area can be directly excised for newly
added features and overlapping in the bridge area.
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Figure 4: Process of aggregation.

3.2. Processing of Narrow Features. Narrow features in land
use data mainly include railways, roads, rivers, and ditches.
Simple integration or aggregation with the surrounding
features is not enough because the data is long and narrow
and the influence of the feature on the data cannot be
eliminated by simplemerger processing.Wepropose a buffer-
based method to subdivide the narrow features according to
semantic similarity and integrate the divided features into the
surrounding features. The algorithm is simple and easy to
implement with high efficiency.

Taking into account the semantic similarity of narrow
features with spatial adjoining features at both sides, we
first extracted the centerline of the narrow surface feature
(such as the crimson line centerline in Figure 5(a)) and then
divided the narrow feature River into upper and lower parts
using the centerline (Upriver and Downriver in Figure 5(a)).
Upriver was divided by 𝐹1, which adjoined it in space;
although 𝐹2 and 𝐹3 adjoined River, in space they did
not directly contact Upriver or participate in the division;
while Downriver adjoined 𝐹2 and 𝐹3 in space, so it can
be divided by Feature 𝐹2 and 𝐹3. We took the division of
Downriver as an example to describe the processing steps
of narrow features. (1) Establish buffer (𝐹2) and buffer (𝐹3),
the buffers of features 𝐹2 and 𝐹3 adjoining Down River
in space (buffer distance was half the widest length of the
narrow surface feature), and the buffers were overlapping, as
shown in Figure 5(b). (2) Judge the features with neighboring
semantics based on SemRel (𝐹2, River), SemRel (𝐹3, River),
and the semantic similarity of 𝐹2 and 𝐹3 with the River.
The semantics of 𝐹2 were more neighboring with those of
the River. (3) Cut the buffers of the other features with the
buffer of the feature that had neighboring semantics with the
narrow feature; that is, cut buffer (𝐹3) with buffer (𝐹2), as
shown in Figure 5(c). At this stage, there was no overlapping
in the buffer. When 𝐹2 and 𝐹3 belonged to the same type,
we cut the buffer with a small area with the one with a large
area. (4) Divid Downriver with the buffer after processing.
Downriver was divided into River 1 and River 2, as shown
in Figure 5(d). (5) Respectively, merge River 1 and River
2 into the corresponding features and merge River 1 into
𝐹2 and River 2 into 𝐹3. The final processing results are
shown in Figure 5(e). For land use integration, dimension-
reduction treatment should be conducted for narrow surface
features to compress the strip surface into the line featurewith
partial proportional scale. As for this example, the centerline
extracted by strip feature could be used as its line feature, and

this line feature did not run through the strip feature, so the
topological location of the feature was expressed clearly.

3.3. Sideline Simplification Algorithm. Line feature simplifi-
cation algorithms consist of some classic algorithms, such as
the Douglas-Peucker algorithm [9, 20], progressive approach
simplification algorithm [21], oblique dividing curve algo-
rithm [22], and Li-Openshaw algorithm. The Douglas-
Peucker algorithmwas used in this paper. Commonly used in
global line simplification, this algorithm not only maintains
the shape characteristics of vector lines but also determines
the simplification tolerance based on mapping requirements
and effectively removes nodes that have small influence on
the overall shape of features. Its principle is to first connect
two line endpoints into a straight line, measure the vertical
distance from each node between the two endpoints to the
straight line, remove all nodes between the two endpoints if
the maximum distance is within the specified tolerance limit,
make two straight lines, respectively, from the node to the two
endpoints if the distance from a certain node to the straight
line is greater than the tolerance limit, and then, respectively,
compare them, until the line cannot be divided (see Figure 6).

When conducting sideline simplification for land use
data, we note that consistent simplification should be con-
ducted for important lines of administrative boundaries,
roads, and rivers, and independent simplification should be
avoided because it will result in inconsistent administrative
boundaries or changes in topological relationships between
rivers, roads, and other surrounding features.

4. Discussion and Conclusions

Data from the second national land survey of Longtou Sub-
district of Dalian Lushun Port of Liaoning province was
used in this study. We unified the land use type of the data
into type division of Appendix B in the People’s Republic of
China land management industry standard TD/T 1027–2010
file (Figure 7(a)).Theminimum patch area of research data is
400m2, and the scale is 1 : 10,000. According to the 1 : 10 land
use data requirements of the 2006–2020 overall plan for land
utilization, the minimum patch area of a map is 10,000m2,
and 30m is the furthest aggregation process distance. We
used the previous algorithm to generalize the data the results
of which are shown in Figure 7(b). The number of patches
in the data decreased from 1007 to 428, and the compression
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Figure 5: Process of handling strip feature.

ratio was 52.1%. The change rate of the total area of the
important city and countryside construction land was 0.72%.
The change rates of all land use types were less than 4%,
except for agroland (19.36%) due to its scarcity and being
highly dispersed. After generalization, some agro-land was
integrated into other classes, and therefore changes in its area
were larger than appropriate limits, which were considered
as special circumstances.These generalizationmethods above
must cause information loss as follows: the amalgamation of
adjacent small area patches did not cause information loss;

the aggregation of separate small patches with neighboring
semantics caused area information loss, but its attribute and
location informationwas preserved. Long and narrow terrain
was simplified into lines, which maintained information
and resulted in a very little loss. The most serious loss of
information comes from the merging of isolated patches into
other land types. In conclusion, methods based on semantic
priority maintained the general characteristics of the original
data, and thus the change in total area of each land type
was very small. Microelements and the narrow area were
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Figure 6: Douglas-Peucker algorithm procedure.

(a) Source data (b) Result data

Figure 7: Comparison of generalization.

managed effectively and reasonably. In addition, the buffer
algorithmwas simple and fast. However, because the division
was not smooth when dividing narrow features using the
buffer (see Figure 5(c)), there was a small raised area where
the narrow feature absorbed by Feature 𝐹3 contacted 𝐹2,
which will be the focus of future research.
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Spatiotemporal simulation of tourist town growth is important for research on land use/cover change under the influence
of urbanization. Many scholars have shown great interest in the unique pattern of driving urban development with tourism
development. Based on the cellular automata (CA) model, we simulated and predicted the spatiotemporal growth of Sanpo town
in Hebei Province, using the tourism urbanization growth model. Results showed that (1) average annual growth rate of the entire
region was 1.5Ha2 per year from 2005 to 2010, 4Ha2 per year from 2010 to 2015, and 2.5Ha2 per year from 2015 to 2020; (2)
urban growth rate increased yearly, with regional differences, and had a high degree of correlation with the Euclidean distance
of town center, traffic route, attractions, and other factors; (3) Gougezhuang, an important village center in the west of the town,
demonstrated traffic advantages and increased growth rate since 2010; (4) Magezhuang village has the largest population in the
region, so economic advantages have driven the development of rural urbanization. It showed that CA had high reliability in
simulating the spatiotemporal evolution of tourist town, which assists the study of spatiotemporal growth under urbanization and
rational protection of tourism resources.

1. Introduction

Tourist towns have become increasingly important in tourism
development and rural urbanization in recent years. Many
researchers have focused on the practical use of tourism
resources to achieve sustainable development of tourist towns
[1, 2]. Such studies have conducted qualitative analysis on
the role of various factors in sustainable tourist town devel-
opment, so it is difficult to objectively predict the future
development of these towns. Therefore, it is important to
effectively simulate the development trend of tourist towns
and suggest reasonable development plans.

The cellular automata (CA) model was first introduced
by John von Neumann in the 1940s under the inspiration
of mathematician and physicist Stanislaw Ulam during the
“Manhattan Project.” The cellular automata (CA) model is a
mathematical framework discrete in time, space, and state
and is a dynamic evolution system consisting of a large

number of interacting cells. Wolfram [3] played a significant
role in promoting early CA studies and laid the theoretical
basis for such work. Because the CA model has strong
spatial computing power, a complex and global pattern can
be formed through simple local operations. This model has
been successfully applied to environmental change, landscape
pattern replacement, forest fire diffusion, urban expansion,
and other simulation studies [4–11].

In urban geography, CA has been applied in the simula-
tion of large-scale urban changes to explore the application
of discrete dynamic models in urban land use change [12, 13]
and in the simulation of urban systems [12, 14, 15]. Zhou
and Chen [16] studied CA and elaborated on its principles,
potential problems, and research significance, while Li and
Yeh [17] used binding CA in the simulation of sustainable
urban development patterns. The above studies have played
a large role in promoting the development and application of
CA theory in China.
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In recent years, new developments in the urban CA
model have been driven by progress in computer technology.
Lauf et al. [18] studied an improved CA model, which
included family and housing factors as the driving force
through integrating system dynamics, to explore residential
construction land expansion.Garćıa et al. [19] analyzed urban
expansion in Northern Spain and Galicia by a variety of
methods. Mitsova et al. [20] studied urban expansion and
the protection of sensitive areas using CA based on land-
use changes. Furthermore, a research has been conducted on
the acquisition of CA conversion through combining neural
network theory, data mining data and genetic algorithm
theory, and on the enhanced simulation accuracy of the
model [21–23].

Thepresent paper applied the principle of CA to the simu-
lation of tourist town urbanization, selected both suitable and
limiting elements based on tourist town requirements for the
development and protection of tourism resources, expanded
the parameter system of traditional CA, and established the
tourist town CAmodel to simulate Sanpo development from
2010 to 2020.

2. Model and Methods

2.1. Study Area. Sanpo town is located in the Taihang
Mountain area, 28 km northwest of the Laishui County town
of Baoding in Hebei Province, China. Sanpo is a national
natural scenic area with significant regional advantages and is
positioned 90 km east of Beijing, 170 km southeast of Tianjin
and Langfang, and 90 and 190 km south of Baoding and
Shijiazhuang, respectively. The town covers a total area of
200 km2, is 180 to 1500m above sea level, and has a total
population of 11,887 people. The Beijing-Yuanping Railway,
Baoye Highway, and 108 Highway run through the town.
Sanpo is the administrative heart of the Yesanpo National
Scenic Area, covering most of the scenic area and having
many residents. For management purposes, Sanpo consists
of a number of smaller villages, such as Gougezhuang and
Magezhuang (Figure 1). With the development of tourism
in Yesanpo since 1986, Sanpo has gradually evolved into a
specialized tourist town. The past 25 years of development
provide clear temporal and spatial evidence on the evolution
of tourism development in this representative rural tourism
town in China.

2.2. Tourism CA Model Framework. Tourism urbanization is
a complex process. To simulate the spatio-temporal evolution
of a tourist town, the driving factors and comprehensive
mechanisms of tourism urbanization evolution must be
studied. We first analyzed the type of tourism in the study
area, clarified the development of the main tourism industry
chains, and collected landuse data, topographicmaps, remote
sensing data, and economic and social statistics of Sanpo over
the years.We further investigated the integration of data com-
pilation and multisource data through the area, studied the
spatio-temporal evolution and relationship between driving
factors using GIS spatial analysis and statistic functions, and
combined analytic hierarchy processes (AHP). On this basis,

we conducted spatial growth simulation through Python
language programming using CA and urbanization growth
models with ArcGIS software, as shown in Figure 2.

2.3. Model Structure and Index System. The model was
established based on raster data and using the GRID raster
data coding format of ArcGIS.The cellular space of themodel
covered the entire study area with 10m × 10m grids. To
achieve multivariate data sharing, the model system used the
WGS84 coordinate system. Cellular state space was divided
into urban land, land that can be used for urbanization, and
land that cannot be used for urbanization. Urban land infor-
mation was provided by the land department of the Sanpo
government, and land that cannot be used for urbanization
was determined according to the requirements of protected
areas and the constraining conditions of the terrain.

As external environment information of the cellular
model, driving factor group data directly influences and
controls the evolution of tourism urbanization. Tourism
urbanization is a complex process with many influenc-
ing factors. By analyzing the comprehensive mechanisms
of tourism and urbanization, we determined three major
tourism urbanization factor groups and determined the
weight coefficients of the driving factors by AHP (Table 1).
The processing results of spatial data are shown in Figure 3.
To achieve sustainable development and effectively protect
tourism resources, natural reserves were taken as a spatial
limiting factor, and the cell affected by spatial limiting factors
could not be developed into a town.

2.4. Neighborhood Structure and Conversion Rules. The study
area was a mountainous region with complex terrain. We
considered two kinds of urbanization evolution power,
specifically the influence of terrain and the influence of
tourist factors. Firstly, the terrain on both sides of the valley
watercourse was relatively flat with traffic arteries, so it was
considered suitable for urban development. Secondly, the
area was close to tourist attractions but beyond the safety
distance of attraction protection to develop into a town.

2.4.1. Neighborhood Urbanization Function. The degree of
urbanization was represented within the current cellular
neighborhood, expressed by the proportion of urbanized cells
within the scope of neighborhood, as follows:

𝑃
(𝑥,𝑦)
=
1

𝑁

Ω

∑
𝑖=1,𝑗=1

𝑋
(𝑖,𝑗)
, (1)

where 𝑃
(𝑥,𝑦)

represents the percentage of urbanized cells
within the neighborhood space, 𝑁 represents the number
of cells within the neighborhood space, 𝑋

(𝑖,𝑗)
represents

urbanization cells, andΩ represents neighborhood space.

2.4.2. Cellular Conversion Probability. We determined the
integrated value of the three major influencing factor groups
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Figure 1: Location of study area.

and neighborhood urbanization function, representing the
current cost value of cellular conversion, as follows:

𝑝𝑡
𝑖𝑗
= 𝜙 (𝑟𝑡

𝑖𝑗
) = exp[𝛼(

𝑟𝑡
𝑖𝑗

𝑟max
− 1)] , (2)

where 𝛼 represents the diffusion coefficient and 𝑟max repre-
sents the highest property value. The simple expression of 𝑟𝑡

𝑖𝑗

is

𝑟𝑡
𝑖𝑗
= (
𝑚

∑
𝑘=1

𝐹𝑡
𝑖𝑗𝑘
𝑊
𝑘
)
𝑛
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𝑖𝑗𝑘
, (3)

when 1 ≤ 𝑘 ≤ 𝑚, 𝑟𝑡
𝑖𝑗
represents the tourism urbanization

driving factor, that is, the factors listed inTable 1; when𝑚 < 𝑘,
𝑟𝑡
𝑖𝑗
represents the spatial limiting factor, referring to natural

reserves and rivers, the probability for it to develop into a
town is 0.

The simulation of CA was completed by multiple cycles.
To express the uncertainty of tourism urbanization, 𝑝𝑡

𝑖𝑗

(probability of developing into urban land) and 𝑝threshold

(pregiven threshold) were added in the cycle for comparison
to determine whether the current cell can develop into a
town, that is,

{
𝑃𝑡
𝑖𝑗
≥ 𝑃threshold converted into urban land
𝑃𝑡
𝑖𝑗
< 𝑃threshold not converted into urban land.

(4)

3. Results and Analysis

Based on the above models and methods, we conducted
dynamic simulation of cellular automata for the spatio-
temporal growth of Sanpo. Figure 4(a) represents the actual
construction land in 2005 and 2010, and Figure 4(b) repre-
sents the simulated construction land in 2010, 2015, and 2020.

Because the study area was located in remote mountains
on the north and south sides of the middle reaches of a river,
the simulation results showed that the overall urban scale
growth trend still did not develop in the flat area around
the town. Within the scope of the study period, the towns
and villages did not develop into an urban landscape and
remained independent and decentralized geographical units.
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Figure 2: Frame diagram of spatio-temporal growth simulation of tourist town based on CA.

Table 1: Driving factors and weights of spatio-temporal growth of tourist town.

Influencing factor Variable type Weight coefficient Variable grading

Distance to town center 4

Grade 1: 0∼500m
Grade 2: 501∼1000m
Grade 3: 1001∼3000m
Grade 4: >3000m

Basic geographic factors Distance to arterial roads 4

Grade 1: 0∼100m
Grade 2: 101∼500m
Grade 3: 501∼1000m
Grade 4: >1000m

Distance to railway 2

Grade 1: 0∼100m
Grade 2: 101∼500m
Grade 3: 501∼1000m
Grade 4: >1000m

Geographic factors for
tourism

Distance to footpath 3

Grade 1: 0∼100m
Grade 2: 101∼300m
Grade 3: 301∼600m
Grade 4: >600m

Distance to scenic spots 3

Grade 1: 0∼500m
Grade 2: 501∼1000m
Grade 3: 1001∼2000m
Grade 4: >2000m

Slope 4

Grade 1: <5 degrees
Grade 2: 6 degrees∼15 degrees
Grade 3: 16 degrees∼25 degrees

Grade 4: >25 degrees

Topographical factors Aspect 1

Grade 1: −45 degrees∼45 degrees
Grade 2: 45 degrees∼135 degrees
Grade 3: 135 degrees∼225 degrees
Grade 4: 225 degrees∼315 degrees

Ground fluctuation degree 2

Grade 1: <10
Grade 2: 10∼20
Grade 3: 20∼40
Grade 4: >40
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Figure 3: Spatio-temporal growth driving factors of tourist town.

We further analyzed the characteristics of urban growth and
its drivingmechanism in the Sanpo area regarding changes in
time and space patterns.

Differences in urban development speed in different time
periods were observed. Urban land increased by 7.5Ha2 from
2005 to 2010, with an average increase of 1.5Ha2 per year,
and was expected to increase by 20Ha2 from 2010 to 2015,
average increase rate of 4Ha2 per year, and by 17.520Ha2

from 2015 to 2020, average increase rate of 2.5Ha2 per year.
These results were consistent with government development
planning reports. Urban growth was mainly concentrated in
the area near the town center, expanding at a rate of 1Ha2 per
year, with the urban growth rate of other towns in the region
being slow. This may be because the town center of Sanpo,
which relies on the Yesanpo National Scenic Area, garnered
significant support from development policies and funding
in the early period of urban development. Furthermore,
because urbanization adapts to the needs of local tourism
development, tourism development accelerates urbanization
in turn. Townurbanization accelerated after 2010 andwas still
the highest in the region with a growth rate of 1.3Ha2 per
year. To the west of the town, Gougezhuang village developed

rapidly, with an increase in construction land of 1.1 Ha2 per
year. Due to further demand for economic and tourism
development in the Sanpo town center, contradictions existed
in relation to sustainable development in the scenic area and
land use restrictions, and other villages and towns (such as
Gougezhuang and Magezhuang, Figure 4) showed tourism
development potential with the support of resources and
funding during this period. The simulated increase rate of
urban land fell from 2015 to 2020, showingmajor growth near
the town center because the growth area was topographically
limited.

From the perspective of spatial patterns, urban growth
regions in Sanpo were divided into three parts (right,
Figure 4). The first was the northern area composed of South
and North Chanfangzhuang and Magezhuang; the second
was the western area, including Gougezhuang; and the third
was Sanpo town center. Of these, the original urban town
center covered the largest area and its growth rate was the
fastest within the simulated period, demonstrating that the
town center not only serves as a political, economical, and
cultural center, but also as a tourist service base for the
Yesanpo Scenic Area.The town center has developed at a fast
rate due to the influx of people from surrounding towns and
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Figure 4: Spatio-temporal growth simulation results of Sanpo.

villages for employment, as well as the accommodation of
temporary residents and visitors. Gougezhuang is an impor-
tant central village to the west of the town, with an established
Beijing-Yuanping Railway train station. Furthermore, it plays
a role in radiating and driving the surrounding grass-roots
villages, so there are unique advantages for tourism trade
and service development in this village. In addition, with the
largest population in this region, Magezhuang town growth
will be inevitably achieved under the driving effect of the
economy. For urban growth direction, most areas presented
edge expansion; moreover, the urban growth rate of areas
at the edge of town with traffic lines was faster than that of
others, and the closer the area was to the tourist attraction,
the faster its rate of urbanization was.The expansion of urban
areas showed anobvious trend towards traffic and the tourism
industry.

4. Conclusions and Discussion

This paper combined CA principles and GIS technology,
established a tourism-type urban expansion model and sim-
ulated urban growth under the driving conditions of tourism
factors using land use data of the Sanpo area from 2005 and
2010. The following was concluded.

(1) We analyzed the spatio-temporal growth of Sanpo
using GIS technology and CA system principles, which
reflected the role of tourism factors in regional urbanization
and intuitively predicted the future trend of development
of the town, with high reliability in solving spatio-temporal
growth of the tourist city.
(2) By comprehensive analysis of the data and model,

the Sanpo area was influenced by the natural environment,
population growth, economic development, national policies,
and other complex factors. The urban growth rate increased
yearly, although with regional differences, and had a high
degree of correlation with the Euclidean distance of town
center, traffic route, attractions, and other factors.
(3) Because the Sanpo terrain was complex and tourism

was a leading industry, the growth rates of towns surrounding
the tourist attractions were relatively slow in the process of
urban growth, achieving rational development, and utiliza-
tion of tourism resources.

Because urbanization is a complex geographical process
influenced by society, culture, and the economy, as well
as by national economic policies and other factors, CA is
still undergoing research and development and possesses a
number of deficiencies [24]. Therefore, it is difficult to accu-
rately simulate and predict urban growth. Some preliminary
results have been made in researching the CA based model
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and simulating the growth process of tourist towns under
microscale conditions; however, due to basic data limitations,
the simulation accuracy of this study needs to be enhanced
and the tourism urbanization CA simulation system requires
further improvement.
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Monitoring vegetation phonology using satellite data has been an area of growing research interest in recent decades. Validation is
an essential issue in land surface phenology study at large scale. In this paper, double logistic function-fitting algorithmwas used to
retrieve phenophases for grassland in North China from a consistently processed Moderate Resolution Spectrodiometer (MODIS)
dataset. Then, the accuracy of the satellite-based estimates was assessed using field phenology observations. Results show that the
method is valid to identify vegetation phenologywith good success.Thephenophases derived from satellite and observed on ground
are generally similar. Greenup onset dates identified by Normalized Difference Vegetation Index (NDVI) and in situ observed dates
showed general agreement. There is an excellent agreement between the dates of maturity onset determined by MODIS and the
field observations. The satellite-derived length of vegetation growing season is generally consistent with the surface observation.

1. Introduction

Vegetation phenology is the study of periodic plant life cycle
events, such as bud burst, leaf out, flower bloom, and leaf fall,
and how these are influenced by seasonal and interannual
changes in environment [1]. Because small fluctuations of
climate can make a big difference in the timing of the
vegetation phenological events, plant phenology is widely
accepted as a robust indicator of the response of terrestrial
ecosystems to climate change [2, 3]. Variations in the timing
of vegetation phenophases are key components to identify
and evaluate the effects of climatic change on terrestrial
ecosystems [4, 5]. Plant phonological monitoring has been an
area of growing research interest in recent decades.

Plant phenophases have been monitored by field obser-
vations for thousands of years [6, 7]. Long-term records
of species-level phenophases are useful in monitoring local
climatic changes [8, 9]. However, field phenological obser-
vations are difficult to extrapolate to large spatial scale and
working intensive.

Satellite-based remotely sensed data provides the poten-
tial to scale from species-level observations to regional
shifts of phenological patterns [10]. More than 150 vegeta-
tion indices (VIs) have been produced from satellite data
to describe the information of vegetation. Each index is
designed to accentuate a particular vegetation property. For
instance, Normalized Difference Vegetation Index (NDVI)
derived from reflectance data collected by the Moderate
Resolution Spectroradiometers (MODIS) on Terra and Aqua
provides an indication of the canopy greenness of vegetation
communities. NDVI has been proved to be valid for retriev-
ing land surface phenology [5]. A generalized VI temporal
profile is theoretically smooth and continuous. However, due
to the influences of the noise in the satellite data including
the cloud cover, atmospheric effects, bidirectional effects,
and snow cover, the time-series VI data are always with
remarkable fluctuations [11].

A variety of methods are used to reduce noise in NDVI
data and to reconstruct high-quality time-series VI data, for
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Figure 1: The location of study area.
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Figure 2: The reconstructed MOD13A2-NDVI time series and the
rate of change of its curvature.

example, the asymmetric Gaussian function fitting, Savitzky-
Golay filters, Fourier harmonic analysis, and piecewise logis-
tic functions. After an empirically based comparison of
different methods, Jennifer recommended the double logistic
function-fitting algorithm due to robustness, scientific basis,
and general applicability and some other desirable properties
[12]. Based on the smoothed temporal VI data, Zhang et al.
identified the phenological transition dates by the derivative
of the curvature of the function [13].

However, it is often ambiguous what the satellite-
retrieved phenological estimates actually track. For instance,
the greatest temporal increase in the NDVI is due to snow
melt rather than “start of the season” (SOS) [14, 15]. As a result,
it is necessary to compare the satellite-measured land surface
phenology with data observed at ground level. However, to
date, measures of land surface phenology usually compare
poorly with in situ observed phenology [16]. Therefore,
researchers do not comprehensively understand how the
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myriad definitions and methods are related to ground-based
phenology. A primary hurdle is the incompatibility of spatial
scales at which two types of observations are commonly
obtained, in addition to different characteristic of the data.
Such limitations have greatly impeded progress in the further
application of time-series VI data.

Here, the double logistic function-fitting algorithm was
used to retrieve phenophases for grassland in North China
using a consistently processed MODIS dataset. Then, assess-
ment of phenological dates was conducted using field obser-
vation phenology.

2. Study Area

The study was conducted on Leymus chinensis grassland in
Inner Mongolia, one of the most representative grassland
regions of China. Because the phenophases of Leymus chi-
nensis are easily detectable from both field observations and
remotely sensed data, it is well suited for phenological study

based on remote data. Chahar Right Back Banner, the study
area, is located in latitude 41∘27󸀠N and longitude 113∘11󸀠E.
The area is characterized by a north temperate continen-
tal monsoon climate with average annual precipitation of
325.7mm, average annual temperature of 4.17∘C, and mean
annual aridity index of 22.99. Grassland (mainly Leymus
chinensis) is the dominant vegetation (Figure 1).

3. Material and Methodology

3.1. Material

3.1.1. MODIS Data. For this study, MOD13 A2 8-day NDVI
and NDVI quality assurance products from Terra’s Moderate
Resolution Imaging Spectroradiometer (MODIS) were used.
The dataset covered one-year time series, from January 1,
2007 to December 31, 2007 and included 46 images. The
MODIS data have a spatial resolution of 1 km at nadir, which
is well suited to monitor seasonal vegetation dynamics at the
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scale of the landscape. These data were acquired from the US
Geological Survey.

The NDVI is calculated from these individual measure-
ments as follows:

NDVI = (NIR − VIS)
(NIR + VIS)

, (1)

where VIS and NIR stand for the spectral reflectance mea-
surements acquired in the visible (red) and near-infrared
regions, respectively.

3.1.2. Field-Observed Data. Ground-observed grassland phe-
nophases were obtained from Chen and Li [17]. The observa-
tions of the different phases of Leymus chinensis are carried
at Chahar Right Back Banner stations of InnerMongolia.The
observation criterion of the grassland has been developed by
China Meteorological Administration.

3.2. Methodology. The selected VI values were fitted with
algorithm presented in Zhang et al. [13, 18] for reconstructing
smoothing timeseries curves. This algorithm characterizes
vegetation growth cycles using four transition dates derived
from time series of MODIS VI data: (1) greenup, the date
of onset of photosynthetic activity; (2) maturity, the date at
which plant green leaf area is at maximum; (3) senescence,
the date at which photosynthetic activity and green leaf area
begin to rapidly decrease; (4) dormancy, the date at which
physiological activity becomes near zero.

The annual change in satellite-derived VI data for a single
growth or senescence cycle can be modeled using

𝑦 (𝑡) =
𝑐

1 + 𝑒𝑎+𝑏𝑡
+ 𝑑, (2)

where 𝑡 is time in days, 𝑦(𝑡) is the NDVI value at time
𝑡, 𝑎 and 𝑏 are fitting parameters, 𝑐 + 𝑑 is the maximum
NDVI value, and 𝑑 is the initial backgroundNDVI value.The
fitting parameters 𝑎 and 𝑏were determined using least-square
fitting.

The rate of the change in the curvature of the fitted logistic
models is used to determine the four key transition dates
(Figure 2).

A series of preprocessing steps were performed to smooth
MODIS NDVI data products using TIMESAT software to
identify the single growth and senescence cycle.The objective
is to eliminate the abnormal value, that is, cloud and snow.
Then, the VI data could be fit to logistic functions described
by (2).

Zhang et al. [13] define the onset as the date when the sec-
ond derivative gets frompositive to negative values.The onset
of four transition dates corresponds to the times at which
the second derivative gets from positive to negative values.
These transitions dates indicate when one phenological phase
transitions from one approximately linear stage to another.
The curvature𝐾 for (1) at time 𝑡 can be computed by

𝐾 =
𝑑
𝑎

𝑑
𝑠

= −
𝑏2𝑐𝑧 (1 − 𝑧) (1 + 𝑧)3

[(1 + 𝑧)4 + (𝑏𝑐𝑧)2]
3/2

, (3)

where 𝑧 = 𝑒𝑎+𝑏𝑡, 𝑎 is the angle of the unit tangent vector at
time 𝑡 along a differentiable curve, and 𝑠 is the unit length of
the curve.The rate of change of curvature𝐾󸀠 can be computed
by

𝐾󸀠 = 𝑏3𝑐𝑧
{
{
{

3𝑧 (1 − 𝑧) (1 + 𝑧)3 [2(1 + 𝑧)3 + 𝑏2𝑐2𝑧]

[(1 + 𝑧)4 + (𝑏𝑐𝑧)2]
5/2

−
(1 + 𝑧)2 (1 + 2𝑧 − 5𝑧2)

[(1 + 𝑧)4 + (𝑏𝑐𝑧)2]
3/2

}
}
}

.

(4)

The detailed flowchart of grassland growth monitoring
process is illustrated in Figure 3. We first made a preprocess
for the MOD13 A2 dataset taking MODIS Reprojection
Tool (MRT) software as a platform. In order to eliminate
the effect of cloud and snow, we smooth the dataset using
TIMESAT software. For the corrected dataset, we simulated
the phenophases for grassland through Arc Macro Language
(AML) programming in accordance with the above algo-
rithm.

4. Results

4.1. The Effect of Data Smoothing. The final smoothed curve
was produced from the double logistic model. Figure 4 shows
the effect of data smoothing on the time series for a grassland
pixel. The reconstructed NDVI time series is smoother
and the noise resulting from the atmospheric conditions is
considered as outliers and removed. The new smooth and
continuous time series fit to natural rules of grassland growth.

4.2. Phenophases of Grassland. The phenological pattern of
grassland of Inner Mogolia during a single growth cycle
is realistically identified using the method described in
Section 3. Figures 5(a) to 5(e) present ecologically and
geographically coherent patterns that are consistent with
known phenological behavior in this area.

Greenup onset begins at the early April (124 day-of-year)
in the station. Note that south areas exhibit earlier greenup.
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Figure 5: Continued.
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Figure 5: (a) greenup onset, (b) maturity onset, (c) senescence onset, (d) dormancy onset, and (e) the length of vegetation growing season.

In most regions, about 62 days are required from greenup
to reach the mature phase, with relatively late mature in
more northern regions. Senescence occurs at the beginning
of August (247 day-of-year) without strong spatial trend.
Dormancy onset begins at the end of October (318 day-of-
year). The length of the growing season is about 190 days.

4.3. Comparison with Field Observation. Table 1 presents
the field-observed dates versus phenological transition dates
derived fromMODIS NDVI. In situ phenology observations
are collected from Chen and Li [17]. Greenup onset dates
identified byNDVI and in situ observed dates showed general
agreement. There is an excellent agreement between the
dates of maturity onset determined by MODIS and the field
observations. However, values corresponding to the satellite
onset estimate of senescence and dormancy date lag field-
observed values by about 15–35 days. The satellite-derived
length of vegetation growing season is generally consistent
with the surface observation.

5. Conclusion and Discussion

This paper presents a validmethodology to identify grassland
phenophases using remote sensing data. The double logistic
model has been demonstrated as a flexible, repeatable, and
realistic way to reconstruct time series. The phenophases

Table 1: The phenophases derived from MODIS NDVI and field
observation.

Phenophases VI-based land surface
phenology Field observation

Greenup onset 124 131
Maturity onset 186 187
Senescence onset 247 211
Dormancy onset 318 303
Length of growing season 194 183
∗

In situ phenology observations are collected from Chen and Li [17].

derived from satellite and observed on ground are generally
similar. However, values corresponding to the satellite onset
estimate of senescence and dormancy date lag field-observed
values by about 15–35 days.Thismay be explained by the field
observation protocol adopted in describing phonological
dates from maturity to senescence.

To improve accuracy, validation is an essential issue in
land surface phenology study over large areas. This requires
sufficient comparison between land surface phenology and in
situ values, which is challenging because the location of field
observation and MODIS pixels may not match [19].
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This study evaluates ecological vulnerability of the wood-grass ecotone of northeast China integrating the spatial analysis
technology with algorithms. An assessment model of ecological vulnerability is developed applying the Analytical Hierarchy
Process. The composite evaluation index system is established on the basis of the analysis of contemporary status and potential
problems in the study area. By the application of the evaluationmodel, ecological vulnerability index is calculated between 1990 and
2005. The results show that ecological vulnerability was mostly at a medium level in the study area, however the ecological quality
was deteriorating.Through the standard deviational ellipse, the variation of ecological vulnerability can be spatially explicated. It is
extremely significative for the prediction of the regions that will easily deteriorate. The deterioration zone was concentrating in the
area of Da Hinggan Ling Mountain, including Xingan League, Chifeng, Tongliao, and Chengde, whereas the improvement zone
was distributing in the north-central of Hulunbeier.

1. Introduction

Ecosystem provides the essential material that is indispens-
able for human subsistence and development [1]. Neverthe-
less, the ecosystemhas been taking a turn for theworse, which
results from both the global change and population growth
[2].The ecosystem exhibits a significant amount of characters
that are subjected to the exotic environment as the ecological
vulnerability. Some investigators conceptualized ecological
vulnerability as a function of exposure, sensitivity, and adap-
tive capacity [3, 4].The definition is valuable as it embraces its
own characters for ecosystem, that is, experiencing internal
or external system disturbance [5], the ability of a system to
adjust its behavior and characteristics in order to enhance
its capacity versus external stress [6], and the establishing
principle of ecological vulnerability index system [7].

The assessment of ecological vulnerability is progressively
important as it enables us to ascertain the potential problem
and to stimulate eco-environment protection [8].The origins
of vulnerability assessment are social sciences and economic
field; however there has been an increasing interest in the
ecosystem over the last decades [9]. Numerous approaches
are employed for the assessment of ecological vulnerability,
for example, comprehensive evaluation method [10], indices
weight method (IWM) [11], analytical hierarchy process
(AHP) [10, 12], and spatial principal component analysis
model (SPCA) [2].The integration of spatial analysis technol-
ogywith algorithms provides a powerfulmeans for ecological
vulnerability assessment and forecast. Many spatially explicit
indicators of sensitivity, exposure and adaptive capacity are
available, all of which are essential to ecological vulnerability
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assessment and forecast, through mining from geographic
information system (GIS) and remote sensing (RS).

The wood-grass ecotone of Northeast China is initially
proposed as a vulnerable area by theMinistry of environmen-
tal protection of the People’s Republic of China in 2008 [13].
So far, experiments on ecological vulnerability of the wood-
grass ecotone were insufficient. Specifically, we concentrate
on the subsequent issues: (1)What was the spatial-temporal
variation of ecological vulnerability in the region between
1990 and 2005? (2) How does integrate spatial analysis tech-
nology and algorithms for ecological vulnerability assessment
and forecast?

2. Study Area

Thewood-grass ecotone ofNortheast China, lying in between
the Da Hinggan Ling mountain and Yanshan mountain,
extends about 14 degrees of latitude (39∘30󸀠∼53∘20󸀠N) and
11 degrees of longitude (115∘02󸀠 ∼ 126∘04󸀠E). It contains
six cities: Hulunbeier, Xingan League, Tongliao, Chifeng,
Chengde, Zhangjiakou, with the area about 5.24 × 105 km2
and the altitude 89∼2683m (Figure 1). Ecological problems,
for instance, ecological transition characteristics and hetero-
geneity, grassland degeneration, and soil erosion [13], have
seriously affected sustainable development of the region.
More significant is the truth that the entire area plays as an
ecological security barrier for Beijing, which is the capital of
China.

3. Materials and Methods

The process of ecological vulnerability assessment involves
the subsequent phases, that is, establishment of ecological
vulnerability index system, modeling the assessment of eco-
logical vulnerability, index calculation and standardization,
ecological vulnerability assessment and classification, and
variation analysis of ecological vulnerability (Figure 2).

3.1. Establishment of Ecological Vulnerability Index System.
The study intends to measure the ecological vulnerability of
the wood-grass ecotone of Northeast China. Through the
investigation of contemporary status and potential problems
of the study area, we summarize the characteristics as follows.
Elevation and slope have a remarkable influence on the
ecosystem because it lies in a mountainous area. The content
of soil organic matter is 7%∼10% in the east and middle
regions; however it is only 0.5%∼2% in the west. As a
result of the infertile soil and thin soil layer, the soil is
undoubtedly encroached by rain and wind. In addition,
the overburdened agricultural activities seriously damage
essentially vulnerable environment as a result of reclaiming
forest and grass land. Considering the above investigations
and combining with other research achievements carried
out in the past few decades for the assessment of ecological
vulnerability [1, 2, 14], eight elements are chosen in order to
synthetically evaluate ecological vulnerability of the wood-
grass ecotone of Northeast China.These components involve
LUCC, DEM, soil texture, soil organic matter, precipitation,
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Figure 1: Distribution of the wood-grass ecotone of Northeast
China.

annual accumulated temperature (≥0∘C), windy days in
winter and spring (>6m/s), and NDVI (Table 1). The above
data used in the study are derived from Landsat thematic
mapper (TM) image, digital elevationmodel (DEM), national
soil field survey data, and meteorological data. The LUCC
data is manually interpreted based on TM images, and there
are six aggregated classes of land use, that is, cropland, forest,
grassland, water body, bare land, and built-up land [15].

3.2. Modeling the Assessment of Ecological Vulnerability.
Besides the establishment of ecological vulnerability index
system, the additional key for the assessment of ecological
vulnerability is determining the weight of individual evalua-
tion indicator. In this paper, analytic hierarchy process (AHP)
[16] is applied to generate a comprehensive decision for the
assessment of ecological vulnerability.

The paper aims to make an assessment of ecological
vulnerability; therefore the destination layer (level 1) is the
ecological vulnerability index. The evaluation factors (level
2) for the criterion layer are ecological suitability index,
landscape pattern index, and land resources utilization degree
index. The corresponding quantitative indices (level 3) are
soil erosion sensitivity index and soil desertification sensitivity
index, landscape unit plaques density and landscape evenness
index, and land utilization degree composite index (Table 1).
The above system includes natural factors and anthropogenic
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Figure 2: The workflow of ecological vulnerability assessment.

factors that directly relate with contemporary status and
potential problems in the study area.

3.3. Index Calculation and Standardization

3.3.1. Ecological Suitability Index. Ecological suitability is
determined by ecological sensitive degree of ecosystem.
Sensitivity analysis is to distinguish the area which it is easily
deteriorated by exotic environment. Sensitivity analysis is
comprised of soil erosion sensitivity and soil desertification
sensitivity on the basis of contemporary status and potential
problems in the study area. Soil erosion sensitivity is deter-
mined by precipitation, DEM, soil, and LUCC. Soil desertifi-
cation sensitivity is evaluated by average precipitation, annual
accumulated temperature (≥0∘C), windy days in winter and
spring (>6m/s), and NDVI.

(a) Soil Erosion Sensitivity. In the paper, we use the Wis-
chmeier empirical formula to calculate the rainfall erosivity
(𝑅) [17]:

𝑅 =
𝑖=12

∑
𝑖=1

1.735 × 10(1.5 log(𝑃
2

𝑖
/𝑃)−0.8188), (1)

where 𝑅 is the rainfall erosivity factor and its unit is MJ ⋅mm ⋅
ha−1⋅h−1⋅year−1, 𝑃

𝑖
ismonthly rainfall inmm, and𝑃 is annual

rainfall in mm.
Topographic factor (𝐿𝑆) is to estimate the relationship

between topographical relief and soil erosion sensitivity.

Table 1:The ecological vulnerability index systemof thewood-grass
ecotone of Northeast China.

Destination
layer

Criterion
layer Index layer Data source

Soil erosion
sensitivity
index

Precipitation
DEM
Soil texture
Soil organic matter
LUCC

Ecological
vulnerability

Ecological
suitability
index

Soil desertifi-
cation
sensitivity
index

Precipitation
Annual accumulated
Temperature (≥0∘C)
Windy days in winter
and spring (>6m/s)
NDVI

Landscape
pattern index

Landscape
unit plaques
density

LUCC
Landscape
evenness
index

Land
resources
utilization
degree index

Land
utilization
degree
composite
index
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Table 2: Soil erosion sensitivity standard classification.

Index Slight sensitivity Light sensitivity Medium sensitivity Heavy sensitivity Extreme sensitivity
𝑅 ≤25 25–100 100–400 400–600 >600
LS ≤20 20–50 51–100 101–300 >300
𝐾 ≤0.08 0.08–0.12 0.12–0.2 0.2-0.3 0.3–0.45

CM Water, herb swamp,
rice paddies

Broad-leaved forest,
coniferous forest,
grass, bush forest

Shrub grassland,
double cropping crop

Desert, once cropping
crop No vegetation

Value 1 3 5 7 9
Classification value (SS) 1.0–2.0 2.1–4.0 4.1–6.0 6.1–8.0 >8.0

Table 3: Soil desertification sensitivity standard classification.

Index Slight sensitivity Light sensitivity Medium sensitivity Heavy sensitivity Extreme sensitivity
Moisture degree index >0.65 0.5–0.65 0.20–0.50 0.05–0.20 <0.05
Windy days in winter and
spring (>6m/s) <15 15–30 30–45 45–60 >60

Soil texture Pedestal rock Viscidity Gravel Loamy texture Sandiness
Vegetation cover Dense Moderate Low Thin Bare land
Value 1 3 5 7 9
Classification value (DS) 1.0–2.0 2.1–4.0 4.1–6.0 6.1–8.0 >8.0

The paper uses the move window of 5 km × 5 km to extract
the surface rolling on the basis of DEM.

The soil erodibility factor (𝐾) is calculated through the
following equation [18]:

𝐾 = {0.2 + 0.3 exp [−0.0256𝑆
𝑎
(1 −

𝑆
𝑖

100
)]}

× (
𝑆
𝑖

𝐶
𝑙
+ 𝑆
𝑖

)
0.3

× [1 −
0.25𝐶

𝐶 + exp (3.72 − 2.95𝐶)
]

× [1 −
0.7𝑆
𝑛

𝑆
𝑛
+ exp (−5.51 + 22.9𝑆

𝑛
)
] ,

(2)

where𝐾 is soil erodibility factor and its unit is t⋅ha−1 ⋅h⋅MJ−1 ⋅
mm−1 ⋅ ha−1. 𝑆

𝑎
, 𝑆
𝑖
and 𝐶

𝑙
is the percentage of sand, powder,

and clay content in soil. 𝑆
𝑛
= 1 − 𝑆

𝑎
/100. 𝐶 is carbon content

in soil; it is the value of that organic content multiplied by
Bemmelen (0.58 gC/g SOC) [19].

Cropping management factor (CM) is the factor used
most often to compare the relative impacts of management
options on conservation plans. It is then an estimate of the
ratio of soil loss under actual conditions to losses experienced
under the reference conditions. Because of the diversity of
the type of the land cover and the administrative manner, the
ability of the prevention of soil erosion is different (Table 2).

In summary, the calculation method of soil erosion
sensitivity index is as follows:

SS = 4√
4

∏
𝑖=1

𝐶
𝑖
, (3)

where SS is soil erosion sensitivity index, 𝐶
𝑖
is the value of

each sensitivity factor, and 𝑖 is the sensitivity factor (Table 2)
[13].

(b) Soil Desertification Sensitivity. Similarly, the calculation
method of soil desertification sensitivity is shown as follows:

DS = 4√
4

∏
𝑖=1

𝐷
𝑖
, (4)

where DS is soil desertification sensitivity, 𝐷
𝑖
is the value of

each sensitivity factor, and 𝑖 is the sensitivity factor. In the
paper, we use moisture degree index, soil texture, windy days
in winter and spring, and vegetation cover to evaluate the soil
desertification sensitivity (Table 3).

The subsequent equation is applied to calculate the
moisture degree index, that is, the annual total precipitation
(𝑟) divides by annul accumulated temperature (≥0∘C), ∑𝜃,

𝐾 =
𝑟

0.1 × ∑𝜃
. (5)

Wind speed is took notes at each meteorological station;
we interpolate those materials to count the windy days in
winter and spring (>6m/s) in the entire region.

According to the responce of soil texture to soil deserti-
fication sensitivity, the soil type is classified into five grades
through international soil texture triangle table.

Vegetation cover shows the capability of preventing deser-
tification. The greater the vegetation cover, the stronger the
ability of prevention function. We use 𝑓 to show vegetation
cover

𝑓 =
NDVI −NDVImin

NDVImax −NDVImin
, (6)
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where 𝑓 is the vegetation cover, NDVI is normalized dif-
ference vegetation index, NDVImin is the minimum value of
NDVI, and NDVImax is the maximum value of NDVI.

3.3.2. Landscape Pattern Index

(a) Landscape Unit Patch Density (PD). Patch density is a
limited, but fundamental, aspect of landscape pattern. PD has
the same basic utility as the number of patches as an index,
except that it expresses the number of patches on a per unit
area basis that facilitates comparisons among landscapes of
varying size. We calculate PD with the following expression:

PD = 𝑁
𝐴
, (7)

where PD is landscape unit patch density, 𝑁 is the patch
number of each landscape, and 𝐴 is the area of each
landscape.

(b) Landscape Evenness Index (SHEI). SHEI equals minus the
sum, across all patch types, of the proportional abundance of
each patch type multiplied by that proportion, divided by the
logarithm of the number of patch types. In other words, the
observed Shannon’s diversity index divided by the maximum
Shannon’s diversity index for that number of patch types.
We calculate the landscape unit plaques density with the
following expression:

SHEI =
−∑
𝑚

𝑖=1
(𝑃
𝑖
× ln𝑃

𝑖
)

ln𝑚
, (8)

where 𝑃
𝑖
is the proportion of the landscape occupied by

patch type 𝑖. 𝑚 is the number of patch types present in
the landscape. SHEI = 0 when the landscape contains
only 1 patch (i.e., no diversity) and approaches 0 as the
distribution of area among the different patch types becomes
increasingly uneven (i.e., dominated by 1 type). SHEI = 1
when distribution of area among patch types is perfectly even
(i.e., proportional abundances are the same).

3.3.3. Land Resources Utilization Degree Index. Land
resources utilization degree is expressed as the land
utilization degree composite index. The connotation of land
resources utilization degree that presents as the response
indicator of ecological vulnerability is the limit of the land
resource. The superior limit is the maximum degree of
utilization of land resources, which means that it is not able
to further develop the land resource, and vice versa. Where
the value of bare land is 1, the value of forest, grass, and water
body is 2, the value of cropland is 3, and the value of built-up
land is 4, respectively.

3.3.4. Index Standardization. There are significant differences
and diverse units for evaluation indicators. It is difficult
to further evaluate ecological vulnerability through these
heterogeneous indices indirectly. The value of evaluation
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Figure 3: Standard deviational ellipse.

indices must be standardized in a uniform measurement
system

𝑋󸀠
𝑖𝑗
=

𝑋
𝑖𝑗
− 𝑋min,𝑗

𝑋max,𝑗 − 𝑋min,𝑗
, (9)

where𝑋󸀠
𝑖𝑗
represents the standardized value of factor 𝑗 in grid

𝑖,𝑋
𝑖𝑗
represents the original value of factor 𝑗 in grid 𝑖,𝑋max,𝑗,

and 𝑋min,𝑗 represent the maximum and minimum value of
factor 𝑗 in grid 𝑖, respectively.

3.4. Ecological Vulnerability Assessment and Classification.
According to the evaluation factors and their weights calcu-
lated by analytical hierarchy process, ecological vulnerability
index (EVI) is calculated as follows:

EVI = 𝛼 ⋅ SS + 𝛽 ⋅ DS + 𝛾 ⋅ PD + 𝜔 ⋅ SHEI + 𝜙 ⋅ La, (10)

where EVI is ecological vulnerability index, SS, DS, PD,
SHEI, and La are, respectively, soil erosion sensitivity index,
soil desertification sensitivity index, landscape unit patch
density, landscape evenness index, and land utilization degree
composite index, and 𝛼, 𝛽, 𝛾, 𝜔, and 𝜙 are the weight
values of each evaluative factor, respectively.

The scores of EVI scatter between 0 (the lowest grade) and
1 (the highest grade). To further reveal the characteristics of
ecological vulnerability, we reclassify the grade of ecological
vulnerability through the ArcGIS software and following
natural breaks classification. The standard of ecological vul-
nerability is slight (0–0.2), light (0.2–0.4), medium (0.4–0.6),
heavy (0.6–0.8), and extreme (0.8–1).

3.5. Variation Analysis of Ecological Vulnerability Based on the
Standard Deviational Ellipse. Although there are numerous
methods and cases of ecological vulnerability assessment,
studies on forecasting ecological vulnerability are insufficient.
The paper aims to forecast spatial variation of ecological
vulnerability on the basis of the standard deviational ellipse.

The standard deviational ellipse aims to evaluate the trend
of a set of points (Figure 3). The work includes two steps:
ascertaining the mean center and determining the dispersion
of the scattered points [20, 21].
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Firstly, move the original coordinate system to the mean
center (𝜇, ]) of the set of 𝑛 units studied

𝜇 =
∑
𝑛

𝑖=1
𝑥
𝑖

𝑛
, ] =

∑
𝑛

𝑖=1
𝑦
𝑖

𝑛
, (11)

where 𝜇, ] are the mean value of 𝑥
𝑖
, 𝑦
𝑖
in the original

coordinate system (XOY), respectively.
Then calculate the standard deviation (𝜎

𝑦
󸀠) of the 𝑦

coordinates of the units,

𝜎
𝑦
󸀠 = √

𝑛

∑
𝑖=1

(𝑦󸀠
𝑖
)
2

𝑛
, (12)

where 𝑦󸀠
𝑖
is the coordinate of the units in the transformed

coordinate system 𝑋󸀠𝑂󸀠𝑌󸀠. Similarly, 𝑥󸀠
𝑖
is calculated as the

above method.
Finally, rotate the coordinate system XOY about the new

origin (𝜇, ]) by angle 𝜃 (0 < 𝜃 ≤ 2𝜋) and calculate the
standard deviation (𝜎

𝑦
󸀠) of the 𝑌󸀠 coordinates again,

𝜎
𝑦
󸀠

= √
∑
𝑛

𝑖=1
𝑦
𝑖

2cos2𝜃 − 2∑𝑛
𝑖=1
𝑥
𝑖
𝑦
𝑖
sin 𝜃 cos 𝜃 + ∑𝑛

𝑖=1
𝑥
𝑖

2sin2𝜃
𝑛

,

(13)

where 𝑥
𝑖
and 𝑦

𝑖
are the coordinates of the units in the rotated

coordinate system𝑋󸀠𝑂󸀠𝑌 and 𝜎
𝑦
󸀠 is the standard deviation of

the 𝑌󸀠 coordinates. A study of the foregoing equations shows
that the locus of the 𝜎

𝑦
󸀠 value as the axis rotates about the

mean center is an ellipse. In order to plot the ellipse on the
map, it is necessary to locate the major andminor axes and to
calculate the corresponding 𝜎

𝑦
󸀠 values.

When the 𝜎
𝑦
󸀠 value obtains the minimum value in the

rotated coordinate system, the rotated angle 𝜃 is the direction
of scattered points. Then it can get the minimum value
through calculating the derivative of 𝜎

𝑦
󸀠 for (12)

𝑑𝜎
𝑦
󸀠

𝑑𝜃
=

1

𝑛𝜎
𝑦
󸀠

[
𝑛

∑
𝑖=1

𝑥
𝑖

2 sin 𝜃 cos 𝜃 −
𝑛

∑
𝑖=1

𝑥
𝑖
𝑦
𝑖
(cos2𝜃 − sin2𝜃)

−
𝑛

∑
𝑖=1

𝑦
𝑖

2 sin 𝜃 cos 𝜃] .

(14)

Solving for 𝜃,

tan 𝜃 =
(∑
𝑛

𝑖=1
𝑥
𝑖

2

− ∑
𝑛

𝑖=1
𝑦
𝑖

2

) ± √(∑
𝑛

𝑖=1
𝑥
𝑖

2

− ∑
𝑛

𝑖=1
𝑦
𝑖

2

)

2

+ 4(∑
𝑛

𝑖=1
𝑥
𝑖
𝑦
𝑖
)
2

2∑
𝑛

𝑖=1
𝑥
𝑖
𝑦
𝑖

.

(15)

If 𝜃 value is substituted for the variable in (13) and (14), the
maximum and minimum 𝜎

𝑦
󸀠 values are given. These are the

semimajor and semiminor axes of the standard deviational
ellipse.The 𝜃 value shows the distribution of scattered points.
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Figure 4: Spatial distribution of ecological vulnerability in 2005.

4. Result Analyses

4.1. The Assessment of Ecological Vulnerability in 2005. The
ecological vulnerability of the wood-grass ecotone of
northeast China is calculated according to the above method
in Section 3.3. The largest area was medium-vulnerability
zone, which accounted for 59.97% and mainly distributed
in Hulunbeier and Chengde, followed by light-vulnerability
zone accounted for 28.99%. Heavy-vulnerability zone
accounted for 11.04%, and it was principally allocated
in Chengde, Chifeng, Xingan League, and Zhangjiakou
(Figure 4).

4.2. The Spatio-Temporal Variation of Ecological Vulnerability
between 1990 and 2005. Statistical analysis indicates that
areas of medium-vulnerability zone and heavy-vulnerability
zone both increased between 1990 and 2005. Medium-
vulnerability zone increased from 42.44% to 59.97%, which
had the fastest growth among all zones. It is worthwhile
to note that heavy-vulnerability zone increased by 5.64
× 104 km2, and the percentage increased from 0.27% to
11.04%. Light vulnerability zone decreased from 56.98% to
28.99%, which had the fastest reduction among all zones.
Taken altogether, ecological quality was deteriorating during
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Table 4: Variation matrix of the ecological vulnerability between
1990 and 2005 (km2).

Ecological vulnerability Slight Light Medium Heavy
Slight 0 1634 0 0
Light 0 117882 163287 17442
Medium 0 32411 150476 39531
Heavy 0 0 530 883

1990∼2005. Transfer area from slight-vulnerability zone to
light-vulnerability zone was 1634 km2. Light-vulnerability
zones converted into medium-vulnerability zone by 1.63 ×
105 km2, and light-vulnerability zones converted into heavy-
vulnerability zone by 1.74× 104 km2, which accounted for 55%
and 6% of the area of light vulnerability in 1990, respectively
(Table 4).

Transfer zones can be explored through the standard
deviational ellipse. There were six kinds of variations in the
study area. Hence we use different colors to display those
variations (Figure 5). There were four kinds of variations
that indicate deterioration for ecological environment and
other two kinds of variations that illustrate improvement for
ecological environment. For the four kinds of deterioration
zones, the zone changing from slight-vulnerability to light-
vulnerability zone appeared in the southwest of Hulunbeier.
And the other three deterioration zones concentrated in
the Da Hinggan Ling mountain, including Xingan League,
Chifeng, Tongliao, and Chengde. It showed that ecological
circumstance was the absence of stabilization; both anthro-
pogenic activity further endangered the environment in
these regions. Corresponding measures must be taken to
protect those deterioration zones. The improvement zone
predominantly distributed in the north central ofHulunbeier,
simultaneously.

5. Discussions and Conclusions

Comparing spatio-temporal variation of the ecological
vulnerability, the area of medium-vulnerability zone and
heavy-vulnerability zone increased, simultaneously; the area
of slight-vulnerability zone and light-vulnerability zone
decreased. It was emphasized that the ecological quality
became worse between 1990 and 2005 in the wood-grass
ecotone of northeast China. There were numerous reasons
impacting the spatio-temporal variation of ecological vul-
nerability, that is, global climate change, vegetation degrada-
tion, soil erosion, topographical relief, and rapid population
growth.

The standard deviational ellipse is positive to spatially
explore and forecast the deterioration zones. In the middle
and south of the study area, the ecological environment
deteriorated. At the same time, the ecological environment
got better in the north of the study area. The method
is also important as it is of significant benefit to identify
areas at risk that will threaten sustainable development. Of
course, the method can similarly discover areas where the
quality of ecological environment is improving in virtue of
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District

No change

Slight → light
Light → medium
Light → heavy

Medium → heavy
Medium → light
Heavy → medium

Figure 5: Spatial distribution of ecological vulnerability changes.

the implementation of environmental protection. This study
indicates that the assessment of ecological vulnerability can
be improved with high spatio-temporal resolution through
integrating GIS and RS with algorithms. It is more likely to
be accepted by the local governments who would implement
the recommended policies.
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This paper is concerned with an integer-valued random walk process with qth-order autocorrelation. Some limit distributions
of sums about the nonstationary process are obtained. The limit distribution of conditional least squares estimators of the
autoregressive coefficient in an auxiliary regression process is derived.The performance of the autoregressive coefficient estimators
is assessed through the Monte Carlo simulations.

1. Introduction

In many practical settings, one often encounters integer-
valued time series, that is, counts of events or objects at
consecutive points in time. Typical examples include daily
large transactions of Ericsson B, monthly number of ongoing
strikes in a particular industry, number of patients treated
each day in an emergency department, and daily counts
of new swine flu cases in Mexico. Since most traditional
representations of dependence become either impossible or
impractical; see Silva et al. [1], this area of research did
not attract much attention until the early 1980s. During
the last three decades, a number of time series models
have been developed for discrete-valued data. It has become
increasingly important to gain a better understanding of
the probabilistic properties and to develop new statistical
techniques for integer-valued time series.

The existing models can be broadly classified into two
types: thinning operator models and regression models.
Recently the thinning operator models have been greatly
developed; see a survey byWeiß [2]. A number of innovations
have been made to model various integer-valued time series.
For instance, Ferland et al. [3] proposed an integer-valued
GARCHmodel to study overdispersed counts, and Fokianos
and Fried [4], Weiß [5], and Zhu and Wang [6–8] made
further studies. Bu and McCabe [9] considered the lag-order

selection for a class of integer autoregressive models, while
Enciso-Mora et al. [10] discussed model selection for gen-
eral integer-valued autoregressive moving-average processes.
Silva et al. [1] addressed a forecasting problem in an INAR(1)
model. McCabe et al. [11] derived efficient probabilistic
forecasts of integer-valued random variables. Several other
models and thinning operators were proposed as well.

Random coefficient INARmodels were studied by Zheng
et al. [12, 13] and Gomes and e Castro [14], while random
coefficient INMA models were proposed by Yu et al. [15, 16].
Kachour and Yao [17] introduced a class of autoregressive
models for integer-valued time series using the rounding
operator. Kim andPark [18] proposed an extension of integer-
valued autoregressive INARmodels by using a signed version
of the thinning operator. The signed thinning operator was
developed by Zhang et al. [19] and Kachour and Truquet [20].

However, these models focus exclusively on stationary
processes, whereas nonstationary processes are often encoun-
tered in reality. Some studies have examined asymptotic
properties of nonstationary INAR models for nonstatinaory
time series. Hellström [21] focused on the testing of unit root
in INAR(1) models and provided small sample distributions
for the Dickey-Fuller test statistic. Ispány et al. [22] consid-
ered a nearly nonstationary INAR(1) process. It was shown
that the limiting distribution of the conditional least squares
estimator for the coefficient is normal. Györfi et al. [23]
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proposed a nonstationary inhomogeneous INAR(1) process,
where the autoregressive type coefficient slowly converges to
one. Kim and Park [18] considered a process called integer-
valued autoregressive process with signed binomial thinning
to handle a nonstationary integer-valued time series with
a large dispersion. Drost et al. [24] studied the asymptotic
properties of this “near unit root” situation. They found
that the limit experiment is Poissonian. Barczy et al. [25]
proved that the sequence of appropriately scaled random step
functions formed from an unstable INAR(p) process that
converges weakly towards a squared Bessel process.

However, to our knowledge, few effort has been devoted
to studying nonstationary INAR(1) models with an INMA
innovation. In this paper, we aim to fill in this gap in the
literature. We consider a new nonstatioary INAR(1) process
in which the innovation follows a qth-order moving average
process (NSINARMA(1, 𝑞)). Similar to the studies of nonsta-
tionary processes for continuous time series models, we need
to accommodate two stochastic processes, one as the “true
process” and the other as an “auxiliary regression process.” In
this paper, we study particularly statistical properties of the
conditional least squares (CLS) estimators of the autoregres-
sive coefficient in the auxiliary integer-valued autoregression
process, when the “true process” is nonstationary integer-
valued autoregression with an innovation which has an
integer-valued moving average part.

The rest of this paper is organized as follows. In
Section 2, our nonstationary thinning model with INMA(𝑞)
innovation is described, and some statistical properties are
established. In Section 3, the limiting distribution of the
autoregressive coefficient in the auxiliary regression process is
derived. In Section 4, simulation results for the CLS estimator
are presented. Finally, concluding remarks are made in
Section 5.

2. Definition and Properties of
the NSINARMA(1, 𝑞) Process

In this section, we consider a nonstationary INAR(1) process
which can be used to deal with the autocorrelation of
innovation process.

Definition 1. An integer-valued stochastic process {𝑋
𝑡
} is said

to be the NSINARMA(1, 𝑞) process if it satisfies the following
recursive equations:

𝑋
𝑡
= 𝑋
𝑡−1
+ 𝑢
𝑡
,

𝑢
𝑡
= 𝜀
𝑡
+ 𝜃
1
∘ 𝜀
𝑡−1
+ 𝜃
2
∘ 𝜀
𝑡−2
+ ⋅ ⋅ ⋅ + 𝜃

𝑞
∘ 𝜀
𝑡−𝑞
,

(1)

where {𝜀
𝑡
} is a sequence of i.i.d. nonnegative integer-valued

random variables with finite mean 𝜇
𝜀
< ∞, variance 𝜎2

𝜀
< ∞,

and probability mass function 𝑓
𝜀
. All counting series 𝜃

𝑘
∘ 𝜀
𝑡−𝑘

are mutually independent, and 𝜃
𝑘
∈ [0, 1], 𝑘 = 1, . . . , 𝑞. For

the sake of convenience, we suppose that the process starts
from zero, more precisely,𝑋

0
= 0.

It is easy to see the following results of𝑋
𝑡
hold.

Proposition 2. For 𝑡 ≥ 1, one has

(i) 𝐸(𝑋
𝑡
𝑋
𝑡−1
) = 𝑋

𝑡−1
+ (1 + 𝜃

1
+ ⋅ ⋅ ⋅ + 𝜃

𝑞
)𝜇
𝜀
,

(ii) 𝐸(𝑋
𝑡
) = 𝑡(1 + 𝜃

1
+ ⋅ ⋅ ⋅ + 𝜃

𝑞
)𝜇
𝜀
,

(iii) Var(𝑋
𝑡
𝑋
𝑡−1
) = 𝜇
𝜀
∑
𝑞

𝑘=1
𝜃
𝑘
(1 − 𝜃

𝑘
) + 𝜎2
𝜀
(1 + ∑

𝑞

𝑘=1
𝜃2
𝑘
),

(iv) Var(𝑋
𝑡
) = 𝑡(𝜇

𝜀
∑
𝑞

𝑘=1
𝜃
𝑘
(1 − 𝜃

𝑘
) + 𝜎2
𝜀
(1 + ∑

𝑞

𝑘=1
𝜃2
𝑘
)).

Proof. It is straightforward to get (i) to (iii). We prove (iv) by
induction with

Var (𝑋
𝑡
)

= Var (𝐸 (𝑋
𝑡
| 𝑋
𝑡−1
)) + 𝐸 (Var (𝑋

𝑡
| 𝑋
𝑡−1
))

= Var (𝑋
𝑡−1
) + (𝜇

𝜀

𝑞

∑
𝑘=1

𝜃
𝑘
(1 − 𝜃

𝑘
) + 𝜎2
𝜀
(1 +

𝑞

∑
𝑘=1

𝜃2
𝑘
))

(2)

and the initial value𝑋
0
= 0.

3. Estimation Methods

Similar to the continuous time series process with unit roots,
we focus on the properties of the autoregressive coefficient
estimator in an auxiliary regression process when the true
process follows the nonstatioary INAR(1) process defined as
Definition 1.

Suppose that the auxiliary regression process 𝑋
𝑡
is an

INAR(1)model,

𝑋
𝑡
= 𝛼 ∘ 𝑋

𝑡−1
+ V
𝑡
, (3)

where {V
𝑡
} is a sequence of i.i.d. nonnegative integer-valued

random variables with finite mean 𝜇V and variance 𝜎2V . We
are interested in the properties of 𝛼 when the true process is
a nonstatioary INAR(1)model with moving average compo-
nents. In this paper, we consider a conditional least squares
(CLSs) estimator. An advantage of this method is that it does
not require specifying the exact family of distributions for the
innovations.

Let

𝑄 (𝛽) =
𝑇

∑
𝑡=1

(𝑋
𝑡
− 𝛼 ∘ 𝑋

𝑡−1
− 𝜇V)
2

, (4)

with 𝛽 = (𝛼, 𝜇V), be the CLS criterion function. The CLS
estimators of 𝛼 and 𝜇V are obtained by minimizing 𝑄 and are
given by

𝛼̂ =
𝑇∑
𝑇

𝑡=1
𝑋
𝑡−1
𝑋
𝑡
− (∑
𝑇

𝑡=1
𝑋
𝑡−1
) (∑
𝑇

𝑡=1
𝑋
𝑡
)

𝑇∑
𝑇

𝑡=1
𝑋2
𝑡−1
− (∑
𝑇

𝑡=1
𝑋
𝑡−1
)
2

, (5)

𝜇V = 𝑇
−1(
𝑇

∑
𝑡=1

𝑋
𝑡
− 𝛼̂
𝑇

∑
𝑡=1

𝑋
𝑡−1
) . (6)

Similar to studying the unit root in continuous time
series, we are only concerned with statistical properties of
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the autoregressive coefficient estimator. For the nonstationary
of continuous-valued time series, we often need to examine
whether the characteristic polynomial of AR(1) process has
a unit root. Thus, we want to see if we can find the limiting
distribution of the autoregressive coefficient estimator. Let us
present a result that is needed later on.

Lemma 3. Suppose that 𝑍
𝑡
follows a random walk without

drift,

𝑍
𝑡
= 𝑍
𝑡−1
+ 𝑤
𝑡
, (7)

where𝑍
0
= 0 and {𝑤

𝑡
} is an i.i.d. sequence withmean zero and

variance 𝜎2
𝑤
> 0. Let “⇒” denote converges in distribution, and

let𝑊(𝑟) denote the standard Brownian motion. Then, one has
the following properties:

(i) 𝑇−1/2∑𝑇
𝑡=1
𝑤
𝑡
⇒ 𝜎
𝑤
𝑊(1),

(ii) 𝑇−1∑𝑇
𝑡=1
𝑍
𝑡−1
𝑤
𝑡
⇒ (1/2)𝜎2

𝑤
[𝑊2(1) − 1],

(iii) 𝑇−3/2∑𝑇
𝑡=1
𝑡𝑤
𝑡
⇒ 𝜎
𝑤
𝑊(1) − 𝜎

𝑤
∫
1

0

𝑊(𝑟)𝑑𝑟,

(iv) 𝑇−3/2∑𝑇
𝑡=1
𝑍
𝑡−1
⇒ 𝜎
𝑤
∫
1

0

𝑊(𝑟)𝑑𝑟,

(v) 𝑇−5/2∑𝑇
𝑡=1
𝑡𝑍
𝑡−1
⇒ 𝜎
𝑤
∫
1

0

𝑟𝑊(𝑟)𝑑𝑟,

(vi) 𝑇−2∑𝑇
𝑡=1
𝑍2
𝑡−1
⇒ 𝜎2
𝑤
∫
1

0

𝑊2(𝑟)𝑑𝑟,

(vii) 𝑇−(𝑛+1)∑𝑇
𝑡=1
𝑡𝑛 → 1/(𝑛 + 1), for 𝑛 = 0, 1, 2, . . ..

Proof. See Proposition 17.1 in Hamilton [26].

Theorem 4. If all the assumptions of Definition 1 hold, then
one has

(i) 𝑇−1∑𝑇
𝑡=1
𝜀
𝑡
(𝜃
𝑘
∘𝜀
𝑡−𝑘
) converges in mean square to 𝜃

𝑘
𝜇2
𝜀
,

for 𝑘 = 1, . . . , 𝑞,

(ii) 𝑇−1∑𝑇
𝑡=1
(𝜃
𝑖
∘ 𝜀
𝑡−𝑖
)(𝜃
𝑗
∘ 𝜀
𝑡−𝑗
) converges in mean square

to 𝜃
𝑖
𝜃
𝑗
𝜇2
𝜀
, for 1 ≤ 𝑖 < 𝑗 ≤ 𝑞.

Proof. (i) First, we prove that 𝑇−1∑𝑇
𝑡=1
𝜀
𝑡
⋅ (𝜃
𝑘
∘ 𝜀
𝑡−𝑘
) is

integrable in mean square. Using the well-known results:

𝐸 (𝑋 (𝛽 ∘ 𝑌)) = 𝐸 (𝑋) 𝐸 (𝛽 ∘ 𝑌) = 𝛽𝐸 (𝑋) 𝐸 (𝑌) ,

𝐸(𝛽 ∘ 𝑌)
2

= 𝐸 (𝐸 ((𝛽 ∘ 𝑌)
2

| 𝑌))

= 𝛽 (1 − 𝛽) 𝐸 (𝑌) + 𝛽
2𝐸 (𝑌2) ,

(8)

where𝑋 and 𝑌 are independent and 𝛽 ∈ [0, 1], we can derive
that

𝐸(𝑇−1
𝑇

∑
𝑡=1

𝜀
𝑡
(𝜃
𝑘
∘ 𝜀
𝑡−𝑘
))

2

= 𝑇−2(
𝑇

∑
𝑡=1

𝐸 [𝜀2
𝑡
(𝜃
𝑘
∘ 𝜀
𝑡−𝑘
)
2

]

+2 ∑
1≤𝑚<𝑛≤𝑇

𝐸 (𝜀
𝑚
⋅ 𝜃
𝑘
∘ 𝜀
𝑚−𝑘
) (𝜀
𝑛
⋅ 𝜃
𝑘
∘ 𝜀
𝑛−𝑘
))

= 𝑇−2 (𝑇 ((𝜇2
𝜀
+ 𝜎2
𝜀
) (𝜃
𝑘
(1 − 𝜃

𝑘
) 𝜇
𝜀

+𝜃2
𝑘
(𝜇2
𝜀
+𝜎2
𝜀
)))+(𝑇2−𝑇) 𝜃2

𝑘
𝜇4
𝜀
)

= 𝑇−1 ((𝜇2
𝜀
+ 𝜎2
𝜀
) (𝜃
𝑘
(1 − 𝜃

𝑘
) 𝜇
𝜀
+ 𝜃2
𝑘
(𝜇2
𝜀
+ 𝜎2
𝜀
)))

+ (1 − 𝑇−1) 𝜃2
𝑘
𝜇4
𝜀

≤ ((𝜇2
𝜀
+ 𝜎2
𝜀
) (𝜃
𝑘
(1 − 𝜃

𝑘
) 𝜇
𝜀
+ 𝜃2
𝑘
(𝜇2
𝜀
+ 𝜎2
𝜀
)))

+ 𝜃2
𝑘
𝜇4
𝜀
< ∞.

(9)

Therefore, 𝑇−1∑𝑇
𝑡=1
𝜀
𝑡
⋅ (𝜃
𝑘
∘ 𝜀
𝑡−𝑘
) is integrable.

Next, we show that it converges to 𝜃
𝑘
𝜇2
𝜀
in mean square.

In fact,

𝐸(𝑇−1
𝑇

∑
𝑡=1

𝜀
𝑡
⋅ 𝜃
𝑘
∘ 𝜀
𝑡−𝑘
− 𝜃
𝑘
𝜇2
𝜀
)

2

= 𝐸(𝑇−1
𝑇

∑
𝑡=1

𝜀
𝑡
⋅ 𝜃
𝑘
∘ 𝜀
𝑡−𝑘
− 𝑇−1

𝑇

∑
𝑡=1

𝐸(𝜀
𝑡
⋅ 𝜃
𝑘
∘ 𝜀
𝑡−𝑘
))

2

= 𝑇−2
𝑇

∑
𝑡=1

(𝐸(𝜀
𝑡
⋅ 𝜃
𝑘
∘ 𝜀
𝑡−𝑘
)
2

− (𝐸 (𝜀
𝑡
⋅ 𝜃
𝑘
∘ 𝜀
𝑡−𝑘
))
2

)

+ 2𝑇−2
𝑇−𝑘

∑
𝑡=𝑘+1

cov (𝜃
𝑘
∘ 𝜀
𝑡−𝑘
⋅ 𝜀
𝑡
, 𝜃
𝑘
∘ 𝜀
𝑡
⋅ 𝜀
𝑡+𝑘
)

= 𝑇−1 ((𝜇2
𝜀
+ 𝜎2
𝜀
) (𝜃
𝑘
(1 − 𝜃

𝑘
) 𝜇
𝜀

+ 𝜃2
𝑘
(𝜇2
𝜀
+ 𝜎2
𝜀
)) − 𝜃2

𝑘
𝜇4
𝜀
)

+ 2𝑇−2 (𝑇 − 2𝑘) 𝜃
2

𝑘
𝜇2
𝜀
𝜎2
𝜀
.

(10)

From the assumptions 𝜇
𝜀
< ∞, 𝜎2

𝜀
< ∞, and 𝜃

𝑘
∈ [0, 1],

we get lim
𝑇→∞

𝐸(𝑇−1∑
𝑇

𝑡=1
𝜀
𝑡
⋅ (𝜃
𝑘
∘ 𝜀
𝑡−𝑘
) − 𝜃
𝑘
𝜇2
𝜀
)
2

= 0.
This completes the proof for (i).
(ii) Without loss of generality, we assume that 1 ≤ 𝑖 < 𝑗 ≤

𝑞. We have
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𝐸(𝑇−1
𝑇

∑
𝑡=1

(𝜃
𝑖
∘ 𝜀
𝑡−𝑖
) ⋅ (𝜃
𝑗
∘ 𝜀
𝑡−𝑗
))

2

= 𝑇−2
𝑇

∑
𝑡=𝑗

𝐸((𝜃
𝑖
∘ 𝜀
𝑡−𝑖
) (𝜃
𝑗
∘ 𝜀
𝑡−𝑗
))
2

+ 2𝑇−2 ∑
1≤𝑚<𝑛≤𝑇

𝐸 ( (𝜃
𝑖
∘ 𝜀
𝑚−𝑖
)

⋅ (𝜃
𝑗
∘ 𝜀
𝑚−𝑗
) (𝜃
𝑖
∘ 𝜀
𝑛−𝑖
)

⋅ (𝜃
𝑗
∘ 𝜀
𝑛−𝑗
))

= 𝑇−1 (𝜃
𝑖
(1 − 𝜃

𝑖
) 𝜇
𝜀
+ 𝜃2
𝑖
(𝜇2
𝜀
+ 𝜎2
𝜀
))

× (𝜃
𝑗
(1 − 𝜃

𝑗
) 𝜇
𝜀
+ 𝜃2
𝑗
(𝜇2
𝜀
+ 𝜎2
𝜀
))

+ 𝑇−2
1

2
(𝑇 − 𝑗 − 1) (𝑇 − 𝑗) 𝜃2

𝑖
𝜃2
𝑗
𝜇4
𝜀

≤ (𝜃
𝑖
(1 − 𝜃

𝑖
) 𝜇
𝜀
+ 𝜃2
𝑖
(𝜇2
𝜀
+ 𝜎2
𝜀
))

× (𝜃
𝑗
(1 − 𝜃

𝑗
) 𝜇
𝜀
+ 𝜃2
𝑗
(𝜇2
𝜀
+ 𝜎2
𝜀
))

+
1

2
𝜃2
𝑖
𝜃2
𝑗
𝜇4
𝜀
< ∞.

(11)

Thus, 𝑇−1∑𝑇
𝑡=1
(𝜃
𝑖
∘ 𝜀
𝑡−𝑖
) ⋅ (𝜃
𝑗
∘ 𝜀
𝑡−𝑗
) is integrable.

Next, we prove that the limit holds lim
𝑇→∞

𝐸

(𝑇−1∑
𝑇

𝑡=1
(𝜃
𝑖
∘ 𝜀
𝑡−𝑖
) ⋅ (𝜃
𝑗
∘ 𝜀
𝑡−𝑗
) − 𝜃
𝑖
𝜃
𝑗
𝜇2
𝜀
)
2

= 0,

𝐸(𝑇−1
𝑇

∑
𝑡=1

(𝜃
𝑖
∘ 𝜀
𝑡−𝑖
) ⋅ (𝜃
𝑗
∘ 𝜀
𝑡−𝑗
) − 𝜃
𝑖
𝜃
𝑗
𝜇2
𝜀
)

2

= 𝐸(𝑇−1
𝑇

∑
𝑡=1

(𝜃
𝑖
∘ 𝜀
𝑡−𝑖
) ⋅ (𝜃
𝑗
∘ 𝜀
𝑡−𝑗
)

−𝑇−1
𝑇

∑
𝑡=1

𝐸 ((𝜃
𝑖
∘ 𝜀
𝑡−𝑖
) ⋅ (𝜃
𝑗
∘ 𝜀
𝑡−𝑗
)))

2

= 𝑇−2
𝑇

∑
𝑡=1

Var ((𝜃
𝑖
∘ 𝜀
𝑡−𝑖
) (𝜃
𝑗
∘ 𝜀
𝑡−𝑗
))

+ 2𝑇−2 ∑
1≤𝑚<𝑛≤𝑇

cov ((𝜃
𝑖
∘ 𝜀
𝑚−𝑖
) ⋅ (𝜃
𝑗
∘ 𝜀
𝑚−𝑗
) ,

(𝜃
𝑖
∘ 𝜀
𝑛−𝑖
) ⋅ (𝜃
𝑗
∘ 𝜀
𝑛−𝑗
))

= 𝑇−2
𝑇

∑
𝑡=1

Var ((𝜃
𝑖
∘ 𝜀
𝑡−𝑖
) (𝜃
𝑗
∘ 𝜀
𝑡−𝑗
))

+ 𝑇−2
𝑇−𝑖+𝑗

∑
𝑘=max{1,1−𝑖+𝑗}

cov ((𝜃
𝑖
∘ 𝜀
𝑘−𝑖
) ⋅ (𝜃
𝑗
∘ 𝜀
𝑘−𝑗
) ,

(𝜃
𝑖
∘ 𝜀
𝑘−2𝑖+𝑗

) ⋅ (𝜃
𝑗
∘ 𝜀
𝑘−𝑖
))

= 𝑇−1 (𝜃
𝑖
(1 − 𝜃

𝑖
) 𝜇
𝜀
+ 𝜃2
𝑖
(𝜇2
𝜀
+ 𝜎2
𝜀
))

× (𝜃
𝑗
(1 − 𝜃

𝑗
) 𝜇
𝜀
+ 𝜃2
𝑗
(𝜇2
𝜀
+ 𝜎2
𝜀
))

+ 𝑇−2 ((𝑇 − 𝑖 + 𝑗 −max {1, 1 − 𝑖 + 𝑗})

× 𝜃2
𝑖
𝜃
𝑗
(1 − 𝜃

𝑗
) 𝜇3
𝜀
+ 𝜃2
𝑖
𝜃2
𝑗
𝜇2
𝜀
𝜎2
𝜀
) .

(12)

By using 𝜇
𝜀
< ∞, 𝜎2

𝜀
< ∞, and 𝜃

𝑘
∈ [0, 1], with the above

arguments, we get

lim
𝑇→∞

𝐸(𝑇−1
𝑇

∑
𝑡=1

(𝜃
𝑖
∘ 𝜀
𝑡−𝑖
)(𝜃
𝑗
∘ 𝜀
𝑡−𝑗
) − 𝜃
𝑖
𝜃
𝑗
𝜇2
𝜀
)

2

= 0. (13)

Then, 𝑇−1∑𝑇
𝑡=1
(𝜃
𝑖
∘ 𝜀
𝑡−𝑖
)(𝜃
𝑗
∘ 𝜀
𝑡−𝑗
) converges in mean square

to 𝜃
𝑖
𝜃
𝑗
𝜇2
𝜀
.

Theorem 5. If the process𝑋
𝑡
is defined as in Definition 1, then

one has

(i) 𝑇−1∑𝑇
𝑡=1
𝑢
𝑡
⇒ 𝜇
𝜀
(1 + ∑

𝑞

𝑘=1
𝜃
𝑘
),

(ii) 𝑇−2∑𝑇
𝑡=1
𝑋
𝑡−1
𝑢
𝑡
⇒ (1/2)𝜇2

𝜀
(1 + ∑

𝑞

𝑘=1
𝜃
𝑘
)
2,

(iii) 𝑇−2∑𝑇
𝑡=1
𝑡𝑢
𝑡
⇒ (1/2)𝜇

𝜀
(1 + ∑

𝑞

𝑘=1
𝜃
𝑘
),

(iv) 𝑇−2∑𝑇
𝑡=1
𝑋
𝑡−1
⇒ (1/2)𝜇

𝜀
(1 + ∑

𝑞

𝑘=1
𝜃
𝑘
),

(v) 𝑇−3∑𝑇
𝑡=1
𝑡𝑋
𝑡−1
⇒ (1/3)𝜇

𝜀
(1 + ∑

𝑞

𝑘=1
𝜃
𝑘
),

(vi) 𝑇−3∑𝑇
𝑡=1
𝑋2
𝑡−1
⇒ (1/3)𝜇2

𝜀
(1 + ∑

𝑞

𝑘=1
𝜃
𝑘
)
2.

Proof. Let 𝜀∗
𝑡
= 𝜀
𝑡
− 𝜇
𝜀
, 𝜀∗
𝑘,𝑡
= 𝜃
𝑘
∘ 𝜀
𝑡−𝑘
− 𝜃
𝑘
𝜇
𝜀
, 𝑘 = 1, . . . , 𝑞.

Then, we have themeans and variances of 𝜀∗
𝑡
and 𝜀∗
𝑘,𝑡
given

by

𝐸 (𝜀∗
𝑡
) = 0, 𝜎

𝜀
∗
𝑡
= √Var (𝜀∗

𝑡
) = 𝜎
𝜀
,

𝐸 (𝜀∗
𝑘,𝑡
) = 0, 𝜎

𝜀
∗

𝑘,𝑡

= √Var (𝜀∗
𝑘,𝑡
) = √𝜃

𝑘
(1 − 𝜃

𝑘
) 𝜇
𝜀
+ 𝜃2
𝑘
𝜎2
𝜀
.

(14)

It is easy to see that {𝜀∗
𝑡
} is a sequence of i.i.d. random

variables. For a fixed 𝑘, {𝜀∗
𝑘,𝑡
} is also a sequence of i.i.d. random

variables.
(i) Straightforward using the law of large numbers.
(ii) One has
𝑇

∑
𝑡=1

𝑋
𝑡−1
𝑢
𝑡
= 𝑋
0
𝑢
1
+ 𝑋
1
𝑢
2
+ ⋅ ⋅ ⋅ + 𝑋

𝑇−1
𝑢
𝑇

= 0 + 𝑢
1
𝑢
2
+ (𝑢
1
+ 𝑢
2
) 𝑢
3

+ ⋅ ⋅ ⋅ + (𝑢
1
+ ⋅ ⋅ ⋅ + 𝑢

𝑇−1
) 𝑢
𝑇

= 𝑢
1
(𝑢
2
+ ⋅ ⋅ ⋅ + 𝑢

𝑇
) + 𝑢
2
(𝑢
3
+ ⋅ ⋅ ⋅ + 𝑢

𝑇
)

+ ⋅ ⋅ ⋅ + 𝑢
𝑇−1
𝑢
𝑇

= ∑
𝑖<𝑗

𝑢
𝑖
𝑢
𝑗
=
1

2
((
𝑇

∑
𝑡=1

𝑢
𝑡
)

2

−
𝑇

∑
𝑡=1

𝑢2
𝑡
) .

(15)



Abstract and Applied Analysis 5

From the conclusion in (i), we get

(𝑇−1
𝑇

∑
𝑡=1

𝑢
𝑡
)

2

󳨐⇒ 𝜇2
𝜀
(1 +

𝑞

∑
𝑘=1

𝜃
𝑘
)

2

. (16)

Note that

𝑇

∑
𝑡=1

𝑢2
𝑡
=
𝑇

∑
𝑡=1

𝜀2
𝑡
+

𝑞

∑
𝑘=1

(
𝑇

∑
𝑡=1

(𝜃
𝑘
∘ 𝜀
𝑡−𝑘
)
2

)𝜇
𝑋

+

𝑞

∑
𝑘=1

(
𝑇

∑
𝑡=1

𝜀
𝑡
⋅ (𝜃
𝑘
∘ 𝜀
𝑡−𝑘
))

+ 2 ∑
1≤𝑖<𝑗≤𝑞

(
𝑇

∑
𝑡=1

(𝜃
𝑖
∘ 𝜀
𝑡−𝑖
) ⋅ (𝜃
𝑗
∘ 𝜀
𝑡−𝑗
)) .

(17)

Using the law of large numbers, we obtain

𝑇−1
𝑇

∑
𝑡=1

𝜀2
𝑡
󳨐⇒ 𝐸(𝜀2

𝑡
) = (𝜇2

𝜀
+ 𝜎2
𝜀
) ,

𝑇−1
𝑇

∑
𝑡=1

(𝜃
𝑘
∘ 𝜀
𝑡−𝑘
)
2

󳨐⇒ 𝐸(𝜃
𝑘
∘ 𝜀
𝑡−𝑘
)
2

= 𝜃
𝑘
(1 − 𝜃

𝑘
) 𝜇
𝜀
+ 𝜃2
𝑘
(𝜇2
𝜀
+ 𝜎2
𝜀
)

= 𝜎2
𝜀
∗

𝑘,𝑡

, 𝑘 = 1, . . . , 𝑞.

(18)

Recall Theorem 4, where 𝑇−1∑𝑇
𝑡=1
𝜀
𝑡
(𝜃
𝑘
∘ 𝜀
𝑡−𝑘
) converges

in mean square to 𝜃
𝑘
𝜇2
𝜀
and 𝑇−1∑𝑇

𝑡=1
(𝜃
𝑖
∘ 𝜀
𝑡−𝑖
)(𝜃
𝑗
∘ 𝜀
𝑡−𝑗
)

converges in mean square to 𝜃
𝑖
𝜃
𝑗
𝜇2
𝜀
, and thus

𝑇−1
𝑇

∑
𝑡=1

𝜀
𝑡
⋅ (𝜃
𝑘
∘ 𝜀
𝑡−𝑘
) 󳨐⇒ 𝜃

𝑘
𝜇2
𝜀
,

𝑇−1
𝑇

∑
𝑡=1

(𝜃
𝑖
∘ 𝜀
𝑡−𝑖
) (𝜃
𝑗
∘ 𝜀
𝑡−𝑗
) 󳨐⇒ 𝜃

𝑖
𝜃
𝑗
𝜇2
𝜀
.

(19)

Then, we get 𝑇−1∑𝑇
𝑡=1
𝑢2
𝑡
⇒ (𝜇2

𝜀
+ 𝜎2
𝜀
) + ∑

𝑞

𝑘=1
𝜎2
𝜀
∗

𝑘,𝑡

+

2(∑
𝑞

𝑘=1
𝜃
𝑘
+ ∑
1≤𝑖<𝑗≤𝑞

𝜃
𝑖
𝜃
𝑗
)𝜇2
𝜀
.

Therefore,

𝑇−2
𝑇

∑
𝑡=1

𝑋
𝑡−1
𝑢
𝑡
=
1

2
((𝑇−1

𝑇

∑
𝑡=1

𝑢
𝑡
)

2

− 𝑇−1(𝑇−1
𝑇

∑
𝑡=1

𝑢2
𝑡
))

󳨐⇒
1

2
(𝜇2
𝜀
(1 +

𝑞

∑
𝑘=1

𝜃
𝑘
)

2

− 0)

=
1

2
𝜇2
𝜀
(1 +

𝑞

∑
𝑘=1

𝜃
𝑘
)

2

.

(20)

(iii) Morever,

𝑇−2
𝑇

∑
𝑡=1

𝑡𝑢
𝑡
= 𝑇−2

𝑇

∑
𝑡=1

𝑡 (𝜀
𝑡
+ 𝜃
1
∘ 𝜀
𝑡−1
+ ⋅ ⋅ ⋅ + 𝜃

𝑞
∘ 𝜀
𝑡−𝑞
)

= 𝑇−2
𝑇

∑
𝑡=1

𝑡 (𝜀∗
𝑡
+ 𝜇
𝜀
) +

𝑞

∑
𝑘=1

(𝑇−2
𝑇

∑
𝑡=1

𝑡 (𝜀∗
𝑘,𝑡
+ 𝜃
𝑘
𝜇
𝜀
))

= 𝑇−1/2(𝑇−3/2
𝑇

∑
𝑡=1

𝑡𝜀∗
𝑡
+

𝑞

∑
𝑘=1

(𝑇−3/2
𝑇

∑
𝑡=1

𝑡𝜀∗
𝑘,𝑡
))

+ 𝜇
𝜀
(1 +

𝑞

∑
𝑘=1

𝜃
𝑘
)(𝑇−2

𝑇

∑
𝑡=1

𝑡) .

(21)

From (iii) and (vii) of Lemma 3, we have

𝑇−3/2
𝑇

∑
𝑡=1

𝑡𝜀∗
𝑡
󳨐⇒ 𝜎
𝜀
∗
𝑡
𝑊(1) − 𝜎

𝜀
∗
𝑡
∫
1

0

𝑊(𝑟) 𝑑𝑟,

𝑇−3/2
𝑇

∑
𝑡=1

𝑡𝜀∗
𝑘,𝑡
󳨐⇒ 𝜎
𝜀
∗

𝑘,𝑡

𝑊(1) − 𝜎
𝜀
∗

𝑘,𝑡

∫
1

0

𝑊(𝑟) 𝑑𝑟,

𝑘 = 1, . . . , 𝑞,

𝑇−2
𝑇

∑
𝑡=1

𝑡 󳨀→
1

2
.

(22)

Therefore, 𝑇−2∑𝑇
𝑡=1
𝑡𝑢
𝑡
⇒ 0 + 0 + (1/2)𝜇

𝜀
(1 + ∑

𝑞

𝑘=1
𝜃
𝑘
) =

(1/2)𝜇
𝜀
(1 + ∑

𝑞

𝑘=1
𝜃
𝑘
). Consider the following:

(iv)

𝑇−2
𝑇

∑
𝑡=1

𝑋
𝑡−1
= 𝑇−2

𝑇−1

∑
𝑡=1

(𝑇 − 𝑡) 𝑢
𝑡

= 𝑇−2
𝑇−1

∑
𝑡=1

(𝑇 − 𝑡) (𝜀
𝑡
+ 𝜃
1
∘ 𝜀
𝑡−1
+ ⋅ ⋅ ⋅ + 𝜃

𝑞
∘ 𝜀
𝑡−𝑞
)

= 𝑇−2
𝑇

∑
𝑡=1

(𝑇 − 𝑡) (𝜀
∗

𝑡
+ 𝜇
𝜀
)

+ 𝑇−2
𝑞

∑
𝑘=1

𝑇

∑
𝑡=1

(𝑇 − 𝑡) (𝜀
∗

𝑘,𝑡
+ 𝜃
𝑘
𝜇
𝜀
)

= 𝑇−2
𝑇

∑
𝑡=1

(𝑇 − 𝑡) 𝜀
∗

𝑡
+

𝑞

∑
𝑘=1

(𝑇−2
𝑇

∑
𝑡=1

(𝑇 − 𝑡) 𝜀
∗

𝑘,𝑡
)

+ 𝜇
𝜀
(1 +

𝑞

∑
𝑘=1

𝜃
𝑘
)(𝑇−2

𝑇

∑
𝑡=1

(𝑇 − 𝑡))
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= 𝑇−1
𝑇

∑
𝑡=1

𝜀∗
𝑡
− 𝑇−1/2(𝑇−3/2

𝑇

∑
𝑡=1

𝑡𝜀∗
𝑡
)

+

𝑞

∑
𝑘=1

(𝑇−1
𝑇

∑
𝑡=1

𝜀∗
𝑘,𝑡
− 𝑇−1/2(𝑇−3/2

𝑇

∑
𝑡=1

𝑡𝜀∗
𝑘,𝑡
))

+ 𝜇
𝜀
(1 +

𝑞

∑
𝑘=1

𝜃
𝑘
)(𝑇−2

𝑇

∑
𝑡=1

(𝑇 − 𝑡)) .

(23)

By the law of large numbers, we have

𝑇−1
𝑇

∑
𝑡=1

𝜀∗
𝑡
󳨐⇒ 0,

𝑇−1
𝑇

∑
𝑡=1

𝜀∗
𝑘,𝑡
󳨐⇒ 0, 𝑘 = 1, . . . , 𝑞.

(24)

From the (iii) and (vii) of Lemma 3, we get

𝑇−3/2
𝑇

∑
𝑡=1

𝑡𝜀∗
𝑡
󳨐⇒ 𝜎
𝜀
∗
𝑡
𝑊(1) − 𝜎

𝜀
∗
𝑡
∫
1

0

𝑊(𝑟) 𝑑𝑟,

𝑇−3/2
𝑇

∑
𝑡=1

𝑡𝜀∗
𝑘,𝑡
󳨐⇒ 𝜎
𝜀
∗

𝑘,𝑡

𝑊(1) − 𝜎
𝜀
∗

𝑘,𝑡

∫
1

0

𝑊(𝑟) 𝑑𝑟,

𝑘 = 1, . . . , 𝑞,

𝑇−2
𝑇

∑
𝑡=1

(𝑇 − 𝑡) 󳨀→
1

2
.

(25)

Then, we have

𝑇−2
𝑇

∑
𝑡=1

𝑋
𝑡−1
󳨐⇒ 0 + 0 + 0 +

1

2
𝜇
𝜀
(1 +

𝑞

∑
𝑘=1

𝜃
𝑘
)

=
1

2
𝜇
𝜀
(1 +

𝑞

∑
𝑘=1

𝜃
𝑘
) .

(26)

(v) Elementary algebra gives us that

𝑋
𝑡
=
𝑡

∑
𝑘=1

𝑢
𝑘
=
𝑡

∑
𝑘=1

(𝜀
𝑘
+ 𝜃
1
∘ 𝜀
𝑘−1
+ ⋅ ⋅ ⋅ + 𝜃

𝑞
∘ 𝜀
𝑘−𝑞
)

=
𝑡

∑
𝑘=1

𝜀∗
𝑘
+
𝑡

∑
𝑘=1

𝜀∗
1,𝑘
+ ⋅ ⋅ ⋅ +

𝑡

∑
𝑘=1

𝜀∗
𝑞,𝑘
+ (1 +

𝑞

∑
𝑘=1

𝜃
𝑘
)𝜇
𝜀
𝑡

= 𝜉
𝑡
+

𝑞

∑
𝑖=1

𝜂
𝑖,𝑡
+ (1 +

𝑞

∑
𝑘=1

𝜃
𝑘
)𝜇
𝜀
𝑡,

(27)

where 𝜉
𝑡
= ∑
𝑡

𝑘=1
𝜀∗
𝑘
, 𝜂
𝑖,𝑡
= ∑
𝑡

𝑘=1
𝜀∗
𝑖,𝑘
, 𝑖 = 1, . . . , 𝑞 and, as

assumed, 𝜉
0
= 𝜂
1,0
= ⋅ ⋅ ⋅ = 𝜂

𝑞,0
= 0. It is easy to see that

𝜉
𝑡
and 𝜂
𝑖,𝑡
, 𝑖 = 1, . . . , 𝑞, follow a randomwalk process without

drift. Using (v) and (vii) of Lemma 3, we get

𝑇−5/2
𝑇

∑
𝑡=1

𝑡𝜉
𝑡−1
󳨐⇒ 𝜎
𝜀
∗
𝑡
∫
1

0

𝑟𝑊 (𝑟) 𝑑𝑟,

𝑇−5/2
𝑇

∑
𝑡=1

𝑡𝜂
𝑖,𝑡−1

󳨐⇒ 𝜎
𝜀
∗

𝑖,𝑡

∫
1

0

𝑟𝑊 (𝑟) 𝑑𝑟, 𝑖 = 1, . . . , 𝑞,

𝑇−3
𝑇

∑
𝑡=1

𝑡 (𝑡 − 1) 󳨀→
1

3
.

(28)

Then, we get

𝑇−3
𝑇

∑
𝑡=1

𝑡𝑋
𝑡−1
= 𝑇−3

𝑇

∑
𝑡=1

𝑡𝜉
𝑡−1
+

𝑞

∑
𝑖=1

(𝑇−3
𝑇

∑
𝑡=1

𝑡𝜂
𝑖,𝑡−1
)

+ (1 +

𝑞

∑
𝑘=1

𝜃
𝑘
)𝜇
𝜀
(𝑇−3

𝑇

∑
𝑡=1

𝑡 (𝑡 − 1))

= 𝑇−1/2(𝑇−5/2
𝑇

∑
𝑡=1

𝑡𝜉
𝑡−1
)

+ 𝑇−1/2
𝑞

∑
𝑖=1

(𝑇−5/2
𝑇

∑
𝑡=1

𝑡𝜂
𝑖,𝑡−1
)

+ (1 +

𝑞

∑
𝑘=1

𝜃
𝑘
)𝜇
𝜀
(𝑇−3

𝑇

∑
𝑡=1

𝑡 (𝑡 − 1))

󳨐⇒ 0 + 0 +
1

3
(1 +

𝑞

∑
𝑘=1

𝜃
𝑘
)𝜇
𝜀

=
1

3
(1 +

𝑞

∑
𝑘=1

𝜃
𝑘
)𝜇
𝜀
.

(29)

(vi) One has

𝑇−3
𝑇

∑
𝑡=1

𝑋2
𝑡−1

= 𝑇−3
𝑇

∑
𝑡=1

(𝜉
𝑡−1
+

𝑞

∑
𝑖=1

𝜂
𝑖,𝑡−1

+ (1 +

𝑞

∑
𝑘=1

𝜃
𝑘
)𝜇
𝜀
(𝑡 − 1))

2

= 𝑇−3
𝑇

∑
𝑡=1

𝜉2
𝑡−1
+ 𝑇−3

𝑞

∑
𝑖=1

𝑇

∑
𝑡=1

𝜂2
𝑖,𝑡−1

+ (1 +

𝑞

∑
𝑘=1

𝜃
𝑘
)

2

𝜇2
𝜀
(𝑇−3

𝑇

∑
𝑡=1

(𝑡 − 1)
2)

+ 2

𝑞

∑
𝑖=1

(𝑇−3
𝑇

∑
𝑡=1

𝜉
𝑡−1
𝜂
𝑖,𝑡−1
)

+2(1+

𝑞

∑
𝑘=1

𝜃
𝑘
)𝜇
𝜀
(𝑇−3

𝑇

∑
𝑡=1

(𝜉
𝑡−1
+

𝑞

∑
𝑖=1

𝜂
𝑖,𝑡−1
) (𝑡−1)) .

(30)
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Firstly, we prove 𝑇−3∑𝑇
𝑡=1
(𝜉
𝑡−1
+ ∑
𝑞

𝑖=1
𝜂
𝑖,𝑡−1
)(𝑡 − 1) ⇒ 0.

By (iii) and (v) of Lemma 3, we have

𝑇−3/2
𝑇

∑
𝑡=1

𝑡𝜀∗
𝑡
󳨐⇒ 𝜎
𝜀
∗
𝑡
𝑊(1) − 𝜎

𝜀
∗
𝑡
∫
1

0

𝑊(𝑟) 𝑑𝑟,

𝑇−5/2
𝑇

∑
𝑡=1

𝑡𝜉
𝑡−1
󳨐⇒ 𝜎
𝜀
∗
𝑡
∫
1

0

𝑟𝑊 (𝑟) 𝑑𝑟.

(31)

It is easy to see that 𝑇−2𝜉
𝑇−1

⇒ 0 and 𝑇−2𝜀∗
𝑇
⇒ 0.

Thus,

𝑇−3
𝑇

∑
𝑡=1

(𝑡 − 1) 𝜉
𝑡−1

= 𝑇−3
𝑇−1

∑
𝑡=1

𝑡𝜉
𝑡
= 𝑇−3

𝑇−1

∑
𝑡=1

𝑡 (𝜉
𝑡−1
+ 𝜀∗
𝑡
)

= 𝑇−3
𝑇

∑
𝑡=1

𝑡 (𝜉
𝑡−1
+ 𝜀∗
𝑡
) − 𝑇−2𝜉

𝑇−1
− 𝑇−2𝜀∗

𝑇

= 𝑇−1/2(𝑇−5/2
𝑇−1

∑
𝑡=1

𝑡𝜉
𝑡−1
) + 𝑇−3/2(𝑇−3/2

𝑇−1

∑
𝑡=1

𝑡𝜀∗
𝑡
)

− 𝑇−2𝜉
𝑇−1

− 𝑇−2𝜀∗
𝑇
󳨐⇒ 0.

(32)

By using a similar approach, we get𝑇−3∑𝑇
𝑡=1
(𝑡−1)𝜂

𝑖,𝑡−1
⇒

0, 𝑖 = 1, . . . , 𝑞.
Therefore,

𝑇−3
𝑇

∑
𝑡=1

(𝜉
𝑡−1
+

𝑞

∑
𝑖=1

𝜂
𝑖,𝑡−1
) (𝑡 − 1)

= 𝑇−3
𝑇

∑
𝑡=1

(𝑡 − 1) 𝜉
𝑡−1

+

𝑞

∑
𝑖=1

(𝑇−3
𝑇

∑
𝑡=1

(𝑡 − 1) 𝜂
𝑖,𝑡−1
) 󳨐⇒ 0 + 0 = 0.

(33)

Secondly, we prove that the limit 𝑇−3∑𝑇
𝑡=1
𝜉
𝑡−1
𝜂
𝑖,𝑡−1

⇒
0, 𝑖 = 1, . . . , 𝑞, holds.

Using the well-known inequality |𝜉
𝑡−1
𝜂
𝑖,𝑡−1
| ≤ (1/2)(𝜉2

𝑡−1
+

𝜂2
𝑖,𝑡−1
), we find that
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
𝑇−3
𝑇

∑
𝑡=1

𝜉
𝑡−1
𝜂
𝑖,𝑡−1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤ 𝑇−3

𝑇

∑
𝑡=1

󵄨󵄨󵄨󵄨𝜉𝑡−1𝜂𝑖,𝑡−1
󵄨󵄨󵄨󵄨

≤
1

2
(𝑇−3

𝑇

∑
𝑡=1

𝜉2
𝑡−1
+ 𝑇−3

𝑇

∑
𝑡=1

𝜂2
𝑖,𝑡−1
) .

(34)

From (vi) of Lemma 3, we get

𝑇−2
𝑇

∑
𝑡=1

𝜉2
𝑡−1
󳨐⇒ 𝜎2
𝜀
∗
𝑡

∫
1

0

𝑊2 (𝑟) 𝑑𝑟,

𝑇−2
𝑇

∑
𝑡=1

𝜂2
𝑖,𝑡−1

󳨐⇒ 𝜎2
𝜀
∗

𝑖,𝑡

∫
1

0

𝑊2 (𝑟) 𝑑𝑟.

(35)

The two limits imply that

𝑇−3
𝑇

∑
𝑡=1

𝜉2
𝑡−1
󳨐⇒ 0, 𝑇−3

𝑇

∑
𝑡=1

𝜂2
𝑖,𝑡−1

󳨐⇒ 0. (36)

By the Cauchy-Schwarz theorem, we obtain 𝑇−3∑𝑇
𝑡=1
𝜉
𝑡−1

𝜂
𝑖,𝑡−1

⇒ 0, 𝑖 = 1, . . . , 𝑞.
From (iii), (vi), and (vii) of Lemma 3, we obtain

𝑇−2
𝑇

∑
𝑡=1

𝜉2
𝑡−1
󳨐⇒ 𝜎2
𝜀
∗
𝑡

∫
1

0

𝑊2 (𝑟) 𝑑𝑟,

𝑇−2
𝑇

∑
𝑡=1

𝜂2
𝑖,𝑡−1

󳨐⇒ 𝜎2
𝜀
∗

𝑖,𝑡

∫
1

0

𝑊2 (𝑟) 𝑑𝑟,

𝑇−3
𝑇

∑
𝑡=1

(𝑡 − 1)
2 󳨀→

1

3
,

𝑇−3/2
𝑇

∑
𝑡=1

𝑡𝜀∗
𝑡
󳨐⇒ 𝜎
𝜀
∗
𝑡
𝑊(1) − 𝜎

𝜀
∗
𝑡
∫
1

0

𝑊(𝑟) 𝑑𝑟,

𝑇−3/2
𝑇

∑
𝑡=1

𝑡𝜀∗
𝑖,𝑡
󳨐⇒ 𝜎
𝜀
∗

𝑖,𝑡

𝑊(1) − 𝜎
𝜀
∗

𝑖,𝑡

∫
1

0

𝑊(𝑟) 𝑑𝑟.

(37)

Therefore,𝑇−3∑𝑇
𝑡=1
𝑋2
𝑡−1
⇒ 0+0+(1/3)(1 + ∑

𝑞

𝑘=1
𝜃
𝑘
)
2

𝜇2
𝜀
+

0 + 0 = (1/3)(1 + ∑
𝑞

𝑘=1
𝜃
𝑘
)
2

𝜇2
𝜀
.

The proof of this theorem is complete.

Theorem 6. The conditional least squares estimators of 𝛼
given by (5) converges in distribution to constant 1, when the
true process is a nonstationary INAR(1)model with INMA(𝑞)
innovation.

Proof. We first derive the numerator limit of (5):

𝑇−4(𝑇
𝑇

∑
𝑡=1

𝑋
𝑡−1
𝑋
𝑡
− (
𝑇

∑
𝑡=1

𝑋
𝑡−1
)(
𝑇

∑
𝑡=1

𝑋
𝑡
))

= 𝑇−3
𝑇

∑
𝑡=1

𝑋
𝑡−1
𝑋
𝑡
− (𝑇−2

𝑇

∑
𝑡=1

𝑋
𝑡−1
)(𝑇−2

𝑇

∑
𝑡=1

𝑋
𝑡
)

= 𝑇−3
𝑇

∑
𝑡=1

𝑋2
𝑡−1
+ 𝑇−1(𝑇−2

𝑇

∑
𝑡=1

𝑋
𝑡−1
𝑢
𝑡
)

− (𝑇−2
𝑇

∑
𝑡=1

𝑋
𝑡−1
)(𝑇−2

𝑇

∑
𝑡=1

𝑋
𝑡
) .

(38)
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Table 1: Bias and MSE results of 𝛼 for NSINARMA(1,1) model.

CLS
𝜆 = 0.3 𝜆 = 5

Sample size 100 300 800 100 300 800
𝜃
1
= 0.1

Bias(𝛼) −2.3411𝑒 − 03 −1.3253𝑒 − 04 −2.4503𝑒 − 05 −9.7709𝑒 − 05 1.2879𝑒 − 05 9.7185𝑒 − 07

MSE(𝛼) 1.6443𝑒 − 03 5.2694𝑒 − 06 1.8012𝑒 − 07 2.8641𝑒 − 06 4.9761𝑒 − 08 2.8335𝑒 − 10

𝜃
1
= 0.4

Bias(𝛼) −1.8837𝑒 − 03 −6.2751𝑒 − 05 −1.9073𝑒 − 05 −9.3204𝑒 − 05 1.1088𝑒 − 05 2.1430𝑒 − 06

MSE(𝛼) 1.0645𝑒 − 03 1.1813𝑒 − 06 1.0913𝑒 − 07 2.6061𝑒 − 06 3.6884𝑒 − 08 1.3778𝑒 − 09

𝜃
1
= 0.7

Bias(𝛼) −1.3353𝑒 − 03 −8.5133𝑒 − 05 −1.3719𝑒 − 05 −7.6709𝑒 − 05 2.1019𝑒 − 05 2.5092𝑒 − 06

MSE(𝛼) 5.3488𝑒 − 04 2.1743𝑒 − 06 5.6460𝑒 − 08 1.7653𝑒 − 06 1.3254𝑒 − 07 1.8889𝑒 − 09

𝜃
1
= 0.9

Bias(𝛼) −4.6077𝑒 − 04 −6.1094𝑒 − 05 6.5116𝑒 − 06 −2.1260𝐸 − 04 1.8841𝐸 − 05 1.3932𝐸 − 06

MSE(𝛼) 6.3694𝑒 − 05 1.1197𝑒 − 06 1.2720𝑒 − 08 1.3559𝐸 − 05 1.0649𝐸 − 07 5.8233𝐸 − 10

By the (ii), (iv), and (vi) of Theorem 5, we have

𝑇−2
𝑇

∑
𝑡=1

𝑋
𝑡−1
𝑢
𝑡
󳨐⇒

1

2
𝜇2
𝜀
(1 +

𝑞

∑
𝑘=1

𝜃
𝑘
)

2

,

𝑇−2
𝑇

∑
𝑡=1

𝑋
𝑡−1
󳨐⇒

1

2
𝜇
𝜀
(1 +

𝑞

∑
𝑘=1

𝜃
𝑘
) ,

𝑇−2
𝑇

∑
𝑡=1

𝑋
𝑡
= 𝑇−2

𝑇

∑
𝑡=1

𝑋
𝑡−1
+ 𝑇−1(𝑇−1

𝑇

∑
𝑡=1

𝑢
𝑡
)

󳨐⇒
1

2
𝜇
𝜀
(1 +

𝑞

∑
𝑘=1

𝜃
𝑘
) ,

𝑇−3
𝑇

∑
𝑡=1

𝑋2
𝑡−1
󳨐⇒

1

3
𝜇2
𝜀
(1 +

𝑞

∑
𝑘=1

𝜃
𝑘
)

2

.

(39)

Then, we get

𝑇−4(𝑇
𝑇

∑
𝑡=1

𝑋
𝑡−1
𝑋
𝑡
− (
𝑇

∑
𝑡=1

𝑋
𝑡−1
)(
𝑇

∑
𝑡=1

𝑋
𝑡
))

󳨐⇒
1

3
𝜇2
𝜀
(1 +

𝑞

∑
𝑘=1

𝜃
𝑘
)

2

+ 0 − (
1

2
𝜇
𝜀
(1 +

𝑞

∑
𝑘=1

𝜃
𝑘
))

2

=
1

12
𝜇2
𝜀
(1 +

𝑞

∑
𝑘=1

𝜃
𝑘
)

2

.

(40)

Similarly, we have the denominator limit of (5):

𝑇−4(𝑇
𝑇

∑
𝑡=1

𝑋2
𝑡−1
− (
𝑇

∑
𝑡=1

𝑋
𝑡−1
)

2

)

󳨐⇒
1

12
𝜇2
𝜀
(1 +

𝑞

∑
𝑘=1

𝜃
𝑘
)

2

.

(41)

Using the Slutsky theorem, we obtain

𝛼̂ =
𝑇∑
𝑇

𝑡=1
𝑋
𝑡−1
𝑋
𝑡
− (∑
𝑇

𝑡=1
𝑋
𝑡−1
) (∑
𝑇

𝑡=1
𝑋
𝑡
)

𝑇∑
𝑇

𝑡=1
𝑋2
𝑡−1
− (∑
𝑇

𝑡=1
𝑋
𝑡−1
)
2

=
𝑇−4 (𝑇∑

𝑇

𝑡=1
𝑋
𝑡−1
𝑋
𝑡
− (∑
𝑇

𝑡=1
𝑋
𝑡−1
) (∑
𝑇

𝑡=1
𝑋
𝑡
))

𝑇−4 (𝑇∑
𝑇

𝑡=1
𝑋2
𝑡−1
− (∑
𝑇

𝑡=1
𝑋
𝑡−1
)
2

)

󳨐⇒
(1/12) 𝜇2

𝜀
(1 + ∑

𝑞

𝑘=1
𝜃
𝑘
)
2

(1/12) 𝜇2
𝜀
(1 + ∑

𝑞

𝑘=1
𝜃
𝑘
)
2
= 1.

(42)

This completes the proof.

4. Simulation Study

To study the empirical performance of the CLS estimator
of the autoregressive coefficient for an auxiliary regression
process, while the true process is NSINARMA(1, 𝑞) process,
a brief simulation study is conducted.

Consider the true process,

𝑋
𝑡
= 𝑋
𝑡−1
+ 𝑢
𝑡
,

𝑢
𝑡
= 𝜀
𝑡
+ 𝜃
1
∘ 𝜀
𝑡−1
+ ⋅ ⋅ ⋅ + 𝜃

𝑞
∘ 𝜀
𝑡−𝑞
,

(43)
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Table 2: Bias and MSE results of 𝛼 for NSINARMA(1,2) model.

CLS
𝜆 = 0.3 𝜆 = 5

Sample size 100 300 800 100 300 800
(𝜃
1
, 𝜃
2
) = (0.1, 0.1)

Bias(𝛼) −9.8012𝑒 − 04 −8.0314𝑒 − 05 −1.2149𝑒 − 05 1.6030𝑒 − 05 −2.6319𝑒 − 05 −7.9892𝑒 − 06

MSE(𝛼) 2.8819𝑒 − 04 1.9351𝑒 − 06 4.4280𝑒 − 08 7.7085𝑒 − 07 2.0781𝑒 − 07 1.9148𝑒 − 08

(𝜃
1
, 𝜃
2
) = (0.1, 0.6)

Bias(𝛼) −9.0876𝑒 − 04 −1.4515𝑒 − 04 3.6936𝑒 − 06 −4.5047𝑒 − 05 −3.6633𝑒 − 05 −1.7588𝑒 − 06

MSE(𝛼) 2.4775𝑒 − 04 6.3203𝑒 − 06 4.0928𝑒 − 09 6.0877𝑒 − 07 4.0259𝑒 − 07 9.2803𝑒 − 10

(𝜃
1
, 𝜃
2
) = (0.2, 0.3)

Bias(𝛼) −5.8582𝑒 − 04 −8.2571𝑒 − 05 −1.1720𝑒 − 05 4.7792𝑒 − 05 −2.2042𝑒 − 05 −7.8901𝑒 − 06

MSE(𝛼) 1.0296𝑒 − 04 2.0454𝑒 − 06 4.1208𝑒 − 08 6.8522𝑒 − 07 1.4575𝑒 − 07 1.8676𝑒 − 08

(𝜃
1
, 𝜃
2
) = (0.3, 0.4)

Bias(𝛼) −1.0548𝑒 − 03 −1.3550𝑒 − 04 −2.1872𝑒 − 06 −6.0986𝑒 − 05 −2.1873𝑒 − 05 −1.6658𝑒 − 08

MSE(𝛼) 3.3379𝑒 − 04 5.5082𝑒 − 06 1.4352𝑒 − 09 1.1158𝑒 − 06 1.4353𝑒 − 07 8.3243𝑒 − 14

(𝜃
1
, 𝜃
2
) = (0.4, 0.4)

Bias(𝛼) −8.9921𝑒 − 04 −1.4099𝑒 − 04 −8.5553𝑒 − 07 −6.6568𝑒 − 05 −2.2816𝑒 − 05 1.0669𝑒 − 07

MSE(𝛼) 2.4257𝑒 − 04 5.9633𝑒 − 06 2.1958𝑒 − 10 1.3294𝑒 − 06 1.5617𝑒 − 07 3.4148𝑒 − 12

Table 3: Bias and MSE results of 𝛼 for NSINARMA(1,3) model.

CLS
𝜆 = 0.3 𝜆 = 5

Sample size 100 300 800 100 300 800
(𝜃
1
, 𝜃
2
, 𝜃
3
) = (0.1, 0.1, 0.1)

Bias(𝛼) −1.3742𝑒 − 03 −1.4097𝑒 − 04 −3.3819𝑒 − 05 −4.4965𝑒 − 05 4.5510𝑒 − 06 −5.1844𝑒 − 06

MSE(𝛼) 5.6651𝑒 − 04 5.9616𝑒 − 06 3.4312𝑒 − 07 6.0655𝑒 − 07 6.2135𝑒 − 08 8.0635𝑒 − 09

(𝜃
1
, 𝜃
2
, 𝜃
3
) = (0.1, 0.2, 0.4)

Bias(𝛼) −2.0218𝑒 − 03 −9.3641𝑒 − 05 8.2901𝑒 − 06 −1.4846𝑒 − 04 −8.0926𝑒 − 06 −8.4087𝑒 − 07

MSE(𝛼) 1.2263𝑒 − 03 2.6306𝑒 − 06 2.0618𝑒 − 08 6.6121𝑒 − 06 1.9647𝑒 − 08 2.1212𝑒 − 10

(𝜃
1
, 𝜃
2
, 𝜃
3
) = (0.2, 0.1, 0.2)

Bias(𝛼) −1.0825𝑒 − 03 −1.1218𝑒 − 04 −3.0775𝑒 − 05 −2.0846𝑒 − 05 7.8758𝑒 − 06 −4.3565𝑒 − 06

MSE(𝛼) 3.5154𝑒 − 04 3.7751𝑒 − 06 2.8413𝑒 − 07 1.3037𝑒 − 07 1.8608𝑒 − 08 5.6936𝑒 − 09

(𝜃
1
, 𝜃
2
, 𝜃
3
) = (0.3, 0.3, 0.3)

Bias(𝛼) −1.6766𝑒 − 03 −1.3506𝑒 − 04 8.8713𝑒 − 06 −1.3902𝑒 − 04 −2.6374𝑒 − 06 −2.3441𝑒 − 07

MSE(𝛼) 8.4330𝑒 − 04 5.4723𝑒 − 06 2.3610𝑒 − 08 5.7980𝑒 − 06 2.0868𝑒 − 09 1.6485𝑒 − 11

(𝜃
1
, 𝜃
2
, 𝜃
3
) = (0.5, 0.3, 0.1)

Bias(𝛼) −1.5676𝑒 − 03 −1.3084𝑒 − 04 7.6103𝑒 − 06 −1.5146𝑒 − 04 −2.5173𝑒 − 06 −2.9431𝑒 − 07

MSE(𝛼) 7.3722𝑒 − 04 5.1355𝑒 − 06 1.7375𝑒 − 08 6.8819𝑒 − 06 1.9010𝑒 − 09 2.5985𝑒 − 11

where {𝜀
𝑡
} is an an i.i.d. sequence of the Poisson random

variables with parameter 𝜆 = 0.3, 5. The lag orders and
coefficient parameters values considered are

(i) for 𝑞 = 1, 𝜃
1
∈ {0.1, 0.4, 0.7, 0.9},

(ii) for 𝑞 = 2, (𝜃
1
, 𝜃
2
) ∈ {(0.1, 0.1), (0.2, 0.3), (0.1, 0.6),

(0.3, 0.4), (0.4, 0.4)},
(iii) for 𝑞 = 3, (𝜃

1
, 𝜃
2
, 𝜃
3
) ∈ {(0.1, 0.1, 0.1), (0.1, 0.2, 0.4),

(0.2, 0.1, 0.2), (0.3, 0.3, 0.3), (0.5, 0.3, 0.1)}.
The auxiliary regression process is an INAR(1) process,

𝑋
𝑡
= 𝛼 ∘ 𝑋

𝑡−1
+ V
𝑡
, (44)

where {V
𝑡
} is a sequence of i.i.d. nonnegative integer-valued

random variables. This simulation study is conducted to
indicate the large sample performances of the CLS estimator
of 𝛼 when the true process is NSINARMA(1, 𝑞) process. In
the simulation, we use 𝑋

0
= 𝜀
0
= 𝜀
−1
= ⋅ ⋅ ⋅ = 𝜀

−𝑞
= 0. The

study is based on 300 replications. For each replication, we
estimate the model parameter 𝛼 and calculate the bias and
MSE of the parameter estimates. The sample size is varied to
be 𝑇 = 100, 300, and 800.

From the results reported in Tables 1, 2, and 3, we can
see that CLS is a good estimation method.The estimates’ bias
and MSE values are all small. Most of the biases are negative.
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All the bias and MSE values decrease with an increasing
sample size 𝑇. When the coefficient 𝜃 of innovation process
and the sample size are fixed, we find that the absolute values
of bias and MSE become smaller with an increasing 𝜆. When
the sample size is increased, the MSE and bias values both
converge to zero. For example, the smallest bias and MSE
values in the simulation showed in Table 1 are 9.7185𝑒 − 07
and 2.8335𝑒 − 10. This illustrates that the CLS estimator 𝛼̂
given by (5) converges to a constant.

5. Conclusions

In this paper, we have proposed a nonstationary INAR
model for nonstationary integer-valued data. We have used
an extended structure of the innovation process to allow
the innovation with correlation to follow an INMA(𝑞)
process. We have presented the moments and conditional
moments for this model, proposed a CLS estimator for
the autoregressive coefficient in auxiliary regression model,
and obtained the asymptotic distribution for the estimator
of coefficient. The simulation results indicate that our CLS
method produces good estimates for large samples.
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This paper presents an efficient algorithm, called dynamic fuzzy cluster (DFC), for dynamically clustering time series by introducing
the definition of key point and improving FCM algorithm.The proposed algorithm works by determining those time series whose
class labels are vague and further partitions them into different clusters over time. The main advantage of this approach compared
with other existing algorithms is that the property of some time series belonging to different clusters over time can be partially
revealed. Results from simulation-based experiments on geographical data demonstrate the excellent performance and the desired
results have been obtained. The proposed algorithm can be applied to solve other clustering problems in data mining.

1. Introduction

Time series clustering problems arise when we observe a
sample of time series data and want to group them into
different categories or clusters. This is an important area of
research for different disciplines because time series is a very
popular type of data which exists in many domains, such
as environmental monitoring, market research, and quality
control. It is well known that the goal of time series clustering
is to discover the natural grouping(s) of a set of patterns.
An operational definition of time series clustering can be
stated as follows. Given a representation of 𝑛 series, find
𝑘 groups based on a measure of similarity such that the
similarities between objects in the same group are high while
the similarities between objects in different groups are low.

Traditionally, the clustering methods are divided into
two parts: crisp clustering and fuzzy clustering. Generally,
each sample will belong to one cluster or the other by
the crisp clustering methods, such as 𝑘-means and spectral
method. Instead of assigning each sample a cluster label,
fuzzy partition methods allow each sample to have different
membership degrees.

However, time series often display dynamic behavior in
their evolution over time. From Figure 1, one can see that
during a certain period, a time seriesmight belong to a certain

cluster; afterwards its dynamics might be closer to that of
another cluster. This switch from one time state to another is
a typically dynamic behavior of time series over time. Thus,
this dynamic behavior should be taken into account when
attempting to cluster time series. In this case, the traditional
clustering approaches are unlikely to locate and effectively
represent the underlying structure for the given time series.
D’Urso and Maharaj [1, 2] pointed out the existence of
switching time series and studied it by autocorrelation-based
and wavelets-based methods, respectively. That is to say that,
the cluster labels of switching series are varied over time.
Therefore, it is worthwhile to further investigate how the
cluster of the switching series is changed over time.Motivated
by their work, our proposal investigates the problem of
evolutionary clustering and proposes a dynamic fuzzy cluster
algorithmbased on improved FCMalgorithm and key points.
Some properties of switching time series is further detected
over time.

The rest of the paper is organized as follows. Related
works are reviewed in the next section. In Section 3, we
introduce the definition of key point, improve the FCM
algorithm, and conclude by proposing a dynamic fuzzy
cluster algorithm. In Section 4, we provide experimental
results to validate the proposal, and finally in Section 5 we
give discussion and conclusions.



2 Abstract and Applied Analysis

Cluster 1

Cluster 2

Switching series�

𝑡

Figure 1: The dynamic behavior of switching time series over time.

2. Related Works

There are some previous references in the literature that
have considered the problem of clustering time series. In
2005, Liao [3] presented a survey of clustering of time series
data. He introduced and summarized previous works that
investigated the clustering of time series data in various
application domains, including general-purpose clustering
algorithms, the criteria for evaluating the performance of
the clustering results, and the measures to determine the
similarity/dissimilarity between two time series being com-
pared. Chakrabarti et al. [4] first presented a generic frame-
work for evolutionary clustering and discussed evolutionary
versions of two widely used clustering algorithms within
this framework: 𝑘-means and agglomerative hierarchical
clustering. To fulfill evolutionary clustering, a measure of
temporal smoothness was integrated in the overall measure
of clustering quality and two frameworks that incorporated
temporal smoothness in evolutionary spectral clustering
were also proposed [5]. Corduas and Piccolo investigated
time series clustering and classification by the autoregres-
sive metric [6]. Xiong and Yeung studied the clustering
of data patterns that are represented as sequences or time
series possibly of different lengths by using mixtures of
autoregressive moving average (ARMA)models [7]. Without
assuming any parametric model for the true autoregressive
structure of the series, a general class of nonparametric
autoregressivemodels was studied [8]. Combined the tools of
symbolic time series analysis with the nearest neighbor single
linkage clustering algorithm, Brida et al. [9] introduced a new
method to describe dynamic patterns of the real exchange
rate comovements time series and to analyze their influence
in currency crises. By using the principle of complex network,
a novel algorithm for shape-based time series clustering was
proposed by Zhang et al. [10]. It can reduce the size of data
and improve the efficiency of the algorithm. An efficient
pattern reduction algorithm for reducing the computation
time of 𝑘-means and 𝑘-means-based clustering algorithms
was proposed and applied to cluster time series in [11]. E.
Keogh [12–15] and his panel do a lot of work on time series
classification and clustering and providemany useful datasets
and benchmarks for testing time series classification and
clustering. Furthermore, they also declared that clustering
of time series subsequences, extracted via a sliding window,

is meaningless. The latest development of cluster time series
refers to Fu’s work [16].

Recently, Jain [17] undertook a review of the 50-year
existence of 𝐾-means algorithm and pointed out some
of the emerging and useful research directions, including
semisupervised clustering, ensemble clustering, simultane-
ous feature selection during data clustering, and large-scale
data clustering. Fuzzy 𝑐-means, proposed by Dunn [18]
and later improved by many authors, is an extension of
𝐾-means, where each data point can be amember of multiple
clusters with a membership value. By modifying the FCM
algorithm, Höppner and Klawonn [19] proposed a cross-
correlation clustering (CCC) algorithm to solve the problem
of clustering unaligned time series. It can be applied not
only to short time series (whole series clustering) but also
to time series subsequence (STS) clustering. More works
related to fuzzy clustering can be found in [20, 21]. Data
reduction by replacing group examples with their centroids
before clustering them was used to speed up 𝐾-means and
fuzzy 𝑐-means [22]. To incorporate the fuzziness in the
clustering procedure, the so-called membership degree of
each time series to different groups is considered as ameans of
evaluating the fuzziness in the assignment procedure.Möller-
Levet et al. [23] introduced a new algorithm in the fuzzy
𝑐-means family, which is designed to cluster time series and
is particularly suited for short time series and those with
unevenly spaced sampling points. Considering the dynamic
behavior of time series, D’Urso andMaharaj proposed a fuzzy
clustering approach based on the autocorrelation functions
of time series, in which each time series is not assigned
exclusively to only one cluster, but it is allowed to belong
to different clusters with various membership degrees [1].
In the evaluation of the time series of labels, fuzzy 𝑐-means
clustering method is performed on merged dataset and time
series of labels of each dataset are derived [24]. In order
to deal with the more complicated data, Kannan et al. [25]
proposed an alternative generalization of FCM clustering
techniques called quadratic entropy based fuzzy 𝑐-means.

Various applications of time series have also been investi-
gated in geography. Since voluminous time series have been,
and continue to be, collected with modern data acquisition
techniques, there is an urgent need for effective and efficient
methods to extract unknown and unexpected information
from spatial datasets of unprecedentedly large size, high
dimensionality, and complexity. To address these challenges,
spatial data mining and geographic knowledge discovery
have emerged as an active research field [26]. Obviously,
it is a basic and important problem to cluster spatial data
in geography. Some published examples of cluster analysis
in time series have been based on environmental data,
where we have time series from different locations and wish
to group locations which show similar behavior. See, for
instance, Macchiato et al. [27] for a spatial clustering of daily
ambient temperature, or Cowpertwait and Cox [28] for an
application to a rainfall problem. Other examples can be
found in medicine, economics, engineering, and so forth.
A method for clustering multidimensional nonstationary
meteorological time series was presented by Horenko [29].
The approach was based on optimization of the regularized
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averaged clustering functional describing the quality of data
representation in terms of several regression models and a
metastable hidden process switching between them. Wang
and Chen [30] presented a new method to predict the
temperature and the Taiwan Futures Exchange, based on
automatic clustering techniques and two-factors high-order
fuzzy time series. Change-point analysis was used to detect
changes in variability within GOMOS hindcast timeseries
for significant wave heights of storm peak events across the
Gulf of Mexico for the period 1900–2005. The change-point
procedure can be readily applied to other environmental
timeseries [21].They presented a statistical approach based on
the 𝑘-means clustering technique to manage environmental
sampled data to evaluate and forecast the energy deliverable
by different renewable sources in a given site. Clustering
of industrialized countries according to historical data of
CO
2
emissions was investigated by Alonso et al. [31]. Other

examples can be found in medicine, economics, engineering,
and so forth.

3. Dynamic Fuzzy Cluster Algorithm

Adetailed description of the proposed algorithm is presented
in this section.

3.1. Key Point. Mathematically, time series is defined as a set
of observations𝑥

𝑖
, each one being recorded at a specified time

𝑡
𝑖
. Generally, we can denote a 𝑛-dimensional time series as

follows:

TS = {(𝑥
1
, 𝑡
1
) , (𝑥
2
, 𝑡
2
) , . . . , (𝑥

𝑛
, 𝑡
𝑛
)} . (1)

If all the time intervals 𝑡
𝑖
− 𝑡
𝑖−1

are equal, that is, 𝑡
𝑖
− 𝑡
𝑖−1
=

Δ𝑡 (𝑖 = 2, 3, . . . , 𝑛), then TS can be simply written as {𝑥
1
,

𝑥
2
, . . . , 𝑥

𝑛
}.

Definition 1. A point (𝑥
𝑖
, 𝑡
𝑖
) is a change point of time series

TS, if it satisfies the following conditions:

cos (𝜃) =
⃗𝛼 ⋅ ⃗𝛽

‖𝛼‖ ⋅
󵄩󵄩󵄩󵄩𝛽
󵄩󵄩󵄩󵄩
< 0 (2)

or

cos (𝜃) =
⃗𝛼 ⋅ ⃗𝛽

‖𝛼‖ ⋅
󵄩󵄩󵄩󵄩𝛽
󵄩󵄩󵄩󵄩
≤ 𝜏, if (𝑥

𝑖
− 𝑥
𝑖−1
) (𝑥
𝑖+1
− 𝑥
1
) > 0,

(3)

where ⃗𝛼 = (𝑥
𝑖
− 𝑥
𝑖−1
, 𝑡
𝑖
− 𝑡
𝑖−1
), ⃗𝛽 = (𝑥

𝑖+1
− 𝑥
𝑖
, 𝑡
𝑖+1
− 𝑡
𝑖
), and 𝜏

is a parameter.

Definition 2. A change point (𝑥
𝑖
, 𝑡
𝑖
) is called key point of time

series TS if the following condition is satisfied:

󵄨󵄨󵄨󵄨󵄨𝑡𝑖 − 𝑡𝑗
󵄨󵄨󵄨󵄨󵄨 ≥ 𝛾Δ𝑡, (4)

where 𝛾 is a parameter, and (𝑥
𝑗
, 𝑡
𝑗
) is a neighbor change point

of (𝑥
𝑖
, 𝑡
𝑖
).

For convenience, we set (𝑥
1
, 𝑡
1
) and (𝑥

𝑛
, 𝑡
𝑛
) to be key

points of time series TS and denote the set of key point of
time series TS by {KP

1
,KP
2
, . . . ,KP

𝑠
}.

Obviously, the key point is a typical point that describes,
implicitly, how a series changes in a certain time.These points
usually represent the special moments, such as the start or
the end in a tendency of upward or downward, the peak
or the bottom of the series. The key point clearly reveals
the dynamic aspect of a given time series. Thus much more
attention should be paid to them.The other advantage of key
point is that it can effectively avoid the impact of singular
points for clustering result.

3.2. Improved FCMAlgorithm. In this subsection, we suggest
a fuzzy clustering model for classifying time series. Fuzzy
clustering is an overlapping clustering method which allows
cases to belong to more than one cluster simultaneously as
opposed to traditional clustering which results in mutually
exclusive clusters. In the proposed fuzzy clustering model,
we take into account the fuzziness and the key point. Our
clustering model incorporates the information on the key
point to the time series which obviously contains much more
information than ordinary points in a series, and incorporates
fuzziness which represents the uncertainty associated with
the assignment of time series to different clusters. In what
follows, it is apparent that in order to incorporate fuzziness
into the clustering process, the so-called membership degree
of each time series to each cluster should be considered.

The term of weighted-matrix should be introduced firstly
before we start to describe the modified FCM model. The
weighted-matrix is defined as

𝑊 =(

𝑤
11
, 𝑤
12
, . . . , 𝑤

1𝑛

𝑤
21
, 𝑤
22
, . . . , 𝑤

2𝑛

...
𝑤
𝑀1
, 𝑤
12
, . . . , 𝑤

𝑀𝑛

), (5)

where 𝑤
𝑖𝑗

indicates the weight of 𝑖th time series at 𝑗th
observation and refers to following criteria:

𝑤
𝑖𝑗
=

{{{{{{{
{{{{{{{
{

1, if (𝑥
𝑗
, 𝑡
𝑗
) is not a key point of 𝑖th time series,

9 ∗ tanh
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
𝑥
𝑖𝑗
−
𝑥
𝑖𝑗−1
+ 𝑥
𝑖𝑗+1

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
+ 1, if (𝑥

𝑗
, 𝑡
𝑗
) is a key point of 𝑖th time series and 𝑗 ̸= 1, 𝑗 ̸= 𝑛,

5, if 𝑗 = 1,
10, if 𝑗 = 𝑛.

(6)
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The importance of each key point is described initially
by the nonnegative difference between the value of key point
and the average of two adjacent points (ordinary points)
of key point. Logically, the larger difference represents the
more important status of key point. We map 𝑤

𝑖𝑗
into 1 to

10 levels to understand and compute the importance of key
point by function tanh(𝑥) = (𝑒𝑥 − 𝑒−𝑥)/(𝑒𝑥 + 𝑒−𝑥) which is
monotonically increasing function with range from −1 to 1.
Doing so, we can easily measure the importance of each key
point in terms of the value in the interval [1, 10]. Consider the
fact that, in most cases, start points (𝑗 = 1) are less important
than the end points (𝑗 = 𝑛) which represent the last status of
a time series, and they are assigned the average value 5 and
the maximal value 10, respectively.

The modified fuzzy clustering model based on the key
point can be formalized as follows:

min: 𝐽
𝑚
=
𝑀

∑
𝑖=1

𝐶

∑
𝑐=1

𝑢𝑚
𝑖𝑐
𝑑2
𝑖𝑐
=
𝑀

∑
𝑖=1

𝐶

∑
𝑐=1

𝑢𝑚
𝑖𝑐

𝑛

∑
𝑗=1

[𝑤
𝑖𝑗
(𝑥
𝑖𝑗
− 𝑥
𝑐𝑗
)]
2

with the constraints:
𝐶

∑
𝑐=1

𝑢
𝑖𝑐
= 1, 𝑢

𝑖𝑐
≥ 0,

(7)

where 𝑢
𝑖𝑐
is the membership degree of the 𝑖th time series

to the 𝑐th cluster, 𝑑2
𝑖𝑐
= ∑
𝑛

𝑗=1
[𝑤
𝑖𝑗
(𝑥
𝑖𝑗
− 𝑥
𝑐𝑗
)]2 is the squared

Euclidean distance measure between the 𝑖th time series and
the centroid time series of the 𝑐th cluster based on weighted
𝑤
𝑖𝑗
, and 𝑚 > 1 is a parameter that controls the fuzziness of

the partition. Usually 𝑚 ∈ [2, 2.5], hence we take 𝑚 = 2 in
our later experiments.

Fuzzy partitioning is carried out through an iterative
optimization of the objective function shown above, with the
update of membership degree 𝑢

𝑖𝑐
and the cluster centers TS

𝑐
.

This procedure converges to a local minimum or a saddle
point of 𝐽

𝑚
.

The updating steps are defined as

𝑢
𝑖𝑐
=
[
[

[

𝐶

∑
𝑐
󸀠
=1

(
∑
𝑛

𝑗=1
[𝑤
𝑖𝑗
(𝑥
𝑖𝑗
− 𝑥
𝑐𝑗
)]
2

∑
𝑛

𝑗=1
[𝑤
𝑖𝑗
(𝑥
𝑖𝑗
− 𝑥
𝑐
󸀠
𝑗
)]
2
)

1/(𝑚−1)

]
]

]

−1

,

TS
𝑐
=
∑
𝑀

𝑖=1
𝑢𝑚
𝑖𝑐
TS
𝑖

∑
𝑀

𝑖=1
𝑢𝑚
𝑖𝑐

.

(8)

3.3. The Switching Time Series. Owing to the reason that the
switching time seriesmay belong to the different clusters over
time, their dynamic property cannot be revealed sufficiently
if we simply point out that they belong to a cluster with
probability 𝑢

𝑖𝑐
. Instead, we should further determine their

cluster in a certain time period.
If there exists an 𝑢

𝑖𝑘
≥ 0.7, then we can say that TS

𝑖
is

stable and belongs to 𝑘th cluster. If 𝑢
𝑖𝑘
≤ 0.2, it is known that

TS
𝑖
should not belong to 𝑘th cluster. When 0.2 < max{𝑢

𝑖𝑘
} <

0.7 (1 ≤ 𝑘 ≤ 𝐶), it is necessary to further judge the relation
between TS

𝑖
and 𝑘th cluster.That is to say, TS

𝑖
is to be a switch

series.

It is easy to find these switch series by modified FCM
algorithm. Suppose that TS

𝑖
is a switch series with mem-

bership degrees (𝑢
𝑖1
, 𝑢
𝑖2
, . . . , 𝑢

𝑖𝐶
) and the set of maintaining

key point {KP
1
,KP
2
, . . . ,KP

𝑠
}. We compute the distance TS

𝑖

and the centroid time series of the 𝑘th (0.2 < 𝑢
𝑖𝑘
< 0.7)

cluster in interval [KP
ℎ
,KP
ℎ+1
] by 𝐷

𝑖𝑘
= ∑(𝑥

𝑖𝑗
− 𝑥
𝑘𝑗
)2. If

𝐷
𝑖𝑗
= min{𝐷

𝑖𝑔
}, the series TS

𝑖
is assigned cluster label 𝑗.

3.4. The Description of Dynamic Fuzzy Cluster Algorithm.
Given a set of TS, the set of the key points for each TS

𝑖
is

first determined by using Definitions 1 and 2. Considering
the importance of key point, we improve the FCM algorithm
by proposing a novel measurement of dissimilarity. The
traditional distances in the FCM model would be replaced
by the suggested dissimilarity measurement, leading to an
enhancement of the FCMmodel.

The dynamic fuzzy cluster algorithm is presented as
follows.

Input: the set of time series (TS).
Output: the result of cluster and the switching time
series.
Step 1: For each TS

𝑖
, compute the set of change points

by Definition 1 and the set of the maintaining key
points by Definition 2.
Step 2: To calculate theweighted-matrix𝑊 by formu-
lating𝑊

𝑖𝑗
.

Step 3: Cluster time series (TS) by the modified FCM
algorithm.
Step 4: If there exist the switching time series, further
determine their cluster in a certain time period in
terms of principle stated in Section 3.3, otherwise,
output the cluster results.

4. Experiment

To test the validity of our proposal, we conducted experi-
ments using real dataset and simulation studies. The reason
that we choose the daily temperature data of three states
in America lies in the following: (1) There exists distinct
differences among its average temperature because these
three states are far from each other in geography. (2) The
temperature data recorded by these stations is relatively
complete. (3) It is easy to understand the cluster result.
Obviously, the temperature series recorded by the stations
which located in the same state should group in the same
cluster. The clustering results obtained here exactly show this
fact. The second dataset called Beef was created by Keogh
and is usually employed to test the result of classification
or clustering for time series. To some extent, our results
may explain the reason that some series are misclassified or
misclustered when testing this dataset.

Example A (daily temperature data of the United States).
The daily temperature data (http://www.ncdc.noaa.gov/IPS/
coop/coop.html) from various stations of NewMexico (NM),
Montana (MO), Hawaii (HA), Wyoming (WY), and South
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Table 1: The cluster result of 24 stable time series.

Cluster 1 (HA) Cluster 2 (NM) Cluster 3 (MO)
Honolulu Observ 702.2 Artesia Chinook
Kaohe Makai 24.4 Caprock Dunkirk 19NNE
Kapaluaw Maui AP462 Clovios Judith Gap 13E
Kilauea 1134 EL Morronatl Mon Hot Springs
Kualoa RCH HQ 886.9 Hobbs Libby Dam Base
Kaneohe 838.1 Rio Rancho #2 Olney
Makaha Ctry Club 800.3 Roswell Climat Polebridge
Poamoho EXP FM 855.2 State Univ Round Butte 1 NNW

Dakota (SD) in the United States from 2010/09 to 2010/11
has been collected for our experiments. It had temperature
recordings from 8 stations in New Mexico, 8 stations in
Hawaii, 8 stations in Montana, and 4 stations in South
Dakota andWyoming located between theMontana andNew
Mexico in latitude. We clustered these 28 time series using
the proposed algorithm. In our experiment we considered the
thresholds, 𝜏 = 0.3, 𝑐 = 3, and 𝛾 = 5. As a result, the stable
time series and switching time series are obtained.The stable
time series is composed of three clusters, which correspond
exactly to the real case.The temperature data recorded by the
stations located in the same state are grouped successfully
in the same cluster; see Table 1 (the entries in the column
are the name of the station where the daily temperature data
is recorded). In our result, the four switching time series
are obtained. From Figure 2, it is easy to see the dynamic
behavior of switching time series over time. The Colony
station is located in the south of Wyoming state and this
state is between Montana state and New Mexico state. The
temperature recorded at Colony station is similar to the
average temperature in New Mexico state since they are
all inland areas and have some common character in the
geography. The meteorological information shows that the
temperature in Colony region suddenly decreased in the
middle of September and November because of the arrival of
the cold air from the north. This result is reflected accurately
in our figure. This phenomenon can also be observed in
the other three stations located in South Dakota. The latter
indicates the arrival of the winter in the north of America.
Different from the other three stations, to be the same as the
Ft Meade station, the Bison station is located in the south
of the South Dakota state. They belong to the low basin
topography. Meanwhile, this region is usually cloudy and the
ground antiradiation is intensive. These reasons suggest that
the climate in this region is mutable. Thus its temperature is
bounced among three clusters.

Example B (test on a dataset). The Beef dataset created by
Keogh et al. [15] is usually employed to test the result of
classification or clustering for time series. There are 30 time
series in this dataset. They are classified into 5 groups, and
the length of each of series is 470. Here, we choose its testing
set to show the validity of the proposed algorithm.There are 7
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Figure 2: The dynamic behavior of the four switching time series
over time.
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Figure 3: The dynamic behavior of the 6th, 7th and 18th switching
time series from top to bottom orderly. The five slender lines
represent five centroid series of five clusters, respectively.

switching time series in this dataset, that is, 4th, 6th, 7th, 10th,
14th, 18th, and 28th. Their membership matrix is as follows:

(
(
(

(

0.0994 0.4310 0.0337 0.1655 0.2704
0.0570 0.3011 0.0239 0.0952 0.5227
0.4400 0.0854 0.2532 0.1716 0.0498
0.2605 0.1965 0.0417 0.4328 0.0685
0.0925 0.4876 0.0237 0.3223 0.0739
0.4011 0.0698 0.0322 0.4687 0.0282
0.1325 0.3062 0.0267 0.4686 0.0660

)
)
)

)

. (9)

The clustering accuracy of our proposal is 74.5% if we label
the series to the cluster in terms of the largest membership. In
Figure 3, we can find the changes cluster of the 6th, 7th, and
18th series.The 6th series primarily belongs to the 5th cluster.
In segment from about 320 to 380, this series is obviously
closed to another cluster. The 18th series switches between
two clusters and this result corresponded to its membership.
These results present propitious analysis that help in predict-
ing some properties of time series. Compared with existing
classification or clusteringmethods (http://www.cs.ucr.edu/∼
eamonn/time series data/), our result is acceptable.

5. Discussion and Conclusion

At present, most cluster methods for time series directly
adopt the methods that deal with the problem of grouping
the static dataset. They usually consider the time series as the
points in an 𝑛-dimensional space. By doing so, the property
of dynamic behavior of time series over time is neglected.
However, the dynamic behavior or evolutionary nature of
time series is a very important property when clustering
them. For instance, a switching series belongs to different
clusters in different time segments. For some time series set, it
is possible that at the beginning, the set can be grouped into𝑚
clusters and then 𝑛 (𝑛 ̸=𝑚) clusters after a certain time points.
These problems suggest the need to develop new methods to
cluster time series which do not directly employ the cluster
methods for static data to implement cluster for time series.
In this sense, this paper can be considered as an attempt along
this way.

No matter what we employ that the existing crisp or
fuzzy clusteringmethod, it is impossible to find the switching
property of switching time series over time. Furthermore,
this evolutionary property is a basic nature of time series
and should be reflected when studying it. Thus, we propose
a dynamic fuzzy cluster algorithm to reveal the evolution
property for time series by finding key points and improving
FCM algorithm. Different from the existing fuzzy cluster
methods, the proposed algorithm can only allows each time
series to belong to different clusters with variousmembership
degrees but also reveals the changes procedure of clustering
switching series over time. This is helpful in predicting and
analyzing the evolutionary properties for time series.
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[9] J. G. Brida, D. M. Gómez, andW. A. Risso, “Symbolic hierarchi-
cal analysis in currency markets: an application to contagion in
currency crises,” Expert Systems with Applications, vol. 36, no. 4,
pp. 7721–7728, 2009.

[10] X. H. Zhang, J. Q. Liu, Y. Du, and T. J. Lv, “A novel clustering
method on time series data,” Expert Systems with Applications,
vol. 38, no. 9, pp. 11891–11900, 2011.

[11] M. C. Chiang, C. W. Tsai, and C. S. Yang, “A time-efficient pat-
tern reduction algorithm for k-means clustering,” Information
Sciences, vol. 181, no. 4, pp. 716–731, 2011.

[12] E. Keogh and S. Kasetty, “On the need for time series data
mining benchmarks: a survey and empirical demonstration,”
DataMining and Knowledge Discovery, vol. 7, no. 4, pp. 349–371,
2003.

[13] E. Keogh, J. Lin, and W. Truppel, “Clustering of time series
subsequences is meaningless: implications for previous and
future research,” in Proceedings of the 3rd IEEE International
Conference on Data Mining (ICDM ’03), pp. 115–122, November
2003.

[14] T. Rakthanmanon, E. Keogh, S. Lonardi, and S. Evans,
“Time series epenthesis: clustering time series streams requires
ignoring some data,” in Proceedings of the IEEE 11th In-
ternational Conference on Data Mining (ICDM ’11), 2011,
http://www.cs.ucr.edu/∼stelo/papers/ICDM11 TSE.pdf.

[15] E. Keogh, X. Xi, L. Wei, and C. A. Ratanamahatana, The UCR
time series classication/clustering homepage, http://www.cs.ucr
.edu/∼eamonn/time series data/.

[16] T. C. Fu, “A review on time series data mining,” Engineering
Applications of Artificial Intelligence, vol. 24, no. 1, pp. 164–181,
2011.

[17] A. K. Jain, “Data clustering: 50 years beyond K-means,” Pattern
Recognition Letters, vol. 31, no. 8, pp. 651–666, 2010.

[18] J. C. Dunn, “A fuzzy relative of the ISODATA process and its
use in detecting compact well-separated clusters,” Journal of
Cybernetics, vol. 3, no. 3, pp. 32–57, 1973.
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In imbalanced learning methods, resampling methods modify an imbalanced dataset to form a balanced dataset. Balanced data
sets perform better than imbalanced datasets for many base classifiers. This paper proposes a cost-sensitive ensemble method
based on cost-sensitive support vector machine (SVM), and query-by-committee (QBC) to solve imbalanced data classification.
The proposed method first divides the majority-class dataset into several subdatasets according to the proportion of imbalanced
samples and trains subclassifiers using AdaBoost method. Then, the proposed method generates candidate training samples by
QBC active learning method and uses cost-sensitive SVM to learn the training samples. By using 5 class-imbalanced datasets,
experimental results show that the proposed method has higher area under ROC curve (AUC), F-measure, and G-mean than
many existing class-imbalanced learning methods.

1. Introduction

In the classification problem field, the scenario of imbalanced
data sets appears when the number of samples that represent
the different classes is very different among them [1]. Class-
imbalanced problems widely exist in the fields of medical
diagnosis, fraud detection, network intrusion detection, sci-
ence and engineering problems, and so on. We consider the
binary-class-imbalanced data sets, where there is only one
positive (minority) class and one negative (majority) class.
Most of data are in the majority class, and little data are in
the minority class. Many traditional classification methods
tend to be overwhelmed by the majority class and ignore the
minority class.The classification performance for the positive
class becomes unsatisfactory.

It is important to select the suitable training data for
classification in the class-imbalanced classification problem.
Resampling is one of the effective techniques for adjusting the
size of training sets. Many resampling methods are used to
reduce or eliminate the extent of data set imbalance, such as
oversampling the minority class, undersampling the majority

class, and the combination of both methods. Resampling
techniques can be used with many base classifiers, such as
support vector machine (SVM), C4.5, Näıve Bayes classifier,
and AdaBoost, to address the class-imbalanced problem.
So, it provides a convenient and effective way to deal with
imbalanced learning problems using standard classifiers [2].
Additionally, modified learning algorithmic solutions are
the effective approaches to the imbalanced data classifica-
tion problem. These solutions are obtained by modifying
existing learning algorithms so that they can deal with
imbalanced problems effectively. Integrated approach, cost-
sensitive learning, feature selection, and single-class learning
belong to the solutions. Cost-sensitive learning deals with
class imbalance by incurring different costs for the two classes
and is considered an important type of methods to handle
class imbalance. The difficulty with cost-sensitive classifica-
tion is that costs of misclassification are often unknown [3].

Although the existing imbalance-learning methods
applied for normal SVMs can solve the problem of class
imbalance, they can ignore potential useful information in
major samples, and probably lead to overfitting problem.
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This paper presents a cost-sensitive ensemble method.
The proposed method uses AdaBoost method to train
subclassifiers according to the ratio of imbalanced samples,
integrates these sub-classifiers into a classifier, and uses
cost-sensitive SVM to train the candidate data selected by a
query-by-committee (QBC) algorithm.

The rest of the paper is organized as follows. Following
the introduction, Section 2 presents a comprehensive study
on the class-imbalanced problem and discusses the existing
class-imbalanced solutions. Section 3 simply introduces cost-
sensitive SVM. Section 4 proposes a cost-sensitive ensemble
method for class-imbalanced data sets. In Section 5, we apply
a statistical test to compare the performance of the proposed
method with the existing methods. Finally, Section 6 con-
cludes this paper.

2. Related Work

Many techniques are proposed to solve classification prob-
lems based on imbalanced data sets. There are two major
categories of techniques developed to address the class-
imbalance issue. One is resampling and the other is modified
learning algorithmic solutions [4].

Resampling is one of the effective techniques for adjusting
the size of a training dataset. In general, it can be further
divided into undersampling approach and over-sampling
approach. Undersampling uses only some samples of the
majority class to reduce the data size and removes samples
of the majority class to balance a data set. So the risk
is that the reduced sample set may not represent the full
characteristics of the majority class. There are many studies
which discuss under-sampling methods. For example, Kim
[5] proposes an under-sampling method based on a self-
organizing map (SOM) neural network to obtain sampling
data which retains the original data characteristics. Yen and
Lee [6] present a cluster-based under-sampling approach
for selecting the representative data as training data. The
proposedmethod improves the classification accuracy for the
minority class. Aiming at the deficiency of under-sampling
where many majority-class samples are ignored, Liu et al.
[7] propose two effective informed under-samplingmethods,
EasyEnsemble and BalanceCascade. EasyEnsemble method
samples several subsets from the majority-class, trains a
learner using each of them, and combines the outputs of
those learners. BalanceCascade method trains the learners
sequentially. In each step of BalanceCascade, the majority
class samples which are correctly classified by the current
trained learners are removed from further consideration.

The over-sampling approach is to add more new data
instances to the minority class to balance a data set. These
new data instances can either be generated by replicating the
data instances of the minority class or by applying synthetic
methods. However, over-sampling often involves making
exact copies of samples which may lead to overfitting [8].
synthetic minority oversampling technique (SMOTE) [1] is
an intelligent over-samplingmethod using synthetic samples.
SMOTE method adds new synthetic samples to the minority
class by randomly interpolating pairs of the closest neighbors

in the minority class. SMOTEBoost algorithm [9] combines
SMOTE technique and the standard boosting procedure. It
utilizes SMOTE for improving the accuracy over theminority
class and utilizes boosting not to sacrifice accuracy over the
entire data set. Wang et al. [10] propose an adaptive over-
sampling technique based on data density (ASMOBD), which
can adaptively synthesize different number of new samples
around eachminority sample according to its level of learning
difficulty. Gao et al. [11] propose probability density function
estimation based on over-sampling approach for two class-
imbalanced classification problems.

At the algorithmic level, the solutions mainly include
cost-sensitive learning, integrated approach, and modified
algorithms. Many cost-sensitive learning methods have been
proposed [12, 13]. A common strategy of these methods is
to intentionally increase the weights of samples with higher
misclassification cost in the boosting process. However, mis-
classification costs are often unknown, and a cost-sensitive
classifier may result in over-fitting training. Sun et al. [14]
investigate cost-sensitive boosting algorithms for advancing
the classification of imbalanced data and propose three cost-
sensitive boosting algorithms by introducing cost items into
the learning framework of AdaBoost. Guo and Viktor [15]
propose a modified boosting procedure, DataBoost, to solve
the imbalanced problem. DataBoost combines the boosting
and ensemble-based learning algorithms. In terms of mod-
ified algorithms, several specific attempts using SVMs have
been made at improving their class prediction accuracy in
the case of class imbalances [16, 17].The results obtained with
such methods show that SVMs have the particular advantage
of being able to solve the problem of skewed vector spaces,
without introducing noise.Wang and Japkowicz [13] combine
modifying the data distribution approach and modifying
the classifier approach in class-imbalanced problem and
use support vector machines with soft margins as the base
classifier to solve the skewed vector spaces problem.

In addition, Wang et al. [18] develop two models to yield
the feature extractors and propose a method for extracting
minimumpositive andmaximumnegative features for imbal-
anced binary classification. Based on the divide-and-conquer
principle, the scalable instance selection approach OligoIS is
proposed in [19] for class-imbalanced data sets. OligoIS can
deal with the class-imbalanced problem that is scalable to
data sets with many millions of instances and hundreds of
features.

3. Cost-Sensitive SVM

SVM has been widely used in many application areas of
machine learning. The goal of the SVM-learning algorithm
is to find a separating hyperplane that separates these data
points into two classes. In order to find a better separation
of classes, the data are first transformed into a higher-
dimensional feature space. However, regular SVM is invalid
to the imbalanced data sets. For imbalanced data sets, the
learned boundary is too close to the minority samples, so
SVM should be biased in a way that will push the boundary
away from the positive samples [16]. Using different error
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costs for the positive and negative classes, SVM can be
extended to the cost-sensitive setting by introducing an addi-
tional parameter that penalizes the errors asymmetrically.

Consider that we have a binary classification prob-
lem, which is represented by a data set {(𝑥

1
, 𝑦
1
), (𝑥
2
, 𝑦
2
),

. . . , (𝑥
𝑙
, 𝑦
𝑙
)}, where 𝑥

𝑖
⊂ R𝑘 represents a k-dimensional data

point and 𝑦
𝑖
∈ {+1, −1} represents the class of that data point,

for 𝑖 = 1, . . . , 𝑙. Let 𝐼
+
= {𝑖 : 𝑦

𝑖
= +1} and 𝐼

−
= {𝑖 : 𝑦

𝑖
= −1}.

The support vector technique requires the solution of the
quadratic programming problem as follows [20]:

min
𝑤,𝑏,𝜉

1

2
‖𝑤‖
2 + 𝐶+ ∑

𝑖∈𝐼+

𝜉
𝑖
+ 𝐶− ∑
𝑖∈𝐼−

𝜉
𝑖 (1)

subject to

𝑦
𝑖
(𝑤 ⋅ 𝜙 (𝑥

𝑖
) + 𝑏) ≥ 1 − 𝜉

𝑖
,

𝜉
𝑖
≥ 0, 𝑖 = 1, . . . , 𝑙,

(2)

where the training vectors 𝑥
𝑖
are mapped into a higher-

dimensional space by the function 𝜙. Parameter 𝐶+ repre-
sents the cost of misclassifying the positive sample, and 𝐶−
represents the cost of misclassifying the negative sample.
The optimal result can be obtained when 𝐶−/𝐶+ equals the
minority-to-majority class ratio. The slack variables 𝜉

𝑖
> 0

hold for misclassified samples, and therefore, ∑𝑙
𝑖=1
𝜉
𝑖
can be

thought of as a measure of the amount of misclassifications.
This quadratic-optimization problem can be solved by con-
structing a Lagrangian representation and transforming it
into the following dual problem:

max
𝛼

𝑊(𝛼) =
𝑙

∑
𝑖=1
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𝑖
−
1

2
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𝛼
𝑗
𝑦
𝑖
𝑦
𝑗
𝐾(𝑥
𝑖
, 𝑥
𝑗
) (3)

subject to
0 ≤ 𝛼
𝑖
≤ 𝐶+ for 𝑖 ∈ 𝐼

+
,

0 ≤ 𝛼
𝑖
≤ 𝐶− for 𝑖 ∈ 𝐼

−
,

𝑙

∑
𝑖=1

𝛼
𝑖
𝑦
𝑖
= 0,

(4)

where 𝛼
𝑖
is the Lagrangian parameter. Note that the kernel

trick𝐾(𝑥
𝑖
, 𝑥
𝑗
) = 𝜙(𝑥

𝑖
) ⋅ 𝜙(𝑥

𝑗
) is used in (3).

4. An Ensemble Method Based on
Cost-Sensitive SVM and QBC

This paper presents an ensemble method based on cost-
sensitive SVM and QBC, called CQEnsemble, specifically
designed for imbalanced data classification. The proposed
method applies division and boost techniques to a simple
QBC strategy [21, 22] and improves classification preci-
sion on the basis of maximizing data balance. In order
to overcome the shortages of over-sampling and under-
sampling, the CQEnsemble method trains sub-classifiers
using AdaBoost algorithm [23] according to the ratio of
imbalanced samples and integrates these sub-classifiers into
a classifier. AdaBoost can be used in conjunction with many
otherlearning algorithms to improve their performance. In

this way, the proposed method not only fully uses the
minority class information but also feedbacks the different
aspects of information of the majority class.

Suppose that an imbalanced dataset contains 𝑛 samples
from the majority class and 𝑚 samples from the minority
class where 𝑛 ≫ 𝑚. First, the CQEnsemble method divides
training data set into𝑚 equivalent subsets, where𝑚 is greater
than or equal to 3. Then, we randomly select two subsets
and generate two sub-classifiers as QBCs committees to vote
for the other 𝑚 − 2 equivalent subsets. We add samples, in
which the vote results are different in two QBC’s committees,
to candidate data set. It is difficult to decide the category of
these samples. So, these samples probably include abundant
information. Last, we integrate candidate data set and two
selected subsets into new training datasets, train, and get
a classifier using cost-sensitive SVM method. Experiments
of this paper show that the CQEnsemble method can get
comprehensive classification information when the value of
𝑚 is 5.

Based on the description above, the proposed CQEnsem-
ble method is described as follows.

Algorithm 1 (the CQEnsemble method).

Input. Imbalanced data set𝐷.

Output. An ensemble classifier𝐻.

Step 1. Suppose that the training set is𝐴 and the total number
of samples is 𝑛. Divide 𝐴 into 𝑚(𝑚 ≥ 3) equivalent subsets
randomly, labeled as𝑁

𝑖
(𝑖 = 1, 2, . . . , 𝑚).

Step 2. Select two subsets randomly and label them as𝑁
𝑖
(𝑖 =

1, 2) conveniently. For each subset𝑁
𝑖
do

Step 2.1. Compute the ratio of the number of majority-class
samples to the number of minority-class samples 𝑟

𝑖
(𝑖 = 1, 2).

Step 2.2. Divide the majority-class samples into 𝑟
𝑖
subsets.

Step 2.3. Merge the minority-class samples and each subset
to the training set, and get 𝑟

𝑖
training sets.

Step 2.4.Classify each training set in Step 2.3 using AdaBoost
algorithm, and get 𝑟

𝑖
weak classifiers 𝐻

𝑖𝑗
, where 𝑗 =

1, 2, . . . , 𝑟
𝑖
.

Step 2.5. Regard these weak classifiers 𝐻
𝑖𝑗
as features, and

integrate into classifier𝐻
𝑖
.

End for

Step 3. Use classifiers 𝐻
𝑖
(𝑖 = 1, 2) to respectively train

samples in the rest 𝑚 − 2 subsets, and add samples in which
the results are different in two classifiers𝐻

𝑖
(𝑖 = 1, 2) to new

candidate set𝐷
𝑐
.

Step 4. Merge two selected subsets 𝑁
𝑖
(𝑖 = 1, 2) to the

candidate set𝐷
𝑐
, and get a new training set 𝐹.

Step 5. Classify data set 𝐹 using cost-sensitive SVM method,
and get a classifier𝐻.
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5. Experiment and Analysis

In this section, we first give several evaluation measures for
class-imbalanced problem, and then present and discuss, in
detail, the results obtained by the experiments carried out in
this research.

5.1. Evaluation Measures. Accuracy is an important evalua-
tion metric for assessing the classification performance and
guiding the classifier modeling. However, accuracy is not
a useful measure for imbalanced data, particularly when
the number of instances of the minority class is very small
comparedwith themajority class [24]. For example, if we have
a ratio of 1 : 100, a classifier that assigns all instances to the
majority class will have 99% accuracy. But this measurement
is meaningless to some applications where the learning
concern is the identification of the rare cases.

Several measures have been developed to deal with the
classification problem with the class imbalance, including F-
measure, G-mean, and AUC [25]. Given the number of true
positives (TPs), false positives (FPs), true negatives (TNs),
and false negatives (FNs), we can obtain the confusionmatrix
presented in Table 1 after a classification process. We can also
define several common measures. The TP rate TPR, recall R,
or sensitivity 𝑆

𝑛
is defined as

TPR = 𝑅 = 𝑆
𝑛
=

TP
TP + FN

. (5)

The TN rate TNR or specificity 𝑆
𝑝
is defined as

TNR = 𝑆
𝑝
=

TN
TN + FP

. (6)

Precision𝑃 is defined as the fraction of relevant instances that
are retrieved as follows:

𝑃 =
TP

TP + FP
. (7)

Based on these measures, other measures have been
presented, such as F-measure and G-mean. F-measure is
often used in the fields of information retrieval and machine
learning for measuring search, document classification, and
query classification performance. F-measure considers both
the precision 𝑃 and the recall 𝑅 to compute the score [26]. It
can be interpreted as a weighted average of the precision and
recall as follows:

𝐹-𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 2 × 𝑃 × 𝑅
𝑃 + 𝑅

. (8)

G-mean is defined by two parameters called sensitivity 𝑆
𝑛

and specificity 𝑆
𝑝
. Sensitivity shows the performance of the

positive class, and specificity shows the performance of the
negative class. G-mean measures the balanced performance
of a learning algorithm between these two classes. G-mean is
defined as

𝐺-𝑚𝑒𝑎𝑛 = √𝑆
𝑛
× 𝑆
𝑝
. (9)

Table 1: Confusion matrix.

Predicted positive
class

Predict negative
class

Actual positive class TP
(true positive)

FN
(false negative)

Actual negative class FP
(false positive)

TN
(true negative)

A receiver operating characteristic (ROC) curve is a
graphical plot which depicts the performance of a binary
classifier as its discrimination threshold is varied. In an ROC
curve, the true positive rate (sensitivity) is plotted in function
of the false positive rate (specificity) for different cut-off
points. Each point on the ROC curve represents a (sensitiv-
ity, specificity) pair corresponding to a particular decision
threshold. The ideal point on the ROC curve would be (0,
1); that is, all positive samples are classified correctly, and no
negative samples are misclassified as positive. An ROC curve
depicts relative trade-offs between benefits (true positives)
and costs (false positives) across a range of thresholds of a
classification model. However, it is difficult to decide which
one is the best method when comparing several classification
models. AUC is the area under an ROC curve. It has been
proved to be a reliable performance measure for imbalanced
and cost-sensitive problems [25]. AUC provides a single
measure of a classifier’s performance for evaluating which
model is better on average.

5.2. Experimental Results and Analysis. In our experiments,
we used 5 data sets to test the performance of the proposed
method. These data sets are from the UCI Machine Learn-
ing Repository [27]. Information about these data sets is
summarized in Table 2. These data sets vary extensively in
their sizes and class proportions. We take the minority class
as the target class and all the other categories as majority
class. When more than two classes exist in the data set, the
target class is considered to be positive and all the other
classes are considered to be negative. We compared the
performance of 5 methods, including AdaBoost, SMOTE
[1], SMOTEBoost [9], EasyEnsemble [7], and our proposed
CQEnsemble method.

In our experiments, F-measure, G-mean, and AUC are
used as metrics. For each data set, we perform a 5-fold cross
validation. In each fold four out of five samples are selected to
be training set, and the left one out of five samples is testing
set.This process repeats 5 times so that all samples are selected
in both training set and testing set.

Figure 1 shows the average F-measure values of the com-
pared methods. The results show that CQEnsemble has
higher F-measure than other compared methods on haber-
man, pima, and letter data sets. EasyEnsemble achieves
the highest F-measure on transfusion data set among these
methods, and AdaBoost achieves the highest F-measure on
phoneme data set. The results indicate that CQEnsemble
can further improve the F-measure metric of imbalanced
learning.
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Table 2: Summary of data sets.

Data set Total samples no of attributes no of positive no of negative Ratio (majority/minority)
Haberman 306 3 81 225 2.8
Transfusion 926 4 178 748 4.2
Pima 768 8 268 500 1.9
Phoneme 5404 5 1586 3818 2.4
Letter 20000 16 789 19211 24.3
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Figure 1: F-measure of the compared methods.
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Figure 2: G-mean of the compared methods.

The average G-mean values of the compared methods are
summarized in Figure 2. The results show that CQEnsemble
has higher G-mean than other compared methods on most
of datasets, while EasyEnsemble is slightly higher G-mean
than CQEnsemble on transfusion dataset. From Figures 1 and
2, EasyEnsemble has the highest F-measure and G-mean on
transfusion dataset among these methods.
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Figure 3: AUC of the compared methods.

Figure 3 shows the AUC metric of each method for
haberman, transfusion, pima, phonem,e and letter data sets.
The results show that the proposed CQEnsemble method
obtains the highest average AUC among these compared
methods. These methods are equivalent for letter data set.
After all, SMOTE method is the weakest in 5 methods;
EasyEnsemble method is slightly better than AdaBoost,
SMOTE, and SMOTEBoost, while CQEnsemble method is
better than EasyEnsemble method. The results show that
the CQEnsemble method effectively avoids the shortages of
resampling methods.

CQEnsemble attains higher average F-measure, G-mean,
and AUC than almost all the other methods, except that
CQEnsemble is slightly worse comparable to EasyEnsemble
with F-measure, G-mean, and AUC on transfusion data set.
The experimental results imply that the proposed CQEnsem-
ble method is better than AdaBoost, SMOTE, SMOTE-
Boost, and EasyEnsemble methods on most of data sets.
These experiments also indicate that the combination of
division-boost method and cost-sensitive learning can fur-
ther improve the performance of imbalanced learning.

6. Conclusions

In this paper, we propose CQEnsemble method based on
cost-sensitive SVM and QBC to solve imbalanced data
classification. CQEnsemblemethod divides themajority class
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into several subsets according to the proportion of imbalance
samples. CQEnsemble method selects the effective training
samples to join the last training set based on QBC active
learning algorithm, so it avoids the shortages of the over-
sampling and under-sampling. Experiment results show that
the proposed method has higher F-measure, G-mean, and
AUC than many existing class-imbalance learning methods.
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In this paper, data mining theory is applied to carry out the field of the pretreatment of remote sensing images. These results
show that it is an effective method for carrying out the pretreatment of low-precision remote sensing images by multisource image
matching algorithm with SIFT operator, geometric correction on satellite images at scarce control points, and other techniques;
the result of the coastline extracted by the edge detection method based on a chromatic aberration Canny operator has a height
coincident with the actual measured result; we found that the coastline length of China is predicted to increase in the future by
using the grey prediction method, with the total length reaching up to 19,471,983m by 2015.

1. Introduction

The coastline is an adjacent transition zone between land and
ocean that is the result of dynamic change processes involving
natural changes and human activities. At present, 60% of the
world’s population is gathered near a coastal zone rich in
metallic mineral resources, oil and gas resources, tidal and
wave energy sources, and other renewable energy sources.
The coastline is an important place for human economic
and social activities. A quick and accurate determination of
the coastline length variation trend is not only a necessary
technical activity for the study of land-ocean interactions,
coastal reclamation, port development, and urban expansion,
but also an important subject for marine economics and
marine multidisciplinary research.

There are two coastline extraction methods. One is
the field detection method, which is the more common
method, that is, the photogrammetric technology and GPS
technology. The other is the remote sensing image coastline
automatic extraction technology and image interpretation.
Such software and technologies for coastline extraction have
gradually becomemoremature, as discussed by Li and Jigang,
Lee et al., Manavalan et al., Holman et al., Rudin et al.,

Chan et al., Donoho, Xiaofeng et al., and Chaoyang [1–
9]. The automatic remote sensing image classification have
been well researched, such as the proposal by Jiang et al.
for an automatic scheme for the classification of land use
based on change detection and a semisupervised classifier
[10]. Stavrakoudis et al. [11] built a boosted genetic fuzzy
classifier for land cover classification of remote sensing
imagery. Although the coastline can be extracted by these two
methods, they fail to include a systematic and comprehensive
analysis of coastline length and type variation trend, which
means that the automatic sensing image classifications do
not meet the shoreline classification. The spatial data min-
ing theory presented in this study is aimed at the image
processing of remote sensing image data and is focused on
the discovery of potential, hidden, and useful models and
rules between the image targets from remote sensing images
as discussed by Xiaocheng and Xiaoqin [12]. It combines
the spatial data mining method as discussed by Dengke,
Deren et al., Zhanquan, Kaichang et al., and Longshu et
al. [13–17] with classic remote sensing image processing
technology as discussed by Aihua et al., Deren and Juliang,
Guobao et al., and Tao and Bin [18–21]. A new coastline
extraction and analysis model was put forward to analyze
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Data preprocessing

Data preparation 

Data mining

Result interpretation

Image registration, correction, 
toning, mosaic, and other 
pretreatment processes

Coastline extraction and verification 
based on the chromatic aberration 
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Figure 1: Coastline extraction flow chart based on data mining.

the future variation trend of coastline length bymeans of grey
prediction algorithm to achieve the resulting conclusions and
to propose feasible recommendations for the exploitation of
the future coastal zone.

2. Coastline Extraction Process

Data mining refers to the process as discussed by Kantardzic
et al. [22], in which implicit, unknown, potential, and useful
information and knowledge can be extracted from a large
number of incomplete, noisy, fuzzy, and random databases.
According to the knowledge structure of data mining, the
coastline extraction processes can be divided into four stages
as follows in Figure 1: image selection; image registration,
correction, toning,mosaic, and other pretreatment processes;
coastline extraction and mining; and the coastline result
analysis and trend prediction.

3. Study on the Remote Sensing Image
Coastline Extraction Technology

3.1. Data Preparation. The remote sensing image data pre-
sented and selected in this paper were collected at five stages
from 2007 to 2011. The space range covered the coastal zones
of the Chinese Mainland (including Hong Kong and Macao)
and Hainan Island encompassing 290 scenic spots. Details of
the images are as in Table 1.

3.2. Data Preprocessing

3.2.1. Automatic Registration of the Coastal-Zone Image. The
multisource image matching algorithm of a SIFT operator
was presented in this paper, which provided different spectral
band setting, imaging model, reflectivity, dimension, and
other aspects of the multisource data. RANSAC and the
identical point triangulation network construction method
were used for eliminating the mismatching points in order
to achieve the automatic matching of multisource remote

Table 1: Image details in 2007–2011.

Period Satellite
designation

Spatial
resolution (m)

Quantity
(scenic spots)

2011 HJ-1A 30 65
2010 HJ-1A 30 42
2009 HJ-1A 30 34
2008 CBERS-01 20 86
2007 CBERS-01 20 63
HJ-1A satellite is the abbreviation of environmental and disaster monitoring
and forecasting; CBERS-01 satellite was jointly invested in and developed by
China and Brazil on October 14, 1999. Because HJ-1A images and CBERS-01
images are low-resolution areas, the results of shoreline extracted have small
differences, but this does not affect this study.

sensing images and control point image databases, after
which the automatic image registration was completed.

3.2.2. Geometric Correction of the Coastal-Zone Image. It
was difficult to find the control points due to the large
water area on the remote sensing image at the coastal zone.
Meanwhile, a small number of control points were used to
achieve the geometric correction of the low-precision remote
sensing images in order to reduce the workload of the field
measurements. Combined with satellite orbit parameters and
the geometric correction model with correction precision
in different satellite data sources and terrain conditions, the
geometric correction ofmultiscene imageswas jointly carried
out to achieve the geometric correction of satellite images at
several control points in the use of the correlation between
subscene overlapping regions.

3.2.3. Automatic Toning and Mosaic of Coastal-Zone Image.
Image data toning processing was carried out by using the
color-transferring algorithm to maintain the consistency of
typical surface features. In the fuzzy classificationmethod, the
overlapping region calculation method and image multiscale
segmentation method were used for the study on the color
transferring algorithm to maintain the consistency of typical
surface features. The coastal-zone remote sensing image was
spliced by using the automatic matching-line generation
image mosaic technology.

3.3. Data Mining

3.3.1. Coastline Extraction Based on Edge Detection. Edge
detection methods were widely used for the automatic
extraction of the water sideline so as to significantly reduce
the quantity of data, remove the irrelevant information, and
retain the important structural properties of the images.
The methods consisted of Roberts Cross operator, Prewitt
operator, Sobel operator, Canny operator, Kirsch operator,
and Compass operator, in which the Canny operator can
be regarded as the most common edge detection method.
In order to compensate for the insufficient remote sensing
image detection of complex surface features, edge features,
or broken linear characteristics by the conventional Canny
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operator, the chromatic aberration Canny operator was used
instead to extract the coastline.

(1) Calculation of the Chromatic Aberration Amplitude by
Means of Chromatic Aberration Canny Operator. In order to
improve on deficiencies of the traditional Canny operator, an
improved Canny operator was used based on the LAB color
model as the main technical route in this paper, that is, the
chromatic aberration Canny operator color difference canny
(CDC) algorithm. This algorithm was able to detect the edge
through the color gradient (chromatic aberration) between
pixels and determine the pixel amplitude as per the calcu-
lation of the first-order partial derivative finite difference at
the 𝑥-direction, 𝑦-direction, 135∘ direction, and 45∘ direction
within the 8 adjacent zones of pixels. Its main advantages
include high edge-positioning accuracy and effective noise
suppression. It was able to accurately determine the color
differences in accordance with the vision of human eye, and
good results were achieved during practical application. The
mathematical expression of the chromatic aberration Canny
operator (CDC) is as follows.

Chromatic aberration in the 𝑥-direction:

𝐷
𝑥
[𝑖, 𝑗] = CD (𝐼 [𝑖 + 1, 𝑗] , 𝑖 − 1, 𝑗) , (1)

chromatic aberration in the 𝑦-direction:

𝐷
𝑦
[𝑖, 𝑗] = CD (𝐼 [𝑖, 𝑗 + 1] , 𝑖, 𝑗 − 1) , (2)

chromatic aberration in the 135∘ direction:

𝐷
135
∘ [𝑖, 𝑗] = CD (𝐼 [𝑖 + 1, 𝑗 + 1] , 𝐼 [𝑖 − 1, 𝑗 − 1]) , (3)

chromatic aberration in the 45∘ direction:

𝐷
45
∘ [𝑖, 𝑗] = CD (𝐼 [𝑖 − 1, 𝑗 + 1] , 𝐼 [𝑖 + 1, 𝑗 − 1]) ,

CD (𝐴, 𝐵) = [(𝐿
𝐴
− 𝐿
𝐵
)
2

+ (𝐴
𝐴
− 𝐴
𝐵
)
2

+ (𝐵
𝐴
− 𝐵
𝐵
)
2

]
1/2

,

(4)

where CD(𝐴, 𝐵) represents the chromatic aberration between
the pixel point 𝐴 and the pixel point 𝐵.

The pixel chromatic aberration amplitude and direction
were calculated as per the coordinate conversion equation
from the rectangular coordinates to the polar coordinates.
The chromatic aberration amplitude was calculated as per the
second-order norm equation as follows:

CDC [𝑖, 𝑗]

= √𝐷
𝑥
[𝑖, 𝑗]
2

+ 𝐷
𝑦
[𝑖, 𝑗]
2

+ 𝐷
135
∘[𝑖, 𝑗]
2

+ 𝐷
45
∘[𝑖, 𝑗]
2

.
(5)

Chromatic aberration direction:

𝜃 [𝑖, 𝑗] = arctan(
𝐷
𝑦
[𝑖, 𝑗]

𝐷
𝑥
[𝑖, 𝑗]

) . (6)

(2) Adaptive Calculated Dynamic Threshold. A whole image
can be divided into several subimages. There might be
a certain overlapping region between subimages so as to

achieve the continuous profile and calculate the parameters
for the proportion between the overlapping region and the
subimages. The high and low threshold values of subimages
were adaptively set according to the nonmaximum suppres-
sion results. The calculation equation should be as follows:

𝜏high = (1 − 𝛽) 𝜏𝐻 + 𝛽𝜏ℎ,

𝜏Low = (1 − 𝛽) 𝜏𝐿 + 𝛽𝜏𝑙,
(7)

where 𝜏
𝐻
and 𝜏
𝐿
represent the global high and low threshold

values of the whole image, respectively; 𝜏
ℎ
and 𝜏
𝑙
represent

the local high and low threshold values of subimage zone,
respectively. 0 < 𝛽 < 1 represents the threshold adjustment
rate. If 𝛽 = 0, the whole image should not be adjusted. If
𝛽 = 1, the whole image should be divided fully in accordance
with the local features of the subimages.

(3) Boundary Tracking Generated Coastline. When the point
with the chromatic aberration amplitude of a certain pixel
in the whole image is greater than the high threshold value
which was used as the starting point for tracking, the
neighborhood pixel (other chromatic aberration amplitudes
within the 8 pixel neighborhoods were greater than the high
threshold value) should be set as the edge and used as the
starting point for tracking. If there were no pixels (chromatic
aberration amplitude was greater than the high threshold
value) around the pixel point, the pixel (chromatic aberration
amplitudewas greater than the low threshold value) should be
discovered within the 8 pixel neighborhoods and used as the
starting point for tracking, up until the edge and the starting
point cannot be found, and thus determined as the contour
endpoint. The template was checked to determine whether
the edge could be connected. In the event of any noise at the
isolated point, it should be removed. Finally, the boundary
was extracted for fine processing.

(4) Coastline Classification and Analysis Based on the Spec-
trum Feature Database. Based on the sample collection and
field spectrum measurement of the remote sensing image of
the sea area, the systematic research on the types and usage
methods for development and exploitation of coastal zones,
as well as the spectral features and image features in the
common star-source data, the remote sensing classification
criteria were presented for development and exploitation of
coastal zones in this paper. Coastlines can be divided into
natural coastlines, artificial coastlines, and estuary coastlines.
The natural coastlines can be divided into bedrock coastline,
silt-muddy coastline, sandy coastline, and biological coastline
(including mangroves and coral reefs). The artificial coast-
lines can be divided into cofferdam coastline, marine recla-
mation land coastline, transportation engineering coastline,
and protected coastline.

The object-oriented image feature analysis for the sea area
was used in this study. Based on the main types and compo-
nents of coastline development and exploitation, all kinds of
target surface features were detected and extracted, including
the spectrum, shape, texture, shadow, space, location, and
related layout. The standard curve spectrum was obtained
corresponding to the component.The spectral characteristics
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Table 2: The analytical coastline length of China based on remote sensing from 2007 to 2011.

Year Coastline length
(m)

Natural coastline length
(m)

Artificial coastline length
(m)

Estuary coastline length
(m)

2007 18,501,296 9,383,095 8,980,905 137,297
2008 18,515,830 9,730,865 8,651,800 133,165
2009 18,599,902 10,167,232 8,301,830 130,839
2010 18,644,768 10,378,360 8,136,654 129,754
2011 18,946,699 10,733,161 8,085,561 127,977

of each component were analyzed, the coastline category
information extraction was achieved by using a fuzzy clas-
sification algorithm, and the length of Chinese coastline
was obtained (as shown in Table 2) after the analysis of the
spectrum feature database.

3.3.2. Validation of Coastline Extraction Results. After the
completion of the coastline extraction algorithm model, it
was necessary to test and validate the model extraction
results.The validationmethods of themodel extraction result
should include the point-by-point comparison method and
the overall comparison method. Point-by-point inspection
refers to the superposition of extracted results and actual
conditions with point-by-point comparison as to its accu-
racy. Overall comparison should refer to the evaluation of
extracted results by means of the indexes for the overall
spatial pattern as discussed byWu [23].TheKappa coefficient
was selected to quantitatively reflect the model operation for
extracting the accuracy of coastline. This was mainly based
on the different-stage coastline extraction results and the
corresponding remote sensing image data to carry out the
Kappa coefficient calculation of the adjacent grid map, to
determine the average coefficient value of results at each stage,
and to obtain the Kappa coefficient for the accuracy of coast-
line extraction results over the timeframe. The calculation
equation should be as follows:

𝐾 =
(𝑃
𝑜
− 𝑃
𝐶
)

(1 − 𝑃
𝐶
)
, (8)

where 𝑃
𝑜
represents the percentage of consistent types of

parts on the comparative grid map, that is, the observation
consistency ratio; 𝑃

𝐶
represents the expectation consistency

ratio, in which 𝑃
𝑜
= 𝑠/𝑛, 𝑃

𝐶
= (𝑎1 ∗ 𝑏1 + 𝑎0 ∗ 𝑏0)/(𝑛 ∗ 𝑛) (the

total pixel number of grid: 𝑛; the pixel number of grid (1): 𝑎1;
the pixel number of grid (0): 𝑎0; the pixel number of extracted
grid (1): 𝑏1; the pixel number of extracted grid (0): 𝑏0; the
pixel number of two grids with the equal corresponding pixel
value: 𝑠).The different Kappa coefficients showed consistency
to varying extents.

Shoreline information from the National Marine Data
& Information Service was used to test the accuracy of the
extracted shoreline. The calculation equation was as follows:

𝐼 =
(𝐿 − 𝐿󸀠)

𝐿
, (9)

where 𝐼 is the accuracy coefficient, 𝐿 is the actual length of
shoreline, and 𝐿󸀠 is the extracted length of shoreline.

Table 3: The accuracy test of coastline extraction in China from
2007 to 2011.

Year 2007 2008 2009 2010 2011
Kappa coefficient 0.69 0.72 0.78 0.81 0.86
Accuracy coefficient 0.018 0.013 0.023 0.015 0.012

It can be seen from Table 3 that all the Kappa coefficients
obtained in the previous five years were greater than 0.6 and
that the accuracy coefficients obtained in the previous five
years were less than 0.023. Previous studies about Kappa by
Blackman and Koval [24] and Landis and Koch [25] have
shown that the coastline extraction results achieved using the
chromatic aberration Canny operator edge detectionmethod
should be consistent with the actual coastline heights, and the
coastline extraction results in 2010 and 2011 should be almost
completely consistent with the actual coastline heights.

3.3.3. Validation of Coastline Classification Results. In order
to ensure the accuracy of the coastline classification results,
the supervised classification method was used to complete
the automatic classification of the coastline remote sensing
images and to carry out sampling secondary interpretation
and confirmation by means of the artificial visual inter-
pretation method, which ensured the accuracy of coastline
properties and the distribution boundary of the classification
results. From the coastline extraction results over the time-
frame, 2,000 samples were extracted for analysis. As per the
probability calculation, the ratio of conforming samples was
up to 95% or above, which met the required standards.

4. Analysis of Coastline Length
Changes and Trends

4.1. Variation of Coastline Length over the Years. Variations
in coastline length reflect the overall impact of coastline
resource utilization, natural erosion and siltation, oceanic
dynamics, and other factors. Changes and trends in the
coastline length depend on the development speed and trends
between natural coastline, artificial coastline, and estuary
coastline.

It can be seen from Table 2 that over the past five years,
except for when the coastline length decreased slightly in
2009, the total length of China’s coastline increased. From
2007-2008 and 2009–2011, the rate of increase of China’s
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artificial coastline was greater than the rate of decrease of nat-
ural coastline and estuary coastline, so the overall coastline
length increased. In 2009, the artificial coastline increased by
436,368m, less than the rate of increase in 2008. The natural
coastline and the estuary coastline decreased by 349,970m,
more than the rate of decrease in 2008. Analysis showed that
the main reason for this was the formal implementation of
China’s Sea Reclamation Scheme and Management System
in 2009. The area of sea reclamation (mostly including the
cutoff type of reclamation) was increased by 6887.38 hectares
over 2008 levels, while the coastline length slightly decreased
in 2009. After 2010, when the coastal marine administrative
departments at all levels began making considerable efforts
on sea reclamation management and paid more attention
to sea reclamation methods, which resulted in larger pro-
portions of offshore type (island type) and convex barrier
type reclamations, and combined with the enhancement of
environmental protection and ecological awareness, the rate
of decrease of the natural coastline and estuary coastline
slowed, while the coastline length increased.

4.2. Coastline Changes and Trends in the Future

4.2.1. PredictionMethods. There was a big difference between
the method of endpoint rate and the average rate as cal-
culating the coastline change rates. It was known from the
coastline change rate calculation method and the impact
factor analysis made by Jingfu et al. [26] that a change
in coastline length should be regarded as a periodic and
oscillating change and that the rate calculation method
should not be used for prediction of future variation trends.
Having only five stages of data, the total change in length
of the coastline should be predicted using the grey sequence
prediction method.

4.2.2. Future Variation Trend. Using the grey prediction
method, the coastline length values extracted from 2007–
2011 were included into the grey sequence prediction model.
The development factor (𝑎 = −0.01) and the grey action
(𝑏 =18,357.74) should be calculated, and the grey prediction
model GM (1, 1) of coastline should be obtained:

𝑋(1)
(𝑡+1) = [𝑋(0)

(1) − 2637356.24] 𝑒(0.01𝑡) − 2637356.24,

(10)

where 𝑋(1)(𝑡+1) represents the predicted accumulated value
of 𝑡 + 1 time; 𝑋(0)(1) represents the original value of starting
time. The accumulative length of coastline (in 2008–2015)
should be calculated as per (10). The former term should
be subtracted by the later term, and the coastline prediction
results were shown in Table 4. The variance ratio was 0.391
and the small error probability was 1, which was bigger
than 0.95. It was shown that the accuracy of predicted
results was consistent with the requirements. Therefore, the
predicted value of the mainland coastline length obtained
by the grey prediction method was in accordance with the
actual conditions. The predicted results showed that the
future mainland coastline length would increase and China’s

Table 4: China’s coastline length prediction table.

Year Coastline
length (m)

Prediction
length (m)

Residual
(m)

Relative
error

2007 18,501,296 18,501,296
2008 18,515,830 18,549,380 −33550.33 0.00
2009 18,599,902 18,678,455 −78552.97 0.00
2010 18,644,768 18,808,427 −163659.73 0.01
2011 18,946,699 18,939,304 7394.30 0.00
2012 18,501,296
2013 113,250,456
2014 19,337,425
2015 19,471,983

mainland coastline length would be up to about 19,471,983m
by 2015.

5. Conclusions and Discussions

Through the data mining algorithm, the preprocessing of
China’s low-precision remote sensing images taken in the
previous five years, the extraction of coastline lengths and
types from 2007–2011, and the analysis of coastline changes
and trends, the following conclusions can be made.

(1) The multisource imaging matching algorithm of a
SIFT operator, the geometric correction of a few
control point satellite images, the color-transferring
algorithm for maintaining the consistency of typ-
ical surface features, toning processing technology,
and the automatic matching-line generation image
mosaic technology were used to preprocess the low-
precision environmental disaster reduction satellite
and CBERS-01 satellite images. Combined, these are
all effective methods.

(2) The coastline can be extracted using the chromatic
aberration Canny operator edge detection method.
The Kappa coefficient should be greater than 0.6
throughout the calculation, which shows that the
extraction results are consistent with the actual mea-
sured results. By analysing the coastline type using
the spectrum feature database, trends identify a
decreased natural coastline and estuary coastline, but
an increased artificial coastline were found. These
trends are consistent with the current utilization of
the coastline area in China.

(3) The total length of China’s coastline increased overall.
This is despite the coastline decreasing slightly in
2009 due to the formal implementation of China’s
Sea Reclamation Scheme. By using the grey predic-
tion method, China’s coastline length is predicted to
increase in the future, with the total length reaching
19,471,983m by 2015.

With the continuous increase of artificial coastline length
and related economic benefits, the balance of the marine
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ecosystem will be disturbed, affecting the harmony between
humans and nature. In order to ensure the sustainable
exploitation and utilization of coastal resources and the
reasonable adjustment of coastal development methods, the
impact of coastline change trends on the marine ecological
environment and the changes of spatial position should be
studied further.
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The Chaos Game is an algorithm that can allow one to produce pictures of fractal structures. Considering that the four bases A,
G, C, and T of DNA sequences can be divided into three classes according to their chemical structure, we propose different kinds
of CGR-walk sequences. Based on CGR coordinates of random sequences, we introduce some invariants for the DNA primary
sequences. As an application, we can make the examination of similarity/dissimilarity among the first exon of 𝛽-globin gene of
different species. The results indicate that our method is efficient and can get more biological information.

1. Introduction

A DNA sequence is comprised of four different nucleotides:
adenine (A), cytosine (C), guanine (G), and thymine (T).
Since the DNA molecule contains plentiful biological, physi-
cal, and chemical information, it has become very important
to analyze DNA sequences statistically. Now the nucleotides
stored in GenBank have exceeded hundreds of millions of
bases and the increasing rate is considerably rapid.Therefore,
biologists, physicists, mathematicians, and computer spe-
cialists have adopted different techniques to research DNA
sequences in recent years, including the statistical methods
and some mapping rules of the bases.

A great number of studies have proposed to convert the
DNA sequences into digital sequences before downstream
analysis. There are many statistical methods such as random
walk, lévy-walk, entropy near method, root-mean-square
fluctuation, wavelet transform and Fourier transform, and so
forth, [1–12], which can be used as effective tools to process
the DNA sequences. One-dimensional DNA walk was first
proposed by Peng et al. [1]. Bai et al. [13] later discussed
the representation of DNA primary sequences by the same
walk. Meanwhile, some investigators proposed several kinds
of graphical representation of DNA sequences from different
perspectives. For example, G-curve and H-curve were first

proposed by Hamori and Ruskin in 1983 [14]. R. Zhang
and C. T. Zhang [15] considered a DNA primary sequence
termed as Z-curve. Several researchers in their recent studies
have outlined different kinds of graphical representation of
DNA sequences based on 2D [16–21], 3D [22–25], 4D [26],
5D [27], and 6D [28] spaces. We here need to stress Chaos
Game Representation (CGR) which was proposed as a scale-
independent representation for genomic sequences by Jeffrey
[3] in 1990. Gao and Xu [29] pointed out that the CGR-walk
model can easily generate a model sequence and can be fitted
with a long-memory ARFIMA (𝑝, 𝑑, 𝑞) model reasonably.
However, they treated the four bases equally and ignored the
hidden chemical classification of nucleotides.

Motivated by the above work, we consider in this paper
different classifications of the four bases according to their
chemical structure and the strength of the hydrogen bond,
that is, purine R = {A, G} and pyrimidine Y = {C,T}; amino
group M = {A, C} and keto group K = {G, T}; weak H-
bonds W = {A, T} and strong H-bonds S = {G, C}. Then
we give three kinds of mapping from the four bases A, C,
G, and T to the continuous space and reconstruct CGR-walk
sequences based on CGR coordinates. So we can convert a
DNA sequence into a random numeric sequence, then select
some numerical characterizations of the random sequence
as new invariants for the DNA sequence. As an application,
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we make a comparison of the similarity and dissimilarity of
the first exon of 𝛽-globin gene sequences derived from nine
species.

2. CGR-Walk Based on Three kinds of
Classification and Primary Sequences

2.1. The CGR Space Proposed by Jeffrey. During the past
several years, a new field of physics has developed, known as
“nonlinear dynamics,” “chaotic dynamical systems,” or simply
“chaos.” In fact, the technique of CGR, formally an iterative
mapping, can be traced further back to the foundation of
statistical mechanics, in particular, to chaos theory [2]. Based
on the technique from chaotic dynamics, CGR produces a
picture of gene sequence which displays both local and global
patterns. The Chaos Game is an algorithm which allows one
to produce pictures of fractal structures. Mathematically, it is
described by an iterated function system (IFS).

The CGR space can be viewed as a continuous reference
system, where all possible sequences of any length occupy a
unique position. And the position is produced by the four
possible nucleotides, which are treated as vertices of a binary
square. So it is planar. Since a genetic sequence can be treated
formally as a string composed of the four letters “A,” “C,” “G,”
and “T” (or “U”), the binary CGR vertices are assigned to
the four nucleotides as A = (0, 0), G = (1, 1), C = (0, 1),
T = (1, 0). The CGR coordinates are calculated iteratively by
moving a pointer to half the distance between the previous
position and the current binary representation. For example,
if a “G,” is the next base, then a point is plotted half way
between the previous point and the “G” corner. The iterated
function can be given by

CGR
𝑖
= CGR

𝑖−1
− 0.5 (CGR

𝑖−1
− 𝑔
𝑖
) , (1)

where

𝑖 = 1, . . . , 𝑛G; CGR
0
= (0.5, 0.5) ; 𝑔

𝑖
∈ {𝐴, 𝐺, 𝐶, 𝑇} . (2)

We take the first 6 bases of the sequence of human 𝛽-globin
in Table 1 as an example and present the above procedure in
Figure 1.

2.2. The Newly Proposed CGR Space. The aforementioned
work treats the four nucleic acid bases equally. In this paper,
however, we take the chemical structures of the four nucleic
acid bases into consideration and make adjustments to the
classification based on the elements of the minor diagonal. In
the CGR space proposed by Jeffrey, the elements of theminor
diagonal are purine R = {A, G} and the leading diagonal
elements are pyrimidine Y = {C, T}. Considering amino
group M = {A, C} and keto group K = {G, T}, we get the
second CGR space as shown in Figure 2. In the same way,
according to the strength of the hydrogen bond, the bases
can also be classified into weak H-bonds W = {A, T} and
strong H-bonds S = {G, C}, so the third kind of CGR space is
obtained in Figure 3.
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2.3. CGR-Walk Digital Sequence. Now we can obtain map
relationships between DNA sequences and the CGR coordi-
nates in a right-angled plane. For a DNA sequence, we define
an equation as follows:

𝑧
𝑖
= 𝑥
𝑖
+ 𝑦
𝑖
, (3)

where 𝑥
𝑖
and 𝑦

𝑖
are the 𝑥-coordinate and 𝑦-coordinate of

CGR, respectively. Then we can get a data sequence {𝑧
𝑖
:

𝑖 = 1, 2, . . . , 𝑁}. In this way, we convert a DNA sequence
into a random walk sequence under three different patterns.
Consistent with the above three figures, we call them CGR-
RY-, CGR-MK-, and CGR-WS-walk sequences, respectively.
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Table 1: The coding sequences of the first exon of 𝛽-globin gene of different species.

Species Coding sequence
ATGGTGCACCTGACTCCTGAGGAGAAGTCTGCCGT

Human TACTGCCCTGTGGGGCAAGGTGAACGTGGATTAAG
TTGGTGGTGAGGCCCTGGGCAG

ATGCTGACTGCTGAGGAGAAGGCTGCCGTCACCGG
Goat CTTCTGGGGCAAGGTGAAAGTGGATGAAGTTGGTG

CTGAGGCCCTGGGCAG

ATGGTGCACTTGACTTCTGAGGAGAAGAACTGCA
Opossum TCACTACCATCTGGTCTAAGGTGCAGGTTGACCA

GACTGGTGGTGAGGCCCTTGGCAG

ATGGTGCACTGGACTGCTGAGGAGAAGCAGCTCAT
Gallus CACCGGCCTCTGGGGGAAGGTCAATGTGGCCGAAT

GTGGGGCCGAAGCCCTGGCCAG

ATGACTTTGCTGAGTGCTGAGGAGAATGCTCATGT
Lemur CACCTCTCTGTGGGGCAAGGTGGATGTAGAGAAAG

TTGGTGGCGAGGCCTTGGGCAG

ATGGTTGCACCTGACTGATGCTGAGAAGTCTGCTG
Mouse TCTCTTGCCTGTGGGCAAAGGTGAACCCCGATGAA

GTTGGTGGTGAGGCCCTGGGCAGG

ATGGTGCATCTGTCCAGTGAGGAGAAGTCTGCGGT
Rabbit CACTGCCCTGTGGGGCAAGGTGAATGTGGAAGAAG

TTGGTGGTGAGGCCCTGGGC

ATGGTGCACCTAACTGATGCTGAGAAGGCTACTGT
Rat TAGTGGCCTGTGGGGAAAGGTGAACCCTGATAATG

TTGGCGCTGAGGCCCTGGGCAG

ATGGTGCACCTGACTCCTGAGGAGAAGTCTGCCGT
Gorilla TACTGCCCTGTGGGGCAAGGTGAACGTGGATGAAG

TTGGTGGTGAGGCCCTGGGCAGG

Table 2: Hurst exponent of the CGR-walk sequence {𝑋
𝑛
} of the nine species in Table 1.

Human Goat Opossum Gallus Lemur Mouse Rabbit Rat Gorilla
𝐻(𝑋RY
𝑛
) 0.445 0.5024 0.6536 0.5075 0.5016 0.538 0.429 0.5791 0.4698

𝐻(𝑋MK
𝑛
) 0.7452 0.7853 0.6547 0.7212 0.7487 0.7094 0.8099 0.5237 0.7467

𝐻(𝑋WS
𝑛
) 0.641 0.6894 0.6292 0.5756 0.6753 0.8118 0.615 0.7255 0.6302

3. Numerical Characterization of
DNA Sequences

Researchers from computer science and mathematics have
been attracted to study the comparison of DNA sequences.
As pointed out in references [13, 16–28], some related work
has made progress.

Now, we may represent a DNA sequence by a random
numerical sequence based on CGR-walk technique. Gao and
Xu [29] also substantially corroborated the results that long-
range correlations are uncovered remarkably in the data.
In this paper, we explore the tendency of a series of data
by calculating the hurst exponent [30]. And some work
has been done to study the relation between long-range

correlation and hurst exponent [31]. In order to numerically
characterize a DNA sequence given by the CGR, we treat the
hurst exponent as the efficient invariant that is sensitive to this
kind of graphical representation.

Because a DNA sequence can be regarded as an ordered
set of alphabet N = (A, C, G, T), we represent a DNA
sequence as a finite set with 𝑁 elements, denoted as [𝑖] :=
{1, 2, . . . , 𝑁}. For any time series {𝑢

𝑖
}𝑁
𝑖=1

, one candefine several
quantities as follows [30]:

(i) the partial mean

⟨𝑢⟩
𝑛
=
1

𝑛

𝑛

∑
𝑖=1

𝑢
𝑖
, 2 ≤ 𝑛 ≤ 𝑁, (4)
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Table 3: Mean square deviations of the CGR-walk sequence {𝑋
𝑛
} of the nine species of in Table 1.

Human Goat Opossum Gallus Lemur Mouse Rabbit Rat Gorilla
𝐷(𝑋RY
𝑛
) 0.3979 0.3927 0.3998 0.4192 0.4054 0.3866 0.4060 0.4266 0.3921

𝐷(𝑋MK
𝑛
) 0.3858 0.3949 0.3500 0.3940 0.3636 0.3871 0.3866 0.3908 0.3838

𝐷(𝑋WS
𝑛
) 0.3590 0.3724 0.3907 0.3411 0.4010 0.3912 0.3742 0.3713 0.3574

Table 4: Similarity/dissimilarity table for the nine DNA sequences in Table 1 based on Euclidean distance between the 3-component vectors
in Table 2.

Species Human Goat Opossum Gallus Lemur Mouse Rabbit Rat Gorilla
Human 0 0.0851 0.2277 0.0936 0.0663 0.1978 0.0715 0.2724 0.0271
Goat 0 0.2087 0.1307 0.0392 0.1484 0.1074 0.2750 0.0778
Opossum 0 0.1692 0.1846 0.2229 0.2734 0.1788 0.2056
Gallus 0 0.1036 0.2385 0.1248 0.2581 0.0711
Lemur 0 0.1467 0.1125 0.2432 0.0552
Mouse 0 0.2464 0.2089 0.1976
Rabbit 0 0.3416 0.0767
Rat 0 0.2660
Gorilla 0
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Figure 3: CGR-WS of the first 6 bases of exon-1 of human 𝛽-globin:
ATGGTG.

(ii) the partial difference

𝑢 (𝑖, 𝑛) =
𝑛

∑
𝑖=1

(𝑢
𝑖
− ⟨𝑢⟩
𝑛
) , 2 ≤ 𝑛 ≤ 𝑁, (5)

(iii) the difference
𝑅 (𝑛) = max

1≤𝑖≤𝑛

{𝑢 (𝑖, 𝑛)} − min
1≤𝑖≤𝑛

{𝑢 (𝑖, 𝑛)} , 2 ≤ 𝑛 ≤ 𝑁, (6)

(iv) and the standard deviation

𝑆 (𝑛) = [
1

𝑛

𝑛

∑
𝑖=1

(𝑢
𝑖
− ⟨𝑢⟩
𝑛
)
2

]

1/2

, 2 ≤ 𝑛 ≤ 𝑁. (7)

Hurst exponent is found to obey the relation:

𝑅 (𝑛)

𝑆 (𝑛)
∼ (

𝑛

2
)
𝐻

, (8)

where𝐻 is called the hurst exponent.
So we can compute the hurst exponent of RY-, MK-

and WS-CGR-walk sequences and characterize the coding
sequences of the first exon of𝛽-globin gene of the nine species
in Table 1. The results are listed in Table 2.

Besides, there are other numerical characterizations of
random sequences, such as the mean, variance, mean square
deviation, and so on. Here we choose the mean square
deviation of CGR-walk sequence as follows:

𝐷(𝑋𝑘
𝑖
) = [

1

𝑁

𝑁

∑
𝑖=1

(𝑋𝑘
𝑖
− 𝜇
𝑋
𝑘

𝑖

)
2

]

1/2

. (9)

In (9) 𝑘 means the classification of RY-, MK-, and WS-
sequences, and 𝜇

𝑋
𝑘

𝑖

is the mean [13]. We then present the
mean square deviations of three kinds of the CGR-walk
sequences {𝑋

𝑖
} in Table 3.

4. Similarity and Dissimilarity among
the Coding Sequences of the First Exon of
𝛽-Globin Gene of Different Nine Species

Here we construct the three-component vectors in this
way, whose components, respectively, are values of hurst
exponent and mean square deviation. The analysis of sim-
ilarity/dissimilarity among DNA sequences represented by
the three-component vectors is based on the assumption that
two DNA sequences are similar if the corresponding vectors
point to one direction in the 3D space. Alternatively we can
investigate the similarity among the vectors by calculating
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Table 5: Similarity/dissimilarity table for the nine DNA sequences in Table 1 based on Euclidean distance between the 3-component vectors
in Table 3.

Species Human Goat Opossum Gallus Lemur Mouse Rabbit Rat Gorilla
Human 0 0.0171 0.0479 0.0290 0.0481 0.0342 0.0173 0.0317 0.0063
Goat 0 0.0490 0.0410 0.0442 0.0212 0.0157 0.0342 0.0187
Opossum 0 0.0691 0.0180 0.0394 0.0407 0.0526 0.0481
Gallus 0 0.0686 0.0602 0.0364 0.0313 0.0333
Lemur 0 0.0317 0.0353 0.0455 0.0499
Mouse 0 0.0258 0.0449 0.0344
Rabbit 0 0.0213 0.0220
Rat 0 0.0380
Gorilla 0

the Euclidean distance between their end points. Apparently,
the smaller the Euclidean distance is, themore similar the two
corresponding DNA sequences are.

In Tables 4 and 5, we list the values of Euclidean distances
between the 3-component vectors separately including hurst
exponent and mean square deviation. We observe that the
smallest entry is always the human-gorilla pair. Furthermore,
the largest entries are associated with these rows belonging
to opossum (the most remote species from the remaining
mammals) and gallus (the only nonmammalian representa-
tive).We believe that these results are not accidental, and they
coincide with other results in [13, 16–28].

5. Conclusion

DNA sequences play an important role in modern biological
research because all the information of the hereditary and
species evolution is contained in these macromolecules. How
to gain more information from these DNA sequences is still
a very challenging question. Description, comparison, and
similarity analysis of DNA sequences still occupy important
positions.

In this paper, we first construct three kinds of CGR spaces
according to the elements of the minor diagonal because the
four bases can be classified into R-Y,M-K, andW-S according
to their chemical structures. Then we describe a DNA
sequence by CGR-walk and convert it to a digital sequence.
And we outline some efficient invariants of DNA sequences.
As an application, we compare the similarity/dissimilarity
of exon-1 of 𝛽-globin genes for nine species. From the
above tables, we can conclude that the results we got are
consistent with known evolutionary facts. Therefore, the
method proposed in the paper is visual and efficient.

On one hand, our work can be treated as an effective
application of CGR. On the other hand, our method is a valid
supplement to graphical representation ofDNA sequences. In
comparisonwith other graphical representations of biological
sequences, our approach has the following advantages.

(1) Our graphical representation based on CGR con-
siders the chemical structure classification of the
nucleotides and thus may provide more biological
information.

(2) It provides amore simple way of viewing, sorting, and
comparing various gene structures, even for longer
DNA sequences.

(3) Our graph is more sensitive, so it can numerically
characterize the DNA sequences in a more exact way.
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A new accurate method on predicting crude oil price is presented, which is based on 𝜀-support vector regression (𝜀-SVR) machine
with dynamic correction factor correcting forecasting errors. We also propose the hybrid RNA genetic algorithm (HRGA) with
the position displacement idea of bare bones particle swarm optimization (PSO) changing the mutation operator. The validity of
the algorithm is tested by using three benchmark functions. From the comparison of the results obtained by using HRGA and
standard RNA genetic algorithm (RGA), respectively, the accuracy of HRGA is much better than that of RGA. In the end, to make
the forecasting result more accurate, the HRGA is applied to the optimize parameters of 𝜀-SVR.The predicting result is very good.
The method proposed in this paper can be easily used to predict crude oil price in our life.

1. Introduction

In recent years, crude oil prices have experienced four jumps
and two slumps.The fluctuation of crude oil price adds more
changes to the development of world economy. Grasping
the change of oil price can provide guidance for economic
development [1].Therefore, it is very important to predict the
crude oil price accurately.

The predicting methods can be divided into two aspects.
One is from the qualitative angle [2]; the other is from
quantitative angle, such as econometric model and statistical
model [3, 4]. And the latter method is adopted by most
scholars. But it is a difficult job to predict crude oil price,
since the price is nonlinear and nonstationary time series
[5].The traditional predicting methods such asAR(p) model,
MA(q) model, and ARMA(p,q) model, base on linear model.
They are only suitable for linear prediction and cannot be
applied to model and predict nonlinear time series [6]. Wang
got the predicting model by using time series and artificial
neural network in 2005 [7], Xie proposed a new method for
crude oil price forecasting based on support vector machine
(SVM) in 2006 [8], Mohammad proposed a hybrid artificial
intelligence model for crude oil price forecasting by means
of feed-forward neural networks and genetic algorithm in

2007 [9], and Guo proposed a hybrid time series model on
the base of GMTD model in 2010 [10]. The experimental
results tell us that the prediction accuracy of these methods
is better than traditional models. But the results is still
existing biggish errors especially when the crude oil price is
fluctuating violently.

Neural network technique provides a favorable tool for
nonlinear time series forecasting. But the predictive ability of
conventional neural network is low, because of the problems
such as the local minimum, over learning, and the lacking of
theoretical direction for selecting the hidden layer nodes.The
SVM was proposed in the 1990s [11]; it can get the optimal
results on the basis of the current information. The basic
idea of SVM is that it fits the sample capacity of functions
on the basis of regulating the upper bound of the minimum
VC dimension, which also means the numbers of support
vector. Compared with neural network [12, 13], SVM has
strong generalization ability of learning small samples and
with the inferior dependence on quantity. But the prediction
performance of SVM is very sensible to parameter selection.
On the other hand, the research on parameter optimization of
SVM is very few at the moment. The parameters are usually
determined on experience or trial method. In this way, if the
parameters are not suitably chosen, the SVMwill lead to poor
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prediction performance. So, it is important to find one good
method to get the optimal parameters of SVM.

In this paper, an 𝜀-support vector regression machine
with dynamic correction factor is proposed. And a novel
hybrid RNA genetic algorithm (HRGA) is proposed to obtain
the optimal parameters for a SVM. The HRGA is from
the development of biological science and technology; the
structure and information of RNA molecular are known
profoundly. To improve the optimal performance of genetic
algorithm, one genetic algorithm which bases on coding and
biological molecular operation has been widely concerned
[14]. This method improves the search efficiency and opti-
mization performance through coding the individuals into
biological molecules by use of bases [15, 16]. The appropriate
mutation operator can improve the population diversity and
prevent premature. While the mutation operator of classical
RNA genetic algorithm (RGA) is fixed, so we need to find
a suitable method to determine the mutation operator. In
2003, Kennedy did some improvement on particle swarm
optimization (PSO) and proposed the bare bones particle
swarm algorithm [17].

In the proposedHRGA, the position displacement idea of
bare bones PSO is applied to change the mutation operator.
The nucleotide base encoding, RNA recoding operation, and
protein folding operation are reserved in the new algorithm.
Thus, the strong global search capability is kept. At the same
time, to make sure of the directivity of local searching, the
optimal experience of thewhole population and the historical
experience of individuals are used. The convergence speed
and solution precision are improved. Furthermore, to test the
validity of HRGA, three benchmark functions are adopted.
The mean value of optimum of HRGA is smaller than that of
traditional RNA genetic algorithm.

Once the support vector regression machine is designed
optimally, it can be used to predict crude oil price. Dynamic
correction factor is brought in to improve the predictive effect
and can strengthen the robustness of systems. In order to
test the performance of the proposed predicting method, we
provided the predicting results by using a back propagation
neural network and a traditional support vector regression
machine which are also improved with dynamic correction
factor [7, 8]. The results show that our predicting method
obtains greater accuracy than that of the other two in this
paper.

The paper is organized as follows. Section 2 discusses
the support vector regression machine with dynamic correc-
tion factor. Section 3 presents HRGA based on bare bones
PSO, and some testing examples are applied to verify the
effectiveness of the algorithm. Section 4 applies the dynamic
correcting 𝜀 -SVR to predict the crude oil price. Section 5
concludes the paper.

2. Support Vector Regression Machine with
Dynamic Correction Factor

Consider the training sample set (𝑥
𝑖
, 𝑦
𝑖
), 𝑖 = 1, 2, . . . , 𝑛, 𝑥

𝑖
∈

𝑅𝑛, as the input variable and 𝑦
𝑖
∈ 𝑅 as the output variable.

The basic idea of SVM is to find a nonlinear mapping 𝜙
from input space to output space [18–20]. Data 𝑥 is mapped
to a high-dimensional characteristic space 𝐹 on the basis
of the nonlinear mapping. The estimating function of linear
regression in characteristic space 𝐹 is as follows:

𝑓 (𝑥) = [𝜔 × 𝜑 (𝑥)] + 𝑏,

𝜙 : 𝑅𝑛 󳨀→ 𝐹, 𝜔 ∈ 𝐹,
(1)

where 𝑏 denotes threshold value.
Function approximation problem is equal to the following

function:

𝑅reg (𝑓) = 𝑅emp (𝑓) + 𝜆‖𝜔‖
2 =
𝑠

∑
𝑖=1

𝐶 (𝑒
𝑖
) + 𝜆‖𝜔‖

2, (2)

where 𝑅reg(𝑓) denotes the objective function, 𝑅emp(𝑓)
denotes the empirical risk function, 𝑠 denotes the sample
quantity, 𝜆 denotes adjusting constant, and 𝐶 denotes the
error penalty factor. ‖𝜔‖2 reflects the complexity of 𝑓 in the
high-dimensional characteristic space.

Since linear 𝜀 insensitive loss function has better sparsity,
we can get the following loss function:

󵄨󵄨󵄨󵄨𝑦 − 𝑓 (𝑥)
󵄨󵄨󵄨󵄨𝜀 = max {0, 󵄨󵄨󵄨󵄨𝑦 − 𝑓 (𝑥) − 𝜀

󵄨󵄨󵄨󵄨} . (3)

The empirical risk function is as follows:

𝑅𝜀
emp
(𝑓) =

1

𝑛

𝑛

∑
𝑖=1

󵄨󵄨󵄨󵄨𝑦 − 𝑓 (𝑥)
󵄨󵄨󵄨󵄨𝜀. (4)

According to the statistical theory, we bring in two groups
of nonnegative slack variable {𝜉

𝑖
}
𝑛

𝑖=1
and {𝜉∗

𝑖
}
𝑛

𝑖=1
. Then, the

question can be converted to the following nonlinear 𝜀-
support vector regression machine (𝜀 -SVR) problem:

min
(𝜉𝑖 ,𝜉∗𝑖 )

{
1

2
‖𝜔‖
2 + 𝐶

𝑛

∑
𝑖=1

(𝜉
𝑖
+ 𝜉∗
𝑖
)} ,

𝑦
𝑖
− 𝜔 ⋅ 𝜙 (𝑥) − 𝑏 ≤ 𝜀 + 𝜉

∗

𝑖
,

𝜔 ⋅ 𝜙 (𝑥) + 𝑏 − 𝑦
𝑖
≤ 𝜀 + 𝜉

𝑖
,

𝜉
𝑖
, 𝜉∗
𝑖
≥ 0,

(5)

where 𝜀 denotes the insensitive loss function. 𝐶 is used to
balance the complex item and the training error of themodel.

We bring into Lagrange multipliers 𝛼
𝑖
and 𝛼∗

𝑖
, then

the convex quadratic programming problem above can be
changed into the below dual problem:

max
(𝛼𝑖 ,𝛼∗𝑖 )

[

[

−
1

2

𝑛

∑
𝑖,𝑗=1

(𝛼∗
𝑖
− 𝛼
𝑖
) (𝛼∗
𝑗
− 𝛼
𝑗
)𝐾 (𝑋

𝑖
, 𝑋
𝑗
)

+
𝑛

∑
𝑖=1

𝛼∗
𝑖
(𝑦
𝑖
− 𝜀) −

𝑛

∑
𝑖=1

𝛼
𝑖
(𝑦
𝑖
− 𝜀)] ,

𝑛

∑
𝑖=1

(𝛼
𝑖
− 𝛼∗
𝑖
) = 0,

0 ≤ 𝛼
𝑖
, 𝛼∗
𝑖
≤ 𝐶, 𝑖 = 1, 2, . . . , 𝑛,

(6)
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where 𝐾(𝑋
𝑖
, 𝑋
𝑗
) denotes the inner product kernel satisfying

Mercer theorem.
We can get the 𝜀-𝑆𝑉𝑅 function through solving the above

dual problem:

𝑓 (𝑥) =
𝑛

∑
𝑖=1

(𝛼
𝑖
− 𝛼∗
𝑖
)𝐾 (𝑋

𝑖
, 𝑋) + 𝑏. (7)

When 𝜀-𝑆𝑉𝑅 is used on prediction, it may have a certain
error since the data fluctuates violently such as the crude
oil price. To reduce the error in some certain as possible as
we can, we bring in the dynamic correction factor 𝜀∗. The
main idea of the dynamic correction factor is that we use the
error of back step with multiplying 𝜀∗ to revise the current
predicting results.Thus, we can reduce the current predicting
error.The dynamic correcting SVR can be defined as follows:

𝑌
𝑑
(𝑖 + 1) = 𝑌

1
(𝑖 + 1) + 𝜀

∗ [𝑌 (𝑖) − 𝑌
𝑑
(𝑖)] , (8)

where 𝑌 denotes the real results, 𝑌
𝑑

denotes the final
prediction results, 𝑌

1
denotes the initial predicting results,

𝜀∗ denotes the dynamic correction factor, and 𝑖 denotes the
prediction steps.

In order to make the predicting results more accurate,
the optimal value of 𝜀∗ and the parameters of 𝜀-𝑆𝑉𝑅 involv-
ing 𝐶, 𝛿 (the variable in gauss kernel function) should be
designed (in (8)). To this end, an HRGA is studied below to
optimize the following problem:

min
(𝜀
∗
,𝐶,𝜎)

𝑛

∑
𝑖

[𝑌
𝑑
(𝑖) − 𝑌 (𝑖)]

2

. (9)

3. HRGA Based on Bare Bones PSO

Assuming that population size is𝑁, the dimension of particle
is 𝑚. The position of particle 𝑖 on generation 𝑡 is 𝑋

𝑖
(𝑡)

= (𝑥
𝑖1
(𝑡), . . . , 𝑥

𝑖𝑗
(𝑡), . . . , 𝑥

𝑖𝑚
(𝑡)), 𝑖 = 1, 2, . . . , 𝑁. The speed of

particle 𝑖 on generation 𝑡 is 𝑉
𝑖
(𝑡) = (V

𝑖1
(𝑡), . . . , V

𝑖𝑗
(𝑡), . . . ,

V
𝑖𝑚
(𝑡)). The historic optimal value of individuals is 𝑃𝐵𝑒𝑠𝑡

𝑖
(𝑡)

= (𝑝𝑏𝑒𝑠𝑡
𝑖1
(𝑡), . . . , 𝑝𝑏𝑒𝑠𝑡

𝑖𝑗
(𝑡), . . . , 𝑝𝑏𝑒𝑠𝑡

𝑖𝑚
(𝑡)).

Let the global optimal value be𝐺𝐵𝑒𝑠𝑡(𝑡) = (𝑔𝑏𝑒𝑠𝑡
1
(𝑡), . . . ,

𝑔𝑏𝑒𝑠𝑡
𝑗
(𝑡), . . . , 𝑔𝑏𝑒𝑠𝑡

𝑚
(𝑡)).

As to standard particle swarm, the position and speed are
updated as

V
𝑖𝑗
(𝑡 + 1) = 𝑤V

𝑖𝑗
(𝑡) + 𝑐

1
⋅ 𝑟
1𝑗
⋅ (𝑝𝑏𝑒𝑠𝑡

𝑖𝑗
(𝑡) − 𝑥

𝑖𝑗
(𝑡))

+ 𝑐
2
⋅ 𝑟
2𝑗
⋅ (𝑔𝑏𝑒𝑠𝑡

𝑗
− 𝑥
𝑖𝑗
(𝑡)) ,

𝑥
𝑖𝑗
(𝑡 + 1) = 𝑥

𝑖𝑗
(𝑡) + V

𝑖𝑗
(𝑡 + 1) ,

(10)

where 𝜔 denotes the inertia weight [21], 𝑐
1
and 𝑐
2
denote the

accelerating operators, and 𝑟
1𝑗
and 𝑟
2𝑗
are uniformdistributed

random numbers in [0, 1].
In the bare bones particle swarmoptimization (PSO), (10)

is replaced by (11) as the evolution equation of particle swarm
algorithm:

𝑥
𝑖𝑗
(𝑡 + 1) = 𝑁 (0.5 (𝑝𝑏𝑒𝑠𝑡

𝑖𝑗
(𝑡) + 𝑔𝑏𝑒𝑠𝑡

𝑗
(𝑡))

×
󵄨󵄨󵄨󵄨󵄨𝑝𝑏𝑒𝑠𝑡𝑖𝑗 (𝑡) − 𝑔𝑏𝑒𝑠𝑡𝑗 (𝑡)

󵄨󵄨󵄨󵄨󵄨) .
(11)

The position of particle is some random numbers which
are gotten from the Gauss distribution. The distribution has
the mean value of (𝑝𝑏𝑒𝑠𝑡

𝑖𝑗
(𝑡) + 𝑔𝑏𝑒𝑠𝑡

𝑗
(𝑡))/2 and the standard

deviation of |𝑝𝑏𝑒𝑠𝑡
𝑖𝑗
(𝑡) − 𝑔𝑏𝑒𝑠𝑡

𝑗
(𝑡)|.

RNA genetic algorithm is on the basis of base coding
and biological molecules operation. Since in the biological
molecule, every three bases compose one amino acid. In
other words, the bases’ length of individuals must be divided
exactly by 3. When RNA recoding and protein folding
[22], to reduce calculation and to control population size,
we assume that the protein folding operation only occurs
on the individuals without RNA recoding. Then the most
important work is to change the mutation probability [23,
24].

Angeline told us that the essence of particle swarm’s
position updating was one mutation operation in 1998 [25].
Traditional RNA genetic algorithm mutates as the fixed
mutation probability, and the mutation is random with one
direction. However HRGA can reflect the historic infor-
mation of individuals and the sharing information of the
population. HRGA can make every individual do directional
mutation and improve search efficiency. Moreover, HRGA
ensures the strong global search capability, since it does not
change the selection and crossover operator.

The procedure of HRGA based on bare bones particle
swarm algorithm to optimize the 𝜀-𝑆𝑉𝑅 parameters and the
dynamic correction factor is as follows.

Step 1. Get one group of 𝜀-𝑆𝑉𝑅 parameters, and the dynamic
correction factor randomly, code every parameter, and get
the initial RNA population with 𝑁 individuals, crossover
probability 𝑃

𝑐
, and mutation probability 𝑃

𝑚
. Assign values

for every 𝑃𝐵𝑒𝑠𝑡
𝑖
(individual’s historic optimal solution) and

𝐺𝐵𝑒𝑠𝑡 (population’s global optimal solution).

Step 2. Compute its error function and get the fitness func-
tion. Comparing it with corresponding fitness value of 𝑃𝐵𝑒𝑠𝑡

𝑖

and 𝐺𝐵𝑒𝑠𝑡, then update 𝑃𝐵𝑒𝑠𝑡
𝑖
and 𝐺𝐵𝑒𝑠𝑡.

Step 3. Execute the selection operation. Get current genera-
tion through coping𝑁 individuals from the initial or the last
generation.

Step 4. Decide whether the value meets the RNA recoding
condition or not. If 𝑌, recode RNA, then go to Step 6. If 𝑁,
go to Step 5.

Step 5. Decide meet the protein mutual folding condition or
not. If 𝑌, execute the protein mutual folding operation. If𝑁,
execute the protein own folding operation.

Step 6. Execute the mutation operation as (11) for all the
crossover individuals, on the basis of the 𝑃𝐵𝑒𝑠𝑡

𝑖
and 𝐺𝐵𝑒𝑠𝑡,

which have been gotten from Step 2.

Step 7. Repeat Step 2 to Step 6 until the training target meets
the condition. At last, we get the optimal parameters of 𝜀-𝑆𝑉𝑅
and the dynamic correction factor.
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Table 1: Benchmark functions.

Function Formula Global minimum

Sphere 𝑓
1
(𝑥) =

𝑛

∑
𝑖=1

𝑥2
𝑖
, 𝑥
𝑖
∈ [−100, 100]. 𝑓∗

1
(𝑥) = 0, 𝑥∗ = (0, 0, . . . , 0)

Rosenbrock 𝑓
2
=
𝑛=1

∑
𝑖=1

(100 × (𝑥
𝑖+1
− 𝑥2
𝑖
)
2

) + (𝑥
𝑖
− 1)
2, 𝑥
𝑖
∈ [−30, 30]. 𝑓∗

2
(𝑥) = 0, 𝑥∗ = (1, 1, . . . , 1)

Griewank 𝑓
3
=

1

4000

𝑛

∑
𝑖=1

𝑥
𝑖

2 −
𝑛

∏
𝑖=1

cos(
𝑥
𝑖

√𝑖
) + 1, 𝑥

𝑖
∈ [−600, 600]. 𝑓∗

3
(𝑥) = 0, 𝑥∗ = (0, 0, . . . , 0)

Table 2: Testing results of HRGA and standard RGA.

Function Hunting zone Dimension Iterative times
RGA HRGA

Parameter
selection

Mean value of
optimum

Parameter
selection

Mean value of
optimum

(−100, 100) 2 250 𝑃
𝑐
= 0.9

𝑃
𝑚
= 0.1

8.3421𝑒 − 6
𝑃
𝑐
= 0.85

𝑃
𝑚
= 0.3

1.9824𝑒 − 125

Sphere (−100, 100) 10 1000 𝑃
𝑐
= 0.9

𝑃
𝑚
= 0.1

0.0437 𝑃
𝑐
= 0.85

𝑃
𝑚
= 0.3

1.4597𝑒 − 67

(−100, 100) 20 1500 𝑃
𝑐
= 0.9

𝑃
𝑚
= 0.1

0.1012 𝑃
𝑐
= 0.85

𝑃
𝑚
= 0.3

1.5775𝑒 − 31

(−30, 30) 2 250 𝑃
𝑐
= 0.85

𝑃
𝑚
= 0.1

0.5311 𝑃
𝑐
= 0.6

𝑃
𝑚
= 0.3

0.0195

Rosenbrock (−30, 30) 10 1000 𝑃
𝑐
= 0.85

𝑃
𝑚
= 0.1

15.0766 𝑃
𝑐
= 0.6

𝑃
𝑚
= 0.3

3.0922

(−30, 30) 20 1500 𝑃
𝑐
= 0.85

𝑃
𝑚
= 0.1

124.2468 𝑃
𝑐
= 0.6

𝑃
𝑚
= 0.3

8.0576

(−600, 600) 2 250 𝑃
𝑐
= 0.8

𝑃
𝑚
= 0.15

0.0062 𝑃
𝑐
= 0.5

𝑃
𝑚
= 0.4

0.0044

Griewank (−600, 600) 10 1000 𝑃
𝑐
= 0.8

𝑃
𝑚
= 0.15

0.1468 𝑃
𝑐
= 0.5

𝑃
𝑚
= 0.4

0.0132

(−600, 600) 20 1500 𝑃
𝑐
= 0.8

𝑃
𝑚
= 0.15

0.0191 𝑃
𝑐
= 0.5

𝑃
𝑚
= 0.4

2.0109𝑒 − 3

The flowchart of HRGA to optimize the 𝜀-𝑆𝑉𝑅 parame-
ters and the dynamic correction factor is shown in Figure 1.

3.1. HRGA Testing. Three classical benchmark functions
shown in Table 1 are used to test the property of HRGA.

In addition, among the three functions, Sphere is uni-
modal function, and the other two are multimodal function.

With the population size 𝑁 = 50, and other parameters
determined by multiple test for each function. Each function
is tested by HRGA and standard RGA in different dimen-
sions. Each experience is carried on 100 times. Record the
mean value of target function’s optimum (shown in (12)).The
result is displayed in Table 2:

MVO =
1

𝑁

𝑁

∑
𝑖=1

𝑓
𝑖

󸀠

(𝑥) . (12)

In this equation, MVO denotes the mean value of target
function’s optimum; 𝑓

𝑖

󸀠(𝑥) denotes the optimum of bench-
mark functions in every experiment.

As to the experimental results, with different dimensions
having the same iterative times, the mean value of optimum
ofHRGA is smaller than that of RGA for the three benchmark
functions. The average performance of HRGA is closer to

the optimum. We can increase the mutation probability
appropriately and enhance the convergence speed, since the
mutation operator of HRGA has directional local search.

4. Crude Oil Price Prediction Based on a
Dynamic Correcting 𝜀-SVR

In this paper, we get the crude oil price from the US Energy
Information Administration Web [26]. Since the oil price
fluctuates violently, in order to facilitate the processing and
decrease the error, we adopt the Cushing, OKWTI Spot Price
FOB (dollars per barrel)monthly from January 1986 to now.
We take the one hundred data from January 1986 to April
1994 as the test sample. And give the next 20-month dynamic
predicting data fromMay 1994 toDecember 1995.The relative
error of forecasting is shown in Table 2. The prediction effect
figure of HRGA and 𝜀-𝑆𝑉𝑅 with dynamic correction factor
is shown in Figure 2. We use Gauss function as the kernel
function of 𝜀-𝑆𝑉𝑅, which is given as follows:

𝑘 (𝑥, 𝑦) = exp(−
󵄩󵄩󵄩󵄩𝑥 − 𝑦

󵄩󵄩󵄩󵄩
2

2 ⋅ 𝜎2
) . (13)
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Mutual folding operation

Satisfying the protein mutual
folding condition?

Selecting operation

Satisfying the termination 
condition?

End

N

N

N

Y

Y

Y

and dynamic correction factor

RNA recoding operation

Executing mutation operation as (11)

Own folding operation

Satisfying the condition
of RNA recoding?

Population initialization 

Fitness function computation

Start

dynamic correction factor

Parameters of 𝜀-SVR and dynamic correction factor

𝜀-SVR model
𝐹(𝑥)

Get the optimal parameters of 𝜀-SVR

𝐹(𝑥): fitness

𝑥: parameters of 𝜀-SVR and

Figure 1: The flowchart of HRGA.
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Figure 2: The prediction curve of HRGA-𝜀-𝑆𝑉𝑅.

Parameter setting ofHRGA-𝜀-𝑆𝑉𝑅 is with population size
being 100, maximum evolution generation being 150, coding
length of 𝐶 being 9, coding length of 𝜀 being 8, coding length
of 𝜎 being 13, coding length of 𝜀∗ being 8, 𝑃

𝑐
being 0.8, and

𝑃
𝑚
being 0.1.
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Figure 3: Errors analysis with different models.

The optimization interval is set to be

1 ≤ 𝐶 ≤ 10000, 0.0001 ≤ 𝜀 ≤ 0.1,

0.01 ≤ 𝜎 ≤ 500, 0.5 ≤ 𝜀∗ ≤ 2.
(14)
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Table 3: Analysis results of forecasting error.

Date BP/% 𝜀-SVR% HRGA-𝜀-SVR /%
5-1994 3.22 3.64 3.42
6-1994 −5.1 −3.78 −4.48
7-1994 1.97 −0.57 0.61
8-1994 4.27 6.55 5.77
9-1994 2.05 4.41 3.38
10-1994 2.19 1.59 1.51
11-1994 0.69 2.3 1.87
12-1994 8.08 7.68 7.35
1-1995 −6.46 −2.79 −4.16
2-1995 7.58 2.87 4.44
3-1995 −4.23 1.61 −0.13
4-1995 −1.69 −6.46 −5.57
5-1995 1.56 2.08 2.48
6-1995 3.75 3.94 3.2
7-1995 3.7 5.19 4.83
8-1995 −1.69 −0.85 −1.75
9-1995 4.27 3.4 4.19
10-1995 4.64 5.94 5.45
11-1995 −2.58 −1.17 −2.14
12-1995 0.62 −0.92 −0.03
𝛿 4.09 3.96 3.87

When analyzing the results, we define the evaluation
index:

𝐸
𝑟
=
𝑥
𝑖
− 𝑦
𝑖

𝑥
𝑖

× 100%, 𝜎 = √
1

𝑛

𝑛

∑
𝑖=1

(
𝑥
𝑖
− 𝑦
𝑖

𝑥
𝑖

)
2

. (15)

The forecasting error analysis results are shown in
Figure 3. In this figure, SVM refers to 𝜀-𝑆𝑉𝑅. The BP neural
network and 𝜀-𝑆𝑉𝑅 are with dynamic correction factor which
differs them to the traditional method. From Figure 2, we can
know that the prediction result is very close to the real value.
The HRGA-𝜀-SVR can be used to predict the crude oil price.
Table 3 tells us the WTI crude oil price predicting relative
errors of twentymonths. Among the threemethods in twenty
months, the biggest absolute value of relative error of HRGA-
𝜀-𝑆𝑉𝑅 is the smallest, which is 7.35%, and the smallest root-
mean-square of relative error is 3.87%. As to Figure 3, the
fluctuation range ofHRGA-𝜀-𝑆𝑉𝑅 is smaller than those of the
other two methods obviously. This means that HRGA-𝜀-SVR
is the best one among the three methods.

5. Conclusions

In this paper, we have presented a novelmethod on predicting
crude oil price. This method bases on an 𝜀-support vector
regression machine with dynamic correction factor correct-
ing predicting errors. We also proposed the HRGA, with the
position displacement idea of bare bones PSO changing the
mutation operator, to optimize the parameters in an 𝜀-SVR.
The predicting result of crude oil price shows the validity of

the proposed method. Thus, the 𝜀-SVR model can also be
applied to predict tendency in other practical areas.
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