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Neurodevelopmental disorders (NDDs) include a huge vari-
ety of pathologies characterised by varying degrees of intel-
lectual disability and behavioural dysfunction. Research dur-
ing the last years has underlined the genetic nature of the
aetiological factors involved in most NDDs, identifying in
some cases (e.g., Fragile X and Rett syndromes) single gene
mutations as the unique pathological cause, while determin-
ing in othersmultiple genetic risk factors (e.g., schizophrenia,
autism spectrum disorders (ASDs)).The high interindividual
variability in several key pathological aspects of NDDs,
such as the severity of the behavioural symptoms and the
age-related progression, has motivated researchers to direct
their attention to environmental factors that may critically
influence the expression of the genetic “determinants” of
these pathologies. This research has led to several theoretical
models describing the relationships between genetic and
environmental insults in NDDs: these models have in turn
emphasised the additive or synergistic interactions between
genes and environment and increased the interest in better
understanding the specific contributions of these interactions
in the aetiopathology of NDDs.

Gene-environment interactions are obviously of rele-
vance to most disorders of the nervous system but are
especially important for developmental pathologies, because
of the considerable plasticity of the developing brain and
its critical responsiveness to environmental changes. Indeed,
a large body of human and animal data has demonstrated
that environmental stimulation/deprivation can, respectively,
ameliorate or exacerbate the symptoms of many NDDs.

Nonetheless, animal studies combining both genetic and
environmental manipulations are still scarce, at least com-
pared to the huge amount of research work that concen-
trates only on genetic effects. This special issue aims to
attract attention to the importance of gene-environment
interactions, which so far have often been ignored. Review
and original research articles are combined to discuss the
impact of the interactions between genetic and environmen-
tal interventions in both clinical and preclinical studies. A
variety of NDDs are included, such as ASDs, schizophrenia,
Fragile X, Down syndrome, and ADHD, and a multitude
of genetic and environmental manipulations are discussed.
Several environmental factors were studied, such as nutri-
tional manipulations, immunological changes, environmen-
tal enrichment, stress, or social deprivation.These sometimes
implied environmental adversity, but in other cases environ-
mental stimulation, possibly supporting nonpharmacological
therapies based on sensory-social or nutritional enrichment.

The review by C. Madore et al. investigates the relevance
of nutritional factors in the aetiopathology of neurodevel-
opmental disorders. This article is focused in particular on
the role of polyunsaturated fatty acids (PUFAs), because
of the association between imbalances in PUFA levels and
NDDs. Preclinical and clinical data are summarised, high-
lighting the anti-inflammatory properties of PUFAs and
their impact on the microbiota, which is suggested as the
main factor potentially linking inflammation, environmental
adversity, and NDDs. P. Moran et al. instead provide a review
of preclinical studies on gene-environment interactions in
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2 Neural Plasticity

schizophrenia using genetic animal models. This review
discusses the synergistic effects of genetic and environmental
risk factors on the expression of those endophenotypes that
are relevant to schizophrenia, thus supporting the validity of
multifactorial preclinical models.

The research article by E. Aronoff et al. provides original
clinical data on the therapeutic impact of environmental
enrichment in autistic children. Indeed, a therapy based on
daily sensory enrichment is shown to ameliorate children’s
behavioural problems in multiple domains, including cogni-
tive, emotional, social, and sensorial abilities. Interestingly,
these effects were largely independent of the subjects’ gender,
nationality, or initial severity levels of the pathology. The
article by L. Garbugino et al. parallels this human study,
providing original data on the effects of early enrichment in
an animal model of social dysfunction, the KO mouse for
the 𝜇-opioid receptor gene (Oprm1−/−). Early environmental
stimulation of the highly immature mouse pups using an
enrichment protocol providing additional maternal care was
applied and both short- and long-term behavioural effects of
this manipulation were detected. The research article by E.
Burrows et al. focuses its attention instead on environmental
adversity, evaluating the behavioural effects of social isolation
housing in a mouse model for autism, the Neuroligin-3
(NL3) mouse. The data presented here also highlight the
importance of the choice of the procedures for behavioural
testing in research on genetic models of neurodevelopmental
disorders, since the effects of the environmental and genetic
manipulations differed depending on the specific social test
used.

The review by I. De Toma et al. expands the eval-
uation of the effects of gene-environment interactions in
NDDs by assessing the role of epigenetic mechanisms in the
aetiopathology of these diseases. The link between global
and local epigenetic alterations, such as anomalies in DNA
methylation, histone modifications or chromatin remod-
elling, and developmental disorders, is discussed, with a focus
on two examples of developmental pathologies characterised
by cognitive impairments, Down syndrome (DS) and Fragile
X syndrome (FXS). This article also directly describes ther-
apeutic approaches using epigenetic drugs that can act as
cognitive enhancers in DS and FXS.

In conclusion, this special issue emphasises the impor-
tance of continuing and extending neurobehavioural studies
on NDDs combining genetic with environmental manipu-
lations and suggests that a multifactorial approach is most
likely to identify novel therapeutic approaches and to advance
our understanding of the aetiopathology of these complex
disorders.

Susanna Pietropaolo
Wim E. Crusio
Joram Feldon
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Autism spectrum disorder (ASD) is a neurodevelopmental disorder typified by impaired social communication and restrictive and
repetitive behaviors. Mice serve as an ideal candidate organism for studying the neural mechanisms that subserve these symptoms.
The Neuroligin-3 (NL3) mouse, expressing a R451C mutation discovered in two Swedish brothers with ASD, exhibits impaired
social interactions and heightened aggressive behavior towards male mice. Social interactions with female mice have not been
characterized and in the present study were assessed in male NL3R451C and WT mice. Mice were housed in social and isolation
conditions to test for isolation-induced increases in social interaction. Tests were repeated to investigate potential differences in
interaction in näıve and experiencedmice.We identified heightened interest inmating and atypical aggressive behavior inNL3R451C
mice. NL3R451C mice exhibited normal social interaction with WT females, indicating that abnormal aggressive behavior towards
females is not due to alteredmotivation to engage. Social isolation rearing heightened interest in social behavior in allmice. Isolation
housing selectively modulated the response to female pheromones in NL3R451C mice. This study is the first to show altered mating
behavior in the NL3R451C mouse and has provided new insights into the aggressive phenotype in this model.

1. Introduction

Autism spectrum disorder (ASD) is a neurodevelopmental
disorder characterized by impaired social communication
and repetitive and restrictive behavior [1]. Reflecting the
diverse clinical presentation, ASDs are no longer thought to
have a single causal factor. ASDs have a high heritability and
10–25% of individuals with the condition possess an associ-
ated genetic disorder [2].This genetic link is further strength-
ened by studies that demonstrate a familial concordance
ranging from60 to 90% forASDs betweenmonozygotic twins
[3, 4]. Of the associated genetic variants andmutations, many
affect proteins involved in synapse function and development
[5]. In particular, mutations in single genes that encode cell-
adhesion molecules such as the neuroligin/neurexin com-
plexes have been identified [6–10]. Neuroligins are proteins

localized to the postsynaptic membrane [11, 12] and func-
tion as ligands to presynaptic neurexins, forming dynamic
transsynaptic neurexin/neuroligin complexes, which puta-
tively subserve synaptic formation [12–15] and function [16–
18]. Disruption to the regulation of these pivotal synaptic
proteins may provide insight into dysregulated synaptic
mechanisms inASD [11, 19–21]. Notwithstanding these strong
genetic bases, there is evidence for a role of environmental
modulation in the etiology of ASDs. Discrete modules of
coexpressed ASD-associated genes specifically enriched in
high-throughput RNA-sequencing but not GWAS implicate
a nongenetic causative factor and potential interplay between
genetic predisposition and the environment [22].

The identification of many genetic mutations associated
with ASDs prompts the use of mouse models to further
our understanding of how these may lead to the underlying
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physiological mechanisms. Aberrant reciprocal social inter-
actions can be probed in mouse models using assays that
measure tendency to spend time with an unfamiliar mouse
[20, 23].TheNL3R451Cmutation, discovered in two Swedish
brothers with ASDs [6], results in only 10% of the functional
protein being incorporated into the synaptic architecture [10]
and affects the binding of NL3 to its presynaptic neurexin
ligand [24]. NL3R451C mice show a diverse range of behavioral
abnormalities, including altered social interaction, restrictive
and repetitive behaviors, and synaptic dysfunction as shown
by increased cortical inhibition together with enhanced hip-
pocampal excitation in brain slices [25–32]. Inconsistencies
between investigations of social interaction in NL3R451C mice
have been reported [27–29]. These discrepancies have been
said to be largely due to different genetic backgrounds,
experimental conditions, and tests conducted by different
laboratories [27, 33]. Heightened aggression towards younger
sexually mature male mice has also been reported using
a resident-intruder assay where the animals were permit-
ted free interaction [31]. No aggression has been noted
during free interaction juvenile social interaction testing,
suggesting that the heightened aggression expressed in the
adult NL3R451C mouse could be territorial in nature [27, 31].
Aggression in mice is a robust, innate, social behavior and
serves to assist the acquisition of social ranking and resources
from the environment, including female mates. Alterations
in this behavior add to the understanding of the NL3R451C
mouse social phenotype. Overlapping neural circuits control
aggression and mating behavior in mice; however, it is not
known if NL3R451C mice show any differences in social or
mating behavior towards female mice [34, 35]. In order
to determine whether the NL3 R451C mutation impacts
social andmating behavior inmale-female diads, we assessed
interactions with female mice in male mutant and WT mice.
The aim of the present study was also to address how context
influences the behavior of adultmalemice during social inter-
action. Mice were housed in social isolation from weaning
to probe if this increased social interactions differentially
in mice. Isolation housing has been previously shown to
potentiate social interaction in mice [36]. Furthermore, tests
were repeated to investigate whether experience altered social
behavior between groups.

2. Methods

2.1. Animals and Housing. B6;129-Nlgn3tm1Sud/J mice were
obtained from Jackson Laboratories (Bar Harbor, Maine,
USA) and backcrossed beyond generation F10 on a C57BL6
background. NL3R451C and WT animals were derived by
mating heterozygous females with NL3R451C males, which
produced 50 : 50 WT and NL3R451C male offspring (Y/+ and
Y/R451C) that were genotyped as previously described [28].
All mice were socially housed until weaning at postnatal day
28 in conventional open-top cages (31× 16× 10 cm)with basic
nestingmaterials (pine bedding and tissue paper)maintained
at a constant temperature (22 ± 1∘C). After weaning, all mice
were transitioned from a standard 12-hour light-dark cycle
(light: 07:00–19:00) to another 12-hour reverse-cycle room

(light: 19:00–07:00) over three days (4-hour cycle shift per
day). Food and water were available ad libitum. C57Bl/6J
female mice were housed in groups of 5-6 individuals. At
weaning, mice were pseudorandomly allocated to mixed
housing (3-4 individuals) or social isolation, ensuring equal
WT and NL3R451C mice in each mixed housing condition
and that litters were spread over all conditions. All socially
housed mice were individually housed following the first
Male-Female Social Interaction Test (MFSIT; aged 13–19
weeks), to avoid excessive aggression, previously reported
in NL3R451C adult male mice [31]. Experiments occurred
between 08:00 and 18:00, during the dark cycle under
red light (4 lux) at 55.0% humidity; mice were habituated
to experimental rooms (22 ± 1∘C) for at least 30 min-
utes prior to testing, from which all strong odors were
eliminated. All experiments were approved by the Florey
Institute of Neuroscience and Mental Health Animal Ethics
Committee.

2.2. Estrus Cycle Determination. Adult wild-type C57Bl/6J
female mice were pap-smeared on the morning of each
experimental day in order to determine the respective stage
in the murine estrus cycle. Only those determined to be
in estrus on the same experimental day were used either
for urine collection or as a stimulus mouse. Animals were
held by the base of their tails, with their hind limbs
raised to evert their genital region and vaginal epithe-
lial and blood cells were collected using a cotton-tipped
applicator and smeared on the surface of a sterile glass
microscopy slide and allowed to dry. Estrus phase was
determined by staining cells usingThermo Scientific� Shan-
don� Kwik-Diff� staining kit (Thermo Fisher Scientific Inc.,
USA).

2.3. Female Urine Sniffing Test (FUST). The Female Urine
Sniffing Test has been described previously [37]. In brief, for
at least one hour prior to the test, 8–10-week-old mice were
habituated to a sterile cotton-tipped applicator suspended
from the ceiling of a clean cage in the reverse light cycle
dim red light illumination (4 lux). Urine from C57Bl/6J
estrus female mice was thawed from a −80∘C freezer to
room temperature and combined into a single vial. The
same urine combination was used within each experimental
day. Urine (10 𝜇L) was pipetted onto another sterile cotton-
tipped applicator and suspended into the cage for 3 minutes.
Latency and duration of sniffing were recorded using a
digital camera (Panasonic, Secaucus, NJ, USA), positioned
30 cm from the cage, and were scored manually post hoc
by a single independent observer blinded to genotype and
housing condition.

2.4. Male-Female Social Interaction Test (MFSIT). Social
behavior between socially and isolation-housed male mice,
aged 14–20 weeks of age, towards a novel sexually mature
female was assessed using a previously described protocol
[38]. Each male experienced the MFSIT twice, one week
apart, to probe for the effect of sexual experience. Females
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(in estrus, determined same day of testing) were pseudo-
randomly paired with the subject male, ensuring that each
dyadic interaction was novel and that each female was paired
with only one male per day. For at least one hour prior to
the test, all mice were habituated to the experimental room.
Male mice were additionally habituated to clean, transparent
Perspex open-top cages (31 × 16 × 15 cm) with fresh, odorless
pine litter. In Phase 1, the stimulus female was placed into
the cage with the male for a 5min period of free interaction.
Following this, the female was removed and placed into a
separate clean standard open-top cage. After 3mins, the same
female was then recoupled with the male for a second 5min
bout of free interaction (Phase 2). The test was repeated
one week later where males were paired with a different
female. Behaviors were recorded using a digital visual camera
(Panasonic, Secaucus, NJ, USA), positioned 30 cm above the
cage. Sniffing, stalking, mounting, and attacking behaviors
(previously defined in [31, 39]) were scored by a single
observer blinded to genotype and housing condition post
hoc using a key-sensitive timer program custom written in
MATLAB�. For each behavior, latency, number of bouts,
and total duration were analyzed. Sniffing behavior was
recorded when mice made contact with the female with
their nose and were stationary. Stalking was defined as slow
deliberate chasing behavior. 5 trials were chosen at ran-
dom and scored by an independent observer. High concor-
dance between the behaviors scored was seen (Supplemen-
tary Figure 1 available online at https://doi.org/10.1155/2017/
8361290).

2.5. Statistical Analyses. FUST data was normally distributed
and variance comparable and two-way ANOVA followed by
Bonferroni post hoc tests was applied. MFSIT data was not
normally distributed and random effect regression models
were applied to estimate the effect size of each behavioral
measure. Animals were repeatedly tested over 2 phases and
over 2 weeks; thus these observations are correlated within
a given animal. In all analyses, phase, episode, housing,
and gene were used as independent variables. Two-sided 𝑝
values were reported together with appropriate effect size
estimates and 95% confidence intervals (95% CI) to indicate
the precision. Latency describes the time to a behavior and
may be censored (e.g., when an animal does not attack during
the 300 sec observation period). A shared frailty Cox regres-
sion model was used to estimate the treatment effect size,
measured as the hazard ratio of the first sniff/mount/attack
occurring at any time over the 300 sec observation period.
A negative binomial regression model was used to estimate
the differences in number ofmounting episodes, measured as
the ratio of expected number of mounts. Clustered median
regressions were applied to the duration data of those ani-
mals engaged in the specific behavior. Results for MISFIT
data are graphically presented as a box and whiskers plot
showing the 25th to the 75th percentile and the minimum
to maximum of the data range and median shown by a line.
Data from FUST are shown as mean ± SEM. Significance was
evaluated at 𝑝 < 0.05. Statistical analyses were performed
with STATA v13IC (StataCorp, College Station, TX, USA)

and IBM SPSS Statistics v22 (IBM Corp, Armonk, NY)
software.

3. Results

3.1. Social Isolation Potentiates Social Behavior in Both NL3
and WT Mice. NL3R451C and WT mice were assessed for
social and mating behavior towards a female mouse, over
two phases (first and second exposure, following a 3-minute
separation) and across two weeks (näıve and experienced,
one week apart). No group differences were seen in latency
to sniff, with all mice making contact with the female
in under 6 seconds regardless of exposure or week tested
(Figure 1(a)). Mice housed in isolation showed increased
interest in interacting with the female, spending more time
sniffing their head (Figure 1(b); median difference in time
between social and isolation housing = 19.01; 𝑝 = 0.005;
95% CI: 5.9, 32.12) and body (Figure 1(c); median difference
in time between social and isolation housing = 13.34; 𝑝 <
0.001; 95% CI: 6.02, 20.65) compared to socially housed
animals. Isolation housing had a selective effect on time
spent sniffing the genital region of the female mouse in NL3
mice only (Figure 1(c); median regression, gene∗housing
interaction:𝑝 < 0.001). NL3miceweremore likely to sniff the
genital region of the female mouse when they were housed
in isolation (Figure 1(c); median difference in time between
social and isolation housing for NL3 only = 43.0; 𝑝 = 0.006;
95% CI: 13.09, 72.92).

Mice were scored for latency to groom (Figure 2(a)) and,
provided they groomed within the session, they were scored
for time spent grooming their head and body (Figure 2(b))
and genitals (Figure 2(c)). No differences were seen between
WT and NL3 mice and no effect of housing on any measure
was evident indicating that any differences seen in dyadic
interactions were not due to time spent self-grooming.

3.2. NL3 Mice Show Altered Mating Behavior and Isolation
Housing Does Not Modify Behavior. NL3R451C and WT mice
did not show any difference in latency tomount (Figure 3(a)).
All mice were quicker to mount after the period of separation
(Figure 3(a); hazard ratio of first mount in second phase
compared to first = 3.09; 𝑝 < 0.001; 95% CI: 1.99, 4.81) and
slower when the test was repeated a week later (Figure 3(a);
hazard ratio of first mount in second week compared to
first = 0.51; 𝑝 = 0.004; 95% CI: 0.33, 0.80). NL3R451C mice
mounted a greater number of times compared to WT mice
(Figure 3(b); ratio of expected number of mounts between
WT and NL3 mice = 1.95; 𝑝 = 0.004; 95% CI: 1.24, 3.06).
A lack of interaction between housing and genotype meant
that we were unable to ascertain if this effect was specific to
one condition. A trend for NL3R451C mice to spend longer
mounting the female mouse was also observed (Figure 3(c);
median difference in time between WT and NL3 mice =
39.42; 𝑝 = 0.056; 95% CI: −1.05, 79.89). Duration mounting
increased in all mice when they were exposed to the same
female after a brief period of separation (Supplementary
Figure 2; median difference in time between first phase and
second = 12.77; 𝑝 = 0.023; 95% CI: 1.29, 1.44); however,

https://doi.org/10.1155/2017/8361290
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Figure 1: Isolation housing increased sociability in WT and NL3 mice. (a) Latency to sniff, (b) sniffing head of female, (c) sniffing body, and
(d) sniffing genital region. Values are an average of 4 tests (2 phases, 2 weeks) and data in (b–d) are displayed as boxplots with median plus
the 25th and 75th percentiles. Whiskers represent the minimum and maximum values. SOC = socially housed animals (WT: 𝑛 = 10; NL3 =
10); ISO = isolation-housed (WT: 𝑛 = 9; NL3 = 9) animals. ∗𝑝 < 0.05 and ∗∗𝑝 < 0.01.

mounting decreased when a novel female was placed in the
test mouse’s cage the following week (Supplementary Figure
2; median difference in time between first week and second =
−19; 𝑝 = 0.004; 95% CI: −31.89, −6.10).

3.3. NL3 Mice Are Aggressive towards Female Mice and Iso-
lation Housing Reduces Incidence of Stalking. NL3R451C and
WT mice were monitored for signs of aggression towards
female mice during all phases of the test. While no genotype
effect on stalking latency was seen (Figure 4(a)), NL3R451C
mice stalked female mice for a longer duration (Figure 4(b);

median difference in time betweenWT and NL3mice = 9.42;
𝑝 = 0.038; 95% CI: 0.53, 18.30). Regardless of genotype,
mice housed in isolation were less likely to stalk the female,
showing higher latencies to stalk (Figure 4(b); hazard ratio of
first stalk in social compared to isolation housing = 0.92; 𝑝 =
0.021; 95% CI: 0.21, 0.88) and reduced duration of stalking
(Figure 4(c); median difference in time between social and
isolation housing = −5.14; 𝑝 = 0.045; 95% CI: −10.16,
−0.11). NL3R451C mice were more likely to attack female mice,
regardless of housing, exposure, or week of test (Figure 4(c);
hazard ratio of first attack in WT compared to NL3 mice =
18.20; 𝑝 = 0.007; 95% CI: 2.21, 149.67). With the exception
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Figure 2: Self-grooming behavior in NL3 and WT mice. (a) Latency to groom, (b) time spent grooming head/body, and (c) genitals. Values
are an average of 4 tests (2 phases, 2 weeks) and data in (b-c) are displayed as boxplots with median plus the 25th and 75th percentiles.
Whiskers represent the minimum and maximum values. SOC = socially housed animals (WT: 𝑛 = 10; NL3 = 10); ISO = isolation-housed
(WT: 𝑛 = 9; NL3 = 9) animals.
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Figure 3: NL3 mice show heightened interest in mating compared to WT mice. (a) Time to first mount, (b) number of mounts, and (c)
duration of mounting. Values are an average of 4 tests (2 phases, 2 weeks) and data in (b-c) are displayed as boxplots with median plus the
25th and 75th percentiles. Whiskers represent the minimum and maximum values. SOC = socially housed animals (WT: 𝑛 = 10; NL3 = 10);
ISO = isolation-housed (WT: 𝑛 = 9; NL3 = 9) animals. ∗𝑝 < 0.05.

of oneWTmouse, only NL3R451C mice attacked female mice.
Attacks were brief and did not occur many times per mouse,
limiting the analysis to latency.

Time spent investigating estrus female urine was mea-
sured in a naı̈ve cohort of mice and was used as an index

of arousal and interest in the female. Housing specifically
modulated NL3 mouse sniffing behavior (Figure 5; two-way
ANOVA, genotype∗housing interaction: F1,33 = 11.264; 𝑝 =
0.002). Pairwise comparisons indicated that socially housed
NL3 mice investigated the stimulus for less time compared to
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Figure 4: NL3 male mice show aggression towards female mice. (a) Latency to stalk female mouse, (b) duration of stalking female, and (c)
percentage of male mice attacking female. Values are an average of 4 tests (2 phases, 2 weeks) and data in (a-b) are displayed as boxplots with
median plus the 25th and 75th percentiles. Whiskers represent the minimum and maximum values. SOC = socially housed animals (WT:
𝑛 = 10; NL3 = 10); ISO = isolation-housed (WT: 𝑛 = 9; NL3 = 9) animals. ∗𝑝 < 0.05 and ∗∗𝑝 < 0.01.
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Figure 5: NL3 mice are less interested in female urine and social
isolation increases interest to WT levels. Values are displayed as
mean ± SEM. Asterisks represent a statistically significant difference
between indicated groups. ∗𝑝 < 0.05. SOC = socially housed
animals (WT: 𝑛 = 10; NL3 = 10); ISO= isolation-housed (WT: 𝑛 = 9;
NL3 = 9) animals.

their WT counterparts. Isolation housing increased investi-
gation time in NL3 mice to levels comparable to WT mice.

4. Discussion

The present study identified heightened interest in mating
and atypical aggressive behavior in NL3R451C mice. NL3R451C
mice exhibit normal social interaction towards female mice,
indicating that abnormal aggressive behavior is not due
to altered motivation to engage in prosocial interactions.
Isolation housing increased the time spent engaging in social
interaction in allmice, in linewith reports that social isolation
increases motivation to engage in social communicative
behaviors [40]. A selective effect of social isolation housing
was seen on time spent investigating female pheromones
in NL3R451C mice. No difference in grooming was detected
between NL3R451C and WT mice, consistent with previous
investigations into this behavior [33].

Heightened territorial aggression has previously been
identified in NL3R451C male mice utilizing the resident-
intruder test whereby a male juvenile intruder mouse is
introduced to the home cage of a test mouse [31]. The
present study has shown that NL3R451C mice also display
aggressive behavior towards female mice. While aggression
towards male mice is a robust, innate, social behavior to
assist in the acquisition of social ranking and resources
from the environment [41], aggression towards female mates
is atypical. Studies employing similar paradigms to assess
social interaction in male-female dyads have not shown
aggression towards females in WT mice [42]. Rearing in
social isolation leads to increased territorial aggression in
adult mice [43, 44]. In the present study, socially housed
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animals did not show an increase in aggression. This dis-
crepancy could be due to a number of factors. The atypical
aggression seen in NL3R451C mice may not be territorial
in nature as the aggression is directed towards both males
and females. Furthermore, testing was not conducted in
the home cage of male test mice, reducing the likeli-
hood and severity of aggression for those that showed the
behavior. Using an assay designed to potentiate aggression
would allow more thorough investigation of this atypical
behavior in NL3R451C mice and also in isolation-housed
mice.

Abnormal aggression towards female mice has been
linked to altered levels of brain serotonin, with mice deficient
in brain tryptophan hydroxylase 2 exhibiting hyperaggressive
behavior towards their female interaction partners [45].
The hyperaggression in NL3R451C mice, previously identified
towards male intruder mice, was mitigated following treat-
ment with risperidone, an antagonist with high affinity for
both serotonin and dopamine receptors [31]. Furthermore,
overlapping neural circuits have been shown to control
aggression and mating behavior in mice [46]. Specific acti-
vation of the ventral medial hypothalamus in male mice
paired with a female, led to aggressive behavior in between
bouts of mounting [35]. These findings provide a compelling
reason to investigate both of these systems and brain regions
in NL3R451C mice and to interrogate their role in mediat-
ing aggressive behavior. Furthermore, it will be of interest
to explore the efficacy of risperidone treatment to reduce
the aggression observed in NL3R451C mice towards female
mice.

Since mice use pheromonal cues to identify individ-
uals, we explored the possibility that pheromone detec-
tion may be altered in NL3R451C mice and could underlie
their atypical aggression towards females. Unlike WT mice,
NL3R451C mice showed reduced interest in exploring female
urinary pheromones. Reduced interest could indicate that
vomeronasal function may be compromised in NL3R451C
mice; however, we have previously shown no impairment in
olfactory discrimination of social and nonsocial odorants,
including female urine [31]. Furthermore, isolation housing
increased time spent sniffing urine inNL3R451C mice, indicat-
ing that the social housing was a likely factor in influencing
interest in urinary pheromones. Social experience has been
shown to modulate mating behavior, the production of
vocalizations used during mating, and social interaction and
response to pheromones [40, 47]. Mice normally live in large
groups and exhibit social interactions that are dependent
on the dynamics of multiple group members [48] and
complex dominance hierarchies [49]. Further interrogation
of dominance hierarchies in socially housed,mixed-genotype
groups is therefore warranted.

In addition to aberrant aggression, NL3R451C mice
showed heightened interest in mating with female mice.
Increased mating drive could underlie this phenotype and
future studies of this mouse model should assay for blood
testosterone concentration differences from baseline follow-
ing exposure to a female. Given that NL3 knockout mice
have been reported to show reduced vocalizations during

contact with a female mouse [50], investigation of social
communication during mating in NL3R451C mice is also
warranted.

This study identified heightened interest in mating and
atypical aggressive behavior towards femalemice inNL3R451C
mice. This is the first investigation of social interactions in
male-female dyads in NL3R451C mice and contributes to the
full characterization of altered social behavior in this mouse
model of ASD. Further investigation into the overlapping
neural substrates underlying mating and aggressive behavior
in the NL3R451C mouse may shed light into the role of
Neuroligin-3 in mediating complex social behavior in mice.
NL3R451C mice provide a very useful tool to model circuitry
underlying abnormal social behavior in ASD.
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NL3: Neuroligin-3
R451C: Arginine to cysteine residue 451 substitution
WT: Wild-type.
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native splicing, and neurexin binding of multiple neuroligins,”
Journal of Biological Chemistry, vol. 271, no. 5, pp. 2676–2682,
1996.

[25] M. R. Etherton, K. Tabuchi, M. Sharma, J. Ko, and T. C.
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Several genetic causes of autism spectrum disorder (ASD) have been identified. However, more recent work has highlighted
that certain environmental exposures early in life may also account for some cases of autism. Environmental insults during
pregnancy, such as infection ormalnutrition, seem to dramatically impact brain development. Maternal viral or bacterial infections
have been characterized as disruptors of brain shaping, even if their underlying mechanisms are not yet fully understood. Poor
nutritional diversity, as well as nutrient deficiency, is strongly associated with neurodevelopmental disorders in children. For
instance, imbalanced levels of essential fatty acids, and especially polyunsaturated fatty acids (PUFAs), are observed in patients
with ASD and other neurodevelopmental disorders (e.g., attention deficit hyperactivity disorder (ADHD) and schizophrenia).
Interestingly, PUFAs, and specifically n-3 PUFAs, are powerful immunomodulators that exert anti-inflammatory properties. These
prenatal dietary and immunologic factors not only impact the fetal brain, but also affect the microbiota. Recent work suggests that
the microbiota could be the missing link between environmental insults in prenatal life and future neurodevelopmental disorders.
As both nutrition and inflammation can massively affect the microbiota, we discuss here how understanding the crosstalk between
these three actors could provide a promising framework to better elucidate ASD etiology.

1. Introduction

Autism is a complex neurodevelopmental condition whose
different forms are described in DSM-V as autism spectrum
disorder (ASD). ASD affects almost 1 in 100 children [1] and
is characterized, in varying degrees, by deficits in verbal and
nonverbal communication, and is associated with repetitive
behaviors [2]. Several forms of ASD have been described,

such as Asperger syndrome [3] or Kanner-type autism [4],
revealing that ASD is a highly heterogeneous disorder, likely
with multiple underlying causes. Intense scientific work has
been performed in recent years to understand the potential
origin of ASD, revealing that this disorder arises from both
genetic and environmental factors, especially those influenc-
ing fetal and early-life development [5].
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Although ASD has been shown to be highly heritable
(recent estimates 38–54%), several meta-analyses have high-
lighted that nongenetic prenatal causes of ASD exist, opening
the door for further studies to investigate such mechanisms
[6]. Approximately 10% of ASD cases are linked to disorders
of genetic etiology, such as fragile X syndrome, tuberous scle-
rosis, and Rett disorder. Supporting the idea of heterogeneity
of ASD, single genetic mutations account for only 1-2% of
ASD cases [7], with the majority of cases remaining idio-
pathic. Mutations identified by genetic studies have revealed
that some affected genes are involved in brain development
from in utero through infancy. Frequent aberrations in brain
cytoarchitectural organization and neuronal connectivity
have been observed in the brains of ASD patients, leading to
the concept that ASD is a synaptopathy [8]. Genes involved
in synapse formation or brain connectivity (e.g., fmr1,mecp2,
shank3, tsc, neuroligin, and cntnap2) have been repeatedly
linked to ASD [9–11].

ASD brain transcriptome studies identify molecular
abnormalities in synaptic and immune/microglia markers
gene expression, with the former being downregulated and
the latter upregulated [12]. Other genes related to inflam-
mation (e.g., il-1raplp1, il-1r2, c4b, met, mch2, par2, mtor1,
and 𝜇par) have been reported to be differentially expressed
in ASD as well [13, 14]. This is of particular interest as
the perinatal environment generating chronic neuroinflam-
matory processes leads to the rapid development of ASD
in susceptible children [15]. Indeed, maternal inflammation
linked to infection, autoimmunity, obesity, or gestational
diabetes during pregnancy is associated with a higher risk
of neurodevelopmental disorders, in particular ASD [16],
as reviewed by Estes et al. [15]. Many experimental stud-
ies have linked maternal immune activation (MIA) in the
pathogenesis of ASD with neuroinflammatory events in the
developing brain as an important component of brainmalfor-
mation [17, 18]. Experimental studies also revealed that MIA
induces long-lasting changes in immune system activity and
microbiota, which are believed to be involved in behavioral
alterations in offspring [19, 20]. Interestingly, the host micro-
biota has been shown to modulate local immune responses
in the brain [21], and conversely neuroinflammation can
influence the microbiota composition [19]. In addition to
the microbiota, nutrition is an important component of
inflammatory regulation and nutritional deficiency could
also be an important risk factor for ASD [22]. Recent animal
studies have revealed that maternal nutritional statuses in n-
3 polyunsaturated fatty acids (PUFAs), essential fatty acids
with anti-inflammatory properties that are present in the
brain [22–24], regulate microglia activity in the developing
brain [25] and influence ASD-like behavioral disorders [26].
Here, we discuss evidence of neuroimmune dysregulation in
patients with ASD, along with the epidemiological, clinical,
and experimental studies implicating MIA, gut microbiota,
and lipid nutrition as environmental factors that can lead to
sustained neuroinflammation and contribute to the etiology
of ASD. Understanding these risk factors could contribute to
the development of novel nutritional strategies for therapeu-
tic interventions in ASD.
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Figure 1: Association between prenatal infection and enhanced risk
of neurodevelopmental disorders. During pregnancy, pathogens are
thought to increase the risk of neurodevelopmental disorders in the
offspring depending on the timing of infection and the magnitude
of maternal immune response. Activation of the fetal immune
system by de novo synthesis of cytokines sensitizes the brain to neu-
rodevelopmental alterations. Interaction with other environmental
and/or genetic factors also contributes to ASD etiology. Modeling
prenatal immune activation represents a powerful tool to elucidate
the relative contribution of these various factors for enhanced risk
of ASD as well as other neurodevelopmental disorders.

2. Evidence of Neuroinflammatory
Processes in Autism

Over the last 10 years, much evidence has accumulated
pointing to inflammatory mechanisms as contributors to
ASD, and intense research has been undertaken to determine
exactly how immune dysregulation alters brain connectivity
and function and plays a role in autism phenotypes [27]
(Figure 1). The recent demonstration that microglia, the
resident immune cells of the central nervous system (CNS),
contribute not only to inflammatory events but also to
neural development, has raised new hypotheses regarding
their role in the etiology of autism. In addition to altered
systemic immunity [28, 29], neuroinflammation has been
observed in the brain of ASD patients. The presence of
activated microglia has been reported in the dorsolateral
prefrontal cortex of autistic patients [30]. Moreover, Positron
Emission Tomography (PET) imaging studies have revealed
an activation of microglia in other brain regions [31, 32].
Postmortem studies of individuals with ASD have also
shown activation of microglia, as well as an increase in
density [30, 33, 34]. Reinforcing the idea of immunological
dysfunction in ASD [35–39], this activation of microglia is
accompanied by increased expression of proinflammatory
factors, such as cytokines and chemokines, in the brain and
cerebrospinal fluid of ASD subjects [30, 34]. In particular, the
proinflammatory cytokine IL-6 and the chemokines MCP-1
and RANTES have been reported in neonatal blood samples
from ASD children [40]. Brain arginine vasopressin, which
is released during inflammation and plays a role in social
behavior inmammals, has also been associatedwithASD [41]
and is considered as a biomarker of the disease. Quinolinic
acid and neopterin, which are activated by indoleamine 2,3-
dioxygenase (IDO), an enzyme upregulated by inflammatory
factors and involved in depression [42], are decreased in
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the cerebrospinal fluid (CSF) of ASD patients [43]. This
may reflect an inadequacy or lack of maturation of the
immune system. Despite the lack of evidence in humans that
neuroinflammation plays a direct role in the pathogenesis
of autism, research in animal models strongly suggests this
to be the case. Deficits in microglial activity during brain
development have been shown to be deleterious toward
the formation of mature synapses, leading to an increase
of immature synapses that could account for cognitive and
ASD-like behavioral deficits [44, 45].Therefore, in addition to
genetic risk factors for inflammation, environmental factors
leading to neuroinflammatory events are receiving more
scrutiny in the etiology of autism. In this review, we will
particularly focus on maternal immune activation (MIA),
PUFAs, and microbiota as environmental risk factors that
may participate in the etiology of ASD in combination to
genetic risk factors.

3. Risk Factors for Neuroinflammation
and Autism

3.1.Maternal Infection during Pregnancy andAutism Epidemi-
ological Studies. Epidemiological studies strongly support a
link between maternal infection and the development of
ASD [18]. Compelling evidence supporting this hypothesis
comes from a study on babies born from mothers exposed
to the 1964 rubella pandemic. An increased incidence of
children suffering from autistic disorders of 8–13% (versus
0.05% in controls) was found in this ecological cohort [46,
47]. Since then, ASD has been associated with numerous
types of infectious agents, including not only viral, but also
bacterial and parasitic infections [18]. Data collected from
a Danish register of one million children born between
1980 and 2005 showed an association between infection-
driven hospitalizations of pregnant women and an increased
prevalence of ASD diagnoses in children. Interestingly, the
time-window of infection is critical for the association with
ASD and is different depending on the pathogen. The first
trimester has been identified as critical for viral infections
whereas bacterial infections during the second trimester have
been associated with [16]. These observations suggest that
the maternal immune effectors synthesized during infection
rather than infection per se would be responsible for cerebral
changes in the offspring leading to ASD. Furthermore, in
addition to the temporal window of infection, the magnitude
of inflammation (i.e., fever duration and hospitalization) is
crucial for the prognosis of children born from infected
mothers. Of note, recent evidence, showing that infection
with Zika virus (ZIKV) during pregnancy induces major
brain damage and microencephaly, has led to speculation on
the role of this virus in developmental diseases such as ASD
[48–50]. ZIKV has been shown to directly infect neural cells
and promote their death but could also activate the immune
system and in turn affect neuronal network-building in the
fetus brain [51, 52].

One plausible mechanism supporting the association
between maternal infection and ASD is cytokine production
in the fetal brain in response to maternal inflammatory

reaction [53]. Such cytokine expression may affect normal
brain development in the offspring. In 2013, Zerbo et al. [54]
showed that maternal fever during pregnancy is associated
with ASD outcomes in the offspring while the risk of
developing autism is reduced when mothers take antipyretic
medications [54]. Moreover, mothers of children with ASD
present higher blood levels of interferon gamma (IFN𝛾),
IL-4, and IL-5 amid pregnancy [55]. Recent case-control
studies have shed light on the positive correlation between
proinflammatory cytokines levels in the amniotic fluid and
occurrence of ASD [28, 56] (recently reviewed in Bilbo and
Schwarz, 2012 [57]). Remarkably, IFN𝛾 is critical for social
behavior and frontocortical brain regions, a hallmark of ASD,
as demonstrated in mice deficient in adaptive immunity,
further reinforcing the link between social behavior and
this cytokine [58]. Altogether, these associations give rise
to the hypothesis that maternal immune activation (MIA)
irremediably impacts the developing brain,which contributes
to the etiology of autism [18, 59–61].

3.1.1. Animal Models. The clinical evidence highlightingMIA
as a risk factor for ASD has motivated the development of
several animal models. In particular, infection of pregnant
rodents with pathogens (virus and bacteria) relevant to
human and activation of maternal immune system with viral
or bacterial endotoxins in the absence of pathogen have been
widely used (reviewed in Patterson, 2011 [18]). Interestingly,
despite the fact that different molecular pathways are acti-
vated in thesemodels, considerable overlaps have been found
in behavioral impairment consistent with ASD symptoms.

3.1.2. Active Viral/Bacterial Infections. Attempts to model
prenatal infection in animals led to exposing pregnant
rodents to the human influenza virus. Prenatally exposed
offspring presented typical signs of altered neuronal migra-
tion [62], as well as astrogliosis [63], mimicking alterations
found in ASD patients [61, 64]. In another prenatal infection
study, Fatemi and colleagues reported increased expression of
Vldlr and Foxp2, also consistent with data from human ASD
patients [65]. Behavioral assessments of murine offspring
are designed to mirror as closely as possible those used
to observe ASD patients [66, 67]. Deficits in sensorimotor
gating are typically assessed by a prepulse inhibition (PPI)
paradigm, in which a weak prestimulus inhibits the reaction
for a subsequent stronger startling stimulus. Patients suffer-
ing from ASD display deficits of prepulse inhibition as a
manifestation of their general inability to filter out unnec-
essary information. This has been linked to abnormalities of
sensorimotor gating. Adult offspring that had been exposed
to influenza early in their gestation exhibit PPI deficits and
altered exploratory and social behavior [68]. Recently, the
influenza model was used in rhesus monkeys, an animal
model more relevant for human brain development. Flu
infection early in the third trimester leads to reduced volume
of cortical grey matter, decreased white matter in the parietal
cortex, and neuronal alterations. Such aberrations of brain
development are all characteristic of ASD [5].

Bacterial infections have also been shown to increase the
risk of developing autism [18]. Live bacterial infectionmodels
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were developed in rodents by infecting dams with Group
B Streptococcus (GBS), the most common human pathogen
in fetal environments. When exposed to GBS during preg-
nancy, the offspring recapitulated numerous neurobiological
and behavioral autistic-like symptoms. Moreover, a gender
dichotomy appears in offspring, which is a cardinal feature
of human ASD [69].

Taken together, findings obtained in animal models of
viral and bacterial infections support the hypothesis of
deleterious effects of a prenatal infection in ASD. Notably,
viruses are never found in the brains of offspring, suggesting
that the maternal immune response to infectious agents is
more relevant than the agents themselves in the detrimental
effects of prenatal immune challenges [68]. In fact, animal
studies show that infectious agents do not usually reach fetal
compartments; however, cytokines from the mother can still
cross the placental barrier and stimulate de novo synthesis
of cytokines in the fetal brain [70]. To test whether altered
expression of maternal and/or fetal cytokines might play a
role in linkingmaternal infection and development of autism,
other models using immune-activating agents have been
developed and are widely used in present-day studies.

3.1.3. Viral/Bacterial Mimics. Viral and bacterial mimics
activate the maternal immune system to induce cytokine
release without any intervention of active viruses or bacteria
with poly(I:C) and lipopolysaccharide (LPS) being the most
studied. Poly(I:C) models have been very useful in decipher-
ing the critical time-windows of infection relevant to ASD
[71]. Poly(I:C) administration at midgestational time points
(E9, E12.5) recapitulates ASD-like behavior in offspring,
including decreased social behavior, ultrasonic vocalization
deficits, repetitive behaviors, increased anxiety, and deficits
in PPI [17, 72, 73]. Impaired ability to filter stimuli has
been mostly associated with schizophrenia-like phenotypes,
especially in rodents, but human adults suffering from ASD
have similar sensorimotor gating deficits [74]. In rhesus
monkeys, poly(I:C) injection during the first trimester leads
to impaired social interaction, social attention, and repetitive
behavior [75, 76]. Most of the behavioral impairments in
offspring from mothers treated with poly(I:C) are observed
with LPS [77]. Interestingly, late gestation administration of
LPS triggered PPI deficits and social behavior alterations
in offspring in adulthood [78, 79], while behavioral deficits
appeared in infancy when mothers receive LPS at an early
stage of gestation [80, 81]. Very lowdoses of LPS administered
to rhesus monkeys at the end of gestation also induce PPI
impairment in offspring [82]. Of note, LPS administration
in mice pups at 14 days of postnatal age can also trigger
behavioral deficits, which differ from adolescence to adult-
hood, with anxiety-like behavior appearing at adolescence,
while depressive-like behavior develops during adulthood
only [83]. Indeed, the exposition to viral or bacterial mimics
during the whole brain developmental period seems to be
critical for later life behavioral deficits classically observed in
ASD.

Neurobiological changes induced by viral and bacterial
mimics also share common features such as altered dopamin-
ergic neurotransmission [70, 84, 85], altered myelin proper-
ties within frontostriatal-limbic circuits [86], an increase in

GFAP-positive cells, hippocampal disorganization [87–89],
and synaptic density turnover and transmission abnormali-
ties [71]. Such impairment could be linked to alterations in
developmental processes such as neuronal migration, estab-
lishment of neuronal layers, synaptogenesis, and synaptic
pruning [90, 91]. Indeed, large number of reelin-expressing
and newly born neurons are decreased in the hippocampus
of poly(I:C)-treated pups whereas the amount of apoptotic
cells is increased [92]. The decreased number of reelin-
positive cells, together with GAD67- and parvalbumin-
positive cells, is found in the developing hippocampus and
prefrontal cortex of offspring from LPS-injected mothers
[93–96]. Interestingly, early pregnancy administration of LPS
increases spine density in the hippocampus of offspring
during development but decreases it in adulthood [97], sug-
gesting a transient developmental effect on spines close to the
inflammatory response window. This is consistent with the
observed activation of microglia, the brain’s innate immune
cell recently highlighted as key in developmental brain wiring
[98, 99], in the brain of pups from poly(I:C)-injected dams
[73]. Therefore, it appears that immune challenges during
pregnancy lead to the impairment of structural development
and wiring. This could be linked to altered expression of
neuronal migration genes [100] or to defects in synaptic
pruning and synaptogenesis with a plausible involvement of
microglia [45].

Numerous studies have highlighted that developmental
impairment triggered by inflammatory mimics could involve
cytokines [72]. Indeed, poly(I:C) is a synthetic double-
stranded RNA that induces inflammatory responses by bind-
ing to Toll-Like Receptor- (TLR-) 3 [101]. Like viral particles,
poly(I:C) is a potent inducer of not only classical interleukins
(e.g., IL-1𝛽 and IL-6) or TNF𝛼, but also type 1 IFN (𝛼
and 𝛽). LPS, a gram-negative bacteria cell wall component,
activates TLR4. Most of the cytokines produced in response
to poly(I:C) or LPS are quite similar, except for type 1 IFN
release, which is only elicited by poly(I:C). In addition, LPS
treatment leads to a longer and larger release of IL-6 [58],
a cytokine consistently increased in ASD patients [60, 102,
103]. Prenatal administration of poly(I:C) and LPS activates
inflammatory response not only in mothers, but also in
the fetus [76, 104, 105]. Overall, data using manipulation
of cytokines have reported that IL-6 is essential for MIA-
induced abnormalities in offspring’s brain and behavior [17,
18, 20, 70, 106] and supports evidence from human ASD
patients [17, 60, 102]. Recent data pointed that IL-17, a
cytokine found in the blood of ASD children [107, 108] and of
animal model of MIA [109], is involved in some symptoms of
MIA-induced ASD-like behavior [110] providing additional
data on the role of cytokines in fetal brain development.

In summary, MIA triggered by active pathogens or
noninfectious endotoxins (poly(I:C) and LPS) administered
during pregnancy recapitulates ASD-like behaviors and neu-
robiological alterations in offspring. MIA-induced long-term
deficits depend on the stage of pregnancy that is targeted,
in accordance with observational studies in humans [79,
92]. Animal models of MIA offer the opportunity to better
understand themechanisms underlyingMIA and autism-like
disorders to develop specific anti-inflammatory strategies to
protect mothers at risk of having children with ASD.
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3.1.4. Interactions between ASD Risk Factor Genes and MIA.
One important question arises from “inflammatory genes” ×
“inflammatory insults” as risk factors for autism. As previ-
ously described, MIA is an environmental risk factor for ASD
that modulates the same inflammatory mediators identified
as ASD susceptibility genes [111]. While many studies provide
evidence for altered immune responses in patients with
ASD [12, 111], recent transcriptome and protein interactome
network analyses have revealed a direct link between genes
implicated in ASD and immune signaling [112, 113]. Among
the immunologic gene variants identified inASD (e.g.,mecp2,
il-1, mhc, and c4), many are expressed by microglia or mod-
ulate their activity, especially during brain development. Of
note, the deletion of mGluR5, whose expression is decreased
in the brains of ASD patients, increased the number of
microglia in mice [114]. Indeed, the contribution of genetic
factors and environmental insults targeting the immune
status to ASD risk could be of particular importance during
the developing period. Studies using transgenic mice with
ASD-associatedmutations reported developmental defects in
these animals. However, to our knowledge, the interaction
between MIA and immunity risk variants in ASD in humans
or animal models has not yet been reported.

Several studies have reported that early-life inflammation
has differential effects in patients or in transgenic mice
with targeted mutation of genes identified in ASD. Early
prenatal inflammation in mice (E9) has been shown to
trigger some behavioral and neurobiological abnormalities in
mice expressing the human mutation of disc1 [115]. Autism-
like behaviors such as sensorimotor gating deficiencies and
impaired social behavior were modified by MIA depending
on the type of disc1 mutation. One-half of patients with
tuberous sclerosis have been shown to develop ASD. In a
mouse model of tuberous sclerosis (tsc2 haploinsufficiency),
maternal immune challenge led to impaired social behavior
in adult offspring. Moreover, the authors found that seasonal
flu activity in late gestation and TSC mutations increased
the risk of ASD in offspring. TSC is involved in the mTOR
pathway as well as other ASD-associated genes, for instance,
pten, eif4e, or fmr1 [15]. In another recent study, alterations in
sensorimotor gating and attention processes were observed
in the offspring of Nurr1 heterozygous mice undergoing
prenatal immune challenge [116]. In another study, a positive
associationwas found between copy number variants in some
hot spots for ASD pathology and maternal infection or fever
during pregnancy [117, 118]. Epigenetic changes aftermaternal
immune activation have also been observed in the offspring’s
brains, including abnormalities in histone acetylation in
genes known to be involved in neurodevelopment [119].
Anotherwork has identified hypomethylation ofASD-related
genes such as Mecp2 after MIA [120]. Altogether, these data
strongly suggest that mutations in immune or nonimmune
genes and environmental inflammatory insults are key in
ASD. However, further studies are needed to understand
how these factors converge on common molecular networks
during brain development.

3.2. GutMicrobiota and Autism. Emerging evidences suggest
that the microbiome plays an important role not only in

immunity but also in neurodevelopmental disorders such
as autism [19, 20]. Bacteria within the gut are complex
ecosystems which produce metabolites, such as short-chain
fatty acids (SCFAs), vitamins, and antimicrobial peptides
[121].The gutmicrobiota and itsmetabolites participate to the
body physiology, including the brain [122], while microbiota
alterations, often referred to as dysbiosis, participate to
numerous pathologies, including neuropsychiatric disorder.
Importantly, food composition influences gut microbiota
composition and very recent data obtained in rodents
causally linked maternal diet, gut microbial imbalance, and
neurodevelopmental disorders [123]. Among the pathways
through which gut microbiota influences brain functions, the
immune system is particularly relevant to neuroinflamma-
tion and ASD [20].

3.2.1. Epidemiological Studies. Gut-brain interactions are
now recognized to play a major role in neurodevelopment
and in regulating behavior. In fact, ASD subjects often
suffer from gastrointestinal distress [124], a comorbid factor
for autism [125]. Gastrointestinal features include chronic
abdominal pain and alterations in bowel habits, leading to
questions about the nutritional status and the diet quality
of children with ASD [125, 126]. Often, gastrointestinal
symptoms remain mostly untreated and can give rise to
behavioral alterations. Microbiome-related factors may also
be responsible for increases in ASD prevalence [127]. Dys-
biosis has been found in children with ASD compared to
healthy controls [128, 129]. Gastrointestinal microflora is
dysregulated in late onset autistic children [130], leading to
alterations of microbial species density and variations of bac-
terial metabolites in feces and urine [131]. Studies have shown
that the Clostridia species is consistently highly represented
in feces from autistic children [129, 132].There is also a greater
abundance of Bacteroides and Firmicutes in severe ASD [130,
133]. Clostridia toxins are known to affect neurotransmitter
functions that can possibly result in neurobehavioral changes.
Dysregulated activity of the autonomic nervous system,
associated with anxiety and stress-responsiveness, may also
play a role in increased intestinal epithelial permeability in
ASD subjects [134], leading to observed behavioral changes.
Altered intestinal permeability could represent a possible
explanation for behavioral abnormalities observed in ASD, as
immune molecules or products of diverse microbial popula-
tions could more likely enter the blood circulation and affect
the brain. Conversely, antibiotic therapy using vancomycin
during a short period improved behavior [135]. Dysregulated
gut-brain communications, in addition to genetic heritability,
could account for some of the extreme diversity seen across
wide spectrum for autism, depending on the severity of
alterations of microbial communities.

3.2.2. Animal Models. Only a few studies have shown mech-
anistic connections between alterations of the gut microbiota
and behavioral changes observed in ASD patients. Rodent
models are useful for examining these interactions and
to discover new targets from diet patterns to therapeutic
treatment using probiotics instead of antibiotics.
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Figure 2: Synthesis of PUFAs in the liver. Precursors of n-3 and n-6 polyunsaturated fatty acid (PUFA) 𝛼-linolenic (ALA; 18:3 n-3) and
linoleic acid (LNA; 18:2 n-6) can be desaturated and elongated. This leads to the synthesis of long-chain PUFAs, including docosahexaenoic
acid (DHA; 22:6 n-3), but also arachidonic acid (AA; 20:4 n-6) which are carried into the blood as free forms or lipoproteins. Both, n-3 and
n-6 long-chain PUFAs, compete for their synthesis (for desaturation and elongation), meaning that PUFAs intake significantly impacts their
cerebral incorporation level.

Rodent models of ASD have been used to determine a
link between alterations of the gut microbiome, associated
changes in microbial factors, and their implication in behav-
ioral changes observed in autistic-like behavior [136]. These
changes were rapidly reversed by the use of probiotics in an
MIA model [20]. Clostridia and Bacteroides species were the
primary drivers of these microbiota differences. Offspring
from an MIA model that received Bacteroides fragilis as
a probiotic significantly recovered the abundance of some
taxis. Moreover, B. fragilis dramatically attenuated altered
behavior observed in offspring including communication,
repetitive behaviors, and reduced anxiety. Animals subjected
to valproic acid exposure in utero, a mouse model of ASD,
show disturbed social interactions and increased expression
of neuroinflammatory markers alongside intestinal inflam-
mation [136]. Prenatal exposure to valproic acid has a
transgenerational impact on the gut microbiota as observed
by increased levels of short-chain fatty acids (SCFAs) like
butyrate in the caecumof offspring [136]. Interestingly, SCFAs
are considered neuroactive metabolites as they can cross
the blood-brain barrier and modulate CNS function and
behavior [137–139]. Interestingly, prenatal administration of
propionic acid, a SCFA byproduct of enteric bacteria found
in ASD subjects [140], triggers some of the ASD-like behavior
[141]. Notably, propionic acid intracerebral administration
activates microglia, suggesting a role of this SCFA in neu-
roinflammation [139]. Because the maternal transmission of
immune factors induces specific changes in the gut micro-
biome, it could therefore affect the neurometabolites available
to the offspring that could potentially lead to autistic-like
behaviors or alterations of the gut epithelium. Further studies
are needed to better understand whether changes in the gut
microbiota of children could be a risk factor for dysbiosis,
neuroinflammatory processes, and ASD.

3.2.3. Interactions between ASD Risk Factor Genes and Gut
Microbiota. Abnormalities in immunity could be closely

linked to the gut microbiota and dysbiosis in ASD. The gut
microbiota stimulates both nonspecific and specific immu-
nity in the first years of age [142] and has been recently
suggested to regulate microglia activity [21]. After birth, the
low-grade inflammation, although generally beneficial, trig-
gered by the continuous immune stimulation provided by the
gut microbiota [143] could be detrimental in children at risk
for ASD because of genetic synaptic dysfunction. However,
such a link has been poorly studied. Recently, transgenic
mice with a defect in inflammasome/IL-1𝛽 production (i.e.,
caspase 1 KO mice) have been shown to have a different
microbiota composition than wild-type mice, together with
depressive-like behavior, suggesting that behavioral impair-
ment linked to dysbiosis requires inflammasome activity
[144, 145]. Whether a specific interaction between genes
identified as risk factors for autism and dysbiosis/microbiota
changes exists in patients with ASD is unknown. Further
clinical and fundamental research on this issue is warranted.

3.3. Dietary N-3 Polyunsaturated Fatty Acids and Autism.
Several studies have highlighted the fundamental role of
lipids in neuronal processes and immune modulation, which
are implicated in ASD. In particular, polyunsaturated fatty
acids (PUFAs) are essential fatty acids required for brain
development and maturation [22]. Because they need to be
provided by alimentation (Figure 2), deficiencies or imbal-
ances in these nutrients, both precursors and long chains
strongly affect brain function, not only during development,
but also throughout life and especially during periods of
neuroinflammation. Recent evidence suggests that n-3 PUFA
homeostasis may be altered in ASD, either as a result of
nutritional imbalance or genetic defect [146].

3.3.1. Epidemiological Studies. Total n-3 PUFAs in the plasma
of autistic children are decreased without any changes in the
n-6 PUFAs family [147, 148]. A positive association between
anti-myelin basic protein (MBP) antibodies and low levels
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of the main n-3 PUFA found in the brain (docosahexaenoic
acid, DHA) has been reported in autistic children [149].
Parental health questionnaires and red blood cell (RBC) fatty
acid measurements have highlighted a decrease in DHA and
total n-3 PUFAs in both autistic and Asperger patients. More
recently, Al-Farsi and colleagues reported lower consumption
of DHA foodstuff and a concomitant decrease in DHA levels
in the plasma of children with ASD [150]. A case-control
study in California measured fatty acids in the blood of
153 autistic children and 97 controls and showed that DHA
is decreased in the phosphatidylethanolamine (PE) [151].
Another case-control study in Saudi Arabia showed altered
phospholipid and fatty acid profiles in ASD patients [152].
Consistentwith the idea of impaired PUFAs cerebral level and
metabolism, Brigandi and colleagues uncovered a massive
decrease in AA and DHA. They also found an increase in
proinflammatory derivative Prostaglandin E2 in a subset
of patients [153]. Interestingly, gene expression of FABP3,
FABP5, and FABP7 has been shown to be modulated in psy-
chiatric illnesses such as schizophrenia and ASD [154]. In the
brains of ASD patients, FABP7, which binds DHA preferen-
tially, was upregulated in both the frontal and parietal cortex
[155]. As in schizophrenic patients, PUFA distribution and
metabolism are markedly altered in ASD patients. Six weeks
of DHA and eicosapentaenoic acid (EPA) supplementation in
children with autism led to improvement of symptoms, espe-
cially stereotypy and hyperactivity [156]. A 12-week n-3 fatty
acid dietary supplementation also led to the improvement of
hyperactivity in autistic children [157]. Another study using
a DHA, EPA, and AA dietary supplementation for 3 weeks in
autistic children reported improved behavioral performance
in two-thirds of children [158]. Recently, an open-label pilot
study in Singapore found positive associations between blood
fatty acid levels and changes in the core symptoms of ASD
following a 12-week n-3 PUFAdietary supplementation [159].
However, several interventional studies with n-3 PUFAs
failed to reproduce these beneficial effects [160–162]. Thus,
larger cohorts and accurate ASD behavioral phenotypes are
needed to clearly decipher the potential beneficial effects of
n-3 PUFA dietary supplementation on behavioral deficits.
In addition, the inflammatory status and/or the microbiota
composition should be considered in interventional studies
with n-3 PUFAs [15, 124].

3.3.2. Animal Models. Some human-like ASD alterations
were observed in preclinical models of n-3 PUFA dietary
deficit. Developmental n-3 PUFA depletion in rodents led
to decreased levels of serotonin in the prefrontal cortex, as
observed in autistic children [163, 164]. Numerous studies on
n-3 PUFA deficiency models revealed profound alterations
in GABAergic, dopaminergic, and cholinergic neurotrans-
mission [165–168]. Importantly, long-term dietary n-3 PUFA
deficiency triggers the development of ASD-like behavioral
impairment in rodents, including reduced PPI [169], social
interactions [170–174], and increased anxiety [171–173, 175].
Conversely, some studies investigated the possible beneficial
role of n-3 PUFA dietary supplementation at weaning in
different mice models of ASD. In the Fmr1-KO mice model
of autism, n-3 PUFA supplementation rescues not only social

defects but also memory impairments and some neurobio-
logical imbalance [26]. In a model of prenatal inflammation
by poly(I:C), DHA supplementation improves social inter-
actions, decreases repetitive behaviors, and normalizes IL-
6 levels after immune challenge [176]. A recent study on
an early MIA model showed that n-3 PUFA-enriched diet
alleviates ASD-like symptoms, altered GAD67 protein levels,
metabolic changes, and PPI deficits [177]. As n-3 PUFAs
potently regulate neuroinflammatory processes, microglia
activity, and synaptic plasticity [24, 174, 178], their beneficial
effects could be linked to their action on neuroinflammatory
processes in the developing brain. Interestingly, n-3 PUFAs
modify the gut microbiota composition, but their effect in
ASD-like behavior has not yet been unraveled [179].

Taken together, both studies in humans and animals
identify long-chain PUFAs, especially those from the n-3
series, as interesting candidates in curative strategies due to
their ability to counteract someASD-like symptoms and ame-
liorate inflammation. Several studies have also shown their
ability tomodulate themicrobiota and vice versa. Indeed, one
study reports that SCFA propionic acid administered into the
brain of rats alters lipid metabolism, in particular the one of
PUFAs [180]. According to a recent report, n-3 PUFA defi-
ciency induces dysbiosis, with increased numbers of potential
pathobionts, including bacteria from the Enterobacteriaceae
family [181]. Conversely, n-3 PUFA supplementation prevents
the bloom of Enterobacteriaceae, as well as the translocation
of bacteria into the submucosal region, and instead promotes
the enrichment of Lactobacillus and Bifidobacterium species
[181, 182]. Using a genetic model of n-3 PUFA supplementa-
tion (Fat-1), Kaliannan et al. demonstrated that elevated n-3
PUFA levels enhance intestinal production and secretion of
intestinal alkaline phosphatase (IAP), which induces changes
in the gut bacteria composition, resulting in decreased LPS
production and gut permeability and, ultimately, in reduced
metabolic endotoxemia and inflammation [183]. N-3 PUFA
deficiency during development (over gestation and lactation)
also alters the normal trajectory of intestinal microbe estab-
lishment in the intestine of offspring, with lowered bacterial
density, a decreased ratio of Firmicutes to Bacteroidetes, and
a decrease in several other dominant microbes [184]. These
data suggest that n-3 PUFA levels modulate microbiota com-
position and activity during development. However, more
results are needed to unravel the underlying mechanisms.

N-3 PUFAs are likely to be taken up in large amounts by
the brain during the endof gestation and the firstmonth of life
[185, 186]. The use of n-3 PUFA supplementation, especially
during pregnancy and lactation, could help prevent ASD in
children at risk. In this context, developmental animal studies
giving n-3 PUFA supplementation from conceptionmight be
a fruitful line of investigation.

3.3.3. Interactions between ASDRisk Factor Genes and Dietary
PUFAs. Genetic interactions and PUFAs content have been
poorly studied in ASD. However, some links exist between
lipid metabolism gene alleles, PUFA metabolism, and brain
diseases. Indeed, the APOE4 allele, which is a well-known
genetic risk factor of Alzheimer’s disease, is involved in dis-
rupted PUFAmetabolismwith a shift to long-chain n-3 PUFA
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oxidation [187, 188]. Genetic variability in fads (desaturases
involved in the metabolization of PUFAs) is involved in the
bioavailability of long-chain PUFAs AA and DHA to the
brain, as well as brain development and cognitive impairment
[189–192]. Polymorphism of several genes involved in PUFA
metabolism or inflammation is crucial in the efficacy of
dietary n-3 PUFA supplementation on inflammation and
triglyceride blood level [193, 194]. The relationship between
PUFA metabolism genes, inflammation, and efficacy of n-
3 PUFA dietary supplementation remains to be determined.
This is of particular importance as concentration and expres-
sion of phospholipase A2, a phospholipase at the cross of
PUFA metabolism and inflammation, are higher in ASD
patients but are reduced by dietary supplementation with
EPA [195–197]. N-3 PUFAs potently regulate not only neu-
roinflammatory pathways [24, 178, 198] but also synaptic
plasticity [25, 173, 199–201].These properties could be of high
interest in correcting synaptic defects linked to genetic risk
factors. Indeed, dietary n-3 PUFA supplementation rescues
social behavioral impairment and neuroinflammation in a
mouse model of fragile X syndrome [26].

4. Conclusion

The pathogenesis of ASD is linked to maternal immune
activation-triggered neuroinflammatory events in the devel-
oping brain of offspring, potentially in association with dys-
biosis during pregnancy and/or infancy.The dysregulation of
these components during early development leads to brain
malformation and alterations that can be imprinted until
adulthood. Thus, elucidating the brain-microbiota axis is
critical for finding more effective strategies to prevent or
treat ASD. In particular, nutritional interventions, especially
those taking advantage of the anti-inflammatory properties
of n-3 PUFAs, are promising candidates, as they would
potentially modulate both neuroinflammatory components
and microbiota dysbiosis in ASD (Figure 3). Further studies
are therefore needed to decipher the mechanisms underlying
the beneficial effect of n-3 PUFA diets in ASD.
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uitaine, and Agence Nationale de la Recherche (ANR).
Quentin Leyrolle is funded by the Institut National de la

Neuroinflammation

Autism

n-6
PUFAs

n-3
PUFAs

MIA Microbiota n-3 PUFAs
deficiency

? ?

Figure 3: Environmental factors influencing neuroinflammation in
autism. Early inflammation in the brain is a well-recognized risk
factor for autism. Neuroinflammation is a process influenced by
environmental factors such as MIA, microbiota, and n-3 PUFAs
deficiency. However, crosstalks between these factors can make the
situation increasingly complex. For instance, insufficient dietary n-3
PUFAs intake unavoidably impacts microbiota composition as well
as MIA immunoreactivity possibly potentiating the proinflamma-
tory response. This, in turn, can lead to increased risks for autism.
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The study of gene × environment, as well as epistatic interactions in schizophrenia, has provided important insight into the
complex etiopathologic basis of schizophrenia. It has also increased our understanding of the role of susceptibility genes in the
disorder and is an important consideration as we seek to translate genetic advances into novel antipsychotic treatment targets.This
review summarises data arising from research involving the modelling of gene × environment interactions in schizophrenia using
preclinical genetic models. Evidence for synergistic effects on the expression of schizophrenia-relevant endophenotypes will be
discussed. It is proposed that valid and multifactorial preclinical models are important tools for identifying critical areas, as well as
underlying mechanisms, of convergence of genetic and environmental risk factors, and their interaction in schizophrenia.

1. Introduction

Schizophrenia is a psychotic illness characterised by multi-
faceted psychopathology and dysfunction [1–5], with a Euro-
pean prevalence estimate for psychotic disorders (including
schizophrenia) of 1.2% [6, 7]. This debilitating disorder is
characterised by heterogeneous display of positive symptoms
(hallucinations, delusions, and thought disorder), negative
symptoms (avolition, restricted affect, poverty of speech, and
social withdrawal), and cognitive dysfunction (e.g., working
memory deficits, executive function, and attentional dysfunc-
tion), which typically emerge during late adolescence and
young adulthood. Antipsychotic drugs which are currently
available and commonly prescribed are efficacious against
positive symptoms including hallucinations and delusions
but are associated with significant side effects which nega-
tively impact on compliance [4, 8], have little beneficial effect
against the negative or cognitive symptoms, andmoreover are
not effective in all patients [9].

Schizophrenia is also a highly heritable disorder of neuro-
development, where the development and expression of posi-
tive or psychotic symptoms are best viewed as signifying the
outcome of a pathobiological cascade which originates in
early brain development [4, 10]. Research over the past decade
has significantly advanced our understanding of the genetic
basis of schizophrenia, identifying risk loci, and suggesting
biologically plausible mechanisms by which genetic risk is
conferred [11], but much is still unknown [9]. A multitude of
factors including, but not restricted to, gene × environment
(G × E) and gene × gene (G × G) interactions, epigenetic
modifications, and considerable heterogeneity at a genetic
and phenotypic level, complicate our understanding of the
role of these genes in the disorder and the translation of
genetic advances into novel biological treatment targets [12,
13]. G × E interactions in schizophrenia might reflect genetic
control of responses to protective or adverse environmental
factors, as well as context-dependent phenotypic expression.
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However, recent articles have highlighted the challenges
associated with selecting appropriate statistical methods for
identifying G × E interactions in schizophrenia and other
neuropsychiatric disorders [14, 15]

Adoption and twin studies have confirmed that schizo-
phrenia has a significant heritability component [16] with risk
to develop schizophrenia or a related psychotic disorder pos-
itively correlated with degree of genetic similarity [17]. How-
ever, twin studies conducted in schizophrenic patients indi-
cate that genes contribute nomore than 50% to aetiology sug-
gesting that developmental and environmental factors also
have a major role to play [9]. Epidemiological studies have
suggested that a diversity of factors including prenatal infec-
tion/immune activation, paternal age, malnutrition, hypoxia-
related obstetric complications, and childhood/adolescence
social stress and cannabis abuse are associated with increased
risk for development of this disorder [2]. A “multihit” model
has been proposed, and two crucial time windows associated
with early brain development and maturation during adoles-
cence have been identified as particularly sensitive periods
for exposure to adverse environmental events, which could
eventually trigger schizophrenia-relevant biological sequelae
[18].

Recent genomewide association study (GWAS) analyses
have identified multiple common schizophrenia risk alleles,
each contributing a small effect, although they have provided
mixed support for some of the more prominent common
risk alleles identified in case-control and family-based genetic
association studies [5, 19, 20]. Additionally, the discovery of
microRNA changes and copy number variations (CNVs) in
schizophrenia highlight the contribution and impact of rare
and highly penetrant alleles in conferring genetic risk for
schizophrenia [21, 22]. If amultiple-hit hypothesis is in fact an
underlying model for the majority of cases for schizophrenia,
it is likely to involve a combination of single nucleotide
polymorphisms (SNPs), rare penetrant mutations, and envi-
ronmental factors [23]. A large number of G × E interaction
studies in patients with schizophrenia have focused on one
candidate gene interacting with a specific environmental
exposure. Since these studies have a specific prior hypothesis,
they can be investigated with a modest sample size. Recent
reviews of G × E interactions across clinical and preclini-
cal studies in schizophrenia have however highlighted the
relative paucity of relevant clinical data, noting that several
of the animal models discussed in the present review have
consequently selected G × E manipulations based on either
combinations of genetic and environmental factors which
have been (a) independently associated with schizophrenia,
but not in combination, and/or (b) target common biological
pathways implicated in schizophrenia, for example, distur-
bance of dopaminergic (DA) transmission [24–26].

G × E interactions in schizophrenia may also take the
form of environmental factors impacting on DNA methyla-
tion, producing changes in gene expression through epimu-
tations [27, 28]. Epigenetic factors represent an important
mechanismwhereby the adverse effects of environmental risk
factorsmay impact gene expression.This topic has previously
been discussed in more detail in relation to schizophrenia
(e.g., [27]) and genetic models of schizophrenia [28]. One

notable example is advanced paternal age (APA), which has
been shown to be a risk factor for schizophrenia [29] as
well as a host of other adverse neurodevelopmental outcomes
(attention deficit hyperactivity disorder (ADHD), 30; autistic
spectrumdisorder (ASD), [30]).Thepredominant hypothesis
in the field postulates age-related accumulation of de novo
mutations in paternal sperm DNA [31], with a growing body
of evidence suggesting that epigenetic changes in these cells
could also be implicated [32, 33].

The present reviewwill seek to summarise recent research
which has been conducted onmodelling of G×E interactions
in schizophrenia using preclinical genetic models, primarily
constitutive knockout or transgenic lines. There will be an
emphasis placed on summarising evidence for psychosis-
relevant features in the models, together with any evidence
for mechanistic-based interrogation of the underlying patho-
physiology.

2. Genetic Basis of Schizophrenia

Meta-analyses of twin and adoption studies have shown that
heritability accounts for approximately 70% of disease risk in
schizophrenia [34], where themagnitude of risk varieswidely,
from relatively modest odds for common genetic variants
to substantial risks due to rare variants. Rare chromosomal
deletions and duplications can increase risk for the disorder,
with the magnitude of the increase in risk substantially
greater than that observed for common variants [35–37].

GWAS data has implicated several candidate genes with a
strong link to the pathophysiology of the disorder, while ques-
tioning the impact of hitherto prominent susceptibility tar-
gets (e.g., disrupted-in-schizophrenia-1 (DISC1), neuregulin-
1 (NRG1)) [38]. The most recent analysis has identified 108
agreed loci that contribute to risk for schizophrenia; specif-
ically, the Psychiatric Genomics Consortium (PGC) collab-
orative molecular genetic study of almost 37,000 patients
with schizophrenia and 113,000 healthy controls identified 83
novel risk markers and replicated 25 existing markers [39].
The study pointed particularly to genes involved in neurode-
velopment, the immune and stress response, glutamatergic
neurotransmission, and DA D2 receptor activity.

CNV analyses which detect structural variants in the
form of submicroscopic deletions and duplications of DNA
have identified rare de novo and inherited variants that confer
high risk for schizophrenia (Odds Ratio = 3–20) [40]. An
exome-sequencing study involving 2536 schizophrenia cases
and 2543 controls demonstrated a polygenic burden primar-
ily arising from rare (less than 1 in 10,000), disruptive muta-
tions distributed across many genes [41]. These authors were
able to detect several small and highly enriched sets, notably
of genes related to N-methyl-D-aspartate (NMDA) receptor-
associated postsynaptic density-95 (PSD-95) protein com-
plexes, activity-regulated cytoskeleton- (ARC-) associated
interacting proteins and fragile × mental retardation protein
(FMRP) targets [42].

Importantly, some of the genetic factors linked with
increased risk for schizophrenia also display association to
broader phenotypes including bipolar disorder, as well as
major depression, ADHD, and autism [43], suggesting that
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clinical overlap between these disorders may in part reflect
a shared genetic basis. In a recent combined GWAS of
19779 bipolar disorder and schizophrenia cases versus 19423
controls, in addition to a direct comparison GWAS of 7129
schizophrenia cases versus 9252 bipolar disorder cases, the
authors identify five previously identified regions reaching
genome-wide significance as well as a novel locus [44].These
authors reported a significant correlation between a bipolar
disorder polygenic risk score and the clinical dimension of
mania in patients with schizophrenia. Overlapping disease
pathways may, in part, explain shared symptoms across
diagnoses, as well as multiple diagnoses within patients [45].

3. Mutant Models of G × E Interactions in
Schizophrenia

Interactions between genetic risk and environmental stres-
sors at various stages of life appear important in the devel-
opment of schizophrenia [46–48]. Preclinical genetic models
provide tools for assessing the relative contribution of genes,
exposure to environmental pathogens, and their interaction,
on the development of schizophrenia-relevant phenotypes
[25, 48, 49]. Preclinical modelling of G × E interactions
related to schizophrenia has typically involved examining
the phenotypic consequences of epidemiologically relevant
but also translationally valid, experimental manipulations in
various candidate risk gene mutant models [50, 51]. Com-
bining an environmental challenge with a genetic mutation
can produce both protective and adverse effects. It has been
noted that the potential to generate such results should be
incorporated within the study design and that exclusively
focusing on a limited set of prespecified outcome measures
may exclude the possibility of reporting such unexpected
and complex bidirectional results [28]. Particularly in the
context of evidence for a shared genetic basis underlying
several major neuropsychiatric disorders, the discovery of
novel behavioural phenotypes in preclinical models of G ×
E interactions has the potential to inform us about the role
of the environment in evoking diverse clinical outcomes in
patients with the same mutation.

Timing of the environmental insult is an important factor
that needs to be considered during the development and
evaluation of the G × E model. Mutant modelling of G × E
interactions in schizophrenia studies has typically involved
environmental manipulations at particular periods of brain
development (e.g., early pregnancy or adolescence) which are
regarded as important to the pathogenesis of schizophrenia.
These critical periods of brain development correspond to
early life (pre-, peri-, and early postnatal period) or later
(adolescent) stages in humans [52, 53].

While many of the studies discussed below, which aim to
simulate G × E interactions implicated in psychosis in rodent
models, consist mostly of descriptive analyses, a growing
number of studies are starting to provide important mech-
anistic insight into the molecular/cellular basis underlying
such interactions. Elucidating the biological mechanisms
underlying synergistic G × E effects on emergence of neu-
ropsychiatric phenotypes necessitates interrogation of the
molecular basis of the observed phenotypes.

4. Modelling Schizophrenia in Rodents

While it is impossible to model schizophrenia per se in mice
or other rodents, three important criteria need to be satisfied
in order for any experimental model to claim validity for the
disorder. Firstly, the model should reflect, at least in part,
the etiopathological basis of the disorder. Secondly, while
research has emphasized the neurodevelopmental aspect of
schizophrenia, its clinical onset is postpubertal. This fact
emphasises the importance of examining the data of young
animals as part of any G × E interaction modelling effort,
so that the trajectory from insult during early development
or young adulthood to the emergence of adult phenotypes
can be established. Thirdly, the experimental model should
reflect endophenotypes relevant to schizophrenia in adult-
hood. Endophenotypes are quantifiable, intermediate disease
features that bridge the gap between the overt manifestations
of schizophrenia and underlying risk genes [54]. Earlier
reviews have highlighted the value of utilising endopheno-
typic endpoints in preclinical genetic studies, where inter-
mediate biological or behavioural phenotypes are less sus-
ceptible to confounding influences and are therefore easier
to investigate [26]. Schizophrenia-relevant endophenotypes
include behavioural deficits (e.g., working memory impair-
ment, deficits in sensory or sensorimotor gating, and social
withdrawal) and several histological/structural changes such
as enlarged lateral ventricles and deficits in a specific subtype
of interneurons in the cortex.

Recently, efforts have been made to identify equivalent
behavioural domains and functional assays between humans
and animals, including the Measurement and Treat-
ment Research to Improve Cognition in Schizophrenia
(MATRICS) and Cognitive Neuroscience Treatment
Research to Improve Cognition in Schizophrenia
(CNTRICS). More recently, the Research Domain Criteria
(RDoC) initiative from the National Institute of Mental
Health (NIMH) aims to reclassify psychiatric disorders
according to basic dimensions of functioning, where each
behavioural domain is studied across multiple levels of
analysis, from genes to neural circuits to behaviour in both
animal models and humans, assuming that these behavioural
domains share more or less similar underlying mechanism
across species [55]. RDoC includes the following domains:
negative valence systems (fear, anxiety, and loss), positive
valence system (reward learning, reward evaluation), cogni-
tive systems (attention, perception, working memory, and
cognitive control), systems for social processes (attachment
formation, social communication, perception of self, and
perception of others), and arousal/modulatory systems (aro-
usal, circadian rhythms, sleep, and wakefulness).

5. Modelling Environmental Risk Factors
Relevant to Schizophrenia in Rodents

There is a general consensus among schizophrenia
researchers that diverse biological, environmental, and psy-
chosocial insults, across the lifespan, accumulate in their
adverse impact on an already developmentally compromised
brain to result in the development of psychotic illness [26, 48].
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Consistent with the well-considered “stress-vulnerability”
aetiological model, these extend from early biological and
psychosocial insults during the prenatal or perinatal period
(including winter birth, maternal infections or immune
challenge, and other obstetric complications [2, 48]), through
exposure to adversity during infancy and childhood (e.g.
societal factors, childhood abuse; [56]), to pathogenic factors
present during adolescence and young adulthood (exposure
to psychosocial stressors, prolonged exposure to drugs of
abuse including cannabis [57]). As noted above in relation to
genetic factors, numerous environmental factors associated
with schizophrenia and other psychotic disorders are also
associated with a range of other neurodevelopmental and
neuropsychiatric outcomes, including autistic spectrum
disorder, attention-deficit hyperactivity disorder, and epile-
psy [20], leading some authors to propose that schizophrenia
is best conceptualised as one of a spectrum of clinical out-
comes that result from exposure to selected genetic or
environmental factors, or both [20]. Translational efforts
to model such factors on rodents have generally sought to
develop ethologically appropriate (e.g., maternal deprivation,
postweaning social isolation, or social defeat during adole-
scence to study the effects of psychosocial stress on neuro-
behavioural measures across development in mice/rats) or
practicable and exposure-relevant biological manipulations
(e.g., inflammatory responses after infection and cytokine-
mediated effects on brain development using polyinosinic-
polycytidylic acid (Poly I:C) and lipopolysaccharide (LPS) in
rats/mice) to investigate the biological underpinnings of G ×
E interactions.

6. Infection and Schizophrenia

It is well established that prenatal influenza exposure is
associated with increased risk of developing schizophrenia
in the offspring [58, 59]. This risk liability has been shown
to extend to other viral and bacterial agents, as well as
exposure to parasitic agents such as Toxoplasma gondii
[2, 60]. The emergence of schizophrenic symptomatology
in adult offspring has been shown to be dependent upon
maternal infection at different gestational points throughout
pregnancy [61, 62], which is an important considerationwhen
developing valid animal models of maternal infection in
schizophrenia. While a multitude of infectious agents have
been associated with increased risk for schizophrenia, it is
proposed that the common pathophysiological mechanism
underlying their “schizophregenicity” involves activation of
the maternal immune system [2, 62].

Preclinical experimental models have been developed
which involve prenatal exposure to infection, immune acti-
vation, or another relevant biological insult. These models
have included gestational exposure to human influenza virus,
the bacterial endotoxin LPS, and Poly I:C, a synthetic ana-
logue of double-stranded RNA which is recognized as an
infectious pathogen by the human immune system [63]. In
the rodent prenatal Poly I:C model, administration of Poly
I:C to pregnant dams causes elevations in maternal serum
cytokines that are accompanied by emergence in adulthood
of behavioural and neural phenotypes related to those evident

in schizophrenia [64]. Timing of immune challenge is a
significant determinant of brain and behaviour outcomes in
subsequent offspring. It has been shown that the effects of
maternal immune challenge during gestation between early
(gestational day [GD] [9]) and late (GD17) pregnancy periods
in mice are dissociable in terms of foetal brain cytokine
responses to maternal inflammation and subsequent func-
tional effects [65, 66]. These challenge periods correspond to
the end of the first trimester (GD9) and middle/late phase of
the second trimester (GD17) in humans [67, 68].

Poly I:C treatment during early pregnancy is associated
with schizophrenia-related endophenotypes in adult off-
spring including deficits in prepulse inhibition (PPI [67, 68])
aswell as latent inhibition (LI [69]), twomeasures of preatten-
tional and selective attention processes, respectively, which
are disturbed in schizophrenia. Across various measures of
social interaction, both early and late gestational treatment
Poly I:C in dams has been shown to disrupt sociability and
social cognition [66, 70, 71]. Similarly, offspring of Poly I:C-
treated dams display a hyperexploratory phenotype in a novel
environment [64], as well as increased behavioural sensitivity
to DA agonists and NMDA receptor antagonists [72, 73];
both of these features are considered proxy measures for
the positive symptoms of schizophrenia. Structural brain
endophenotypes associated with schizophrenia have also
been demonstrated in the brains of adult offspring of Poly
I:C treatedmice; these include lateral ventricular enlargement
and decreased hippocampal volume [74, 75].

As the majority of individuals exposed to neurodevelop-
mental insults such as infections do not develop schizophre-
nia in adulthood, it is important to assess the additive and
interactive effects of infection and genetic vulnerability on the
development of schizophrenia-relevant endophenotypes.

6.1. NRG1 × Immune Challenge. Neuregulin-1 (NRG1) is puta-
tive risk gene which has been widely studied in relation to its
association with schizophrenia [76–78]. In meta-analysis, the
association between the NRG1 schizophrenia-associated risk
haplotype (HapICE, first reported by Stefansson et al. [76])
and schizophrenia has proved replicable [77]. NRG1 belongs
to a family of growth factors which are encoded by four
genes (NRG1-4); it has greater than 30 isoforms, grouped into
six “types” (I–VI) that are differentiated on the basis of N-
terminal sequence, expression of the 𝛼 or 𝛽 epidermal growth
factor- (EGF-) like domain, and presence of a transmembrane
(TM) region [79, 80]. NRG1 proteins are ligands for ErbB
receptor tyrosine kinases; this, in turn, activates intracellular
signalling pathways that are known to play a prominent role
in diverse developmental processes implicated in schizophre-
nia [79, 80]. NRG1 is expressed in diverse brain areas,
including the PFC, hippocampus, cerebellum, and substantia
nigra in both humans and rodents [80]. NRG1 isoforms differ
in domain structure and expression levels in various tis-
sues/cells during brain development and, later, in adulthood;
isoform-specific roles and properties, particularly in rela-
tion to the NRG1-schizophrenia association, remain poorly
understood [80]. This level of genetic complexity highlights
the difficulty associated with generating accurate preclinical
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genetic models of NRG1 dysfunction in schizophrenia. Clin-
ical genetic analyses have supported the association between
NRG1 variation, inflammatory function, and neurogenesis.
Interaction between the genes encoding the proinflammatory
cytokine interleukin 1𝛽 (IL-1𝛽) andNRG1 genotype increases
the risk of schizophrenia and shortens the age of onset for
the disorder [81]. Additionally, a missense mutation in NRG1
has been reported to increase activation of proinflamma-
tory cytokines such as interleukin 6 (IL-6), tumor necrosis
factor 𝛼 (TNF-𝛼), and interleukin 8 (IL-8) in patients with
schizophrenia [82].

VariousNRG1 knockout and transgenic mouse lines have
been developed to study the relationship between altered
NRG1 signalling and impact on behavioural and brain
endophenotypes relevant to schizophrenia [26, 83]. Mice
with heterozygous knockout of the transmembrane- (TM-)
domain truncation of exon 11 NRG1, which is associated
with the disruption of several NRG1 splice variants, display
increased novelty-induced hyperactivity, which is reversed by
antipsychotic treatment [76, 84, 85]. Disruption to PPI has
also been reported in the TM-domainNRG1mutant line [86–
88], and they also display deficits in social interaction [85].

Comparisons with alternative TM-domain or more
isoform-specific NRG1 deletions indicates that differences in
the targeting strategy, as it relates to the NRG1 gene, can pro-
duce very different effects across various neurobehavioural
measures. For example, in contrast with the exon 11 TM-
domain lines, mutant mice with targeted disruption of type
I/type II NRG1 do not show a hyperactive phenotype [89,
90]. Similarly, no significant behavioural impairments, aside
from mild cognitive deficits, were observed in a TM-domain
mutant line with a truncation from exon 9 [91].

O’Leary et al. [92] examined the unique and combined
effects of prenatal immune challenge (via administration of
Poly I:C at GD9) and postnatal cross-fostering (a control
procedure which can also act as a stressor, where offspring
are separated from dams and raised by surrogate mothers) in
mice with partial TM-domain (exon 9) deletion of NRG1. In
this study, distinct phenotypic effects across schizophrenia-
related behavioural measures (social interaction, PPI, and
open-field exploration) were observed for both individual
environmental variables as well as interactions between these
factors and genotype [92]. NRG1 mutants demonstrated
impaired social novelty preference, PPI, and a sex-specific
(females only) decrease in spatial working memory perfor-
mance, irrespective of exposure to the stressor. Poly I:C
treatment also disrupted PPI and working memory perfor-
mance across both genotypes. Combining NRG1 disruption
and prenatal immune challenge caused deficits in social
behaviour and spatial working memory, whereas combining
NRG1 disruption with the early life stressor (cross-fostering)
impaired social novelty preference, a measure of social cog-
nition. No synergistic effect of NRG1 disruption and prenatal
immune challenge was observed in relation to PPI, which
may be attributable to a masking effect of NRG1-related PPI
disruption on potential NRG1 × prenatal immune challenge
interactions on sensorimotor gating. However, the combina-
tion of prenatal immune challenge and cross-fostering (i.e.,
E × E) also produced several behavioural deficits in the

open field, social behaviour, and PPI. The results of this
study suggest that the emergence of schizophrenia-relevant
endophenotypes can arise from multiple, often very com-
plicated, interactions involving individual genes interacting
with several biological and psychosocial factors.

6.2. DISC1 × Immune Challenge. DISC1 is a prominent schiz-
ophrenia risk gene, which was originally identified at the
breakpoint of a balanced chromosomal translocation coseg-
regating with mental disorders in a large Scottish kindred
[93]. Subsequent clinical genetic studies have identified evi-
dence for involvement of common and rare risk variants at
this locus in the etiology of a range of neuropsychiatric disor-
ders, including schizophrenia, schizoaffective disorder, bipo-
lar disorder, and recurrent depressive disorder [94, 95].DISC1
is an essential synaptic protein, which interacts with a wider
molecular network to mediate processes associated with
cellular and synaptic function [96]. Mutant models of DISC1
gene function display anatomical, behavioural, and pharma-
cological phenotypes relevant to several neuropsychiatric dis-
orders, including schizophrenia and depression [97–103]. As
with the NRG1 mutant data, these DISC1 mutant pheno-
typic analyses again illustrate how different mutations in
the same gene can result in divergent phenotypic out-
comes. For example, a transgenic line with inducible and
reversible expression of a DISC1 C-terminal fragment under
the calcium/calmodulin-dependent protein kinase II alpha
(𝛼CAMKII) promoter demonstrated impaired social func-
tioning and disruption of spatial working memory [99]. In a
transgenic line with expression of a dominant-negative trun-
cated form of DISC1 under the 𝛼CaMKII promoter, mutants
exhibited novelty-induced hyperactivity but no other major
phenotypes [98]. Double transgenic mice expressing human
DISC1 under the cytomegalovirus (CMV) promoter with
tetracycline under the 𝛼CaMKII promoter showed a hyper-
active phenotype, as well as deficits in social interaction and
spatial memory [101]. Another group described two mouse
line carrying point mutations in DISC1 (L100P and Q31L),
where abnormalities associated with schizophrenia were
observed in the L100P line; these included deficits in PPI and
LI, as well as workingmemory, many of which were shown to
be reversible by antipsychotic administration [97].

Employing the Poly I:C immune challenge procedure,
Lipina et al. [104] demonstrated that the mutant offspring of
L100P dams who had been given a single injection of Poly I:C
onGD9 demonstratedmore prominent PPI and LI deficits, as
well as impaired working memory and sociability, relative to
L100P controls or both challenged and unchallengedwildtype
controls, where moderate deficits in these tasks were already
observed following the genetic or environmental manipula-
tion alone. Coadministration of an IL-6 antagonist blocked
the disruptive effects of prenatal Poly I:C on PPI and LI
performance in L100P mice, providing a direct link between
Poly I:C treatment and behavioural disruption in these mice.

The phenotypic effects of combining prenatal immune
challenge with DISC1 disruption were also described in a
study conducted in mice with inducible expression of mutant
hDISC1 in forebrain neurons [50, 101]. Poly I:C treatment
increased anxiety in mutants and controls in the open field,
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and both challenged and nonchallenged DISC1 mutants
displayed lateral ventricular enlargement relative to con-
trols. Male DISC1 mutant offspring of dams treated with
Poly I:C at GD9 demonstrated decreased social approach
behaviours, as well as an anxiogenic phenotype (less time in
the open arms of the elevated plus maze) and depression-like
behaviours (i.e., decreased latency to immobility in the forced
swim test). These behavioural deficits were accompanied by
altered serotonergic neurotransmission in the hippocampus,
decreased hypothalamic-pituitary-adrenal (HPA) axis reac-
tivity and attenuation of genotypic enlargement of the lateral
ventricles, as well as differential modulation of secretion of
inflammatory cytokines [50].

Another study examined the interaction of DISC1 muta-
tion with neonatal treatment with Poly I:C between postnatal
days 2 and 6 [105]. While neither the DISC1 mutation nor
neonatal immune challenge were independently associated
with any phenotypic effects, transgenic mice expressing a
dominant-negative form of DISC1 displayed a pronounced
schizophrenia-related phenotype across several cognitive
endophenotypes (spontaneous Y-maze alternation [which
measures working memory processes], recognition memory,
and contextual fear memory) following neonatal immune
challenge. Social interaction and MK-801-induced hyperac-
tivity were also selectively altered in Poly I:C-treated DISC1
mutants. These behavioural deficits were accompanied by a
decrease in parvalbumin-positive interneurons in the medial
prefrontal cortex (a cellular endophenotype for schizophre-
nia) of DISC1 × neonatal immune challenge mutants. It was
later shown, employing the same experimental design, that
the antipsychotic drug clozapine successfully reversed the
recognition memory deficits in DISC1 mutants exposed to
neonatal Poly I:C [106].

A recent study examined the interaction between DISC1
genotype, employing the transgenic model of inducible
expression of dominant-negative mutant human DISC1, and
prenatal exposure to the toxin lead (Pb2+), to assess the
development of neuropsychiatric phenotypes in resultant
lead-exposed offspring [107]. Lead exposure was associated
with the expression of increased anxiety, disruption of PPI,
increased responsivity to the NMDA receptor antagonist
MK-801, and ventricular enlargement (also observed in
nonstressed DISC1 mutants versus controls). The authors
reported several, often sex-specific, synergistic effects, demo-
nstrating more pronounced PPI deficits, heightened MK-
801 responsivity, and alterations in exploratory activity and
ventricular volume in DISC1mice exposed to lead.

6.3. Nurr1 × Immune Challenge. Nurr1 is a member of the
orphan steroid hormone receptor family which is involved in
key processes including differentiation, migration, and sur-
vival of midbrain DA neurons [108], as well as regulation of
the expression of genes which are crucial for DA neurotrans-
mission [109]. The combination of partial knockout of Nurr1
and prenatal immune activation via late gestational Poly
I:C administration resulted in additive effects on locomotor
hyperactivity in a novel environment and PPI disruption,
where deficits across both measures were already observed
following genetic disruption of Nurr1 or exposure to Poly I:C

alone. In contrast, multiplicative disruptive effects of both
genetic and environmental manipulations were observed
for measures of attentional function including LI persis-
tence and a measure of sustained attention [110]. Synergistic
interactions between Nurr1 haploinsufficiency and prenatal
immune activation on DAD2 receptor density in the nucleus
accumbens core and shell were also reported, as well as a
significant decrease and increase in tyrosine hydroxylase and
catechol-O-methyltransferase (COMT) density, respectively,
in the medial prefrontal cortex [110].

7. Cannabis Use and Schizophrenia

Recent epidemiological surveys have calculated mean esti-
mates of lifetime prevalence of cannabis use of 25% and 35.8%
among youth aged 15-16 in the UK and USA, respectively
[111, 112]. Therefore, a significant number of young people
are exposed to cannabis during an important neurodevel-
opmental stage characterised by maturation of neural cir-
cuitry across several brain areas implicated in schizophrenia
and other neuropsychiatric disorders. Lifetime cannabis use
increases risk for developing a psychotic disorder [113, 114],
where the risk quotient is highest among individuals who use
cannabis during adolescence [115–118]. However, despite high
prevalence estimates for lifetime cannabis use, a relatively
small proportion of cannabis users go on to develop sub-
clinical symptoms or a clinical psychotic disorder [119]. This
may be explained by the interaction between cannabis-related
psychosis risk and genetic disposition, as well as the cop-
resence of other adverse environmental conditions [120]. It
may also reflect differential concentrations of delta-9-tetra-
hydrocannabinol (THC) and cannabidiol in cannabis prod-
ucts. THC is the principal psychotomimetic ingredient of
cannabis; cannabidiol, in contrast, is a cannabinoidwhich can
exert anxiolytic and potentially antipsychotic effects [117, 119].

A recent analysis, conducted in a population-based sam-
ple, revealed a negative association between cannabis use in
early adolescence and cortical thickness (a morphological
endophenotype for schizophrenia) inmale adolescents with a
high genetic risk for schizophrenia, as indicated by their risk
profiles across 108 genetic loci identified by the Psychiatric
Genomics Consortium in a large genome-wide comparison
of patients with schizophrenia and control individuals [121].
G × E studies examining the link between cannabis and psy-
chosis in humans face the challenge of conclusively excluding
the possibility that individuals with a particular genotype
or profile of exposure to environmental adversity may be
more likely to use cannabis, as opposed to cannabis expo-
sure independently affecting the pathway to psychosis [122].
Delta-9-tetrahydrocannabinol (THC) is the principal psy-
chotomimetic ingredient of cannabis; cannabidiol, in con-
trast, is another component of cannabis which is thought
to exert anxiolytic effects [123]. Prolonged exposure to THC
during the period corresponding to adolescence in rats and
mice is associated with the emergence of deficits across sev-
eral schizophrenia-related endophenotypes, including atten-
tional and memory function (PPI, recognition memory),
novelty-induced hyperactivity [123], and deterioration in
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reinforcement learning performance [124]. It is also accom-
panied by neuronal hyperactivity in the mesocorticolimbic
DA pathway as well as modification of prefrontal cortical
molecular pathways [125]. Cannabinoid modulation of activ-
ity of DA projections from the brain stem to the striatum, in
particular, has been linkedwith the development of cannabis-
induced psychosis [126].

7.1. NRG1 × Cannabis Exposure during Adolescence. A puta-
tive association between NRG1 genotype and cannabis-
related psychosis has not yet been examined in clinical sam-
ples. A genome-wide linkage scan, and follow-up association
analysis, for cannabis dependence in African-American and
European-American families, revealed that NRG1 variation
was associated with increased risk for cannabis dependence
in African-Americans, and this effect was pronounced in
females [127].

Male TM-domain NRG1 mutant mice have shown
increased susceptibility to several of the neurobehavioural
effects of acute THC relative to wildtype controls. These
genotypic effects have included greater sensitivity to the PPI-
enhancing and anxiogenic effects of THC, as well as its loco-
motor activity suppressing effects [128–130]. These authors
also observed that THC-induced increase in immediate early
gene (c-fos) expression was greater in the shell of the nucleus
accumbens, central nucleus of the amygdala, paraventricular
nucleus, and dorsolateral bed nucleus of the stria terminalis
of TM-NRG1 mutants relative to controls [129]. Adding
complexity to the interpretation of G × E effects in this model
and suggesting the presence of second-level E × E interac-
tions, this genotype-dependent increase in c-fos expression
was only observed in mice who had been subjected to
behavioural assessments. In a complementary manner, TM-
NRG1 mutants also demonstrated increased tolerance to the
locomotor suppressant and anxiogenic effects of the synthetic
cannabinoidCP55,940, administered during adulthood [131].
TM-NRG1 mutants were also resistant to the cannabinoid-
induced decrease in investigative social behaviours compared
to controls [132]. The latter study also showed that several of
adolescent THCeffects on cannabinoid receptor 1 (CB1R) and
5-HT2A receptor binding (decreased in TM-NRG1 mutants,
increased in wildtypes) in the substantia nigra and insu-
lar cortex were genotype-dependent. Adolescent THC also
selectively increased NMDA receptor binding in the auditory
cortex, cingulate cortex, and hippocampus of TM-NRG1
mutants [132], as well as inducing differential expression
of proteins implicated in NMDA receptor trafficking and
glutamatergic function in the hippocampus of adolescent
THC-treated TM-NRG1mutants versus controls [133].

Cannabidiol is another psychoactive component of
cannabis which has been reported to possess anxiolytic
[134] and putative antipsychotic properties [135]. Long and
colleagues examined the neurobehavioural effects of chronic
cannabidiol during adulthood in TM-NRG1 mutants relative
to controls [136]. Chronic cannabidiol selectively enhanced
social interaction and increased GABAA receptor binding in
the granular retrosplenial cortex in TM-NRG1 mutants but
had no effect on PPI or novelty-induced exploratory activity
[136]. Collectively, studies conducted on THC, synthetic

cannabinoid, and cannabidiol effects in TM-domain NRG1
mutants would indicate altered sensitivity to the neurobe-
havioural effects of this class of drugs, in a manner which is
dependent upon timing and duration of treatment.

7.2. DISC1 ×Cannabis Exposure during Adolescence. A recent
study investigated the interaction, at a preclinical level,
between mutation inDISC1 and the effects of chronic adoles-
cent administration of THC [137]. In this model, a putative
dominant-negative form of DISC1 (DN-DISC1) which is
expressed under the control of the alpha-CAMKII promoter
in forebrain pyramidal neurons, chronic treatment with THC
during adolescence (postnatal days 28–48) worsened deficits
in cue-dependent fear memory in DN-DISC1 mice, while
neuronal activation induced by fear memory retrieval was
also selectively impaired in DN-DISC1mice. DN-DISC1mice
also demonstrated deficits in contextual fear memory irre-
spective of treatment condition. The combinatorial effect of
adolescent THC exposure and DN-DISC1 expression on the
endocannabinoid system was also indicated by a synergistic
reduction in synaptic CB1R expression in the prefrontal
cortex, hippocampus, and amygdala.

7.3. COMT × Cannabis Exposure during Adolescence. COMT
is an enzyme involved in the catabolism of catecholamines
and is the principal enzyme controlling the metabolism of
DA in the prefrontal cortex [138]. A common functional
polymorphism in the COMT gene, the Val158Met variant,
has been associated with differential reactivity to stressful
stimuli. Individuals with the COMT Val/Val (high enzyme
activity) genotype exhibit decreased affective reactivity to
stress relative to carriers of Met/Met, the low enzyme activity
allele [139]. Studies have shown that the disruptive effects
of childhood abuse on adult emergence of cognitive deficits
[140] and frequency of self-reported psychotic experiences
[141] are present only in COMT Met/Met carriers. In one of
the first clinical G× E reports reported for schizophrenia, risk
to develop psychosis was shown to be highest among those
who used cannabis during adolescence and were COMT
Val/Val carriers [142]. Preclinical genetic studies employing
a constitutive COMT gene knockout model, which looked
at the interaction between chronic intermittent THC and
Win 55,212 (a synthetic CB1R agonist) exposure during
adolescence and COMT deletion, demonstrated that COMT
genotype modulated responsivity to adolescent cannabinoid
effects in relation to hyperactivity in a novel environment,
working memory, and PPI [123, 143]. Specifically, THC treat-
ment reversed enhancement of working memory in COMT
knockout mice and produced changes in exploratory activity
and PPI that were not observed following COMT knockout
or THC treatment aloneThese deficits were accompanied in a
genotype-dependent manner by changes across morphologi-
cal measures of DA-ergic and GABA-ergic function [144].

8. Social Stress and Schizophrenia

Exposure to psychosocial stressors, particularly at develop-
mentally important time points, has been shown to both
play a role in the development of a psychotic disorder and
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precipitate the onset of psychotic illness when the stressful
experience occurs closer to the onset of the disorder [144–
147]. One particular social stressor which has been both
linked with increased risk for schizophrenia and modelled in
preclinical assays is social defeat, which refers to the defeated
feeling of subordination which is experienced following an
adverse social encounter [148, 149]. Animals studies have
consistently shown that exposure to social defeat is associated
with changes across several schizophrenia-related endophe-
notypes, as well as HPA axis function, and corticolimbic DA
neurotransmission (see [150] for detailed review of evidence).
Generally, rats or mice subjected to social defeat demonstrate
impaired social behaviour, as well as increased behavioural
signs of anxiety and depression [151, 152].

8.1. NRG1 × Social Stress. The combined effect of NRG1
heterozygous knockout and chronic social defeat stress (via
intermittent access to an aggressive CD1 strain conspecific)
during adolescence produced genotype-dependent working
memory deficits and elevated basal cytokine levels during
adulthood in TM-NRG1 mutant mice relative to controls
[86]. TM-NRG1 mutants displayed a genotypic increase in
novelty-induced activity, disruption of PPI and social nov-
elty preference, and decreased anxiety relative to wildtypes.
However, the combination of repeated social defeat stress
and partial NRG1 knockout produced deficits in the Y-
maze spontaneous alternation task (a measure of working
memory), which were not observed in stressed wildtype
controls. In contrast, in the sucrose preference test (ameasure
which is utilised to model anhedonia in rodents), stressed
control mice displayed reduced sucrose preference (i.e., an
“anhedonic” profile), whereas no such effect was observed
in stressed NRG1mutants. Another recent study which com-
pared the effects of acute and chronic exposure to a nonsocial
stressor, restraint stress, during adolescence in TM-NRG1
mutants versus controls reported increased sensitivity to the
anxiogenic effects of acute stress exposure in mutants [153].
Chronic intermittent stress during adolescence also produced
deficits in PPI in NRG1 mutants relative to both stressed
wildtypes and nonstressedmice belonging to both genotypes.
NRG1 mutants also demonstrated decreased corticosterone
levels, as well as increased apical dendritic spine density and
decreased apical dendritic lengths and complexity in layer
II/III pyramidal neurons of the medial prefrontal cortex,
following chronic restraint stress.

8.2. DISC1 × Social Stress. The phenotypic effects of social
defeat stress during adulthood in mice were examined
in DISC1 L100P and Q31L (a DISC1 line which demon-
strates more affective disorder-related phenotypes and fewer
psychosis-relevant phenotypes than the L100P line) mutants
[154]. They reported decreased vertical activity levels dur-
ing exploration in a novel environment, as well as social
interaction in mice with heterozygous mutation in DISC1
(L100P) following exposure to social defeat. While L100P
mice displayed a deficit in PPI, and both L100P and Q31L
mice displayed disruptions in LI, social defeat did not worsen
deficits in these tasks for any group. Social defeat stress during

adulthood was also associated with increased immobility
in the forced swim test, as well as an anhedonic profile
in the sucrose consumption test, but these effects were not
genotype-dependent.

Another study employed the C󸀠-truncated DN-DISC1
model, where expression is under the control of the widely
expressed prion protein promoter.Mutants and controls were
subjected to three weeks of social isolation during middle
and late adolescence (postnatal days 35–56). This manip-
ulation resulted in the emergence of schizophrenia-related
behavioural deficits, including PPI disruption, increased
immobility in a forced swim test (a measure of behavioural
despair which has been used to model apathy), and increased
methamphetamine-induced locomotion, in mutants relative
to isolated wildtypes and nonisolated mice of both genotypes
[155]. DN-DISC1 × isolation mice also displayed decreased
tyrosine hydroxylase expression, total tissue DA levels, and
basal extracellularDA in the frontal cortex relative to all other
genotype and environmental conditions.The same genotype-
dependent effect of increased DA release was observed
in the nucleus accumbens of isolated DN-DISC1 mutants
relative to all other groups. The observed behavioural and
cellular endophenotypes were rescued by administration of
the glucocorticoid receptor antagonist RU-486, suggesting
that the heightened stress-induced corticosterone response in
DN-DISC1 × isolation mice might represent the mechanism
underlying the schizophrenia-relevant behavioural and cel-
lular phenotypes. A recent follow-up study which assessed
DNA methylation of HPA-axis/glucocorticoid-related genes
in the mesocortical DA-ergic neurons of DN-DISC1 × iso-
lation mice revealed altered DNA methylation of tyrosine
hydroxylase, brain-derived neurotrophic factor (BDNF) and
FK506 binding protein 5 genes [53]; these epigenetic changes
were once again reversed by glucocorticoid receptor antago-
nist treatment.

9. Other Genes Implicated in
Pathogenesis of Schizophrenia:
Evidence for G × E Interactions

9.1. Dystrobrevin Binding Protein 1 (DTNBP1). Several studies
have identified DTNBP1 (or dysbindin-1) as a potential risk
gene for schizophrenia [156–158]. Genetic association stud-
ies have shown that variations in this gene are associated
with abnormal prefrontal cortical function in patients with
schizophrenia, as well as episodic and working memory
performance in healthy subjects [159–161]. The relevance of
regionally specific loss of DTNBP1 expression to the patho-
physiology of this neurodevelopmental disorder is high-
lighted by postmortem studies revealing a decrease in
DTNBP1 expression in neurons of the dorsolateral prefrontal
cortex and hippocampus [162, 163]. At a cellular level,
DTNBP1 is mainly expressed in synaptic sites and plays an
important role in synaptic homeostasis by regulating neuro-
transmitter vesicle exocytosis and vesicle biogenesis in neu-
rons. DTNBP1 is also found in the nucleus, where it is
reported to regulate transcription factor NF-kappa B activ-
ity to promote the expression of matrix metalloproteinase
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protein-9 (MMP-9), a matrix metalloproteinase that influ-
ences synaptic plasticity and learning andmemory, and TNF-
𝛼 [164]. In mice containing a loss-of-function mutation in
DTNBP1 (sandy, sdy), they demonstrate hyperactivity, deficits
in spatial learning and memory ability that are indicative
of disrupted hippocampal function, and disruption of DA-
ergic, glutamatergic, and GABA-ergic transmission in the
prefrontal cortex [165–171]. While genetic background does
appear to be an important factor in determiningwhether spe-
cific schizophrenia-related phenotypes are reported for the
sdy mouse, memory impairment is a consistent phenotypic
trait of DTNBP1-deficient mice irrespective of the mouse
strain adopted [166, 172, 173].

Clinical studies provide some evidence indicating poten-
tially significant associations betweenDTNBP1 gene variation
and the impact of adverse environmental risk factors on risk
to develop schizophrenia [174, 175]. A study which examined
potential interactions betweenDTNBP1 variation and serious
obstetric complications in a cohort of schizophrenia patients
reported that the interaction of both factors influenced risk
for schizophrenia [174]. It is also suggested that a common
underlying molecular defect involvingDTNBP1 contribution
to the development of anxiety and stress-related disorders
may involve changes in glutamatergic neurotransmission
or DA-ergic function [175]. Indeed, characterisation of the
behavioural phenotype of the sdy mouse revealed enhanced
anxiety in these mutants, as indicated by a reduced habitu-
ation to novelty, reduced locomotor activity and time spent
in the center of an open field test, and fewer open arm
entries in the elevated plus maze test [166, 176]. It is possible,
therefore, thatDTNBP1mutation directly or indirectly affects
neuronal circuitry subserving anxiety behaviours and stress
responsivity, meriting further examination of potential inter-
actions between stress-related environmental risk factors in
schizophrenia and DTNBP1 gene abnormalities.

The timing of environmental insults during development
and specific genetic vulnerability are important considera-
tions in determining susceptibility to neurodevelopmental
disorders and could differentially affect the degree to which
DTNBP1 mutations impact on structural and functional
properties of neuronal cells, circuit connectivity, and overt
behavioural phenotypes such as cognition, anxiety, and affec-
tive behaviour, leading to heterogeneous clinical phenotypes
in schizophrenia [2, 25]. Evidence indicates that endogenous
levels of the dysbindin protein in the mouse brain are higher
during embryonic and early postnatal ages [177] suggesting
adverse experiences during these vulnerable periods aremore
likely to affect the developmental course of dysbindin protein
expression than those experienced during later stages of
development. These findings highlight the critical nature of
the temporal expression of DTNBP1 in the brain and suggest
that environmental factors experienced in early postnatal life
and in adolescence may significantly impact on the trajectory
of brain development and susceptibility to schizophrenia in
those with DTNBP1-related genetic vulnerability.

9.2. SNAP-25. Synaptosomal-associated protein of 25 kDa
(SNAP-25) is a gene associated with both synaptic transmis-
sion [178] and increased risk for schizophrenia [179, 180].
Mice containing a point mutation in the SNAP-25 gene
display several schizophrenia-associated endophenotypes
including hyperactivity and increased behavioural sensitivity
to psychostimulants, which are both mediated through DA
D2 receptor activation [181, 182]. SNAP-25 mutants were
demonstrated to be particularly sensitive to the disruptive
effects of variable prenatal stress on social novelty preference
[183]. In the same study, both the point mutation and variable
prenatal stress independently produced disruption of PPI.
In a recent study, prenatal exposure to nicotine throughout
gestation and early perinatal development in mice with
partial loss of function of SNAP-25 resulted in increased
hyperactivity, social interaction deficits, and deficits in long-
term depression, which are paralleled by changes in the
affinity of the DA D2 receptor [184].

9.3. BDNF. Brain-derived neurotrophic factor (BDNF) is
implicated in diverse neurodevelopmental processes, includ-
ing neuronal differentiation and survival, and plasticity, and
may be important to the pathophysiology of schizophrenia
[162, 185]. Theleritis et al. [186] demonstrated that BDNF
genotype is related to childhood trauma but not to cognitive
deficits in first episode schizophrenia. Exposure of pregnant
mice to restraint stress was associated with increased BDNF
expression in the frontal cortex and hippocampus of adult
offspring [187]. A recent study evaluated the interaction
between prolonged adolescent exposure to escalating doses
of methamphetamine and heterozygous disruption of BDNF
in mice and demonstrated that decreased BDNF expression
may alter sensitivity to psychostimulant exposure at impor-
tant developmental periods [188].Methamphetamine-treated
wild-type mice, but not BDNF heterozygous mice, showed
locomotor sensitization to acute 3mg/kg D-amphetamine,
and this study also demonstrated increased sensitivity to
amphetamine-induced disruption of PPI in BDNF heterozy-
gotes [189].

9.4. RELN. Reelin is a protein that is involved in brain
development and synaptic plasticity; Reelin-mediated sig-
nalling pathway dysfunction has been linked with the patho-
physiology of schizophrenia [190, 191]. Reeler is an autoso-
mal recessive mutant mouse containing a mutation in the
RELN gene, and several studies have examined the pheno-
typic consequences of interaction between early life adversity
and the heterozygous reeler mouse phenotype. Interestingly,
reeler mutants who were prenatally exposed to the neuro-
toxin chlorpyrifos [192] or early maternal separation [193]
demonstrated a reversal of genotypic deficits across a number
of schizophrenia-relevant endophenotypes; these included
abnormalities in ultrasonic vocalisations and exploratory
behaviour, as well as social interaction [193]. Neither chlor-
pyrifos exposure nor maternal separation alone exerted any
effects on offspring behaviour. A recent study examined
the phenotypic consequences of prenatal hypoxia on schiz-
ophrenia-related phenotypes in heterozygous reeler mice
[194]. Exposure to prenatal hypoxia at embryonic day 17
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(E17) was associated with a genotype-independent increase
in anxiety (measured in the open-field test). No effect of
genotype on PPI was observed, but a small treatment-related
increase in PPI across both genotypes was reported [194].
RELN genotype × prenatal hypoxia interaction was found
in relation to frontal cortex volume, which was increased in
wildtypes, but the genotypic increase in RELN mutants was
decreased following prenatal hypoxia exposure. A selective
reduction in glucocorticoid receptor protein levels in the
hippocampus of stressed RELN mutants was also observed.

10. Discussion

The current review provides a summary of findings arising
from the growing body of research on the generation of
animal models of schizophrenia based on the interaction
of genetic mutations and well-characterised environmental
factors ([28, 49, 195]; see Tables 1 and 2 for summary of G × E
findings related to selected schizophrenia-associated genes).
These findings support the proposed “multihit” diathesis-
stressmodel, whereby vulnerability to schizophrenia involves
both the independent contribution and synergistic conver-
gence of temporally sensitive biological and environmen-
tal factors across development. Identification of biological
and environmental influences across critical developmental
periods and the mechanistic basis for their interaction may
eventually result in enhanced identification of schizophrenia
risk and the development of suitable preventative strategies.

A number of caveats and methodological considerations
arise from our review of preclinical G × E models relevant to
schizophrenia. Firstly, the heuristic value of a G × E model
depends upon the level of construct validity possessed by the
experimental model of the environmental stressor. Transla-
tion of epidemiologically appropriate environmental factors
into current animal models of G × E interactions constitutes
a particular challenge for models of G × E interplay in schiz-
ophrenia [196]. Secondly, it has to be noted that the majority
of the studies outlined above have been conducted using
rodent models involving a single gene mutation, while schiz-
ophrenia is a polygenic disorder [5]. Thirdly, much of the
evidence outlined in the preceding sections is essentially
descriptive, or the studies cited have focused on a limited
number of molecular markers; more detailed molecular
interrogation of phenotypic effects, at different time points,
is required. In particular, neural circuits in animal models
of G × E interactions will need to be examined with respect
to behavioural changes, with a particular attention to the
pathological trajectory from early development to the emer-
gence and expression of the specified disease-relevant endo-
phenotypes in adulthood [5]. These mechanistic studies will
provide a solid basis for the development and evaluation of
targeted preventative or rescue strategies. Lastly, several of the
G × E models discussed have demonstrated that the effects
of coexposure to a genetic mutation and an environmental
stressor can result in modification of the phenotypic effects
of one factor or the other but may also produce phenotypic
effects, both protective and adverse, which may not be
observed following exposure to any one factor alone [28].

It has been suggested that genetic risk to develop a
psychotic disorder may be expressed as altered responsivity
to everyday stressful situations [197], such that idiopathic
responsivity to stressors may be an important determinant
of induction of psychosis. At a phenotypic level, both the
human genetic and preclinical G × E data related to schiz-
ophrenia have highlighted the importance of incorporating
behavioural and physiological measures of stress responsivity
in any phenotyping strategy. Both streams of evidence have
clearly shown that it represents a modulating trait which
might increase risk for schizophrenia [198, 199] and mod-
ulate the expression or severity of schizophrenia-relevant
endophenotypes in preclinical G × E models (e.g., [24]).

As evident in the above description of G × E interaction
in relevant mutant models, sex-specific effects are commonly
observed, even allowing for the limited number of studies
which have examined such effects in both sexes. Gender
differences in schizophrenia have been noted across such
domains as symptomatology and course of illness. Males
show lower premorbid functioning, earlier age of onset, more
severe cognitive deficits, and poorer prognosis at an earlier
age of onset, and a poorer course of illness [200, 201]. There
is sufficient evidence to conclude that independent and inter-
active effects of genetic and environmental manipulations on
behavioural indices can differ between the sexes. Therefore,
there is a requirement for G × E models to be validated for
both sexes.

Despite the difficulty in interpreting the evidence for first-
and second-order interactions arising frommultifactorialG×
E studies conducted in nonhumans, some authors have pro-
posed common biological mechanisms or processes which
might underlie such interactions [5]. One such mechanism
is a disturbance in glutamatergic function, which may be
related to dysfunction of parvalbumin-positive interneurons
in the cerebral cortex and hippocampus, which are sensitive
to alterations in NMDA-type glutamate receptors [202].
One of the common findings in both animal models and
postmortem tissue from patients with schizophrenia is a
reduction of mRNA or protein levels of the calcium-binding
protein parvalbumin in cortical fast-spiking (FS) interneu-
rons. Both preclinical genetic and environmentally based
models using schizophrenia risk genes or stressors, respec-
tively, have consistently observed a decreased number or
impaired function of parvalbumin-positive interneurons in
the hippocampus or cortex [91, 203]. A different model has
suggested that genetic risk factors interact with social envi-
ronmental risk factors (including early life adversity and psy-
chosocial stress) to impact on the DA system, increasing its
response to environmental stressors and to the abuse of drugs
such as cannabis and psychostimulants [204, 205]. There are
various strands of evidence to support this theory, includ-
ing the well-characterised impact of acute and long-term
exposure to stress and drugs of abuse on mesolimbic DA-
ergic pathway dysfunction, and the fact that many of the
genetic risk factors implicated in schizophrenia are associated
with underlying alterations in theDA system [206].Mesolim-
bic DA-ergic dysregulation is posited to be a fluid and
dynamic process that may be reactive to acute and chronic
stressors, including early brain insult, prolonged exposure to
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Table 2: Summary of evidence for gene, environment, and gene × environment effects in mutant models for selected genes associated with
schizophrenia.

Gene
target

Environmental
exposure Reference(s)

Impact on schizophrenia-relevant
behavioural endophenotypes Use of preventative

or rescue strategyGenetic
manipulation

Environmental
manipulation Gene × environment

Nurr1 Prenatal Poly
I:C [110]

Increased
novelty-induced
activity; decreased
PPI, reduction in
tyrosine
hydroxylase-
positive cells in the
substantia nigra

Increased
novelty-induced
activity; decreased
PPI; spatial
working memory
deficits; increase in
tyrosine
hydroxylase-
positive cells in the
VTA

Additive effects on
novelty-induced
hyperactivity; synergistic
reduction in attentional
shifting and sustained
attention; decrease in
DA D2 receptor
immunoreactivity in the
nucleus accumbens

—

Snap-25 Variable
prenatal stress [183]

Decreased PPI in
the blind-drunk
point mutant

PPI disruption Decreased social novelty
preference

Clozapine and
haloperidol (to a
lesser extent)
reversal of PPI
deficits was most
pronounced in G ×
E group

Snap-25
Prenatal
nicotine
exposure

[184]

Increased
novelty-induced
activity and
decreased social
interaction

—

More pronounced
novelty-induced
hyperactivity and greater
disruption of social
interaction; deficits in
DA D2
receptor-dependent
induction of long-term
synaptic depression

—

BDNF

Chronic
metham-
phetamine
exposure

[188] —
Locomotor
sensitisation and
increased entropy

Decreased locomotor
sensitisation and entropy
in BDNF heterozygotes

—

BDNF

Chronic
metham-
phetamine
exposure

[189]

Decreased PPI and
increased acoustic
startle reactivity in
BDNF
heterozygotes

Locomotor
sensitisation;
increased
sensitivity to
MK-801 and
amphetamine-
induced PPI
disruption

Increased sensitivity to
amphetamine-induced
PPI disruption in
preexposed BDNF
heterozygotes

—

RELN Maternal
separation [193]

Decreased
frequency of
ultrasonic
vocalisations;
decreased activity
in a novel
environment

—

Decreased sensitivity to
disruptive effects of
maternal separation in
heterozygous RELN
mutants

—

RELN

Prenatal
exposure to the
pesticide
chlorpyrifos
Maternal
separation

[192]

Decreased
frequency of
ultrasonic
vocalisations

—

Prenatal chlorpyrifos:
selective increase in
ultrasonic vocalisation
in RELN mutants;
disrupted behavioural
response to acute
scopolamine
Maternal separation:
decreased social
motivation in WT but
not RELN mutants

—
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Table 2: Continued.

Gene
target

Environmental
exposure Reference(s)

Impact on schizophrenia-relevant
behavioural endophenotypes Use of preventative

or rescue strategyGenetic
manipulation

Environmental
manipulation Gene × environment

RELN Prenatal
hypoxia [194]

Increase in frontal
cortex volume in
RELN mutants

Reduction in
glucocorticoid
receptor protein
levels in frontal
cortex

Increase in frontal cortex
volume in WT but
opposite effect observed
in RELN mutants;
selective reduction in
glucocorticoid receptor
protein levels in
hippocampus of RELN
mutants; selective
changes in brain
expression of
hypoxia-related proteins
in mutants

—

BDNF, brain-derived neurotrophic factor; DA, dopamine; Δ-9 THC, delta-9-tetrahydrocannabinol; NURR1, nuclear receptor related 1 protein; PPI, prepulse
inhibition; RELN, reelin; SNAP-25, synaptosome associated protein 25 kDa; VTA, ventral tegmental area; WT, wildtype.

drugs of abuse, and psychosocial stress, across the lifespan
of the individual. Another theory places a greater emphasis
on the convergence of genetic and environmental factors
upon regulation of synaptic plasticity and function, as well
as the stabilisation of cortical microcircuitry [42, 207]. It has
been observed that intact synaptic function depends on a
large number of molecular pathways which will be affected
by several environmental factors throughout brain develop-
ment. Additionally, stress-associated signalling cascades are
well known to modulate the development and maintenance
of synaptic connectivity [5].

What existing animal studies of G × E interactions
relevant to schizophrenia highlight is that developing valid
multifactorial models which are amenable to investigations
not yet possible in clinical studies will become increasingly
important in determining the mechanisms underlying con-
vergence of genetic and environmental risk factors and their
interaction.
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We have previously shown in two randomized clinical trials that environmental enrichment is capable of ameliorating symptoms
of autism spectrum disorder (ASD), and in the present study, we determined whether this therapy could be effective under real-
world circumstances. 1,002 children were given daily Sensory Enrichment Therapy, by their parents, using personalized therapy
instructions given over the Internet. Parents were asked to assess the symptoms of their child every 2 weeks for up to 7 months.
An intention-to-treat analysis showed significant overall gains for a wide range of symptoms in these children, including learning,
memory, anxiety, attention span, motor skills, eating, sleeping, sensory processing, self-awareness, communication, social skills,
andmood/autism behaviors.The children of compliant caregivers weremore likely to experience a significant improvement in their
symptoms. The treatment was effective across a wide age range and there was equal progress reported for males and females, for
USA and international subjects, for those who paid and those who did not pay for the therapy, and for individuals at all levels of
initial symptom severity. Environmental enrichment, delivered via an online system, therefore appears to be an effective, low-cost
means of treating the symptoms of ASD.

1. Introduction

Autism spectrum disorder (ASD) is a heterogeneous neu-
rodevelopmental condition, presenting in early childhood in
1 of 45 children in the USA [1], and it appears to arise from
a complex interaction between genetic and environmental
factors [2–4]. Social interaction and communication skills
are impaired in this disorder, and individuals with ASD also
have unusual repetitive behaviors and/or narrow interests.
The condition can persist for life, with major implications
for the individual, the family, and the healthcare system [5].
There are currently limitedmedical treatments for individuals
withASD [6], andwhile there are several behavioral therapies
available for treatment, these programs are inaccessible to
many [7, 8], are often costly [5, 9], are typically less effective
as patients age [10], are not reliably effective [11], and may
address a narrow range of symptoms [12–15]. A treatment
that successfully addresses the limitations of current therapies
therefore would be of great value.

How much can the environment affect the expression
of ASD symptoms? After reviewing the animal literature
regarding the substantial benefits of environmental enrich-
ment for animal models of autism, Reynolds et al. [16] noted
that the key aspects of environmental enrichment appear to
include novel and diverse sensorimotor experiences. They
went on to propose that environmental enrichment might be
a useful means of treating children with autism, presumably
by suppressing the expression of ASD symptoms through
neural compensatory mechanisms that would be evoked by
the environmental stimulation. In other words, the gene x
environment interaction that produced the expression of
autism symptoms may be shifted by changing the environ-
mental input to the children with ASD and thereby reducing
the expression of those symptoms.

To test that hypothesis, we conducted a randomized
clinical trial in which environmental enrichment was given
to 6–13-year-old children with classic autism for 6 months
by their parents [17].The therapy included about three-dozen
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novel sensory exercises that were given to the children in the
morning and evening. The children were assessed at baseline
and after 6 months by the same psychologists who were
unaware of the group assignment of the children. We found
clinically significant improvements in autism symptom sever-
ity in 42% of the children in the enriched group, as revealed
by the Childhood Autism Rating Scale, while only 7% of the
standard-care controls experienced such an improvement.
We also reported improved cognition following environmen-
tal enrichment, with enriched children scoring 11.3 points
higher than controls on the objective Leiter International
Performance Scale (Leiter-R) after 6 months of therapy.

In a second randomized clinical trial, environmental
enrichment was used to treat 3–6-year-old children with
classic autism, and their assessments were also completed by
experienced psychologists who were blind to group assign-
ment.Woo et al. [18] again found significant improvements in
the cognitive scores of enriched children over 6months using
the Leiter-R, with enriched children gaining 8.42 IQ points,
while the standard-care group gained 1.53 points, a statis-
tically significant difference. A significant improvement for
the enriched children was also found in receptive language,
using the Reynell Developmental Language Scales, another
objective test of symptom improvement. Enriched children
gained 7.42 points on the receptive language scale, whereas
the standard-care group had an average increase of 3.63
points on that assessment. Improvements for the enriched
children also outpaced that of controls in the reduction
of abnormal sensory responsiveness, as assessed by their
parents with the Short Sensory Profile [19]. Enriched children
gained 11.36 points on that survey, whereas the standard-care
children improved by 2.85 points. Finally, we found that 21%
of the children who were initially classified as having autism
with the objective Autism Diagnostic Observation Schedule
fell below the autism classification cutoff using that same test
after six months of environmental enrichment. None of the
children in the standard-care control group improved to that
extent. In both of these studies, standard care included var-
ious combinations of speech therapy, occupational therapy,
Applied Behavioral Analysis, social skills therapy, adapted
physical education, and physical therapy.

We then wanted to determine whether this therapy
could be provided to a large number of individuals with
autism via a telehealth system under real-world conditions.
Indeed, several forms of behavioral therapy have been made
available to relatively small numbers of parents via the
Internet with encouraging outcomes. Parental instruction
for autism behavioral therapies such as Pivotal Response
Training, Applied Behavior Analysis, and the Early Start
Denver Protocol have been made available over the Internet
and these at-home therapies have shown significant improve-
ments in parental confidence and parental treatment fidelity,
as well as improvements in spontaneous imitation skills,
communication skills, problem behaviors, and anxiety in
children with ASD [20–28].

Given the efficacy of environmental enrichment for
treatment of ASD symptom in our randomized clinical trials
and given its potential for increasing access to treatment for
children with ASD, the enrichment therapy has been adapted

for real-world circumstances and made available on the
Internet by Mendability, LLC, as a paid online service, which
has been accredited for the provision of behavioral healthcare
by the Joint Commission on Accreditation of Healthcare
Organizations. We set out to determine the efficacy of
environmental enrichment as provided via this telehealth
service. Unlike the therapy used in the two clinical trials, the
therapeutic exercises from this system were individualized,
based upon the specific challenges, age, abilities, and progress
of the children. In addition, while both of the clinical trials
included only children 3–12 years old with classic autism, this
study extended both the range of ages of the subjects who
received the therapy and the range of ASD severity of those
treated by including self-selected individuals across the entire
autism spectrum.

2. Materials and Methods

2.1. Intervention. All research activities adhered to theHealth
Insurance Portability and Accountability Act and were in
compliance with its privacy, security, and electronic transac-
tion guidelines.The data set used in the study was stripped of
personal information prior to analysis.

The study was a nonconcurrent single-subject, multiple-
baseline design initiated by a retrospective review of the
behavioral assessments of parents regarding their children
at the start of their treatment and over the course of
their treatment.The individuals who received environmental
enrichment were given instructions for daily exposure to
multiple sensorimotor exercises via customized worksheets
that were generated by the online software after completion of
an extensive questionnaire. As the parents were delivering the
stimulation, there was also an increase in social interactions
for the enriched children. Licensed, experienced occupa-
tional therapists reviewed the worksheets to ensure that the
computer-generated exercises were within the capability of
each subject. These therapists made any adjustments to the
therapy if needed, but such interventions were rare. The
occupational therapists were also available for consultations
with the parents via email, phone, and video over the course
of the therapeutic intervention

Environmental enrichment, in the form of Sensory
Enrichment Therapy, pairs different types of sensory and
motor exercises on a daily basis. Varied textures, such as plas-
tic turf doormats, aluminum foil, sponges, artificial flowers,
adhesive tape, and bubble wrap, were used to stimulate the
sense of touch. For object manipulation, there were beads to
sort and arrange, discs to insert or pull, and rice or toothpicks
to insert into foam or Play-Doh, which was also used to
squeeze and shape. Thermal stimulation came from different
temperatures of water, spoons, or mugs. Visual stimulation
came in the form of fine art, photos, and other images.
Auditory stimulation came in the form of classical music
or sound makers. Proprioceptive and vestibular stimulation
came in the form of various exercises requiring walking or
ascending and descending stairs while carrying an object
overhead. Balance skills were elicited on a raised or angled
beam, and differentmovements were performed in place with
a blindfold. Pleasant scents provided olfactory stimulation.
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A partial list of the exercises available to the children in
this study can be found in previous reports [17, 18]. The
online system selected exercises from a database of more
than 400 different sensory exercises, which allowed a new
individualized therapy worksheet to be developed for each 2-
week period.

The therapeutic exercises were administered once or
twice a day, with each session lasting 10–15 minutes. In addi-
tion, there were 4–6 daily pairings of olfactory stimuli and
gentle tactile stimuli for 30–60 seconds. Every 2 weeks, after
the detailed parental assessments of their child’s symptoms
were completed, the expert system software assigned new
exercises that were delivered in a new worksheet for the next
2-week period. The enrichment therapy was added to any
other therapies in which the child was engaged.

2.2. Assessments. Parents were initially asked to complete an
online assessment with 301 potential questions that probed
the behavioral symptoms associated with autism (a list of
which can be found in the Appendix). Care was given to
avoid questions that could be extracted from higher-level
questions. For example, if the parent reported that the child
had good reading comprehension, the system did not ask if
she/he knew the letters of the alphabet. Furthermore, parents
were presented only age-appropriate questions. For example,
if the parent reported that the child was 3 years old, a question
about reading comprehension would not be presented. The
parentswere asked to assess each aspect of their behaviorwith
these descriptors: 0 = could not be worse, 1 = severe problem,
2 = big problem, 3 = bit of a problem, 4 = maybe a problem,
and 5 = not a problem. A progress bar was displayed for each
question to help the parent set the level of improvement on
the scale.

In the initial assessment, the system presented an average
of 280.46 (SD = 22.43, CI = 279.07–281.85) questions. When-
ever the parent rated a question as “not a problem,” (mean =
153 or 55%of the questions, SD= 48.81, CI = 150–156) orwhen
the parent was not able to generate an answer to a question for
various reasons (mean = 8 questions or 3% of the questions,
SD = 16, CI = 7–9), those questions were then omitted from
the subsequent questionnaires.

2.3. Participation. 1,002 subjects were recruited to initiate the
treatment, using Google ads, TEDx ads, Facebook ads, and
email messages. They had a mean age of 7.37 years (SD =
3.83, CI = 7.14–7.61) and ranged in age between 1 and 18 years.
There were 796 males and 206 females, 752 of whom were
from the USA, 239 were international residents, and 11 were
of unknown geographic location. There were 835 children
whose parents paid for the therapy and 167 children who
received the therapy at no charge.Therewere 559 parents who
indicated that their child had received a diagnosis of autism,
41 children who had a diagnosis of Asperger’s syndrome,
and 30 who had probable autism. In addition, 31 children
were regarded as having pervasive developmental disorder,
18 were regarded as having ADHD, 10 were described as
having global developmental delay, 42 were described as
having other disorders, and there were 271 children whose
parents did not provide a formal diagnosis. However, rather

than focusing on their presumptive diagnoses, we focused
on improvement in the symptoms that were revealed by the
answers to the assessment questions.

2.4. Calculating Composite Score. The parents completed
these questionnaires a mean of 1.75 times each month. The
mean number of questions to which the parents responded
over the course of their participation was 119 questions
at each assessment (SD = 43.54, CI = 116–122). The final
scores were recorded for each individual whenever they
stopped their participation and the change in symptom
severity was then calculated for each subject for all answered
questions in an intention-to-treat analysis. The range of
scores for the individual behavioral components was 0 to
5. The mean of all answered questions was then calculated
for a composite score that characterized the mean change in
symptom severity for each child, as assessed by their parent.
Questions that were not age-appropriate or were initially
answered as “not a problem” or “cannot measure” were not
subsequently presented and were therefore not included in
the calculations. If no assessment was taken in anymonth, we
interpolated the results by time-weighted averaging between
the last assessment and the next closest assessment. In
addition, we calculated the change in assessments for specific
categories of symptoms: anxiety, attention span, commu-
nication, eating, learning, memory, mood/behavior, motor
skills, self-awareness, sensory processing, sleep, and social
skills. We further clustered those categories into basic skills,
complex skills, and personality traits for analysis. We used
paired t-tests for two sample means to compare symptom
severity before and after Sensory Enrichment Therapy, and
we calculated R2 for evaluating correlations.

3. Results and Discussion

174 participants answered the questionnaire for 1 month, 144
for two months, 81 for 3 months, 65 for 4 months, 79 for 5
months, 59 for 6months, and 400 for more than 6months. In
all, we collected more than 650,000 answers to the questions
that are shown in the Appendix, along with the proportion
of subjects who indicated a problem in that area, the mean
initial score, and the mean change in that score at the final
assessment.

Figure 1 shows the correlation of the time spent in
environmental enrichment therapy in months, relative to the
mean difference in the composite score of the participants
from the initiation of the therapy to their final assessment: R2
= 0.14 (𝑝 < 0.05). The mean initial symptom severity score
for all subjects was 2.48 (SD = 0.60, CI = 2.44–2.51) and the
mean final score for all subjects improved to 2.93 (SD = 0.78,
CI = 2.88–2.98; df = 1,001, t = −26.58, 𝑝 < 0.00001).The effect
size should be considered to be large (Cohen’s d = −1.68).

The change in symptom severity as a function of parental
engagement with the therapy, as determined by the number
of sensory exercise worksheets that the parents downloaded,
is shown in Figures 2 and 3. The more assumed parental
engagement, the better outcome for the children (R2 =
0.26, 𝑝 < 0.05). Indeed, only 5.93% (2,036 out of 35,055) of
questions answered by the 295 parents who downloaded 1–3
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Figure 1: Mean change in symptom severity score as a function of
therapy duration inmonths (R2 = 0.14). Symptom severity score was
the change on a 0–5 scale for all answered questions for each subject.
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Figure 2: Mean change in symptom severity, as determined by
all answered questions on a 0–5 scale from the initial to the final
assessment as a function of the number of worksheets received,
which served as a reflection of parental engagement with the therapy
(R2 = 0.26).

worksheets had experienced an improvement of at least 1
point on the symptom severity scale, while 46.09% (11,467
out of 24,852) of questions answered by the 217 parents who
downloaded at least 10 worksheets had such an improvement.
Even though the children of parents who downloaded 1–3
exercise sheets had a significant improvement in their
progress on their composite scores of symptom severity
(mean = 0.18, SD = 0.34, CI = 0.14–0.22, t = −9.00, df = 294,
𝑝 < 0.00001), those subjects whose parents downloaded
10 or more exercise sheets had a mean improvement of
0.90 (SD = 0.63, CI = 0.81–0.98, t = −20.95, df = 216,
𝑝 < 0.00001). When the symptom improvement for both of
these groups was compared directly with an unpaired t-test
with unequal variances, the children of the compliant parents
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Figure 3: Mean composite assessment score (scale 0–5) over
time for subjects whose parents downloaded different numbers of
exercise worksheets.

had a significantly better outcome than the children of the
noncompliant parents (t = −15.19, df = 309, 𝑝 < 0.00001).

To understand the impact of the passage of time on
symptom severity, we looked at the progress of 93 subjects
whose parents had completed the assessments for 6 or more
months but only downloaded 1–3 worksheets. These data
differ from the analysis above in that we only looked at
those children who had the therapy for at least 6 months,
whereas the above comparison included the outcomes of all
the children in these groups, regardless of the time that they
remained in the study. This noncompliant group had a mean
age of 7.77 (SD = 3.93, CI = 6.96–8.58) and a mean initial
severity of 2.53 (SD = 0.65, CI = 2.40–2.67) and the percent
of questions that were initially marked as “not a problem”
was 54% (SD = 17%, CI = 51%–58%), with mean composite
symptom improvement of 0.24 (SD = 0.35, CI = 0.17–0.31, t
= −6.72, df = 92, 𝑝 < 0.00001). Due to the low compliance
levels, this group likely reflects the improvement of symptoms
over time without significant Sensory Enrichment Therapy,
compared to the 182 subjects whose parents completed
assessments for 6 or more months and downloaded 10 or
more worksheets. That group had similar mean age: 7.46 (SD
= 3.87, CI = 6.89–8.02), similar mean initial severity: 2.45
(SD = 0.57, CI = 2.36–2.53), and similar percent of initial
questions that were marked as “not a problem”: 55% (SD
= 16%, CI = 52%–57%), but they had a mean composite
symptom improvement of 0.91 (SD = 0.63, CI = 0.82–1.00,
t = −19.40, df = 181, 𝑝 < 0.00001). A direct comparison of
these groups showed that the compliant parents had children
who experienced much larger symptom improvements than
the noncompliant parents even when time is kept constant (t
= −11.28, df = 272, 𝑝 < 0.00001).

The change in symptom severity as a function of initial
age is shown in Figures 4 and 5 and there was no statistically
significant difference between these factors. Initial symptom
severity also did not affect the eventual outcomes (Figure 6).
Subjects with a composite symptom severity score < 3 (mean
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Figure 4: Mean composite assessment score (scale 0–5) over time
for subjects of different ages.
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Figure 5: Mean change in symptom severity score as a function of
initial age (R2 = 0.002). Symptom severity score was the change on
a 0–5 scale for all answered questions for each subject.

change = 0.47, SD = 0.56, CI = 0.43–0.51, t = −23.56, df =
802, 𝑝 < 0.00001) and subjects with a composite symptom
severity score > 3 (mean change = 0.40, SD = 0.44, CI =
0.33–0.46, t = −12.75, df = 198, 𝑝 < 0.00001) had similar
significant improvements in their symptoms. Both American
subjects (mean = 0.45, SD = 0.55, CI = 0.41–0.49, t = −22.53,
df = 751, 𝑝 < 0.00001) and international subjects (mean =
0.45, SD = 0.51, CI = 0.38–0.51, t = −13.54, df = 238, 𝑝 <
0.00001), along with both males (mean = 0.46, SD = 0.55, CI
= 0.42–0.50, t = −23.74, df = 795, 𝑝 < 0.00001) and females
(mean = 0.43, SD = 0.52, CI = 0.36–0.50, t = −11.86, df =
205,𝑝 < 0.00001), experienced similar improvements in their
symptoms (Figure 7).

Those symptoms thatwe regarded as basic skills improved
by a mean of 0.49 (SD = 0.55, CI = 0.46–0.53, t = −28.19,
df = 1,001, 𝑝 < 0.00001), complex skills by 0.42 (SD = 0.55,
CI = 0.38–0.45, t = −23.99, df = 1,000, 𝑝 < 0.00001), and
personality traits by 0.35 (SD=0.59, CI = 0.32–0.39, t =−18.87,
df = 990, 𝑝 < 0.00001).

We found statistically significant improvements for all
symptom categories: anxiety (mean score improvement =
0.43, SD = 0.67, CI = 0.38–0.47, t = −18.79, df = 864), attention
span (mean = 0.42, SD = 0.68, CI = 0.38–0.46, t = −19.12, df

3.50

3.00

2.50

2.00

1.50

1.00

0.50

0.00

−0.50

−1.00

Mean initial severity for all questions
0.50 1.00 1.50 2.00 2.50 3.00 3.50 4.00 4.50 5.00

M
ea

n 
ch

an
ge

 in
 sy

m
pt

om
 se

ve
rit

y 
(0

–5
sc

al
e)

Figure 6: Mean change in symptom severity, determined by all
answered questions on a 0–5 scale as a function of initial symptom
severity (R2 = 0.005).
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Figure 7: Mean composite assessment score (scale 0–5) over time
for male and female subjects.

= 955), communication (mean = 0.51, SD = 0.65, CI = 0.47–
0.55, t = −23.55, df = 920), eating (mean = 0.48, SD = 0.68,
CI = 0.43–0.52, t = −19.66, df = 782), learning (mean = 0.47,
SD = 0.63, CI = 0.43–0.51, t = −22.77, df = 935), memory
(mean = 0.41, SD = 0.69, CI = 0.35–0.47, t = −14.38, df =
576), mood/behavior (mean = 0.40, SD = 0.61, CI = 0.36–
0.43, t = −20.28, df = 970), motor skills (mean = 0.45, SD
= 0.58, CI = 0.41–0.49, t = −22.82, df = 875), self-awareness
(mean = 0.50, SD = 0.72, CI = 0.45–0.55, t = −20.75, df = 882),
sensory processing (mean = 0.49, SD = 0.62, CI = 0.45–0.53, t
= −24.24, df = 954), sleep (mean = 0.47, SD = 0.67, CI = 0.42–
0.53, t = −18.19, df = 654), and social skills (mean = 0.42, SD
= 0.61, CI = 0.38–0.45, t = −21.40, df = 972). All p’s < 0.00001.
The n differs in these comparisons because not all subjects
had problems in all areas of concern.

There was no significant difference in the initial char-
acteristics between the children whose parents paid for the
treatment (𝑛 = 835, mean age = 7.21 years, SD = 3.76, CI =
6.96–7.47), initial composite symptom severity (mean = 2.48,
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Figure 8: Mean composite assessment score (scale 0–5) over time
for subjects with different reported diagnoses.

SD = 0.59, CI = 2.44–2.52) and percent of questions marked
as “not a problem” (mean = 55%, SD = 17%, CI = 53%–56%),
and those who did not pay for the treatment (𝑛 = 167, mean
age = 8.17 years, SD = 4.08, CI = 7.54–8.79), mean initial
severity (mean = 2.47, SD = 0.65, CI = 2.37–2.57) and percent
of questions marked as “not a problem” (mean = 54%, SD
= 17%, CI = 52%–57%). Similarly, there was no significant
difference in improvement between the paying group and the
nonpaying group. The mean change in composite scores was
0.45 (𝑛 = 835, SD = 0.55, CI = 0.41–0.49, t = −23.79, df = 834,
𝑝 < 0.00001) for those who paid and 0.47 (𝑛 = 167, SD = 0.51,
CI = 0.39–0.55, t = −11.90, df = 166, 𝑝 < 0.00001) for those
who did not pay for the treatment.

The progress of those subjects with different reported
diagnoses is shown in Figure 8. Those reported to have
ADHD had a mean improvement in their symptoms of 0.33
(SD=0.41, CI = 0.13–0.54, t =−3.46, df = 17,𝑝 < 0.003).Those
described as having Asperger’s syndrome had a significant
improvement in their symptoms (mean improvement = 0.54,
SD = 0.61, CI = 0.34–0.73, t = −5.63, df = 40, 𝑝 < 0.00001),
those with ASD diagnoses improved by 0.47 (SD = 0.58,
CI = 0.43–0.52, t = −19.25, df = 558, 𝑝 < 0.00001), and
those who were regarded as having ASD by the occupational
therapists (coach) improved by 0.70 (SD = 0.46, CI = 0.53–
0.87, t = −8.40, df = 29, 𝑝 < 0.0001). Those with global
developmental delay also benefitted from the treatment,
with a mean composite severity score improvement of 0.56
(SD = 0.77, CI = 0.01–1.11, t = −2.31, df = 9, 𝑝 < 0.05).
Those individuals who were described as having PDD-NOS
improved by 0.33 (SD = 0.36, CI = 0.20–0.46, t = −5.18, df
= 30, 𝑝 < 0.0001). Subjects without a reported diagnostic
category improved by 0.39 (SD = 0.46, CI = 0.33–0.44, t =
−13.69, df = 270, 𝑝 < 0.00001) and those who were regarded

as being in a variety of diagnostic categories improved by 0.47
(SD = 0.44, CI = 0.33–0.60, t = −6.95, df = 41, 𝑝 < 0.00001).

3.1. Treatment Outcomes. Environmental enrichment in the
form of Sensory Enrichment Therapy, provided through an
online portal, appears to be effective in supporting a broad
range of symptomatic improvements in individuals with ASD
over a wide range of ages and symptom severity, as well as
across geographic locations, and for both genders. There was
also a significant association between treatment compliance
and therapeutic effectiveness.

The online treatment effects even appear to be stronger
than what was observed in the randomized clinical trials,
where the treatment effects based on Cohen’s d for the
standardized mean difference for the within-subject change
on the Leiter, Short Sensory Profile, and Reynell Receptive
Language assessments were 0.54, 0.51, and 0.45, respec-
tively [18], outcomes that should be regarded as produc-
ing medium/large effects. The magnitude of the effect for
improvement in composite scores using the online system
for all participants was 1.68, a large effect. The improvement
in effect size over the randomized clinical trials, all things
being equal, raises the possibility that the personalized
sensorimotor exercises used in the online system may have
been superior to the standardized exercises that were used
in the randomized clinical trials. The advice and guidance of
occupational therapists also may have contributed to the effi-
cacy of the online system. Parentsmay also have been hopeful
for a positive outcome for their child and that hope may
have been reflected in their assessments. It will be important,
therefore, to conduct a further study to test children treated
with the online system with objective, validated assessments.

The outcomes in this study compare well with other
parent-mediated therapies, particularly for those therapies
geared for children and adolescents [29–34]. Moreover,
environmental enrichment appears to benefit both core ASD
symptoms and symptoms that are typically comorbid with
autism [35, 36]. Indeed, 92% of children with ASD have at
least two cooccurring mental health problems [37].

It is also of interest that children who were at different
levels of symptom severity at the initiation of the therapywere
able to benefit equally from this therapeutic approach. Simi-
larly, both males and females benefitted from this approach
to the same extent. Perhaps the most compelling finding
is that older individuals benefitted to the same extent as
younger subjects. Given that standard-care interventions are
typically effective principally for young children [10, 38, 39],
it is encouraging to have a therapy that is effective over a wide
range of ages.

3.2. Sensory Impairment and ASD. We have again shown
that enhanced sensorimotor experiences appear to ameliorate
ASD symptoms. Conversely, it also appears that a degradation
of sensory experiences may increase the risk of autism. For
example, congenitally blind children have a 42% elevated
probability of having an ASD diagnosis [40]. Even children
with less serious ophthalmic problems have a 19% elevated
risk of ASD [41]. Indeed, 69% of children with ASD were
reported to have abnormal visual acuity [42]. Individuals
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with autism also have deficits in visual motion processing,
as assessed by fMRI responses, which accompany deficits
in both primary visual cortex and extrastriate cortex [43].
Similarly, visually evoked electrophysiological potentials
reveal neural responses early in the visual pathway that are
compromised in individuals with ASD [44].

It is also the case that degradation of auditory stimulation
is associated with an increased risk of ASD. Up to 7% of deaf
children are diagnosed with ASD [45, 46] and 10% of individ-
uals with ASD were reported to have hearing problems [47].

Möbius syndrome typically involves both hearing loss
and visual difficulties, and 45% of these children are diag-
nosed with ASD [48, 49]. The congenital oculo-auriculo-
vertebral spectrum disorder also involves loss of vision and
audition and 42% of those individuals are given an ASD
diagnosis [50]. Furthermore, 68% of children with CHARGE
syndrome have ASD diagnoses, which involves an even
greater multisensory loss (hearing, olfaction, and vision) [51,
52]. Sensory loss therefore is associated with an increased risk
of the expression of ASD symptoms and greater sensory loss
is associated with a higher ASD risk.

Individuals with ASD also have problems integrating
multisensory information into a single percept [53–56].Using
diffusion tensor imaging fiber tractography, Chang et al. [57]
evaluated the structural connectivity of white matter tracts in
individuals with ASD and they found that they had decreased
connectivity relative to controls in parietooccipital tracts
involved in sensory perception andmultisensory integration.

Since the loss of sensory stimulation due to neural
anomalies or damage to sensory systems is associated with
the increased expression of ASD symptoms, it seems possible
that environmental restriction of sensory stimuli would have
a similar effect. Indeed, a significant proportion of children
who were raised in orphanages with very little sensory or
social stimulation develop what has been called postin-
stitutional autistic syndrome [58]. Such children display
symptoms similar to childrenwithASD: they have stereotypic
behaviors, an inability to identify human emotions, disor-
dered social communication, abnormal language, poor cog-
nition, abnormal executive function, altered theory of mind,
poor sensory integration, poor motor behavior, and abnor-
mal attachment responses [58–63].

These children also share some of the same neurological
abnormalities as children with autism. For example, both
groups have depressed activity in their orbitofrontal cor-
tex/amygdala circuit, areas associated with social cognition
and emotion [64–67]. Children raised in orphanages and
children with ASD also have diminished white-matter con-
nectivity in the uncinate fasciculus [68–71], which is a major
pathway for communication between the amygdala and
orbitofrontal cortex. Both socially/sensory deprived children
and childrenwithASDdo not have the right-hemisphere spe-
cialization for their neurophysiological response to human
faces [72–76]. Finally, neither children with ASD nor insti-
tutionalized children have the normal increase in ventral
striatum activity as they anticipate a reward [77–81].

The importance of sensory/social stimulation was under-
lined in the deprived children when they were placed in
foster homes or were given environmental enrichment in

their orphanage. In these new circumstances, many of their
symptoms were greatly ameliorated and their cognitive abili-
ties improved significantly [82–84]. Moreover, the quality of
the foster care correlates with better improvements in their
outcomes, as does their early transfer into foster care [59, 85,
86]. Sensory deprivation therefore appears to be associated
with an increased risk of expressing ASD symptoms and sen-
sory enrichment seems to be able to ameliorate those symp-
toms.

3.3. Normal Sensory Stimulation and theMaintenance of Brain
Health. If individuals with ASD need enhanced sensory
stimulation to experience typical neurobehavioral responses,
is it the case that neurotypical individuals also need a high
level of sensory stimulation to sustain normal brain function?
In fact, the loss of sensory input is associated with a decline
in higher-order functioning, including both facilitating a
cognitive decline in older adults and increasing the risk of
intellectual disability in children [87, 88]. For example, visual
impairment and hearing impairment are associated with cog-
nitive dysfunction in humans [89–92]. Similarly, mastication
problems are also associated with cognitive loss [93, 94].

Longitudinal studies of older adults without initial cog-
nitive impairment found that the failure to identify odors
predicted the onset of mild cognitive impairment within
five years [95–98]. In another study of nondemented older
adults, poor odor identification, along with aging and having
the ApoE-4 allele, predicted an increased cognitive decline
over five years that could not be predicted by performance
on a vocabulary test [99]. Even within a three-year period,
poor olfactory discrimination predicted a significant cogni-
tive decline [100]. Similarly, self-reports of poor olfactory
function predicted the onset of dementia over a ten-year
period [101]. Among those individuals who already had mild
cognitive impairment, poor olfactory abilities predicted the
onset of dementia [102, 103].

Anosmic individuals experience a loss of gray matter
in their medial prefrontal cortex, the subcallosal gyrus, the
nucleus accumbens, the dorsolateral prefrontal cortex, cere-
bellum, occipital gyrus, piriform cortex, anterior insular cor-
tex, orbital frontal cortex, supramarginal gyrus, precuneus,
hippocampus, and parahippocampal region, brain areas that
include those involved in cognitive function [104].The longer
the olfactory loss, the more severe the loss of gray matter in
these areas. Peng et al. [105] similarly showed extensive loss of
both gray andwhitematter in the brains of anosmics, a neural
loss which was exacerbated with increased duration of the
sensory loss. When hyposmic individuals who have impaired
olfactory function were examined, their gray matter was
diminished in the insular cortex, anterior cingulate cortex,
orbitofrontal cortex, cerebellum, fusiform gyrus, precuneus,
middle temporal gyrus, and piriform cortex. In addition,
their white matter was diminished underneath the insular
cortex, in the cerebellum, and in the middle frontal gyrus
[106]. Even distorted olfactory experience in the case of
paranosmia is associated with a diminishment of gray matter
in a variety of brain areas [107].

While sensory loss and cognitive declinemay be indepen-
dent of each other, there is at least some reason to believe
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that their relationship can be causal: that sensory loss can
speed cognitive decline. For example, diminished olfactory
and auditory abilities accurately predict subsequent cognitive
decline in prospective studies [100, 108]. In addition, the use
of hearing aids or the provision of cochlear implants can
induce cognitive gains in people with hearing loss [109, 110].
Prevention of vision loss in a mouse model of glaucoma
prevented its cognitive decline [111] and active mastication
improved cognitive function in humans following its dimin-
ishment with the inability to chew normally [112].

3.4. Animal Models of Autism Respond to Environmental
Enrichment. Animal models of syndromic forms of autism
have shown that enriched environments can ameliorate the
autism-like symptoms that are seen under low levels of sen-
sory stimulation. An enriched environment for experimental
animals allows for increased social interactions in a large
cage, along with the opportunity to engage with a variety
of inanimate objects and to have the ability to exercise
[113]. There is a mouse model of autism that mimics Rett
syndrome, with the same gene deletion as humans who
have the syndrome. When these mice are housed in an
enriched sensorimotor environment, their autism-like symp-
toms, motor coordination, memory, and anxiety improve
[114–116].Moreover, an enriched environment normalizes the
excitatory and inhibitory synaptic densities in their cerebel-
lum and cortex [116], restores cortical long-termpotentiation,
increases cortical brain-derived neurotrophic factor, and
improves the expression of synaptic markers [114, 116].

Fragile X syndrome results from a mutation of the FMR1
gene and often produces children with symptoms that are
characteristic of autism. Sensorimotor enrichment similarly
rescues FMR1 knockout mice from cognitive deficiencies,
reduces anxiety, and increases their exploratory behavior
[117].

Most humans with Potocki-Lupski syndrome are diag-
nosed with autism [118, 119] and the mouse model of this
syndrome also has autism-like symptoms, including abnor-
mal ultrasonic vocalizations, perseverative/stereotypic be-
haviors, anxiety, deficits in learning and memory, and motor
deficits when they are housed in a low-stimulation envi-
ronment [120]. Mice with this genetic anomaly living in an
enriched sensorimotor environment have improved motor
skills, improved learning and memory, reduced aggressive
behavior, and reduced anxiety, although it did not improve
their social abnormalities or their abnormal vocalizations
[120]. As awhole, these data point to the conclusion that these
genetic anomalies are only capable of producing their autism-
like syndrome under limited environmental stimulation.

There are three other animal models of autism that
also respond well to environmental enrichment. BTBR mice
have been differentially bred to express what appear to be
core symptoms of autism. Specifically, they have impaired
social interactions, deficits in communication, poor social
transmission of food preferences, and repetitive behaviors
[121–123].Thismodel of autism also respondswell to environ-
mental enrichment, normalizing their repetitive grooming
behaviors and their repetitive exploration of objects, as well
as their cognitive ability [124, 125]. When BTBR mice were

given social enrichment by housing them with a very social
mouse strain, the BTBR mice showed improved sociability,
but it did not normalize their repetitive behaviors [126].

Deer mice who are kept isolated in a small cage engage in
repetitive, stereotyped behavior that resembles ASD behav-
ioral patterns. Such behavior is normalized in an enriched
environment [127].

Fetal exposure to valproic acid increases the expression
of ASD symptoms in humans, and it has similar effects in
rats [128]. Animals exposed to valproic acid in fetal life have a
suppressed pain response, increased anxiety, hypersensitivity
to sensory stimuli, repetitive and stereotyped behaviors,
decreased exploration, and limited social interactions [129].
In addition, these rats have lower acoustic prepulse inhibi-
tion, which is involved in adaptation to sensory input [129].
Again, sensory enrichment in such rats ameliorated their
autism-like symptoms, including decreased repetitive activity
and anxiety, while increasing normal exploratory activity and
social behaviors [129].

In addition to ASD, environmental enrichment is effec-
tive in ameliorating the symptoms of a large number of
neurological disorders [130–134] and it seems quite possible
that other neurological disorders can be treated with this
approach. Indeed, we have initiated an effort to determine
the efficacy of environmental enrichment for the treatment
of other developmental neurobehavioral disorders.

3.5. Sensory Abnormalities in ASD. How might increased
sensorimotor experiences ameliorate the symptoms of
autism? Up to 95% of children with autism have sensory pro-
cessing abnormalities that include increased sensory seeking
behavior, avoidance or diminished responses to some sen-
sory stimuli, and enhanced perceptual abilities [135–142].
Indeed, abnormal sensory reactivity is included in the
current DSM-5 diagnostic criteria for ASD [143].

Some of the sensory abnormalities that have been
described in ASD occur early in neural sensory processing
and therefore raise the possibility that the core symptoms of
ASDmay be responses to abnormal sensory input [144–146].
For example, the strength of perceptual binding of audio-
visual speech observed in individuals with ASD is strongly
related to their low-level multisensory temporal processing
abilities, suggesting that sensory problems may underlie core
elements of their disorder [147, 148]. Alternatively, the anxiety
evoked by abnormal sensory responses may be ameliorated
by engaging in repetitive behaviors and/or rituals [149].
Indeed, anxiety in preschoolers with ASD increases the
probability of their engaging in rituals [150]. Differences in
temperament, personality, language, and social development
of childrenwithASD also appear to be related to their sensory
problems [151, 152]. Environmental enrichment decreases
abnormal sensory responses [18] and this abilitymay underlie
part of its effectiveness in reducing other symptoms of
autism.

3.6. Study Limitations. While these data suggest the fea-
sibility of a real-world online treatment for ASD using
environmental enrichment, there are several limitations of
this study. At the same time, it is important to point out
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that these data are quite consistent with the outcomes of the
two randomized clinical trials that evaluated environmental
enrichment for the treatment of ASD [17, 18].

Because parents self-selected the number of worksheets
that they received, there are limits regarding the interpreta-
tion of these findings, as there may have been other variables
associated with that behavior that may have actually caused
the lower level of improvement in the children of those
parents who appeared to be unengaged with the therapy.

Another factor is that most parents were paying for this
therapy and financial considerations may well have been a
factor in determining the length of time that parents were
willing to participate in the program, or it may have affected
their evaluation of the outcomes for their child. However,
there was no difference in outcomes reported by parents who
were paying and parents who were scholarship recipients and
were not paying for the treatment. It also should be noted
that an even lower-cost alternative payment plan has recently
been instituted for this online therapy and this change has
reduced patient dropout from the program. In addition, while
finances may have been a variable in determining the length
of treatment, the fact that some children experienced a rapid,
large improvement in their symptoms raises the possibility
that their parents may have stopped treatment because their
child had made good progress on the therapy, rather than
stopping due to financial reasons or dissatisfaction with the
therapy.

An additional limitation of this study is that there were
no professional diagnoses for the subjects. The subjects in
this study had a variety of reported diagnoses or no reported
diagnosis. However, diagnostic categorization of psychiatric
disorders does not correlate well with the biological bases
of the disorders [153], and the National Institute for Mental
Health has concluded that it makes more sense to evaluate
psychiatric issues based on individual symptoms, as we have
done, rather than relying on diagnostic categories to describe
subjects in clinical trials [153].

Parents were also the only source of information regard-
ing the outcomes for their children. However, most assess-
ments of treatments for ASD rely on parental feedback
for the determination of symptom improvement, including
the Strengths and Difficulties Questionnaire, the Vineland
Adaptive Behavior Scale, the ChildhoodAutismRating Scale,
the Aberrant Behavior Checklist, the Short Sensory Profile,
the Modified Checklist of Autism in Toddlers, the Autism
Diagnostic Interview, the Social Communication Question-
naire, the Autism Behavior Checklist, the Gilliam Autism
Rating Scale, the Parent Interview for Autism, the Asperger
Syndrome Diagnostic Scale, the Autism Spectrum Screening
Questionnaire, the PDD Behavior Inventory, the Children’s
Communication Checklist, and the Childhood Autism Spec-
trum Test. Direct observation, using, for example, both the
Autism Diagnostic Observation Schedule and the Global
Clinical Impression Scale, relies on limited time spent with
the child under atypical conditions. These assessment tools
are often inadequate, on their own, to reveal reliable changes
in outcomes over time. The former test requires an evaluator
to determine whether or not the subject’s highly variable
behavior is typical or atypical in sessions six months apart

and the latter asks the assessor to compare the behavior of the
child at the initiation of the therapy to the behavior shown
after 6 months of therapy. The reality is that it is difficult to
obtain critical information about the progress of ASD chil-
dren without being able to observe their behavior on a daily
basis. While the parents were the only source of assessment
in this study, their conclusions were consistent with both
the objective and subjective measures used in our previous
two randomized clinical trials that showed improvements for
children with ASD after Sensory Enrichment Therapy.

This study also did not have a control group to compare to
those given Sensory Enrichment Therapy, and it is therefore
possible that the benefits of this therapy may have been
seen simply with the passage of time. On the other hand,
the noncompliant parents who continued their assessments
for at least 6 months had a much smaller improvement in
their child’s symptoms than compliant parents. These data
suggest that there was a critical difference in the outcomes
that depended on the intensity of the treatment. It is also
the case that the outcomes of children treated with Sensory
Enrichment Therapy appear to be much better than the
developmental trajectories of 6,975 children with autism,
aged 2–14, whowere assessed repeatedly over a long period of
time [154]. They found that children with ASD who did not
have access to this therapy had heterogeneous developmental
pathways. Unlike our treated children, the children that they
followed with a low initial ASD severity score tended to have
the greatest improvements over time, and few of the children
that they followed experienced a major improvement in their
symptoms, particularly over the initial 7 months.

There was also limited demographic information of
subjects and their parents in our study, aside from age,
gender, and geographic origin. Neither was there information
collected regarding their concurrent use of pharmaceuticals,
concurrent behavioral/medical treatments, or the training
level of concurrent treatment providers. The diagnoses and
patient age were heterogeneous, as one would expect in
the real world, but that enhances the generalizability of our
conclusions. In addition, while there was objective evidence
of whether the parents downloaded worksheets, there was no
objective assessment of the fidelity with which they admin-
istered the treatment to their children. We also do not know
whether the same parent completed all of the assessments.

There is always a trade-off between the internal validity
provided by well-run randomized clinical trials in evaluating
the efficacy of a treatment and the external validity evaluating
the effectiveness of the treatment when it is given to a broad
variety of individuals under real-world circumstances. In this
study, we have evaluated the effectiveness of Sensory Enrich-
mentTherapy with a large number of diverse individuals and
have shown that the efficacy previously demonstrated for this
therapy in clinical trials can also be seen to be effective in the
real world.

3.6.1. Gene-Environment Interactions in Autism. The genetic
underpinnings of autism spectrum disorder have been estab-
lished with studies of twins, families, and populations [3, 155–
158], but these data also make it clear that there is also a
significant environmental risk for the expression of autism
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Table 1: Specific questions for parental assessment.

Questions regarding symptom severity % affected Initial score Change
Social skills

Basic skill
Sitting still and waiting 89% 2.02 0.49
Eye contact 84% 2.46 0.59
Waiting for a turn 82% 2.45 0.50
Interrupting a lot 80% 2.03 0.35
Acknowledging people around him/her 75% 2.50 0.62
Ability to entertain himself/herself 51% 2.45 0.51

Complex skill
Making friends 93% 1.38 0.36
Seems unable to pick up common social cues 93% 1.55 0.30
Playing with other persons of the same age 92% 1.45 0.43
Awkward in social situations 88% 1.88 0.30
Can remember people’s names 61% 2.37 0.47
Inappropriate signs of affection to loved ones 51% 2.55 0.41
Showing inappropriate signs of affection to strangers 49% 2.54 0.34
Can remember people’s faces 45% 3.14 0.43
Lying or stealing 25% 3.03 0.49
Making threats 23% 2.57 0.43

Personality trait
Stubborn, cannot let it go 74% 2.35 0.33
Inflexible opinions 73% 2.16 0.39
Seeking attention 72% 2.35 0.33
Sharing toys 71% 2.50 0.38
Seems to not think before speaking 70% 2.43 0.31
Obsessed with being in control 62% 2.38 0.27
Shy 59% 2.67 0.41
Being a sore loser 54% 2.40 0.45
Suspicious or mistrusting of others 36% 2.88 0.30

Attention span
Basic skill
Completes instructions 84% 2.13 0.51
Attention span 84% 2.02 0.48
Can keep focus 83% 1.88 0.44
Able to concentrate 83% 2.09 0.51
Squirms or fidgets 82% 2.00 0.41
Pacing 61% 2.19 0.40

Complex skill
Needs reminders 85% 1.81 0.33
Cannot sit through something boring 83% 1.82 0.36
Gets bored easily 83% 2.27 0.40
Planning ahead 83% 1.46 0.40
Finishes what they started 82% 1.77 0.40
Can finish lengthy projects 82% 1.29 0.32
Organizing self for an activity 82% 1.51 0.45
Independently prepares for things 81% 1.45 0.44
Cannot sit still 81% 2.09 0.41
Accomplishes complicated tasks 80% 1.63 0.36
Absent-minded 79% 1.83 0.43
Constantly on the move 78% 2.00 0.38
Loses or misplaces things 73% 2.09 0.37
Has trouble deciding things 71% 2.18 0.48
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Table 1: Continued.

Questions regarding symptom severity % affected Initial score Change
Communication

Basic skill
Sharing thoughts with words 83% 1.44 0.56
Speaking in sentences 79% 1.34 0.48
Pronunciation 75% 1.82 0.49
Vocabulary 75% 1.53 0.51
Repeating things over and over 70% 1.93 0.35
Communicating needs with or without words 66% 2.56 0.63
Uses the wrong words for things 57% 2.54 0.35
Responding to his/her name 46% 2.96 0.55
Stuttering 18% 2.41 0.48

Complex skill
Understands what others are saying 74% 2.64 0.59
Seems to just repeat what he/she heard 69% 2.08 0.43
Uncontrolled swearing 9% 2.26 0.33

Learning
Basic skill
Dressing self 66% 2.47 0.53
Learning new concepts 62% 2.40 0.62
Relating things together 61% 2.38 0.60
Identifying patterns 53% 2.33 0.47
Knows numbers 31% 2.22 0.49
Knows the alphabet letters 27% 1.96 0.51
Knows colors 24% 2.34 0.50

Complex skill
Retells stories 78% 1.39 0.33
Understands what is going on in a story 77% 2.01 0.42
Follows a plot 73% 1.71 0.29
Reads with expression 72% 1.55 0.28
Tying shoelaces 71% 1.27 0.23
Guesses words instead of sounding them out 65% 1.76 0.30
Can learn abstract concepts 64% 1.61 0.41
Understands concepts of time 60% 1.67 0.43
Enjoys being read to 60% 2.14 0.40
Understands denominations of money have different value 60% 1.49 0.36
Basic math skills 55% 1.85 0.42
Spelling 54% 1.84 0.41
Understands what is not seen still exists 45% 2.19 0.47

Mood & behavior
Basic skill
Giving in to cravings 74% 2.32 0.30
Cannot interrupt favorite activities 71% 2.68 0.45
Frequency of tantrums 70% 2.87 0.44
Expressing emotion 66% 2.55 0.49
Duration of tantrums 59% 2.94 0.50
Unexplained bursts of laughter 59% 2.59 0.32
Thrashing 43% 2.67 0.52
Low energy levels 38% 2.82 0.50
Hates spills on their clothes 37% 2.81 0.47
Aggressive toward self 37% 2.85 0.43
Cannot be away from primary caregiver 32% 2.93 0.53
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Table 1: Continued.

Questions regarding symptom severity % affected Initial score Change
Complex skill
Severity of tantrums 66% 2.78 0.46
Feels like mind is in a fog 62% 2.47 0.44
Seems obsessed with one topic 58% 2.43 0.36
Unreasonable fears 42% 2.96 0.39
Unable to discard broken or worthless things 36% 2.70 0.50
Cannot part with favorite blanket or object 27% 2.88 0.49
Compulsive spending 25% 2.49 0.49
Preoccupied with germs 9% 2.91 0.58
Suicidal thoughts/side effects 5% 3.41 0.75

Personality trait
Impulsive 79% 2.05 0.29
Shouting instead of verbalizing 66% 2.35 0.34
Feeling appropriate emotions 66% 2.77 0.38
Getting overexcited easily 65% 2.57 0.30
Screaming and screeching 62% 2.35 0.38
Becoming discouraged easily 62% 2.57 0.35
Ability to relax 62% 2.62 0.42
Whining and complaining 59% 2.67 0.30
Feeling serene 59% 2.72 0.38
Crying 57% 2.96 0.35
Aggressive toward others 55% 2.88 0.38
Gets angry quickly and a lot 53% 2.79 0.38
Cannot snap out of a bad mood 43% 3.01 0.43
Regularly changes between overenthusiastic and miserable 42% 2.86 0.37
Tendency to feel depressed 33% 3.08 0.37
Obsessed with perfection 29% 2.98 0.41
Panic attacks 25% 3.03 0.36
Feeling guilty for no real reason 22% 3.16 0.33
Preoccupied with tidiness 20% 3.04 0.37
Obsession with death 10% 3.26 0.29

Anxiety
Basic skill
Repetitive mannerisms 73% 2.20 0.32
Watching the same show over and over 70% 2.01 0.42
Repetitive motion all the time 61% 2.33 0.36
Flaps hands when excited 59% 2.20 0.47
Repetitive motion can be interrupted 51% 2.96 0.45
Taps, clicks, pops, sniffs, or other tics 43% 2.37 0.43
Grinding teeth 42% 2.58 0.67
Twitches or other motor tics 35% 2.65 0.36
Rocking back and forth 28% 2.68 0.55

Sensory processing
Basic skill
Sensitive to loudness 78% 2.35 0.47
Sensitive to busy loud crowds 76% 2.25 0.50
Cannot handle transitions 75% 2.58 0.50
Does not prepare for cold or warm 68% 2.38 0.44
Sensitive to certain tastes 63% 2.64 0.38
Accepts to wear a blindfold 60% 2.18 0.48
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Table 1: Continued.

Questions regarding symptom severity % affected Initial score Change
Sensitive to electric motor sound 59% 2.41 0.51
Sensitive to certain voices 57% 2.47 0.42
Sensitive to certain textures 57% 2.81 0.57
Hates brushing his/her teeth 53% 2.57 0.60
Seems insensitive to cold 48% 2.77 0.51
Bothered by water in his/her ears 48% 2.68 0.53
Sensitive to clothing 46% 2.86 0.52
Sensitive to light 45% 2.98 0.44
Does not seem to feel pain 44% 2.89 0.56
Sensitive to certain smells 43% 2.98 0.46
Sensitive when touched 42% 3.01 0.50
Quality of the sense of smell 40% 3.22 0.63
Sensitive to feeling motion 37% 2.98 0.48
Can discern different flavors 36% 3.13 0.53
Can breathe in deeply 33% 2.97 0.54
Hates wearing shoes 32% 2.80 0.66
Sensitive to moving objects 32% 3.12 0.47
Sensitive to dark 31% 3.06 0.43
Ability to detect sounds 28% 3.16 0.52
Looks flushed and overheated 26% 3.25 0.44
Can feel and locate light touch 26% 3.23 0.54
Sensitive to silence 19% 3.17 0.44
Experiences unexplained tingling sensation 16% 3.50 0.06
Can see well (with vision aids if needed) 14% 3.41 0.34
Sweating suddenly for no reason 13% 3.08 0.54

Complex skill
Seems unaware of threatening situations 75% 2.21 0.45
Sensitive to certain pitches 72% 2.31 0.38
Hates having haircuts 64% 2.13 0.56
Scared of heights 42% 3.01 0.43
Hears things that are not there 19% 3.08 0.48
Sees things that are not there 19% 3.10 0.51

Eating
Basic skill
Tries new foods 62% 1.92 0.57
Tolerates different food textures 62% 2.15 0.43
Leaves dinner table 60% 2.17 0.34
Use of utensils 59% 2.56 0.42
Eats a variety of foods 58% 2.05 0.46
Accepts food 45% 2.47 0.58
Consistency of BM 40% 2.70 0.46
Regular bowel movements 36% 2.72 0.52
Gagging 34% 2.66 0.59
Flatulence 33% 2.98 0.33
Eats too little 30% 2.55 0.44
Can feed himself/herself 28% 2.93 0.51
Eats too much 22% 2.93 0.34
Ability to chew 20% 2.88 0.56
Ability to swallow 13% 3.15 0.58
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Table 1: Continued.

Questions regarding symptom severity % affected Initial score Change
Self-awareness

Basic skill
Imaginary play 61% 1.96 0.53
Unaware of surroundings 57% 2.76 0.55
Unaware of self 53% 2.82 0.50
Talking to himself/herself 52% 2.32 0.36
Bladder control at night 44% 1.94 0.51
Daytime bladder control 34% 2.02 0.64
Daytime bowel movement control 34% 1.76 0.63
Does not want to shower or bathe 31% 2.83 0.55
Bowel movement control at night 23% 1.71 0.58

Complex skill
Grooming and caring for appearing neat 68% 2.32 0.26
Things do not seem real to him/her 35% 3.07 0.30
Experiences “déja-vu” 26% 2.76 0.41
Real life seems like it is a dream 26% 3.05 0.30
Talking to people who are not there 19% 2.68 0.45

Personality trait
Daydreaming 53% 2.52 0.28

Memory
Basic skill
Can remember instructions 54% 2.22 0.45
Can remember what happened yesterday 42% 2.25 0.47
Visual memory 32% 2.99 0.37

Complex skill
Can give directions to where they put something 50% 1.42 0.33
Can remember directions to go find something 46% 2.17 0.43
Can remember dates 44% 1.43 0.34
Can remember facts 43% 1.91 0.40
Can remember events 40% 2.15 0.41
Can remember important events years ago 38% 1.86 0.29
Can remember sequence of numbers 36% 2.29 0.38
Can remember sequence of letters 34% 2.17 0.37
Can remember songs 28% 2.83 0.53

Motor skills
Basic skill
Balance on the left leg 53% 2.57 0.45
Balance on the right leg 52% 2.58 0.43
Balance in general 44% 2.95 0.54
Tongue control 44% 2.69 0.45
Accident prone 43% 2.86 0.43
Walks into things 43% 2.87 0.47
Tripping 41% 3.01 0.48
Falling 36% 3.05 0.50
Can keep his/her eyes on a moving target 35% 3.16 0.41
Muscles are limp 31% 2.76 0.53
Can scan with his/her eyes, left to right, top to bottom 31% 3.10 0.46
Jumping 30% 2.69 0.48
Strength of right arm 28% 3.01 0.43
Strength of left arm 28% 3.03 0.43
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Table 1: Continued.

Questions regarding symptom severity % affected Initial score Change
Walks on tippy toes 27% 2.45 0.51
Control of fingers of left hand 26% 2.89 0.49
Control of fingers of right hand 26% 2.89 0.51
Strength of right leg 26% 3.08 0.42
Strength of left leg 26% 3.10 0.44
Running 22% 3.01 0.38
Strength of neck 21% 3.21 0.43
Involuntary movement occurs in the body in general 20% 2.93 0.58
Right leg muscles are always tight 20% 2.92 0.43
Left leg muscles are always tight 19% 2.94 0.44
Control of right hand 19% 3.11 0.46
Control of left hand 19% 3.08 0.47
Drooling 17% 2.92 0.62
Control of right leg 16% 3.10 0.51
Control of left leg 16% 3.10 0.51
Can go downstairs 16% 2.91 0.59
Control of right arm 15% 3.09 0.49
Control of left arm 15% 3.15 0.45
Right arm muscles are always tight 14% 3.24 0.41
Left arm muscles are always tight 14% 3.28 0.41
Involuntary movements occur in fingers of right hand 14% 2.93 0.50
Involuntary movements occur in fingers of left hand 13% 2.95 0.49
Involuntary movements occur in right hand 13% 2.95 0.52
Involuntary movements occur in left hand 13% 3.03 0.57
Can go upstairs 12% 2.95 0.70
Control of neck 12% 3.12 0.47
Involuntary movements occur in right arm 12% 3.03 0.55
Involuntary movements occur in left arm 12% 3.10 0.53
Involuntary movements occur in right leg 10% 3.22 0.55
Involuntary movements occur in left leg 10% 3.22 0.54
Sitting up 10% 3.03 0.56
Shakes all the time 9% 3.14 0.58
Crawling 8% 2.96 0.49
Walking 6% 2.89 0.63
Standing on own 4% 2.36 0.61
Standing being supported 3% 2.97 0.79

Complex skill
Writing penmanship 77% 1.73 0.44
Stays in the lines when coloring 74% 1.74 0.41
Drawing ability 73% 1.85 0.46
Scissor control 71% 2.23 0.43
Catching with one hand 66% 1.89 0.27
Catching with two hands 58% 2.47 0.45
Ability to do push-ups 57% 2.13 0.25
Clumsiness 56% 2.74 0.45
Throwing skill 55% 2.70 0.44
Ability to do sit-ups 51% 2.26 0.24
Riding a bicycle 49% 1.69 0.36
Control of facial expression 48% 2.78 0.39
Kicking a ball 48% 2.78 0.40
Posture 45% 2.91 0.37
Ability to do squats 44% 2.51 0.30
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Table 1: Continued.

Questions regarding symptom severity % affected Initial score Change
Strength of left hand 37% 2.89 0.40
Strength of right hand 36% 2.86 0.43
Riding a tricycle 36% 2.12 0.44
Climbing skills 32% 2.97 0.47
Control of right ankle 17% 3.03 0.41
Control of left ankle 17% 3.02 0.42

Sleep
Basic skill
Falls asleep right away 53% 2.55 0.41
Has difficulty going back to sleep 48% 2.66 0.48
Will not stay asleep 43% 2.75 0.46
Wakes up grumpy 34% 3.04 0.55
Sleeps in own bed 30% 2.22 0.46
Sleeps in 28% 2.85 0.43
Wakes up screaming at night 18% 3.21 0.61
Falls asleep unexpectedly 7% 3.20 0.57

Complex skill
Has bad dreams 29% 3.41 0.44

Other
Is in physical pain 17% 3.27 0.19
Frequency of absence episodes 5% 3.22 0.79
Duration of absence episode 5% 3.57 0.47
Difficulty to interrupt an absence episode 4% 3.03 0.77
Frequency of convulsions 3% 2.93 0.77
Intensity of convulsions 3% 3.24 0.80
Unexplained body stiffening episodes 3% 3.24 0.22
Duration of convulsions 2% 3.57 0.62
Recovery time after an absence episode 2% 3.32 0.74
Recovery time after a convulsion 2% 3.53 0.57
Unexplained eye-rolling episodes 2% 3.18 0.68
Unexpected loss of muscle tone 1% 2.86 0.76
Feeling outside of body 1% 3.82 −0.30
Unexplained buzzing feeling 1% 3.71 −0.43
Unexpected loss of consciousness 0% 3.25 0.47
Unexpected blackouts 0% 3.50 1.00

symptoms. The heterogeneity of both the symptoms and the
genetics are high, but the phenotypic heterogeneity does not
correlate well with the genetic heterogeneity [159]. There is
extraordinary complexity in the underlying genetics, with
hundreds of common and rare genetic variants increasing the
risk for ASD, with the preponderance of risk due to com-
mon variations [158]. In addition, the total burden of these
genetic variants is correlated with the expression of ASD
symptoms [158, 160]. Moreover, the same single-nucleotide
polymorphisms can be shared with ASD, attention-deficit
hyperactivity disorder, bipolar disorder, major depressive
disorder, or schizophrenia [161].

Although the early estimates from twin studies of the rel-
ative contribution of genes and environment greatly favored
the role of genes in elevating ASD risk [155–157], more recent
studies using genome-wide estimates have about equal risk

assigned to genes and environment [3, 158].This change in the
relative importance of genes and environment may be due to
a number of variables, including changes in theways bywhich
ASD is diagnosed, with the diagnostic category expanding
to include Asperger’s syndrome. Another possibility is that
those individuals with syndromic ASD are less likely to be
included in recent studies, as differential diagnoses of these
disorders has improved. Differences in statistical modeling of
the data may also have contributed to this shift.

There are a number of risk factors that suggest an
interaction between genes and environment in ASD. For
example, there is a strong relationship between paternal age
and ASD risk [162], perhaps due to an increase in genetic
anomalies with age [163]. Importantly, Hultman et al. [162]
showed that it was not due to having a father who had
ASD-like symptoms and was unable to find a mate earlier
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in life. To the contrary, they showed that, in families with
one child diagnosed with ASD, that child was likely to
be born to the father when he was older than when the
children without autism were born. In addition, the time
since the birth of one child predicted the occurrence of ASD
in the other child. Advanced paternal age also predicted a
higher concordance rate for ASD between both monozygotic
and dizygotic twins, suggesting that the additional genetic
anomalies that come with advancing paternal age may add
to other genetic anomalies to result in an ASD diagnosis
[164]. Finally, Frans et al. [165] showed that increasing age of
the grandfather also predicted increased risk for ASD in the
grandchildren, suggesting that environmental experiences
well in advance of the child’s conception appear to increase
the risk of ASD.

Older mothers also have children with an increased ASD
risk [166], even where various other factors involved with
pregnancy and birth are considered. While younger mothers
have eggs that respond to DNA damage by arresting at
metaphase of the first meiosis, thereby preventing abnormal
embryos, older mothers have a reduced ability to engage this
developmental control point and therefore are more likely
to have increased chromosomal anomalies in embryos [167].
Such anomalies may result in an increased risk of ASD.

In another example of gene x environment interaction,
valproic acid has been given to pregnant women for the
treatment of epilepsy, migraine, or bipolar disorder. This
drug inhibits histone deacetylase, which impacts gene tran-
scription [168], and it induces DNA demethylation [169],
which dysregulates theWnt/b-catenin signaling pathway that
is involved in brain development [170]. There is also an
increased risk of ASD in their children [170]. Recall that
when fetal rats are exposed to valproic acid, they develop
autism-like symptoms that are greatly ameliorated by living
in an enriched sensorimotor environment [114–116]. These
data show that the probability of expressing autism symptoms
can be increased or decreased, depending on environmen-
tal experiences. Decreased sensory stimulation, along with
valproic acid exposure, increases the expression of ASD
symptoms and increased sensory stimulation decreases the
expression of those symptoms in the animal model.

There are other environmental factors during fetal life
that can increase the risk of ASD. A clear example of a
gene x environment interaction can be found in the study of
the risk of ASD with exposure to air pollution. Specifically,
children who were exposed to high levels of air pollution
either during pregnancy or as infants are at increased risk
for ASD [171–174]. Air pollution appears to interact with
the MET receptor tyrosine kinase gene, which is involved
in mediating brain development. A variant of this gene that
disrupts MET transcription is associated with an increased
risk of ASD [175] and children exposed to high levels of air
pollution only had an elevated risk for ASD if they also had
this genetic variant [176].

4. Conclusions

Environmental enrichment in the form of Sensory Enrich-
ment Therapy provided online shows promise as an effective

approach for treatment of a wide range of symptoms in indi-
viduals with autism. This therapy appears to be an effective,
low-cost means of treating ASD symptoms and associated
symptoms across different ages, geographic location, gender,
and symptom severity under real-world conditions.

Appendix

See Table 1.
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aberrant speech and audition in autism spectrum disorders,”
Neuroscience and Biobehavioral Reviews, vol. 37, no. 4, pp. 697–
704, 2013.

[148] R. A. Stevenson, J. K. Siemann, B. C. Schneider et al., “Multisen-
sory temporal integration in autism spectrum disorders,” The
Journal of Neuroscience, vol. 34, no. 3, pp. 691–697, 2014.

[149] E. J.Marco, L. B. N. Hinkley, S. S. Hill, and S. S. Nagarajan, “Sen-
sory processing in autism: a review of neurophysiologic find-
ings,” Pediatric Research, vol. 69, no. 5, pp. 48R–54R, 2011.

[150] S.Wigham, J. Rodgers, M. South, H.McConachie, andM. Free-
ston, “The interplay between sensory processing abnormalities,
intolerance of uncertainty, anxiety and restricted and repetitive
behaviours in autism spectrum disorder,” Journal of Autism and
Developmental Disorders, vol. 45, no. 4, pp. 943–952, 2015.

[151] D. W. Evans, F. L. Gray, and J. F. Leckman, “The rituals, fears
and phobias of young children: insights fromdevelopment, psy-
chopathology and neurobiology,” Child Psychiatry and Human
Development, vol. 29, no. 4, pp. 261–276, 1999.

[152] M. E. Brock, A. Freuler, G. T. Baranek, L. R. Watson, M. D. Poe,
and A. Sabatino, “Temperament and sensory features of child-
ren with autism,” Journal of Autism and Developmental Disor-
ders, vol. 42, no. 11, pp. 2271–2284, 2012.

[153] M. J. Owen, “New approaches to psychiatric diagnostic classifi-
cation,” Neuron, vol. 84, no. 3, pp. 564–571, 2014.

[154] C. Fountain, A. S. Winter, and P. S. Bearman, “Six developmen-
tal trajectories characterize children with autism,” Pediatrics,
vol. 129, no. 5, pp. e1112–e1120, 2012.

[155] A. Bailey, A. Le Couteur, I. Gottesman et al., “Autism as a
strongly genetic disorder: evidence from a British twin study,”
Psychological Medicine, vol. 25, no. 1, pp. 63–77, 1995.

[156] S. Folstein and M. Rutter, “Infantile autism: a genetic study of
21 twin pairs,” Journal of Child Psychology and Psychiatry and
Allied Disciplines, vol. 18, no. 4, pp. 297–321, 1977.

[157] E. R. Ritvo, B. J. Freeman, A.Mason-Brothers, A.Mo, and A.M.
Ritvo, “Concordance for the syndrome of autism in 40 pairs of
afflicted twins,” American Journal of Psychiatry, vol. 142, no. 1,
pp. 74–77, 1985.

[158] T. Gaugler, L. Klei, S. J. Sanders et al., “Most genetic risk for
autism resides with common variation,” Nature Genetics, vol.
46, no. 8, pp. 881–885, 2014.

[159] P. Chaste, L. Klei, S. J. Sanders et al., “A genome-wide association
study of autism using the Simons Simplex Collection: does
reducing phenotypic heterogeneity in autism increase genetic
homogeneity?” Biological Psychiatry, vol. 77, no. 9, pp. 775–784,
2015.

[160] L. Klei, S. J. Sanders, M. T. Murtha et al., “Common genetic
variants, acting additively, are amajor source of risk for autism,”
Molecular Autism, vol. 3, article 9, 2012.

[161] Cross-Disorder Group of the Psychiatric Genomics Consor-
tium, “Identification of risk loci with shared effects on fivemajor
psychiatric disorders: a genome-wide analysis,”The Lancet, vol.
381, no. 9875, pp. 1371–1379, 2013.

[162] C. M. Hultman, S. Sandin, S. Z. Levine, P. Lichtenstein, and A.
Reichenberg, “Advancing paternal age and risk of autism: new
evidence from a population-based study and a meta-analysis of
epidemiological studies,” Molecular Psychiatry, vol. 16, no. 12,
pp. 1203–1212, 2011.



Neural Plasticity 23

[163] R. Sharma, A. Agarwal, V. K. Rohra,M. Assidi,M. Abu-Elmagd,
and R. F. Turki, “Effects of increased paternal age on sperm
quality, reproductive outcome and associated epigenetic risks to
offspring,” Reproductive Biology and Endocrinology, vol. 13, no.
1, article 35, 2015.

[164] S. Lundström, C. M. A. Haworth, E. Carlström et al., “Tra-
jectories leading to autism spectrum disorders are affected by
paternal age: findings from two nationally representative twin
studies,” Journal of Child Psychology and Psychiatry and Allied
Disciplines, vol. 51, no. 7, pp. 850–856, 2010.

[165] E.M. Frans, S. Sandin, A. Reichenberg et al., “Autism risk across
generations: a population-based study of advancing grand-
paternal and paternal age,” JAMA Psychiatry, vol. 70, no. 5, pp.
516–521, 2013.

[166] S. Sandin, C. M. Hultman, A. Kolevzon, R. Gross, J. H. Mac-
Cabe, and A. Reichenberg, “Advancing maternal age is asso-
ciated with increasing risk for autism: a review and meta-ana-
lysis,” Journal of the American Academy of Child & Adolescent
Psychiatry, vol. 51, no. 5, pp. 477–486.e1, 2012.

[167] P. Marangos, M. Stevense, K. Niaka et al., “DNA damage-
induced metaphase I arrest is mediated by the spindle assembly
checkpoint and maternal age,” Nature Communications, vol. 6,
article 8706, 2015.

[168] R. X. Moldrich, G. Leanage, D. She et al., “Inhibition of histone
deacetylase in utero causes sociability deficits in postnatal
mice,” Behavioural Brain Research, vol. 257, pp. 253–264, 2013.

[169] H. O. Kalkman, “A review of the evidence for the canonicalWnt
pathway in autism spectrum disorders,”Molecular Autism, vol.
3, no. 1, article 10, 2012.

[170] N. C. Inestrosa and L. Varela-Nallar, “Wnt signalling in
neuronal differentiation and development,” Cell and Tissue
Research, vol. 359, no. 1, pp. 215–223, 2015.

[171] H. E. Volk, I. Hertz-Picciotto, L. Delwiche, F. Lurmann, and R.
McConnell, “Residential proximity to freeways and autism in
theCHARGE study,”EnvironmentalHealth Perspectives, vol. 119,
no. 6, pp. 873–877, 2011.

[172] H. E. Volk, F. Lurmann, B. Penfold, I. Hertz-Picciotto, and R.
McConnell, “Traffic-related air pollution, particulate matter,
and autism,” JAMA Psychiatry, vol. 70, no. 1, pp. 71–77, 2013.

[173] C.-R. Jung, Y.-T. Lin, and B.-F. Hwang, “Air pollution and
newly diagnostic autism spectrum disorders: a population-
based cohort study in Taiwan,” PLoS ONE, vol. 8, no. 9, Article
ID e75510, 2013.

[174] A. E. Kalkbrenner, G. C. Windham, M. L. Serre et al., “Par-
ticulate matter exposure, prenatal and postnatal windows of
susceptibility, and autism spectrum disorders,” Epidemiology,
vol. 26, no. 1, pp. 30–42, 2015.

[175] D. B. Campbell, J. S. Sutcliffe, P. J. Ebert et al., “A genetic variant
that disrupts MET transcription is associated with autism,”
Proceedings of the National Academy of Sciences of the United
States of America, vol. 103, no. 45, pp. 16834–16839, 2006.

[176] H. E. Volk, T. Kerin, F. Lurmann, I. Hertz-Picciotto, R.
McConnell, and D. B. Campbell, “Interaction of the MET
receptor tyrosine kinase gene and air pollution exposure in
autism spectrum disorder,” Epidemiology, vol. 25, no. 1, pp. 44–
47, 2014.



Review Article
Where Environment Meets Cognition: A Focus on Two
Developmental Intellectual Disability Disorders

I. De Toma,1,2 L. Manubens Gil,1,2 S. Ossowski,2,3 and M. Dierssen1,2

1Cellular and Systems Neurobiology, Systems Biology Program, Centre for Genomic Regulation,
The Barcelona Institute of Science and Technology, 08003 Barcelona, Spain
2Pompeu Fabra University, 08003 Barcelona, Spain
3Genomic and Epigenomic Variation in Disease Group, Centre for Genomic Regulation (CRG),
The Barcelona Institute of Science and Technology, 08003 Barcelona, Spain

Correspondence should be addressed to I. De Toma; ilario.detoma@crg.eu and M. Dierssen; mara.dierssen@crg.eu

Received 1 February 2016; Accepted 3 April 2016

Academic Editor: Susanna Pietropaolo

Copyright © 2016 I. De Toma et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

One of the most challenging questions in neuroscience is to dissect how learning and memory, the foundational pillars of
cognition, are grounded in stable, yet plastic, gene expression states. All known epigenetic mechanisms such as DNA methylation
and hydroxymethylation, histone modifications, chromatin remodelling, and noncoding RNAs regulate brain gene expression,
both during neurodevelopment and in the adult brain in processes related to cognition. On the other hand, alterations in the
various components of the epigenetic machinery have been linked to well-known causes of intellectual disability disorders (IDDs).
Two examples are Down Syndrome (DS) and Fragile X Syndrome (FXS), where global and local epigenetic alterations lead to
impairments in synaptic plasticity, memory, and learning. Since epigenetic modifications are reversible, it is theoretically possible
to use epigenetic drugs as cognitive enhancers for the treatment of IDDs. Epigenetic treatments act in a context specific manner,
targeting different regions based on cell and state specific chromatin accessibility, facilitating the establishment of the lost balance.
Here, we discuss epigenetic studies of IDDs, focusing on DS and FXS, and the use of epidrugs in combinatorial therapies for IDDs.

1. Epigenetics and Cognition

Intellectual disability disorders (IDDs) are complex mul-
tifactorial illnesses involving chronic alterations in neural
circuit structure and function as well as likely abnormalities
in glial cells. Converging evidence indicates that epigenetic
control of gene expression is pivotal to learning andmemory,
as underscored also by the range of intellectual disabilities
and behavioural deficits increasingly traced to a staggering
number of epigenetic modulators. This review focuses on
the importance of epigenomics in neuroscience, especially in
neurodevelopment and cognition. Since epigenetic mecha-
nisms are reversible, they are targets of interest in conceiving
new therapies for the treatment of IDDs. We will specifically
address two genetic intellectual disabilities, Down Syndrome
(DS), caused by trisomy 21 [1], and Fragile X Syndrome (FXS),
caused by the absence of FMRP protein upon a “CGG” triplet
expansion at the 5󸀠-UTR of the FMR1 gene [2]. Both IDDs

show epigenetic dysregulation and, despite the differences
in their neuropathological signs, share disturbances in the
molecular events that regulate the way nerve cells develop
dendritic spines.

1.1. Epigenetic Mechanisms Regulate Neurodevelopment and
Cognition. Since the first definition of epigenetics [3] the
meaning of this term has broadened to include several
mechanisms of gene expression regulation not interfering
with the DNA sequence but regulating the chromatin state.
These include DNA chemical modifications, histone post-
translational modifications, chromatin remodelling, and the
expression of noncoding RNAs (ncRNAs). Even though
these mechanisms are quite different, they have in common
interfering with chromatin compaction. Nuclear proteins
and DNA compose chromatin that can be more condensed
impairing transcription, or more loose, facilitating gene
expression. The notion that experience modulates cognitive
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Figure 1: Trends in publications in the field of neuroepigenetics.
The plot shows the number of publications on PubMed by year, nor-
malized by the total of number of articles. The 𝑥-axis represents the
years, and the𝑦-axis plots the number of articles in neuroepigenetics
per 100.000 articles.

function and development has become an accepted tenet of
modern neuroscience. However, the precisemolecularmech-
anisms by which the environment modulates neurological
development are still to be elucidated. One such mechanism
is cognitive-activity-dependent gene expression [4]. Epige-
netics mediates the interaction between the environment
and the genome and, therefore, epigenetic control of gene
expression is pivotal to learning andmemory and can explain
brain plasticity, the capacity of neurons to remodel their
structures based on external inputs. This is important for
two well-studied aspects in neuroscience: neurodevelopment
and cognition (e.g., memory and learning), two components
that are somehow interconnected as highlighted by the
commonmechanisms that underlie developmental and adult
experience/learning associated synapse addition. In neurode-
velopmental disorders such DS or FXS, problems in neural
development come alongwith the adult cognitive impairment
[1] but while dendritic spine numbers are lower and dendritic
tree is affected in DS [5], FXS appears to be the only form
of intellectual disability that exhibit increased numbers of
dendritic spines without alterations in the dendritic arbour
[6]. Recent studies established that neuronal activity triggers
local de novo synthesis of proteins in the dendrites of the
affected postsynaptic neurons, and the concept of a dynamic
proteome at the synapse is beginning to emerge [7]. In fact,
the number of papers dealing with both epigenetics and
neuroscience has started to grow steadily especially after
the establishment of next-generation sequencing techniques
in 2004, reaching over 400 publications every 100,000 on
PubMed (Figure 1). This has led to the definition of a new
emerging field termed “neuroepigenetics” [8] or “neuroepige-
nomics” [9]. Since epigenetic mechanisms are important
regulators in both neurodevelopment and cognition, we
believe that these neuroepigenomics studies will be crucial
in understanding the pathogenesis of neurodevelopmental
IDDs,where both defects in brain development and cognition

coexist. This review collects recent evidence confirming this
hypothesis, pointing out how tackling epigenetic deregula-
tion could be an ideal therapeutic approach for restoring the
phenotype in neurodevelopmental IDDs.

1.1.1. Chemical Modifications of DNA. The family of enzymes
called DNA methyltransferases (DNMTs) catalyse the most
studied modification of DNA. DNMTs transfer a methyl
group from S-adenyl methionine (SAM) to a cytosine residue
to form 5-methyl-cytosine (5mC). Cytosine methylation
occurs especially at CG dinucleotides (CpG sites) which
are underrepresented in the genome since 5mC tends to
deaminate into thymine [10]. Those sites are usually methy-
lated with the exception of CpG islands, ≈0.2–1 kb conserved
regions with higher density (>50%) of CpG sites, which are
usually found on gene promoters [11]. Generally speaking,
this modification represses transcription both by sterically
interfering with transcription factor binding and especially
by recruiting repressive complexes upon binding to proteins
with methyl binding domains [12].

In mammals, three main DNMTs exist: DNMT1 is
called the “maintenance DNMT” since it usually binds to
hemimethylated sites avoiding passive demethylation during
DNA synthesis and DNMT3a and DNMT3b are the so-
called de novo DNMTs [13]. Interestingly, DNMTs are highly
expressed in the brain not only during neurodevelopment
but also in postmitotic neurons [14], suggesting a role for
DNA methylation beyond development, which is connected
to brain functions in the adult. As a matter of fact, although
DNA methylation has been thought to be a static epigenetic
mark that could be lost only by passive demethylation during
cell division, nowadays it is known that DNA methylation
is dynamic and can be also actively regulated. TET enzymes
initially oxidize 5mC, and, in a second phase, it can be deam-
inated by AID/Apobec enzymes or further TET-oxidized.
Finally, the oxidation products are repaired by the base
excision repair (BER) [15, 16].

Several studies highlight regulation by DNAmethylation
at the promoters of key genes involved in cognition. Inter-
estingly, following contextual fear conditioning, one of the
most used models for studying memory in rodent models,
DNMTs are upregulated in the hippocampus duringmemory
formation and this results in an increase in DNAmethylation
at the promoter of the memory suppressor gene PP1 and a
decrease in the methylation at the promoter of the synaptic
plasticity gene RELN duringmemory consolidation. Accord-
ingly, inhibition of DNMTs resulted in PP1 demethylation
and problems inmemory consolidation [17].The same is true
for the BDNF gene, where DNAmethylation regulation upon
the learning task results in the specific increase in BDNF
exons I and IV mRNA transcript during consolidation of
fear memory [18]. Those changes in DNA methylation were
dynamic, acute (40minutes), and transient, being reverted in
24 hours. This finally contradicts the dogma depicting DNA
methylation as a static mark and supports the hippocampus’
role in memory formation and consolidation.

Moreover, the brain shows particularly high levels of
two other methylation types: non-CpG methylation (mCH,
where H stands for adenine A, thymine T, or cytosine C) and
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hydroxymethylation (5hmC), suggesting a specific neural
role for these modifications [19, 20]. While mCH is absent
in the foetal cortex, it accumulates in neurons during early
postnatal development becoming the main form of DNA
methylation and repressing critical genes during develop-
ment. In this context DNMT3a seems to play a critical role.
Of note, neurons show higher mCH levels than glial cells,
but neuron-specific genes are repressed andmethylated at the
level of CH in glial cells [21]. As regards hydroxymethylation,
recent studies suggest that 5hmC is not a simple intermediate
product in the oxidative cytosine demethylation pathway as
it was initially thought, but it is involved in keeping gene
promoters ready for gene activation, preventing their DNA
methylation. In agreement with this, TET1 overexpression
resulted in impaired contextual fear conditioning during
memory formation [22], while TET1 knockout results in
defects in memory extinction and synaptic plasticity [23].

Heyward and Sweatt [51] proposed a very appealing
model according to which in basal state conditions memory
promoting genes are methylated and kept silenced while
memory suppressor genes are basally expressed. Upon learn-
ing, both TET proteins and DNMTs are induced, the former
derepressing memory promoting genes and the latter silenc-
ing memory suppressor genes. After sufficient time, the basal
state is restored probably through TET-mediated derepres-
sion of memory suppressor genes and DNMT remethylation
of memory promoting genes. However, what mechanisms
give rise to the basal state differences in gene promoter
methylation is still not known.

But how can this transient mark lead to memory storage,
where memories can last a lifetime? There should be a self-
perpetuatingmechanism.Many studies onDNAmethylation
investigated the hippocampal role in memory formation and
consolidation but not the further consolidation of this infor-
mation in remote memory. According to a well established
model, bursts of activity called “sharp-waves” would promote
cortical plasticity, transferringmemories from the hippocam-
pus to the neocortex [52]. Heyward and Sweatt speculate
that these waves would result in the epigenetic storing of
the learning event in cortical cells, probably through double
strand DNA methylation, which would be highly resistant
to erasure thanks to the self-perpetuating action of DNMT1,
which recognizes the hemimethylated helix and methylates
the unmethylated strand [51]. Supporting the role of DNA
methylation inmaintainingmemories, the CaN (calcineurin)
gene showed delayed (1 day) and persistent (>30 days)
DNA methylation in cortical neurons upon contextual fear
memory even after protein levels returned to baseline, during
the process of transition of contextual fear memory from
“transient” (hippocampus) to “remote” (prefrontal cortex)
[24].

1.1.2. Histone Modifications. Histones are the main protein
component of the chromatin and come in 4 flavours: H2A,
H2B, H3, and H4. These basic proteins strongly associate
with the DNA forming an octamer called nucleosome, along
which 147 bp of the DNA helix wrap around. Additional
compaction is performed by the H1 linker histone, which
binds the nucleosome at its entry and exit site. Importantly,

long protruding tails depart from each histone core and their
posttranslational modifications (PTMs) regulate the level of
chromatin compaction [53]. There are several PMTs acting
on histone tails such as acetylation, methylation, phospho-
rylation, SUMOylation, and ADP-ribosylation. However, we
only need a minimal set of epigenomic features to define
chromatin states and most studies focus on specific and
recurrent histone modifications [54].

Histone acetylation has a positive effect on transcription
by relaxing the chromatin compaction. The acetyl group
neutralizes the positive charges on Lysine (K) and Arginine
(R) residues, decreasing the electrostatic interactions between
the nucleosome and the DNA. The writers of this epigenetic
modification are called histone acetyl transferases (HATs),
while the erasers are called histone deacetylases (HDACs)
[27].

Histone acetylation has emerged as a key mechanism
of memory regulation. One of the first studies showed how
novel tastes induce long-lasting Lysine acetylation through
ERK/MAP pathway activation in the insular cortex [55];
the same was true for contextual fear conditioning during
memory formation [56]. Several subsequent studies showed
that global HDACs inhibitors (HDADi) improve cognitive
impairments and boost learning and memory [27]. Acety-
lation occurs in several K residues such as H3K9/14/27 and
H4K12 but also in H2B and many other sites. According
to the current view, these modifications play an important
role in establishing a permissive transcription, preparing
cells to activate gene expression upon specific stimuli [57].
Even though it was initially thought that HDAC inhibitors
enhanced gene expression globally and nonspecifically, it
is now clear that specific molecules, such as the CREB
transcription factor, regulate their action. CREB recruits the
coactivator CBP that through its HAT domain increases
acetylation at the level of the genes involved in memory
consolidation [28].

Several HDAC isoforms can regulate histone acetylation
levels in the adult brain. For instance, while HDAC5 is
important in the nucleus accumbens, the reward centre of the
brain and its disruption result in a hypersensitive response
to chronic drug abuse [30]; HDAC2 was found to negatively
deregulate memory formation and synaptic plasticity [58],
and HDAC3 inhibition enhanced long-term object memory
formation [29]. While, generally speaking, the effect of
HDAC inhibition is positive for cognitive activities, this is not
the case for the sirtuin family of HDACs, where SIRT1 oblit-
eration impairs hippocampal memory formation, a defect
that can be explained by decreased dendritic branching and
spines, which are specialized structure for cognition [59].
Subsequent studies showed also how HDCA1 is required
for fear extinction learning through a mechanism involving
H3K9 deacetylation [31] and HDAC4 is required for synaptic
plasticity and memory formation [60].

Histone acetylation often correlates with histone phos-
phorylation. For example, H3 phosphorylation at serine (S)
10 (H3S10P) together with acetylation of H3K9 is induced
during spatial memory formation and facilitates the early
gene activation (c-Fos, Erg1, and Arc) of the ERK/MAPK
pathway [61].
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The second most studied histone modification is methy-
lation. While histone acetylation always results in tran-
scriptional activation, histone methylation effects depend on
the protein complexes docking on the different modifica-
tions. For example, H3K4methylation andmonomethylation
of H3K9 (H3K9me1) result in transcriptional activation,
whereas H3K9me2 and H3K9me3 result in transcriptional
silencing. Histone methylation can occur at either Lysine (K)
or Arginine (R) and is performed by a group of proteins
containing SET domains called histone methyl transferases
(HMTs). Despite being conceived initially as a static histone
modification, whose half-life coincides with the histone turn
over itself, histone methylation has shown to be dynami-
cally regulated through the action of histone demethylases
(HDMs) such as LSD1 for H3K4me and H3K4me2 and
JMJD1a for H3K9me and H3K9me2 [62].

H3K4me3 is usually present in the proximity of the
transcription start site of active genes and it has been shown to
be induced one hour after contextual fear conditioning, acti-
vating promoter regions ofmemory genes such as ZIF268 and
BDNF, to return to baseline levels at 24 hours, underlining a
role in memory formation. A similar dynamic was observed
for the transcriptional repressive H3K9me2 mark. Interest-
ingly, mice deficient inMll, a H3K4 methyltransferase, show
defects in contextual fear memory formation [34]. In paral-
lel, GLP/G9a, an H3K9me2 methyltransferase, is extremely
important for cognition. H3K9me2 is a “switching chromatin
signal” [63], acting during both development and cognition
and modulating gene expression by recruiting reader, writer,
and eraser enzymes.This complex is required duringmemory
consolidation both in the hippocampus and in the entorhinal
cortex [35]. Moreover, H3K9me2 is induced from 1 hour
up to 25 hours upon fear conditioning, and fear memory
is enhanced when inhibiting both its demethylation (LSD1-
mediated) and its methylation (GLP/G9a-mediated) [64].
Finally, GLP/G9a is also important in adaptive behaviour
since its deficiency leads to defects in learning, motivation,
and environmental adaptation [37].

Although less studied, several other histone methylation
marks play an important role during cognitive processes.
For example, H3K36me3, marking the 3󸀠 end of transcribed
genes, is immediately induced during object recognition
memory in both the hippocampus and prefrontal cortex and
is reactivated after activation of recent (24 h) and remote
(7 days) memory, with hypermethylation of the ZIF268
promoter [36].

Future research should focus on integrative analysis
showing how those marks crosstalk and what is the precise
dynamic of their activation.

1.1.3. Chromatin Remodelling. Nucleosome remodelling
complexes (NRCs) alter nucleosome positioning in an ATP-
dependent way, promoting nucleosome sliding, eviction,
or histone variants exchange. In the brain the most studied
NRC is the neuron-specific Brg1/hBrm Associated Factor
(nBAF) complex, a multiprotein complex belonging to the
SWI/SNF family that regulates gene expression in both
development and adult cognition. Of particular importance
in neurodevelopment is the upregulation of the BAF45b and

BAF45c subunits and the switch between the BAF53a and
BAF53b, which begins at E12.5 and is exclusive to postmitotic
neurons, being essential for BRG1’s ATPase activity [65].
This complex has shown to be important in cognition
since BAF53b deficient mice showed large impairments in
long-term memory formation [46].

1.1.4. Noncoding RNAs (ncRNAs). Noncoding RNAs (ncR-
NAs) are transcripts that are not translated into a protein.
They include two broad categories: small RNAs and long
noncoding RNAs (lncRNAs). The first comprehends micro-
RNAs (miRNAs) that generally inhibit gene expression by
complementarity to their targets and PIWI interacting RNAs
(piRNAs), involved in transposon repression through RNA
mediated DNAmethylation.The function of long noncoding
RNAs is less known; while initially thought to be “transcrip-
tional noise,” recent studies suggest that lncRNAs can regu-
late gene expression by acting as “guide” or scaffold RNAs,
targeting epigenetic changes to specific genomic locations.
Many noncoding RNAs have been identified in the brain, and
approximately 40% of them are not found in other tissues
[66]. While for most of the lncRNA the mechanism remains
elusive, extensive evidences suggest they have important roles
in neural development, synaptogenesis, and synaptic plastic-
ity [67]. Notably, TUNA, RMST, and DALI regulate neural
differentiation by directing transcription factors, chromatin-
remodellingmachineries, andDNMTs to important genomic
loci [41, 68, 69].

The complex picture of epigenetic regulation in the brain
can be puzzling, with some epigenetic changes enhancing
cognition and other impairing neural activities. However the
take-home message is that every kind of epigenetic change
has been found associated with neural activity, indicating
that a correct balance of the epigenetic machinery is needed
for a proper neural function. Moreover, epigenetic changes
should not be seen as distinct and isolated events. Repressive
modifications tend to occur together and the same is true
for permissive modifications. As an example, several methyl
binding proteins recruit HDACs allowing cytosine methyla-
tion and histone deacetylation to act in concert to repress
gene transcription [70]. That means that epigenetic mecha-
nisms orchestrate the specific gene expression activated upon
brain activity.

2. Epigenetic Dysregulation in
Intellectual Disabilities

Many intellectual disability disorders arise from mutations
affecting the function of the epigenetic regulators discussed
in Section 1, underlining the importance of a correct balance
between readers and erasers of epigenetic modification for a
proper brain function (Table 1).

Besides the epigenetic syndromes arising by direct pertur-
bation in the functions of key epigenetic molecules, several,
if not all, other syndromes and IDDs have probably an
epigenetic component or origin. Epigeneticsmeans dynamics
and reversibility, and thus a lack of epigenetic coordination
may lead to defects in neurodevelopment with consequent
defects in cognition. In this context it is obvious that an
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6 Neural Plasticity

early therapeutic intervention is preferential, but given the
reversibility of epigenetic processes, it is in theory possible to
restore a proper neuronal function ameliorating the cognitive
impairment in this developmental IDDs. To what extent
this is feasible, together with the efficacy and duration of
the effect for this approach, remains to be elucidated. The
best therapeutic strategies will likely consist in combinatorial
therapies using both neuromodulators and “epidrugs” as
cognitive enhancers.

In the end of the section we will specifically focus on
two developmental genetic disorders, DS and FXS, showing
how both development and cognition are interconnected and
how epigenetic regulation is essential in both processes as a
gateway for processing inputs received from the environment.

2.1. Cognitive Function, Synaptic Plasticity, and Epigenetics.
Epigenetic effectors involved in intellectual disability devel-
opmental disorders are likely interacting with fundamental
players in neuronal maturation. For instance, nBAF com-
plexes regulate genes essential for dendritic outgrowth and
spine formation [71], and the activity of GLP/G9A, MeCP2,
andncRNAs affects the regulation of BDNF expressionwhose
role in neuritogenesis, synaptogenesis, spine maturation, and
axonal arborisation has been thoroughly assessed and is
reviewed elsewhere [72, 73]. BDNF is of specific importance
for initiating guided branching in the cell membrane [74] and
for completing spine maturation [75].

Converging evidence indicates that epigenetic control
of gene expression is also pivotal to learning and memory
through its crosstalk with neuronal activity and synaptic
plasticity mechanisms, as underscored also by the range
of intellectual disabilities and behavioural deficits increas-
ingly traced to a staggering number of epigenetic modu-
lators. Specifically, several epigenetic modifications act as
key signalling relay in the integration of synaptic inputs, as
vividly shown for histone acetylation in CREB-dependent
changes triggered during NMDA-receptor mediated long-
term potentiation (LTP) [76], but also more recently for the
rapid surges of DNA methylation and demethylation and
5-hydroxymethylation in response to neuronal activity [21].
Some epigenetic marks, including DNA methylation and
histone methylation on Lysine 9 and Lysine 27 of histone H3,
can be stably propagated over extended periods of time, in
proliferating and postmitotic cells, implying alternative neu-
ronal activity-dependent plasticity mechanisms putatively
involved in learning and memory. Through recruitment
mechanisms still poorly understood, epigenetic modifiers
can exert genome-wide but also highly gene-specific effects.
These features have made epigenetics the focal point of the
grounding in molecular terms of how Hebbian (i.e., synapse-
specific) and non-Hebbian (i.e., neuron-wide) mechanisms
of LTP integrate information processing [77]. Indeed, one of
themost thought-provoking hypotheses recently put forward
is that genome-wide epigenetic changes may bias neurons
towards cell-wide thresholds or set points, consequently
modifying their susceptibility to Hebbian plasticity mecha-
nisms and finally orchestrating a neuron’s global response to
the variety of molecular events involved in synaptic plasticity,
suggesting a role in plasticity regulation and homeostasis

[8]. The challenge is to functionally validate the relevance of
specific epigenetic axes in learning and memory.

The amount of information obtained from cellular and
molecular neuroscience of cognitive processes is overwhelm-
ing. However, the connection between this information
and mechanistic conclusions at the cognitive level relies on
important assumptions and generalizations. For example,
while several molecular events in neurons signal plasticity
mechanisms, the link between these mechanisms and the
formation and loss of memories is only correlational. Even
so, to verify whether the studied mechanisms are involved
in cognition we still use behavioural tests in normal and dis-
eased animalmodels.Thus, critical aspects for the assessment
of rodent models of IDDs and the study of the underlying
molecular mechanisms are face and predictive validity of
the tests [78, 79]. In relation to DS and FXS, some tests
on the best characterized mouse models (Ts65Dn [80] and
Fmr1 KO [81]) stand out as widely accepted and relevant.
In relation to long-term memory acquisition, consolidation,
and retrieval, impaired in both syndromes, fear conditioning
tests [82] and the Morris water maze [83] in combination
with pharmacological interventions have shown face and
predictive validity for both syndromes [84, 85]. However,
construct validity and differences between the underlying
biological causes of the syndromes are not well understood.
To this end, more disease specific tests that provide experi-
mental tools for preclinical therapeutic studies are required.
In this regard, the development of behavioural paradigms,
such as the touch-screen based tasks, can reproduce in mice
the paradigms of The Cambridge Neuropsychological Test
Automated Battery (CANTAB), originally developed at the
University of Cambridge in the 1980s [86]. Deepening on
construct validity by the accurate assessment of cognitive
domains provided by CANTAB-based touch-screen tasks
in mice will allow not only improving the treatments of
the syndromes, but also better understanding the biological
substrates of cognition.

2.2. IDDs by Direct Mutation of Epigenetic Genes. In the last
decade, the discovery of mutations in the various compo-
nents of the epigenetic machinery (writers, erasers, readers,
and remodellers) has been linked to a number of well-
known causes of IDDs [43, 87]. Intellectual disability is
generally defined as deficits of intellectual function and adap-
tive behaviour that occur during the developmental period
(see, e.g., http://aaidd.org/) and epigenetic disturbances are
expected to have widespread downstream consequences
(Figure 2). Rett Syndrome (RTT) is one of the most studied
of such disorders, an X-linked dominant neurodevelopmen-
tal disorders, arising from mutations in a DNA methyla-
tion reader: the methyl-DNA-binding protein MeCP2. RTT
patients show, next to morphological defects, a progressive
cognitive impairment, autistic behaviour, and language and
social impairments probably due to dendritic and spine
atrophy [25]. MeCP2 normally results in transcriptional
repression due to binding to methylated CpG (mCG) or CpA
(mCA) dinucleotides, followed by HDAC recruitment [88].
However, MeCP2 can also result in transcriptional activation
when binding to the promoters of some genes in association
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with the transcriptional activator CREB1 [89]. For instance,
MeCP2 regulates the activity-dependent gene BDNF, keeping
it switched off in absence of neuronal activity. Upon brain
activity, MeCP2 gets phosphorylated and is released from
BDNF promoter, enabling its expression [90]. Interestingly,
it has been shown that longer genes have specific functions in
the nervous system and tend to have a higher density ofmCA.
As a consequence, these genes are the most upregulated by
MeCP2 knockout.

Another IDD directly arising from mutations in epige-
netic players is Rubinstein-Taybi syndrome (RTS). Most of
the RTS patients have mutations in the gene encoding for
the cyclic AMP-responsive element binding protein (CREB)
binding protein (CBP) [32], while in a minority of cases
the mutations are in the gene encoding for p300 [33]. CBP
and p300 are transcriptional coactivators with HAT activity,
involved in development and cognition [91]. Interestingly,
mouse model of RTS (CBP +/− mice) shows defects in
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synaptic plasticity due to impaired late phase long-term
potentiation, with consequent defects in long-term memory.
At the epigenetic level these mice show decreased histone
acetylation that can be reversed by HDAC inhibition ame-
liorating the phenotype [92].

Several HMTs have been associated with congenital
IDDs. A deletion containing the GLP/EHMT1 gene (euchro-
matin histone methyltransferase 1) causes Kleefstra syn-
drome, a developmental severe IDD, with defects in learn-
ing, motivation, and environmental adaptation. GLP/G9a
is essential for regulating H3K9 dimethylation levels and
regulates brain function through maintenance of the tran-
scriptional homeostasis in adult neurons [37]. In minor cases
Kleefstra syndrome is due to a de novo point mutation in
the MLL3 gene, encoding for a H4K4 HMT [38]. Impaired
H3K36 methylation is observed in two learning disabilities:
Sotos Syndrome, due to NSD1 deletion [39], and Wolf-
Hirschhorn syndrome, due to NSD2 deletion [40]. Muta-
tion for the MLL2 gene, with reduced H3K4 methylation,
is responsible for the Kabuki syndrome 1, with impaired
hippocampus-dependent memory and developmental disor-
ders [41], while de novo mutation at the EZH2 gene results in
Weaver Syndrome 2, with impaired H3K27 methylation and
consequent defects in neural differentiation [43]. Similarly,
mutations in histone demethylases result in IDDs. Impaired
H3K4me2/3 demethylation due to mutation in the KDM5C
gene causes an autistic disorder called Claes-Jensen-type
syndromic X-linked ID, with impaired brain development
and plasticity [44]. Finally, mutations in the gene encoding
the H3K9 demethylase PHF8 account for Siderius X-linked
ID syndrome [44], while mutation in the gene KDM6A,
H3K9 demethylases, gives Kabuki syndrome 2, with very
similar clinical picture to Kabuki syndrome 1 [42].

Several mutations have been described in subunits of
the nuclear remodelling complex nBAF, which are linked to
IDDs and autism spectrum disorders (ASDs) [50]. The most
affected genes belong to the SMARC and ARID families, the
first having helicase and ATPase activity, the latter conferring
DNA recognition binding sites. Examples of these IDDs
are Coffin-Siris Syndrome (CSS) [47] and the Nicolaides-
Baraitser syndrome (NBS) [48]. Another example of IDDs
arising frommutation in chromatin remodelling components
is the X-linked form of syndromic mental retardation asso-
ciated with alpha thalassemia (ATRX syndrome), caused by
point mutations in the ATRX gene, SWI/SNF chromatin
remodelling containing an ATPase/helicase domain. These
mutations have been shown to cause diverse changes in
the pattern of DNA methylation, which may provide a link
between chromatin remodelling,DNAmethylation, and gene
expression in developmental processes [49].

Since affecting epigenetic mechanisms, these mutations
would lead theoretically to the deregulation of a very broad
and nonspecific set of genes; however they surprisingly give
rise to well defined syndromes, suggesting that they con-
versely lead to specific dysregulation of key genes. However,
all these IDDs share common clinical features, indicating that
they share common molecular pathways, deregulated upon
epigenetic imbalance, which could be targeted therapeuti-
cally.

Note that even though these IDDs arise from muta-
tions/deletions in specific components of the epigenetic
machinery, the common molecular phenotype is a global
epigenetic imbalance, affecting several epigenetic mech-
anisms. Histone modification and/or DNA modifications
always occur in concert, with nuclear remodelling complexes
bringing various epigenetic players at the regulatory regions
of the genome. Moreover, several other disorders, even if not
arising from direct impairment of the epigenetic machinery,
show a strong epigenetic component, such as foetal alcohol
spectrum disorders, neurodegenerative diseases (Alzheimer
Disease, dementia, and Parkinson disease), poly-Q disorders
(Huntington disease, spinal and bulbar muscular atrophy,
and spinocerebellar ataxia type 3), autism spectrumdisorders
(ASDs), addiction, schizophrenia, stress, and Friedrich ataxia
[91, 93, 94]. This suggests that epigenetics plays an important
role in all neurological disorders characterized by defects in
neurodevelopment and/or cognition. The establishment of a
proper epigenetic balance could be the key in the treatment
of these disorders.

2.3. Down Syndrome: A Global Epigenetic Perturbation.
Down Syndrome (DS) is the most common genetic intel-
lectual disability arising from the total of partial trisomy of
chromosome 21, leading to a developmental disorder char-
acterized by various defects, including impairments in lan-
guage, memory, learning, and a higher frequency of devel-
oping Alzheimer Disease (AD) [1]. While DS would the-
oretically lead to 1.5-fold upregulation of all HSA21 genes,
transcriptomic studies revealed that genes were differentially
expressed on all chromosomes forming the so-called gene
expression dysregulation domains (GEDDs), pattern of chro-
mosome regions showing up- or downregulation of tran-
scription in the trisomic cell along the whole genome. Inter-
estingly, in DS actively transcribed regions are less expressed,
while lowly transcribed regions are more expressed, leading
to “flattening” of gene expression profiles. Further analysis of
these data (GSE55504 [95]) has shown that even though the
trisomic chromosome shows the highest fraction of deregu-
lated genes, DS genes are distributed among all chromosomes
(Figure 3(a), Ilario De Toma).

Epigenetic deregulation due to triplicated genes could
explain the genome-wide change of gene expression, as chro-
mosome 21 contains genes regulating all epigenetic aspects
discussed in Section 1, and their overexpression due to the
trisomy would easily affect the epigenetic balance, as will be
reviewed in the following paragraphs.

2.3.1. DNA Chemical Modifications in DS. DNMT3L is
encoded on chromosome 21 and stimulates the activity of
DNMT3a and DNMT3b [96]. Several studies have shown a
deregulation in DNAmethylation patterns in DS individuals,
with a genome-wide hypermethylation [97–99], probably
due to DNMT3L overexpression [100]. Some of the dif-
ferentially methylated genes actually correlated with the
cognitive impairment level in DS patients, such as TSC2,
which has also been associated with the tau pathology in
Alzheimer Disease [99]. The same widespread DNA hyper-
methylation was observed also in DS placenta, underlining
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the importance of epigenetic balance already at the foetal
stage [101]. Conversely to the genomic hypermethylation,
mitochondrial hypomethylation was seen in DS, probably
due to reduced levels of the methyl donor SAM, leading
to mitochondrial dysfunction [102]. Interestingly, mitochon-
drial dysfunctionmight affect histonemodifications since the
mitochondria are the source of high energy intermediates
which are necessary for histone acetylation, deacetylation,
methylation, and phosphorylation [103]. Finally, TET pro-
teins are downregulated in DS by DNA methylation of
the promoter of the genes from which they are encoded
[97], resulting in a decrease in 5hmC levels and genomic
hypermethylation [101].

2.3.2. Histone Modifications and Chromatin Remodelling in
DS. Many HSA21 genes influence specific histone modifica-
tions. An example is the phosphotyrosine kinase DYRK1A,
which is able to regulate several proteins involved in epi-
genetic mechanisms. It promotes both histone deacetylation
by phosphorylating SIRT1 [104] and histone acetylation by
phosphorylating the CREB transcription factor, resulting
in its binding with the HAT CBP [105]. DYRK1A also
interferes with chromatin remodelling by binding nBAF and
reducing the levels of the NRSF/REST neuron-restrictive
silencing factor which is essential for neural differentiation
[106]. Other HSA21 genes regulate the same key proteins:
ETS2 [107] and the constitutive chromatin protein HMGN1
[108] influence the activity of CBP enhancing the H3K14
activity, while the activity of nBAF is modulated also by
BRWD1 [109], a bromodomain containing protein recruiting
nBAF to acetylated histones, and RUNX1 [110], which forms
complexes that are associated with the active mark H3K4me3
and H4 acetylation. Moreover, HMGN1 not only interferes
with histone acetylation, but inhibits phosphorylation of
H3S10 and H3S28 [108] and inhibits the methyl binding
protein MeCP2 by modifying the chromatin structure at the

level of its promoter [111]. Finally, HSA21 encodes for two
histone pseudogenes (H2AFZP andH2BFS)whose roles have
not been elucidated yet, and the chromatin assembly factor
1B (CHAF1B) that forms a complex with the methyl-CpG
binding protein MBD1 and the heterochromatin protein HP1
to favour chromatin repression through 5mC and H3K9me3
[112].

2.3.3. ncRNAs in DS. HSA21 encodes for five miRNAs:
mir-99a, mir125b2, mir155, mir802, and let-7c. Interestingly,
mir155 and mir802 downregulate the methyl binding protein
MeCP2 [113]. Furthermore,mir155 is also involved in synaptic
dysfunction since it results in the downregulation of SNX27,
a key component in the endosomal pathway that assures the
glutamate receptor recycling [114]. Of note, mir125b levels
increase also in AD brains [115]. Thus, besides the well-
known role of APP overexpression, epigenetics could directly
link AD and DS since a disturbance of epigenetic balance
has also been observed in AD [116], partly explaining the
higher frequency of early-onset AD in DS patients [1]. As
regards long noncoding RNAs they constitute almost 35% of
HSA21 annotated genes (GRCh38 assembly), making HSA21
the second chromosome with the highest percentage of long
noncoding RNA after HSA18 (Ilario De Toma, personal
communication). Future studies are needed to elucidate the
role in epigenetics and cognition of these long noncoding
RNAs [117].

Summing up, even though DS is caused by a precise
genetic defect (trisomy 21), epigenetic mechanisms are glob-
ally dysregulated through various mechanisms. One of the
main problems for obtaining a complete picture of epigenetic
contributions in DS is that different studies performed
analyses on different cell types and tissues, in different devel-
opmental stages (embryonic fibroblasts, neurons, blood cells,
etc.). Since epigenetics is involved in differentiation and cell
fate, this has led to different results that are often difficult to
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compare, as the epigenetic differences related to development
and cell differentiation could mask the differences due to the
trisomy.

2.4. FXS: Not Only Local Epigenetic Perturbation. Fragile X
Syndrome (FXS) is the most common monogenic cause of
intellectual disability, where a “CGG” triplet expansion at the
5󸀠-UTR of the FMR1 gene is responsible for the loss of the
Fragile X mental retardation protein (FMRP), a synaptically
expressed RNA-binding protein regulating translation [2].
FMRP acts on its RNA targets in various ways: it influences
RNAs stability, preventing or sustaining mRNA decay [118];
it transports RNAs from the cell body to synapses [119];
and it inhibits mRNA translation both by stalling ribosomes
on their target mRNAs [2] and by inhibiting translation
initiation [120].

When the CGG repeat expands between 56 and 200
(permutation), the FMR1 gene is upregulated with increased
histone acetylation in the promoter [121], while in full
mutation patients (>200 repeats) the FMR1 locus is transcrip-
tionally repressed through cytosine methylation directed
towards the repeats and the nearby sites constituting the CpG
island. This results in demethylation and deacetylation of
H3K4, methylation of H3K9 and H4K20, and trimethylation
of H3K27 [122], with final transcriptional repression of the
whole region.The failure in the heterochromatinization of the
FMR1 locus in subjects with over 200 repeats translates in the
complete lack of penetrance of the syndrome. These healthy
carriers are called unmethylated fullmutation (UFM) carriers
and have a normal epigenetic profile (with the exception of
partial H3K9methylation), with a 30–40% increase in FMRP
levels (as in permutation carriers) [123].

Interestingly, DNA demethylation with demethylating
agents such as 5-azadeoxycytidine (5-azadC) reactivates
FMR1 transcription in fullmutation patients, with restoration
of euchromatic marks (H3K4 methylation and acetylation)
and partial reduction of the repressive H3K9 methylation
[124, 125]. Even though 5-azadC was enough to reactivate the
FMR1 locus, costimulation with HDAC inhibitors revealed
synergic effect, yet ineffective alone [124]. However, inhibit-
ing specifically the class III HDAD SIRT1 is effective in reac-
tivating the FMR1 locus with an increase in H3K9 andH4K16
acetylation, while leaving unaltered DNA methylation. Since
DNA demethylation leads to acetylation of H4K16 but not
H3K9, it could be that H3K9 deacetylation is an early event,
which is followed by DNA methylation and H4K16 deacety-
lation [126]. Similarly to some other long noncoding RNAs,
the FMR1 transcript plays a direct role in gene silencing by
directing the recruitment of repressive complexes like PRC2
to the locus, with consequent histone H3K27 methylation.
This could be important in the beginning of the process of
FMR1 repression [122]. The mechanism is still not known
but could involve R loops made by the FMR1 transcript,
particular conformations due to the repeat expansion [127].

One of the most debated questions is if this epigenetic
deregulation has a genome-wide effect or affects only the
FMR1 locus. A recentwork succeeded in detecting differential
DNA methylation only at the FMR1 locus, which is wholly
affected. However, the study does not discriminate DNA

methylation and hydroxyl-methylation (which are often dia-
metrically regulated) and used the HumanMethylation450
BeadChip kit, taking into account just a specific subset of the
genome [128].

Indeed, a global deregulation is possible since a lot of
FMRP target mRNAs are involved in chromatin remodelling
such as HDAC4/5, NCOR1–3, and CBP [2] and several
ncRNAs [129, 130], whose transcript and protein levels are
presumably altered by FRMP absence. Moreover, in the com-
plex FMR1 locus, several ncRNAs are encoded, but most of
themhave not been characterized yet. One of these ncRNAs is
FMR4, which is switched off similarly to FMR1 in full-length
expansions. This lncRNA regulates target genes at distal
locations such as the methyl-CpG-binding domain protein
4 (MBD4), hampering neural differentiation in FXS [131].
Interestingly, FMRP target genes are enriched in long genes
and significantly overlap with MeCP2-repressed genes. As
we said these genes are enriched in mCA and are important
for brain function [90]. Once again this is emblematic of
the molecular pathway commonalities across IDDs involving
epigenetic mechanisms (in this case FXS and RTT).

FMRP has been shown to be involved in dendritic
mRNA localization, synaptic protein synthesis, and synaptic
plasticity. The mechanism relies on mGluR signalling in
glutamatergic postsynaptic sites. When mGluR channels are
active in a synapse, a phosphorylation cascade is triggered
that affects the LTP pathway and triggers rapid local protein
synthesis of preexisting dendritic mRNAs, including FMRP,
around the active synapse [132]. As a result of FMRP reg-
ulation, proper tuning of the translation dynamics involved
in mGluR-dependent LTD is established in active synapses.
Even though the mechanism of dendritic spine maturation
is not fully elucidated, recent observations suggest that the
proper pruning and maturation of synaptic spines (impaired
in FXS) rely on the interplay between local dendritic BDNF
mRNA translation and secretion, with FMRP playing a key
role in the regulation of these local events [133]. How the
inactivation of FMRP and its effects on local translation
interact with actin polymerization, or proteins such as cofilin,
myosin, Arp2/3, and profilin [134] is an open question.

2.5. DS and FXS, Differences and Similarities. DS and FXS
show striking similarities and differences. Both intellectual
disabilities are common genetic developmental disorders
characterized by specific defects in structural and synaptic
plasticity due to alterations in specific molecular pathways.
However, those alterations are often opposite, with the
common final outcome of cognitive impairment [135]. DS
patients show reduced dendritic branching and complexity
in pyramidal neurons along with fewer and abnormal spines
with enlarged heads that could explain the cognitive deficits
[5]. This goes along, at the molecular level, with alterations
in synaptic plasticity molecular pathways: long-term poten-
tiation (LTP), the ability of the neuron to strengthen its
synapses, is suppressed in DS mouse models [136], while
long-term depression (LTD), the ability to weaken unused
synapses, is enhanced [137]. Conversely, in FXS patients the
cognitive impairment goes along with an increased density of
thin and elongated spines in the same neurons [138]. Looking
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at the regulation ofmolecular pathways in FXS, while the role
of LTP is controversial [139, 140], LTD is strongly induced,
due to the overactivation of glutamate receptors [132].

Although presenting opposite phenotypes, DS and FXS
share defects in dendritic spine morphology due to alter-
ations in local protein synthesis. Both HSA21 RCAN1 and
FMRP regulate calcineurin (CaN) activation, which is impor-
tant for cofilin dephosphorylation. RCAN1 normally keeps
calcineurin inactive; this increases phosphorylated cofilin
that facilitates actin polymerization at the spine level. The
enlarged spine heads observed in DS patient are probably
due to RCAN1 overexpression. As a matter of fact, RCAN1-
overexpressing mice show a phenotype similar to DS, with
reduced volume and neuron number in the hippocampus,
defective neurogenesis, enlarged spine heads, enhanced local
protein synthesis of dendra, and impaired LTP [141, 142].
On the contrary in FXS patients, the silencing of the FMR1
locus results in the increase of the FMRP target PP2AC
[143], phosphatase that dephosphorylates cofilin. This leads
to the formation of long and thin filopodia-like spine heads,
hallmark of FXS, due to defective actin polymerization.
Calcineurin activates also local protein synthesis by dephos-
phorylating FMRP and allowing in this way the translation
of the FMRP targets required for local protein synthesis and
synaptic plasticity such as 𝛼CaMKII [142]. The ability of
RCAN1 to bind and inhibit CaN is modulated also by the
HSA21 gene DYRK1A, a serine threonine kinase important
for synaptogenesis and spine actin dynamics [144]. This
further links DS and FXS deregulation in the pathway of local
protein synthesis.

Recent analyses from our group (Ilario De Toma, per-
sonal communication) show the link between DS deregu-
lated molecular pathways and affected proteins in FXS by
comparing 324 genes found to be consistently deregulated
in DS in a published meta-analysis [145], with a list of
FMRP targets [2]. The overlap was extremely significant (𝑝 <
0.0005, hypergeometric test) and included 9 HSA21 genes.
Among those genes, APP is involved in Alzheimer Disease,
which as we already stated has an early onset in DS patients
[146, 147]; SYNJ1/synaptojanin regulates neurotransmission
together with two other HSA21 genes, intersectin/DAP160
and RCAN1 [148], and is involved in learning and memory;
Tiam1 and Ttc3 are involved in neurogenesis [149]; and
NRIP1 is needed for cognition and recruits HDACs [150]
(Figure 3(b)). Finally, even though not present in our list
of genes consistently deregulated in DS, the HSA21 gene
DSCAM is a FMRP target and is involved in neural devel-
opment [151].

One interesting question that needs to be unravelled
is whether the epigenetic deregulation is upstream of the
deregulation of those molecular pathways. This would allow
a common therapy for both disorders to rescue the epigenetic
imbalance at the base of their aetiology.

3. Restoring a Balanced Epigenetic State for
the Treatment of ID

Historically the treatment of DS and FXS has focused on
restoring the neurotransmitter balance that is compromised

in the two disorders or on replacing deficits in differ-
ent systems. As mentioned before, in FXS there is global
hyperexcitation due to overactivation of the glutamatergic
pathway, while in DS there is an overinhibition due to the
predominance of the GABA inhibitory pathway.Therefore in
the attempt to restore the neurotransmitter balance, agonist
and antagonist for both glutamate and GABA receptors
have undergone clinical trials. However results have been
unsuccessful by now, due to lack of efficacy and or safety
[152, 153]. For instance, inhibiting the GABA pathway in DS
may increase the susceptibility of DS patients to epileptic
seizures, together with side effects in various developmental
processes [154].

In the US, commercial formulations aimed at ameliorat-
ing the DS phenotype are composed mainly of antioxidant
and folates. The rationale behind this is that DS patients
overexpress two HSA21 encoded enzymes, SOD-1, leading to
an increase in reactive oxygen species production, and cys-
tathionine 𝛽-synthase, resulting in folate deficiency. However
clinical trials showed that this approach is ineffective [155].

None of these traditional approaches have been revealed
as safe and effective in the treatment of IDs. However, a
possible future therapy based on the direct or indirect mod-
ulation of epigenetic mechanisms is promising. Restoring
a balanced epigenetic state will be key to renormalize the
altered expression in master regulator genes involved in the
cognitive problems (Figure 4).

3.1. Environmental Enrichment: An “Epigenetic” Treatment.
As we have previously pointed out in this review, the envi-
ronment is a main driver of epigenetic modifications. During
development, the microenvironment allows the genome to
be interpreted differently by different cell types and in
different developmental stages and contexts. The effect of the
environment on gene expression is particularly evident in the
case of monozygotic twins that are genetically identical but
phenotypically and epigenetically different, especially when
grown apart [156]. Environmental Enrichment (EE) is an
effective protocol used in rodentmodels to boost learning and
memory.Theparadigmconsists in keeping laboratorymice in
a so-called enriched environment with respect to laboratory
standards: larger cages, larger groups, various stimulatory
objects such as toys of all sort, and running wheels. The aim
is to provide the animals every kind of sensory, cognitive,
and motor stimuli such as the possibility to establish more
complex social interactions, to explore and play with new
objects, and the opportunity for voluntary physical activity.
Interestingly, EE improves learning and memory, enhancing
long-term potentiation [157], and delays or rescues deficits
in a variety of mouse models of neurological disorders [158].
Of note, EE is effective in both FXS and DS models. In
Fmr1 KO mice, EE rescued behavioural and neuronal abnor-
malities, activating the glutamatergic signalling and increas-
ing dendritic branching, spine number, and maturation.
Interestingly, EE acts independently of FMRP expression
in Fmr1 KO mice, as it did not affect FMRP levels [159],
but translates in reduced FMRP protein in mouse model of
fragile X premutation [160]. Similarly, EE protocols increased
dendritic branching and spines in DS models [161], probably
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DS pyramidal neuron

Common affected pathways
(i) Synaptic plasticity

(ii) Local protein synthesis
(iii) Spine morphogenesis
(iv) Memory and learning

DE genes
FXS pyramidal neuron

(i) APP
(ii) SYNJ1
(iii) TIAM1

(iv) TTC3

(v) Others

(i) Epidrugs
(ii) EGCG

(iii) EE

Transcription of ‘‘memory” genes

Repression of 
‘‘memory” genes

Rescue of the cognitive
impairment

DNA methylation
DNA hydroxymethylation
H3K9/27 trimethylation

H3K4 methylation
Histone acetylation

Figure 4: Reestablishing a balanced epigenetic state to rescue the cognitive impairment in Down Syndrome (DS) and Fragile X Syndrome
(FXS). Cartoon representation of a DS (left) and FXS (right) pyramidal neuron. In both syndromes alterations in synaptic plasticity, local
protein synthesis, spinemorphogenesis, andmemory and learning contribute to the cognitive impairment. However the structural phenotype
is distinct: DS neurons have large and stubby spines, while FXS neurons have long immature filopodia-like spines. Key genes involved in these
pathways (e.g., APP, SYNJ1, TIAM1, and TTC3) are commonly deregulated due to epigeneticmodifications at the chromatin level.The cartoon
shows the repression of “memory” genes by DNA methylation (red circles) and H3K9 and H3K27 trimethylation (violet squares) in DS and
FXS, with consequent chromatin compaction. Conversely, epigallocatechin gallate (EGCG) and Environmental Enrichment (EE) or directly
epidrugs can reactivate the chromatin state at the level of “memory” gene by DNA hydroxymethylation (blue circles), H3K4 methylation
(green triangles), and histone acetylation (yellow squares), rescuing the cognitive deficits.

by normalizing DYRK1A levels [162]. Epigenetic mechanism
could be involved in the effects of EE in IDDs, since EE-
induced benefits are long-lasting (at least 3-4 weeks) and are
supported by a specific EE-dependent transcriptional profile,
which is likely activated through epigenetic mechanisms
[163]. Four-week housing in EE conditions, while rescuing
impaired memories in both contextual fear conditioning and
water maze assays, was associated with enhanced histone
acetylation on several residues. This effect was mimicked
by daily injection of HDAC inhibitors in the murine peri-
toneum [164]. Another interesting experiment used mice
deficient in CBP, a transcriptional coactivator with histone

acetyltransferase activity. EE improved some defects in
behaviour and cognition caused by CBP deficiency and
promoted synaptic growth. However, its ability to enhance
spatial navigation and pattern separation and to induce neu-
rogenesis was severely compromised in absence of CBP, with
attenuation of the transcriptional profile normally associated
with EE due to decreased acetylation of the promoter regions
of genes involved in cognition [165], suggesting that CBP
contributes to EE ability to activate gene expression through
histone acetylation.

Understanding the full epigenetic, genetic, andmolecular
mechanisms of Environmental Enrichment will guide the
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development of a new class of therapeutics called “envi-
romimetics” for the treatment of IDDs. Enviromimetics are
compounds aimed to mimic the beneficial effect of EE on
cognition. An important unanswered question is how EE
results in mouse models relate to human living experience,
since most humans already do experience high levels of
complexity and novelty in their natural environments. How-
ever, individuals vary widely for the kind and amount of
mental exercise and physical activity performed. It will be
extremely important in order to improve existing therapeutic
approaches to closely reproduce in animal models the envi-
ronmental factors relevant to human conditions [158]. More-
over research on EE paves the way for nonpharmacological
treatment with promising outcomes in disorders such as DS
and FXS if used in synergy with other cognitive enhancers.

3.2. Epigenetic Drugs in Intellectual Disabilities. It is now
increasingly thought that approaches aimed at reestablishing
a proper gene expression profile, especially of key genes
impaired in cognitive disabilities, are the future of therapy
[152, 153]. An efficient way to induce long-lasting transcrip-
tional changes is to modulate epigenetic players, a field that
is booming in cancer research [166]. Epigenetic changes
are reversible and therefore are suitable to alleviate certain
features in IDDs that originate from epigenetic alterations.
Insights from cancer research could directly be conveyed
to new “cognitive epigenetics.” As a matter of fact, FDA
has approved four epidrugs against cancer, two DNMT
inhibitors (5-azacytidine and decitabine) and two HDAC
inhibitors [167]. Moreover valproic acid, which has already
been used against epilepsy and bipolar disorders, has shown
HDAC inhibitory and anticarcinogenic activity, being the
first epidrug approved for neurological disorders [168]. One
of the concerns related to the use of epidrugs is their potential
genome-wide and nonchromatin effect, since, for example,
HDACs can also act on nonhistone proteins. Although these
unwanted effects are less severe than one might expect,
a technology currently in development called “epigenetic
editing” will allow specifically targeting epigenetic drugs to
the gene(s) of interest, thanks to the usage of DNA binding
domains such as zinc finger proteins [169].

3.3. Epigallocatechin-3-gallate (EGCG): Panacea for IDDs?
The flavonoid epigallocatechin-3-gallate (EGCG) is the most
abundant polyphenol extracted from green tea. Strikingly,
this molecule is effective in both mouse models of AD and
DS. In AD mice, EGCG decreased beta-amyloid levels and
plaques via ADAM10-mediated promotion of the alpha-
secretase proteolytic pathway and modulates tau-profiles
with final cognitive improvements [170]. Similarly, in DS
models, EGCG recovered cognitive and neural plasticity
phenotypes, a result that was replicated in a pilot clinical
trial in humans [171]. Strikingly, a pilot clinical trial is un-
dergoing for EGCG treatment of FXS individuals (https://
clinicaltrials.gov/ct2/show/NCT01855971). EGCG has a
plethora of different effects and has thus been investigated
in studies from various research areas, including cancer
research [172]. However, the heterogeneous effects make
it difficult to fully identify and understand the underlying

molecular therapeutic mechanisms. Among its properties,
it has antioxidant and anti-inflammatory effects and is
able to regulate several enzymes by modulating their
kinase activity. Moreover, EGCG interferes at various
levels with epigenetic mechanisms, affecting the chromatin
state. EGCG inhibits both DNA methyltransferases [173]
and class I histone deacetylases (HDAC 1, 2, 3, and 8)
[174, 175]; it reduces the level of H327me3 and H2AK119
ubiquitination by reducing polycomb protein levels [176]
and affects miRNAs expression [177]. The property of
EGCG of modulating epigenetic changes makes it an ideal
candidate for the treatment of IDDs including DS and FXS.
Its widespread epigenetic effect might reestablish the lost
epigenetic balance, acting in a context specific way and
resulting in being effective in several IDDs, even if the source
and kind of epigenetic dysregulation are different. Many
properties of EGCG would contribute to its efficacy. For
instance, besides its epigenetic effect, EGCG inhibition of
DYRK1A kinase activity results in normalization of this gene
which is crucial for DS pathology [178]. In addition, EGCG
could also act by rescuing DS mitochondrial dysfunction
as it stimulates mitochondrial biogenesis and rescues
oxidative phosphorylation [179]. Remarkably, DYRK1A
is also involved in epigenetic regulation (see Section 2),
suggesting that EGCG could both directly and indirectly
regulate the epigenetic state. This interconnection is even
stronger if we consider that, similarly to EGCG effect,
enriched environments rescue defects in DS, normalize
DYRK1A levels, and modulate epigenetic modifications.
EGCG can thus be considered an “enviromimetics.” Of note,
a recent study showed that the combination of EE and EGCG
acts synergistically in ameliorating learning alterations and
age-related cognitive decline in DS [180], underlining the
potential of combinatorial therapeutic approaches.

4. Conclusion and Future Perspectives

Developmental disorders are often characterized by intel-
lectual disability due to defects in structural and synaptic
plasticity, with impaired activity-dependent cognitive-related
molecular processes such as local protein synthesis, long-
term potentiation, and long-term depression. In this con-
text, it is difficult to discern what can still be rescued in
cognitive developmental disorders and what is irreversibly
lost. Epigenetics is not only indirectly needed for cognition
by regulating neurodevelopment, but, as we amply discussed
in this review, directly regulates experience-based cognitive
processes. Epigenetics intercalates in development, cognition,
and aging/neurodegeneration, playing a key regulatory role
in all these processes. For instance, DNA methylation allows
cells to be “programmed” and differentiate during develop-
ment, is dynamically regulated during cognitive processes,
and increases gradually with aging. In contrast to genetic
alterations, epigenetic modifications are reversible and this
gives a great therapeutic potential to epigenetic drugs to at
least partially revert the phenotype associated with IDDs.We
have reviewed how epigenetic treatments restore cognitive
deficits in various models of cognitive impairment, restoring
a correct balance among writers and erasers of epigenetic
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modification. Of course an early treatment will maximize the
efficacy of epidrugs, since themore differentiated a tissue, the
less reversible the phenotypes.

Two main concerns are associated with epigenetic treat-
ment: genome-wide nonspecific effects and toxicity. As
regards the genome-wide effects, it would be worth conceiv-
ing ways to deliver epigenetic drugs such as DNMTi and
HDACi to the cell types that actually show the epigenetic
imbalance. Moreover, the epigenetic editing approach might
be a promising solution, allowing directing the epigenetic
drug to the loci of the key genes involved in the IDD.
Noticeably, the genome-wide action of epigenetic drugs may
also be an advantage, since it makes it possible to restore the
epigenetic balance in disorders such as DS and FXS, where
a similar cognitive impairment is originated by different
morphologic phenotypes affecting common altered synaptic
plasticity pathways. In this case the same molecule will
work in a context specific manner on different loci, since
the “substrate” of their action (the syndromic chromatin
state) will be different in both cases, restoring the impaired
epigenetic balance.

However, the epigenetic reversibility property is a double-
edged sword. Since epigenetic changes are reversible, some
epigenetic drug formulations are simply not long lasting.
That would, for example, account for what has been found
in the pilot clinical trial involving EGCG and the rescue
of the cognitive impairment in DS patients, where stopping
EGCG treatment leads to the reappearance of the impaired
phenotype [171]. To overcome this problem the future of
therapeutic treatment for cognitive disorders should focus in
potentiating and extending the effect of epidrugs, while at
the same time reducing the toxicity associated with chronic
treatment. In this sense, combinatorial therapy could play an
important role, having synergic effect as it has been shown in
mousemodels for EE andEGCG[180] or in the synergic effect
of DNA demethylation and histone hyperacetylation in the
reactivation of the FMR1 gene in human cell cultures [124].
Moreover this approach could be combined to conventional
treatments, such as neuromodulators aimed at restoring
the neurotransmitter balance in DS and FXS. Tackling the
epigenetic deregulation from many sides, together with the
targeting of specific molecular pathways, will allow both to
reduce the dose and thus the toxicity of the drugs in the
formulation and to extend their efficacy.

To this end a deeper understanding of all the epigenetic,
transcriptional, and molecular cascades activating upon cog-
nition in both physiological and pathological contexts is
needed. Future integrative studies will combine epigenetic
data, transcriptional data, and molecular data to get new
insights into the pathogenesis of IDDs, focusing both on
common altered pathways and to specific mechanisms. The
development of new technologies and the increase in high-
throughput data will allow in a near future elucidating the
cognitive processes that are dysregulated in IDDs. Most has
yet to come. For instance, as regards DNA methylation, one
of the first epigenetic modifications that has been studied,
it would be important to discriminate among 5mC and
5hmC, since both are highly present in the adult brain
and have opposite outcomes on transcriptional regulation.

A new technique called TET Assisted Bisulfite sequencing
(TAB-seq) in conjunction with bisulfite sequencing, allows
discerning between 5mC and 5hmC at single base resolution
[181]; however very few datasets of this kind are available by
now due to cost-related issues.

The main problem with previous studies is that they
lack cell-specificity. For example, many studies on DS focus
on different types of cells (e.g., blood cell, fibroblast) and
different animal models, taking cells at different develop-
mental stages, with results that are difficult to compare.
Moreover, the brain is probably the most complicated organ,
where several different cell types such as excitatory pyramidal
cells, inhibitory interneurons, and glial cells compose even
a reasonably delimited part, such as the hippocampus. Since
epigenetic changes are responsible for cell fate, the epigenetic
variations associated with cell type determination will sum
up to the epigenetic changes associated with the syndromic
state or to the cognitive processes, and this will dramatically
reduce the power of the studies. Differences in cell type
composition in compared samples of complex tissues will
result in difficulties to distinguish treatment or disease
specific changes from “epigenetic noise” caused by cell type
specificmarks varying based on cell type fractions.Therefore,
cell type specific studies using techniques such as cell sorting
to focus on single cell populations will have an increased
power in detecting epigenetic differences and underpinning
new key mechanism of regulation.

We speculate that epigenetic drugs, such as EGCG in
combination with other cognitive enhancers and specific
drugs interferingwith the cell and disorder specificmolecular
targets, will allow the recovery of the epigenetic balance lost
in IDDs such as DS and FXS, making the healing of the
cognitive impairment possible.
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Environmental enrichment has been proven to have positive effects on both behavioral and physiological phenotypes in rodent
models of mental and neurodevelopmental disorders. In this study, we used mice lacking the 𝜇-opioid receptor gene (Oprm1−/−),
which has been shown to have deficits in social competence and communication, to assess the hypothesis that early enrichment
can ameliorate sociability during development and adulthood. Due to the immaturity of sensory-motor capabilities of young pups,
we chose as environmental stimulation a second lactating female, who provided extra maternal care and stimulation from birth.
The results show that double mothering normalized the abnormal response tomaternal separation inOprm1−/− pups and increased
social motivation in juveniles and adult knockout mice. Additionally, we observed that Oprm1−/− mice act as less attractive social
partners than wild types, which suggests that social motivation can be modulated by the stimulus employed. This experiment
supports previous findings suggesting that early social environmental stimulation has profound and long-term beneficial effects,
encouraging the use of nonpharmacological interventions for the treatment of social defects in neurodevelopmental diseases.

1. Introduction

Modeling neuropsychiatric disorders in animals is an ex-
tremely challenging task because of the peculiarity of human
symptoms, the lack of biomarkers, and the early state
of knowledge of the relevant neurobiology and genetics.
Defective social behaviors are among the symptoms shared
by different neuropsychiatric disorders such as depression,
schizophrenia, and autism. Social malfunctioning is the com-
mon trait of different mouse models of psychopathologies,
deriving from genetic and environmental factors, andmainly
consists in altered motor skills and sensory inputs and
motivational defects.

Autism spectrum disorder (ASD) is a developmental dis-
order defined by impairments in social communication and
social interactions and a restricted repertoire of activities and
interests [1]. ASD is not associatedwith a single specificmuta-
tion, but several and different genetic abnormalities were
found to be associated with the syndrome, frequently acting

in combination and, possibly, interacting with environmental
factors. Parallel to the investigation of the aetiology of ASD,
emphasis has recently been placed on therapeutic approaches
that can improve and/or delay the development of symptoms.

Pharmacological as well as environmental treatments
have been applied and some of them proved to have positive
outcomes, reducing the severity of some ASD symptoms.
As an example of pharmacological treatments, the atypical
antipsychotic risperidone reduces some symptoms in affected
children [2, 3]. In mouse models as well, acute and chronic
pharmacological treatments suggest improvement for some
symptoms in young adult individuals, but long-lasting effects
are rarely reported [4]. As far as behavioral therapies are
concerned, it is well known that early treatments in ASD
children show greater success in delaying and slowing down
some symptoms.

It is difficult to model behavioral therapies in preclinical
research, and environmental enrichment is the most com-
mon nonpharmacological treatment used in mouse models
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of several disorders (anxiety, depression, etc.). Environmental
enrichment is usually applied from weaning onward and
has almost always beneficial effects. Social and physical
enrichment promote not only cognitive skills but also social
interactions in several animal models [5–7]. Again, more
pronounced and stable effects are associated with precocious
exposure to the experimental environmental conditions [8].
Environmental enrichment usually involves housing condi-
tions consisting of larger enclosures combined with more
complex and variable physical and social environment.
Exposing newborns to such an enriched environment, with
them being deaf, blind, and almost immobile, could be
useless because of the immaturity of their sensory-motor
capabilities. Moreover, an early environment characterized
by great variability could also represent a stressor for pups
that need a secure (and stable) attachment basis to properly
develop from an emotional point of view.Themother usually
represents this stable basis: as a matter of fact, cross-fostering
during the first days of life has a deleterious effect on pups’
development [9–12].

The positive effects of environmental enrichment could
reach the pups through the mother. Dams’ behavior and
physiology is affected by different housing conditions and
this, in turn, can affect pups’ development. Wild mice usually
rear their pups in communal nests, where females, usually
related, nurse and care for pups indiscriminately. To inves-
tigate the effects of such complex early environment, Branchi
and coworkers performed a series of studies exploring the
neurobiological and behavioral effects of being reared in
communal nest, rather than in standard laboratory condi-
tions, and reported more elaborated social competences in
these mice [13–15]. Using a different experimental approach,
we provided additional stimulation to bothmothers and pups
by housing the dam and her litter with a second (lactating
or nonlactating) female allomother from birth onward. This
socially enriched environment resulted in increased care for
the pups and revealed positive outcome in terms of cognitive
performance in outbred mice [16] and reduction of ASD
symptoms in the fragile X syndrome mouse model [17].

The aim of this paper is to evaluate the possibility that
the additional social stimulation, provided by the presence
of a second lactating female from birth onward, can increase
affiliative motivation in an animal model of social deficits. To
this purpose, we usedmice lacking the𝜇-opioid receptor gene
(Oprm1−/−) that have been proposed as a monogenic model
of autism [18]. These animals show deficits in social behavior
and communication from infancy onward, together with
anatomical, neurochemical, and genetic landmarks of the dis-
ease [19–21]. The disruption of the 𝜇-opioid signaling during
development was able to induce deficits in infant-mother
attachment, as well as in social interactions that persisted till
adulthood. We hypothesized that the presence of a second
female, which provides additional social stimulation, can
improve social interactions in these 𝜇-opioid knockout mice.
For this purpose, wemeasured ultrasounds at postnatal day 8
(PND8) during isolation and sociability at weaning (PND28–
30). Adult animals were then tested for emotionality, social
recognition, and social preference.We expected that the early

social enriched environment might affect social motivation
and social-related behaviors in deficient 𝜇-KO mice.

2. Materials and Methods

2.1. Subjects and Rearing Conditions. 𝜇-opioid receptor
knockout mice (Oprm1−/− and 𝜇-KO) and their wild type
controls (Oprm1+/+ and WT), born from a colony raised in
our animal facility, were used in this study. The generation
of mice lacking 𝜇-opioid receptors has been described and
well characterized elsewhere [19, 22]. The colony was housed
under constant temperature (20–22∘C) and humidity condi-
tions under a 12 h light/dark cycle with lights on at 7 am. Food
and water were provided ad libitum. After weaning (PND28–
30), animals were housedwith same sex/genotype in standard
mice cages containing 3–5 animals.WT and 𝜇-KO subjects of
these experiments were derived from homozygous breeding
pairs.

Mating protocol consisted in housing two multiparous
females (4-month-old) with one male of the same line for
15 days. After males were removed, according to reproduc-
tive status inferred from body weight increase (>35% from
premating weight) and abdominal bulges presence (usually
appearance on days 16-17 of gestation), females were assigned
to one of the following experimental conditions: pregnant
female housed alone (P) or two pregnant females housed
together (P+P).

Around the expected day of partum, cages were inspected
twice a day. After delivery, the number of pups in the P
condition and the identity of the mother in the P+P cages
were recorded. In the P+P condition, after at least 1 day (but
no more than 5) elapsed between the two births, the younger
litter was left in the cage while the older one was removed.
P+P cageswith females delivering on the sameday or at a time
interval superior to 5 days were discarded. In all conditions,
cages with fewer than 4 pups were also discarded. The
day of delivery was considered as PND0 and experimental
conditions (P and P+P) were referred to hereafter as L and
L+L since former pregnant (P) females were now lactating (L)
females. Pups from the same litter were weaned, separated
by sex, and housed in standard cages of 3–5 at PND28.
Experimental animals derived from7𝜇-KO-L, 7𝜇-KO-L+L, 7
WT-L, and 7WT-L+L litters, with litter sizes between 4 and 8.

21–28-day-old male and female NMRI mice (Harlan)
were used as stimulus partners in the Social Approach-
Avoidance Test.

All experiments were conducted under license from
the Italian Department of Health and in accordance with
the Italian regulations on the use of animals for research
(legislation DL 116/92 and 26/2014) and European guidelines
on animal care.

2.2. Behavioral Tests during Development and at Adulthood.
All experiments were carried out in enclosed rooms located
in a sector outside the animal facility, to which animals were
transferred approximately 1 h before the experiments started.
The experimental rooms were kept under temperature and
luminosity conditions equal to those of the animal facility
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(unless differently specified). With the exception of pups’
ultrasonic vocalizations (USVs), all experimental sessions
were video recorded and behavioral data were subsequently
collected using The Observer (Noldus, Netherlands) or
SMART (Panlab, Harvard Apparatus) software. As for the
USVs, Avisoft technology (Avisoft Bioacoustics, Berlin, Ger-
many) has been used to record and analyze the number of
ultrasounds emitted by pups. Experiments were performed
during the light phase between approximately 11 am and
4 pm. At the end of the test, cages were brought back to the
breeding facility. Body weight of tested mice was measured at
the end of the behavioral tests and the effects of genotype,
rearing condition, and sex were evaluated during develop-
ment (PND8), at weaning (PND28–30), and at adulthood
(PND75–80).

2.2.1. Ultrasonic Calls Emission. Pups’ behaviorwas evaluated
at PND8 by measuring USVs emitted during 5 minutes
of isolation [21, 23]. After 1 h of acclimatization to the
experimental room, themother was removed and transferred
into a clean cage, while pups were left in their home-cage,
on a warm plate set at the temperature of 35∘C to prevent
cooling. No more than 4 pups/litter were employed. Pups
were then individually placed into a beaker, containing own-
cage (one male and one female) or clean bedding (one male
and one female), and the vocalizations were recorded. Ultra-
sonic vocalizations were recorded using an UltraSoundGate
Condenser Microphone (CM16, Avisoft Bioacoustics, Berlin,
Germany) lowered 1 cm above the top of the isolation
beaker containing the pup. The microphone was sensitive
to frequencies of 15–180 kHz with a flat frequency response
(±6 dB) between 25 and 140 kHz. It was connected via an
UltraSoundGate USB Audio device to a personal computer,
where acoustic data were recorded as wav files at 250,000Hz
in 16-bit format. Sound files were transferred to SasLab
Pro (version 4.40; Avisoft Bioacoustics) for sonographic
analysis and a fast Fourier transformation was conducted
(512 FFT-length, 100% frame, Hamming window, and 75%
time window overlap). Further details on this procedure, the
device used, and the analysis of data can be found in our
previous papers [16, 20]. The total number of ultrasounds
emitted by each pup was analyzed by a 4-way ANOVA,
the factors being genotype (𝜇-KO versus WT), early rearing
condition (L versus L+L), bedding (clean versus home-cage),
and sex (male versus females). For the sake of simplicity,
a three-way ANOVA will follow in case of no effect of sex
as independent variable, according to our previous results
[20].

2.2.2. Social Approach-Avoidance Test. Animals were tested
immediately before weaning (PND28–30) in a gray Plexiglas
rectangular box (60 × 40 × 24 cm) consisting of three same-
size interconnected chambers. Two identical clear Plexiglas
cylinders (8 cm in diameter) with multiple small holes were
placed, one in each end chamber of the apparatus. During
the habituation session (10min), the mouse was placed in
the central chamber and allowed to freely explore the whole
apparatus. During the test session, a stimulus NMRI mouse,

age/sex matched, was introduced into one cylinder (pseudo-
randomly chosen), whereas a white object was introduced
into the other cylinder. Both 10min sessions were recorded
by a video camera and the time the subject mouse spent in
each chamber and in proximity of each cylinder (2 cm: time
close) wasmeasured by a video-tracking system (SMART 1.1).
After each test, the entire apparatuswas carefully cleanedwith
10% ethanol. Time spent in each chamber during habituation
was scored to exclude any basal preference for one of the two
lateral chambers. Time spent in proximity of each cylinder
was analyzed by a 4-way ANOVA for repeated measures, the
factors being genotype (𝜇-KO versus WT), rearing condition
(L versus L+L), sex of the experimental subject (male versus
female), and, as within factor, the stimulus in the cylinder
(object versus mouse). For the sake of simplicity, a three-way
ANOVA will follow in case of no effect of sex as independent
variable, as expected by our previous results [20].

2.2.3. Emotionality. Male and female mice were tested in
the elevated plus maze at PND75–90 for emotionality. The
elevated plus maze consisted of 2 open (5 cm wide and 30 cm
long) and 2 closed arms (5 cm wide and 30 cm long, enclosed
by a wall of 14 cm in height) arranged in a plus configuration,
joined by a central square of 5 cm × 5 cm.

The apparatus was made of opaque Plexiglas and kept on
a base 40 cm above the floor. Mice were exposed to a test of
standard 5 min duration. At the beginning of the test, each
mouse was placed individually in the center of themaze, with
the head facing an open arm (the same for all mice). All tests
were conducted between 13:00 h and 15:00 h and recorded by
a video camera. The animals were initially accustomed to the
experimental room for at least 1 hour before the experiment.

The time spent in the different arms of the apparatus
was evaluated by automatic software analysis (Panlab SMART
1.1, Harvard Apparatus) and the total time spent on all four
arms (Time Open + Time Closed: TO + TC), the number of
entries (Entries Open: EO), and percentage of time spent in
open arms (%TO = 100 × Time Open/(Time Open + Time
Closed)) were used as behavioral indices of emotionality in
three-wayANOVAs, the factors being genotype (𝜇-KOversus
WT), rearing condition (L versus L+L), and sex of the subject
(male versus female).

2.2.4. Social Recognition (PND90–110). The social recogni-
tion test has been used in previous studies [24, 25] as a social
memory test to assess the ability of rodents to recognize
animals they have been previously exposed to: mice show
a characteristic decline in the time spent investigating a
partner, with a full recovery following the introduction of a
new conspecific. Subject mice were housed individually in
clean cages for two days before test and served as residents.
During test, which was performed in a soundproof cabin, a
same sex/genotype, standard reared partner was introduced
into the resident’s cage. Partnerswere youngermice (PND45–
70) housed in standard cages in groups of four/five mice.
The partner remained in the resident’s cage for one minute
and the behavior of mice was video recorded. The partner
was removed and returned into a clean home-cage for
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Table 1: Mean (±SEM) body weight (gr.) of mice (males and females) belonging to the four experimental groups.

Experimental groups Oprm1−/− Oprm1+/+ ANOVA
L L+L L L+L 𝐹

1/68

G 𝐹

1/68

RC 𝐹

1/68

S
Day 8

Males 4.68 ± 0.15 [9] 5.99 ± 0.23 [8] 4.60 ± 0.24 [13] 6.49 ± 0.10 [9] 0.78 152.02∗∗∗ 0.14
Females 4.68 ± 0.20 [7] 6.31 ± 0.17 [10] 4.65 ± 0.17 [11] 6.40 ± 0.16 [9]

ANOVA
𝐹

1/56

G 𝐹

1/56

E 𝐹

1/56

S
Days 28–30

Males 16.32 ± 0.48 [8] 14.08 ± 0.51 [10] 14.86 ± 0.79 [8] 15.03 ± 0.89 [8] 1.69 1.41 0.21
Females 15.64 ± 0.44 [6] 15.06 ± 0.56 [8] 14.17 ± 0.29 [8] 14.54 ± 0.66 [8]

ANOVA
𝐹

1/66

G 𝐹

1/66

E 𝐹

1/66

S
Days 75–80

Males 27.17 ± 0.59 [11] 28.06 ± 0.41 [5] 25.75 ± 0.87 [14] 26.68 ± 0.54 [6] 0.68 0.53 90.42∗∗
Females 21.36 ± 0.31 [9] 21.75 ± 0.30 [6] 22.39 ± 0.82 [12] 21.74 ± 0.53 [11]

G: genotype; RC: rearing condition; S: sex. ∗∗𝑝 < 0.001, ∗∗∗𝑝 < 0.0001.
Sample sizes are reported in brackets.

a 10-minute break. This procedure was repeated for a total of
four identical sessions.During the fifth session, an unfamiliar,
same sex/genotype and standard reared mouse partner from
a new social cage was introduced and the behavior was video
recorded for one minute. Video recordings were analyzed
afterwards using The Observer software and the time spent
by the resident male in social investigation (SI: sniffing and
following the partner), as well as agonistic behaviors, was
measured. A four-way ANOVA for repeated measures was
applied to evaluate the effects of genotype (𝜇-KO versusWT),
rearing condition (L versus L+L), sex (male versus female),
and session (sessions A, B, C, D, and E) on the total amount
of partner investigation during each 1 min session. For the
sake of simplicity, separate three-way ANOVAs will follow in
case of significant sex differences.

2.2.5. Partner Preference (PND90–110). This test was per-
formed in a batch of adult animals naı̈ve to the Social
Approach-Avoidance Test. The same apparatus and the same
procedure as in the Social Approach-Avoidance Test were
used, with a variant during the test session: an unfamiliar
conspecificwas introduced into each cylinder. Social partners
were age/sex matched with experimental subjects, but one
was a wild type and the other a knockout animal. This would
allow evaluating attractiveness of mice belonging to the two
homozygous lines. The position of wild type and knockout
partners within the apparatus was balanced within each
group and was assigned independently of exploration time in
each compartment during habituation. Both 10min sessions
(habituation and test) were recorded by a video camera and
the time the subject mouse spent in each chamber and in
proximity to each cylinder (2 cm: time close) was measured
by a video-tracking system (SMART 1.1). After each test,
the entire apparatus was carefully cleaned with 10% ethanol.
Habituation preference scores were measured to evalu-
ate a priori discrimination between lateral compartments.

Preference for different line partners was evaluated by three-
way ANOVAs, the factors being genotype (𝜇-KO versus
WT), rearing condition (L versus L+L), and sex (male versus
female). Partner preference was measured as % or time
(sec) spent close to the cylinder containing the mouse with
different genotype compared to that of the subject (preference
score for different genotype = 100 × time close different
genotype/(time close different genotype + time close same
genotype)).

3. Results

3.1. BodyWeight. Table 1 reports data on 𝜇-KO andWT body
weights measured in concomitance with behavioral tests.The
first evaluation was conducted immediately after the USVs
test, on PND8. The 3-way ANOVA revealed a strong effect
of the rearing condition, with pups reared in the presence
of their biological mother plus the second lactating female
showing higher body weight (𝑝 < 0.001), independently of
the genotype and sex. No interaction reached a significant
effect. At weaning (PND28–30), the effect of the rearing
condition on body weight disappeared and no significant
main and interaction effects emerged from the ANOVA.
Finally, mice were weighted once more (PND75–80) after the
emotionality evaluation in the plus maze test. A strong sex
effect emerged from body weight data, confirming that males
were heavier than females, but no other main and interaction
effects reached statistically significant levels.

3.2. Ultrasonic Calls Emission (PND8). Isolated pups emitted
ultrasonic calls as shown in Figure 1. According to our previ-
ous results [18], the 4-way ANOVA confirmed no significant
main effect of the sex of the pup on USVs emission (male
versus female: 𝐹

1/85

= 2.16, ns). The successive three-way
ANOVA indicated that the number of calls was strongly
affected by rearing condition (L versus L+L: 𝐹

1/93

= 20.10,
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Figure 1: Mean number (+SEM) of ultrasonic vocalizations (USVs)
emitted by 8-day-old pups of different experimental groups, when
isolated in clean (CLEAN) or in their own home-cage (NEST)
bedding for 5min. 𝑁: 11–15 per group. 𝜇-KO-L: Oprm1−/− pups
reared by their mother [CLEAN: 9males + 6 females; NEST: 8males
+ 5 females]; 𝜇-KO-L+L:Oprm1−/− pups reared by their mother plus
a second lactating female [CLEAN: 4 males + 7 females; NEST: 6
males + 5 females]; WT-L: Oprm1+/+ pups reared by their mother
[CLEAN: 8 males + 6 females; NEST: 4 males + 8 females]; WT-
L+L: Oprm1+/+ pups reared by their mother plus a second lactating
female [CLEAN: 7 males + 6 females; NEST: 6 males + 6 females].
Discrimination of clean versus nest bedding: ∗𝑝 < 0.05, ∗∗𝑝 < 0.01,
and ∗∗∗𝑝 < 0.001.

𝑝 < 0.0001) and by experimental condition during isolation
(clean versus home-cage bedding: 𝐹

1/93

= 8.26, 𝑝 < 0.01).
In addition, genotype × rearing condition (𝐹

1/93

= 5.64,
𝑝 < 0.05), genotype × bedding (𝐹

1/93

= 7.67, 𝑝 < 0.01), and
genotype × rearing condition × bedding reached significant
effects (𝐹

1/93

= 4.64, 𝑝 < 0.05). These results confirmed
previous data indicating no differences between home-cage
and clean bedding exposure in𝜇-KOpups and confirmed that
these KO pups emitted fewer calls, in comparison with WT
animals, when in clean bedding. Splitting up the analysis by
genotype to specifically assess the effects of L+L rearing on
pups’ USVs, it emerged that early enrichment was not able
to modify the amount of calls in 𝜇-KO mice, when isolated
in a clean environment (𝜇-KO clean: 𝐹

1/24

= 0.01, ns), but
reduced USVs in all other groups (𝜇-KO nest: 𝐹

1/22

= 4.91,
𝑝 < 0.05; WT clean: 𝐹

1/25

= 14.89, 𝑝 < 0.001; WT nest:
𝐹

1/22

= 9.52, 𝑝 < 0.01).

3.3. Social Approach-Avoidance versus NMRI (PND28–30).
Male and female adolescent mice did not differ for time
spent close to the object or social stimulus contained in
cylinders (𝐹

1/57

= 0.53, ns). The subsequent three-way
ANOVA confirmed that all youngmice spentmore time close
to conspecific rather than the object (𝐹

1/61

= 31.58, 𝑝 <
0.0001). However, a significant effect of the rearing condition
per se (𝐹

1/61

= 5.21, 𝑝 < 0.05, Figure 2) emerged, together
with a tendency towards a rearing condition × genotype
(𝐹
1/61

= 3.47, 𝑝 = 0.07) and rearing condition × stimulus
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Figure 2: Mean time (+SEM) spent by juvenile male and female
PND28 mice close to an object or to a same age/sex NMRI outbred
partner in the Social Approach-Avoidance Test.𝑁: 14–18 per group.
𝜇-KO-L: Oprm1−/− pups reared by their mother [8 males + 6
females]; 𝜇-KO-L+L: Oprm1−/− pups reared by their mother plus
a second lactating female [8 males + 10 females]; WT-L: Oprm1+/+
pups reared by their mother [8 males + 9 females]; WT-L+L:
Oprm1+/+ pups reared by their mother plus a second lactating female
[8 males + 8 females]. Preference of partner versus object: ∗∗𝑝 <
0.01, ∗∗∗𝑝 < 0.005.

effect (𝐹
1/61

= 3.57,𝑝 = 0.06). Considering togethermale and
female performance, all experimental groups, but not 𝜇-KO-
L (𝐹
1/13

= 2.27, ns), spent more time close to the conspecific
rather than the object (𝜇-KO-L+L: 𝐹

1/17

= 8.79, 𝑝 < 0.01;
WT-L: 𝐹

1/16

= 11.5, 𝑝 < 0.001; WT-L+L: 𝐹
1/15

= 15.86,
𝑝 < 0.01).

3.4. Emotionality (PND75–90). Emotionality of adult WT
and 𝜇-KO mice was measured in the plus maze apparatus
(Figure 3). No significant effect either of genotype, rearing
condition, or sex was observed for the three parameters
considered (TC + TO: 𝐹

1/58

= 1.98, ns; rearing condition:
𝐹

1/58

= 2.59, ns; sex: 𝐹
1/58

= 0.001, ns; EO: genotype:
𝐹

1/58

= 0.37, ns; rearing condition: 𝐹
1/58

= 3.35, ns; sex:
𝐹

1/58

= 1.95, ns; %TO: genotype: 𝐹
1/58

= 2.46, ns; rearing
condition: 𝐹

1/58

= 1.01, ns; sex: 𝐹
1/58

= 2.58, ns). In addition,
no significant interaction effect was detected.

3.5. Social Recognition (PND90–110). Two relevant pieces of
information emerge from data collected in this test: the first
one refers to the interest in a social partner (total amount of
social investigation) and the second one to the capability to
recognize the same partner (decrease in investigation from
session 1 to 4), from an unknown individual (session 4 versus
5). The general analysis indicated that all mice were able to
recognize partners’ familiarity, during repeated exposures,
according to difference/reduction in time spent investigating
it during different sessions (𝐹

4/324

= 13.97, 𝑝 < 0.0001).
However, significant genotype (𝐹

1/81

= 8.78, 𝑝 < 0.01), sex
(𝐹
1/81

= 5.68, 𝑝 < 0.01), and genotype × rearing condition ×
session effects were detected (𝐹

4/324

= 4.01, 𝑝 < 0.01).
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Figure 3: Adult mice emotionality measure in the plus maze apparatus: (a) Time Open + Time Closed, (b) number of entries in the open
arms, and (c) percentage of time spent in the open arms. Data are presented as mean (+SEM).𝑁: 11–20 per group. 𝜇-KO-L: Oprm1−/− pups
reared by their mother [9 males + 9 females]; 𝜇-KO-L+L: Oprm1−/− pups reared by their mother plus a second lactating female [6 males + 5
females]; WT-L:Oprm1+/+ pups reared by their mother [8 males + 12 females]; WT-L+L:Oprm1+/+ pups reared by their mother plus a second
lactating female [11 males + 6 females].

We analyzed separately these data in female and male mice,
as shown in Figures 4(a) and 4(b), respectively. When
considering the total amount of time spent investigating the
partners in the 5 consecutive sessions (Figure 4(a), bar graph),
no significant differences emerged for females according to
the genotype (𝐹

1/48

= 2.43, ns), rearing conditions (𝐹
1/48

=

0.01, ns), and their interaction (𝐹
1/48

= 0.38, ns). Females
(Figure 4(a), line graph) showed a significant time (𝐹

4/192

=

7.21, 𝑝 < 0.0001) and a general interaction effect only
(genotype × rearing condition × session: 𝐹

4/192

= 4.09, 𝑝 <
0.01), suggesting recognition of the unknown individual in

the fifth session, an effect statistically significant in 𝜇-KO-L
and inWT-L andWT-L+L animals. As formales (Figure 4(b),
bar graph), 𝜇-KO spent less total time in social investigation
in comparison with WT mice (𝐹

1/33

= 6.57, 𝑝 < 0.05) and
animals reared by doublemothering scored higher than those
reared in standard condition (𝐹

1/33

= 5.10, 𝑝 < 0.05), with
no significant interaction between factors (𝐹

1/33

= 0.50, ns).
Investigating partner’s recognition capability (Figure 4(b),
line graph), significant genotype (𝐹

1/132

= 5.38, 𝑝 < 0.05),
rearing condition (𝐹

1/33

= 4.10, 𝑝 = 0.05), and session effects
emerged (𝐹

4/132

= 6.54, 𝑝 < 0.0001), stressing very low levels
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Figure 4: Mean time (+SEM) spent by female (a) and male (b) mice in social investigation of a younger same sex/genotype/standard reared
intruder mouse during 5 consecutive 1min social interaction sessions (line graph). The same intruder was used during the first 4 sessions,
while an unknown one (same characteristics) was introduced in the fifth session. Histograms represent the total amount of investigation
shown during the five sessions by different experimental groups.𝑁: 8–15 per group. 𝜇-KO-L:Oprm1−/− pups reared by their mother [10 males
+ 15 females]; 𝜇-KO-L+L: Oprm1−/− pups reared by their mother plus a second lactating female [9 males + 11 females]; WT-L:Oprm1+/+ pups
reared by their mother [10 males + 15 females]; WT-L+L: Oprm1+/+ pups reared by their mother plus a second lactating female [8 males + 11
females]. Genotype difference: $𝑝 < 0.05; rearing condition difference: ∗𝑝 < 0.05; recognition of new partner (session 4 versus 5 and paired
𝑡-test): §𝑝 < 0.05 (𝜇-KO-L and WT-L females) and §§

𝑝

< 0.01 (𝜇-KO-L+L males and females).

of social investigation in 𝜇-KO mice, and rearing condition
(L+L versus L) increasing this behavior in both genotypes.
Only WT males reared by two lactating females were able to
discriminate an unknown from a familiar mouse (session 4
versus 5). Only 7 out of 89 residents showed some agonistic
behavior (total 5-session score between 3.3 and 18.3 sec).

3.6. Partner Preference (PND90–110). Adult 𝜇-KO and WT
mice were tested in a modified version of the Approach-
Avoidance Test where the subject was simultaneously
exposed to mice with different genotypes. First of all, the
total time spent close to partners (data not shown) was not
affected by genotype (𝐹

1/110

= 0.15, ns) and sex of the subject
(𝐹
1/110

= 2.36, ns) but was slightly reduced in animals reared
by two females (𝐹

1/110

= 4.31, 𝑝 < 0.05). We then tested
whether there was a difference in partner preference (same
line versus different line) according to the genotype and
early experience of the subject. In Figures 5(a) and 5(b), the
%preferences for WT in 𝜇-KO and for 𝜇-KO in WT female
and male subjects are reported, respectively. All female
groups, independently of genotype (𝐹

1/52

= 0.51, ns) and
rearing condition (𝐹

1/52

= 0.25, ns), showed similar interest
towards their female partners, whether the latter were 𝜇-KO
or WT. Males behaved differently. 𝜇-KO showed preference,
whereas WT males showed avoidance of males of the alien
line (𝐹

1/58

= 7.17, 𝑝 < 0.01), indicating a generalized

avoidance of all subjects towards 𝜇-KO male partners. No
other significant effects emerged.

4. Discussion

Many studies have shown that environmental enrichment,
once applied to animals previously reared in standard hus-
bandry, is able to revert and/or prevent pathological con-
ditions resulting from genetic, environmental, and pharma-
cological insults [26]. This experimental condition, highly
variable across studies, includes generally sensory-motor
stimulation that provides the animal with increased opportu-
nities for physical exercise, learning experiences, and social
interactions. Whether this early environmental enrichment
(EEE) condition represents enrichment or rather, a reduction
of deprivation condition, is not an issue considered here.
Juvenile animals may utterly benefit from these additional
stimulations especially when provided during the early
postnatal life, a period of development characterized by
neural plasticity. In this case, EEE may represent a possible
alternative inexpensive treatment.

The mother represents the main component of the
environment of an infant laboratory mouse and, in order
to enhance stimulation during early life, we manipulated
mother-infant interactions. We have already shown that
this form of early environmental enrichment, consisting in
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Figure 5: Mean (+SEM) percentage of time spent by adult females (a) and males (b) close to a same sex partner of the other homozygous
line in a modified version of the Approach-Avoidance Test, where a 𝜇-KO and a WT partner mouse were simultaneously presented to the
experimental subject. The dotted line represents chance level (50%). 𝑁: 12–16 per group. 𝜇-KO-L: Oprm1−/− pups reared by their mother
[16 males + 16 females]; 𝜇-KO-L+L: Oprm1−/− pups reared by their mother plus a second lactating female [15 males + 15 females]; WT-L:
Oprm1+/+ pups reared by their mother [16 males + 13 females]; WT-L+L:Oprm1+/+ pups reared by their mother plus a second lactating female
[15 males + 12 females]. Difference due to genotype ∗𝑝 < 0.05.

housing pups with an additional lactating or nonlactating
female from birth until weaning, exerts long-lasting bene-
ficial effects on brain and behavior in outbred mice [16]. A
similar approach has also been used in the Fmr1-KOmice and
significant long-term beneficial effects on the pathological
fragile X syndrome (FXS) phenotype have been detected [17].
Specifically, this rearing condition rescued Fmr1-KO adult
mice deficits, namely, hyperactivity, social interactions, and
cognitive deficits. In addition, early social enrichment also
eliminated the abnormalities shown by adult Fmr1-KO mice
in the morphology of hippocampal and amygdala dendritic
spines. Importantly, this rearing condition did not induce
neurobehavioral changes in WT mice, thus supporting spe-
cific effects on FXS-like pathology.

The aim of the present study was to evaluate whether
being reared from birth in a socially enriched environment
could also affect social motivation and behavior in a mouse
model of social deficit: the 𝜇-opioid knockout mice. These
knockout animals have already been characterized for their
deficits in social behavior from infancy onward and for
this reason they seem to be the ideal candidates for this
study. Firstly, we will discuss the results observed in WT
animals to ascertain the impact of this early social enrichment
on the social phenotype; then, we will assess whether this
rearing condition is able to rescue the social deficits in this
monogenic mouse model of autism [18].

We did not compare our dams’ molecular and behavioral
profile with that of females housed in EEE [27], but the pres-
ence of a second female in the breeding cage could represent
a condition of environmental enrichment for the mother,

as well as for the pups. As for pups, as a result of higher
parental care, theymight weighmore during development (as
reported here) and at adulthood [16, 17]. In addition, tactile
stimulation as well as olfactory and gustatory information
from the adoptive female should expand the range of stimuli
pups were exposed to from birth. Data presented here
indicate that control pups reared by two lactating females
(WT-L+L) vocalized less than standard reared wild type pups
(WT-L) (Figure 1) but did not differ from them in their inter-
est in conspecifics (Figure 2), emotionality (Figure 3), and
partner preference (Figure 5). Double mothering increased
social investigation in adult male WTmice, improving social
competence (social recognition, Figure 4), an effect already
reported in communal reared outbred mice [15].

In the present study, all animals in the breeding cages
shared the same genotype: 𝜇-KO and WT mice were main-
tained in homolines and the allomother had the same geno-
type as themother-infant dyad.This could have restricted the
variability of new stimuli supplied by the allomother to devel-
oping pups, since females with the same genotype may share
similar physical and behavioral characteristics but should
nevertheless have increased maternal cues, adding together
stimuli from the two mothers. This strategy was selected to
provide a quantitativelymore significant stimulation to 𝜇-KO
pups to facilitate the development of infant attachment bond
to this “super-mother,” possibly by recruiting alternative
neurobiological systems participating in the reward circuit.
High levels of pup grooming, for example, should result
in an increase of OTR expression in the MPOA [28, 29]
and stroking behavior in adult rats activates hypothalamic
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oxytocin neurons [30]. The higher amount of oxytocin
released as a consequence of higher amount of dams’ stim-
ulation may activate the dopaminergic reward pathways in
response to maternal cues, also in the absence of a functional
𝜇-opioid system.

Data presented here partially support our hypothesis:
being reared in a socially enriched environment seems to be
able to rescue social motivational deficits shown by 𝜇-opioid
receptor knockout mice [20]. In fact, 𝜇-KO pups reared by
two lactating females showed (1) differential USVs emission,
according to test context, and (2) preference for a social
stimulus versus an object at weaning, as WT mice.

Isolated pups usually emit ultrasonic vocalizations, and
the presence of familiar nest odors leads to a reduction of
these calls [21, 31–34]. The low and similar number of USVs
emitted by 𝜇-KO pups in clean and nest condition suggested
the following: (1) no calming effect of familiar cues and
(2) lack of attachment behavior in these mutant pups [21].
Data presented here indicate that the emotional response
to separation/isolation can be modified in 𝜇-KO pups by
rearing condition. While the effects of strongly aversive
rearing conditions on pups’ emotional responseswere already
known, the effects of an enriched/positive environment have
more rarely been reported.

Double mothering could have quantitatively and quali-
tatively increased the amount of olfactory/tactile/gustatory
and nursing stimulation, accelerating maturation processes
and/or increasing stress thresholds. This hypothesis seems
acceptable for WT animals, which showed a generalized
tendency to vocalize less. The same occurred in 𝜇-KO-L+L
pups, which behaved as their WT-L+L controls, reducing
isolation-induced USV emission in the presence of their
home-cage odor.These results suggest that double mothering
in 𝜇-KO mice, by accelerating maturation processes and/or
by providing additional maternal stimulation, restored the
differential emotional response to mothers’ cues presence.
Home-cage bedding had a calming effect on 𝜇-KO-L+L,
whatever the contribution of themother(s) and/or littermates
in this process.The rescue of social motivation by early social
enrichment emerged also from the social performance in
juveniles (Figure 2).𝜇-KO-L+Lmice behaved asWT animals,
showing preference for the social versus the inanimate stim-
ulus. It should be stressed that in this case the partner was
an NMRI mouse, an albino conspecific with characteristics
completely different andnew for bothWTand𝜇-KO subjects.

Contrary to what was expected on the basis of data from
the literature that linked the amount ofmaternal care received
with the HPA axis activity [35], rearing conditions did not
modify emotionality in our mice, at least when measured in
the plus maze apparatus. Similar results have already been
reported in our previous studies [16], supporting the idea
that it is not simply the amount of licking and grooming that
epigenetically modulates gene transcription.

Social skills in adult animals were assessed in the social
recognition test. This test allows evaluating, not only the
amount of social interaction with unknown conspecifics,
but also the mouse’s ability to discriminate between known
and unknown intruders. Females did not differ either for
genotype or for early social environment in the total amount

of social investigation towards the female intruder and
generally recognized the new partner in the fifth/last social
session, when the unknown subject was presented (but not
the 𝜇-KO-L+L group). As for males, the presence of the
two lactating females increased social investigation in WT
as well as in 𝜇-KO mice, the latter showing very low interest
in conspecifics in standard condition, confirming a reduced
social motivation to interact with peers [20].

Finally, we wondered whether the reduced sociability
of 𝜇-KO animals might depend on their partners’ charac-
teristics. The results of the social preference test indicated
that both WT and 𝜇-KO mice preferred WT partners. This
suggests that social performance of 𝜇-KO mice could have
been affected by the characteristics of their 𝜇-KO partners in
social tests (but not in the Approach-Avoidance Test, where
an NMRI neutral animal was presented). The relevance of
this result lays on the fact that partner’s characteristics, and
whether these match the experimental subject’s preferences,
are usually not considered. Sex, strain, food eaten, social
rank, reproductive condition, and others are some of the
characteristics that can affect the attractiveness of a partner
for one particular subject [36]. It is possible that, in the
presence of a different partner, we could improve social
performance of “antisocial” animals as well, or we could
improve sociability in these individuals through repeated
interactions with preferred partners. This aspect has been
investigated byCrawley’s group in BTBRmice, amouse strain
characterized as an ASDmodel because of its poor sociability
and repetitive social behaviors. Interestingly, they found no
deficit in sensory inputs in the BTBRmouse but an improving
effect of cohousing after weaning with the “social” C57/B6
mice [37].

Wild type and 𝜇-KO mice that were used for the present
experiments were derived from homozygous breeding pairs.
If we consider the copresence of two 𝜇-KO mothers to be
equivalent to the caring work done by one wild type mother,
if 𝜇-KO mothers are to show any maternal care deficit, then
we might not exclude the hypothesis that the early social
enrichment has cured the phenotype of the homozygous
Oprm1-deficient mother rather than that of the pup and
juvenile −/− mice. However, we did not find differences in
maternal care behavior between 𝜇-KO and WT mothers in
our previous study [20]. Therefore, we are prone to consider
the effects of the social enrichment acting directly on the
pups, althoughwe do not exclude that also themothersmight
have benefited from it. In future experiments it remains to be
determinedwhether the present results can be replicatedwith
pups derived from heterozygous mothers.

5. Conclusions

This experiment suggests that social environmental enrich-
ment during early postnatal life can reduce stress during
development and improve sociability in social defective
subjects.We are not aware whether pups benefit directly from
additional warmth, olfactory, tactile, or nutritional stimula-
tion provided by the second dam in the cage or whether
they received indirect benefits through their mother’s more



10 Neural Plasticity

relaxed state. To this purpose, particular attention has been
devoted in this study to reducing conflict between the dams,
housing them together, from mating onward. Whatever the
causal mechanisms, 𝜇-KO mice reared by their mother plus
an additional lactating female showed increased social moti-
vation from early age to adulthood.These resultsmay encour-
age the investigation of the causalmechanisms underlying the
rescue of social behavior we reported, in order to promote
useful therapeutic interventions for all those developmental
psychopathologies characterized by social malfunctioning.
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