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Information diffusion is a complex and dynamic process that
involves the topological factor of social networks and the
geographical and psychological factors of individuals. It has
a wide range of applications, including online marketing,
recommendation systems, and prevention of malware and
rumors’ propagation. Although lots of dynamical models
describing the behaviors of information diffusion have been
proposed, it is still a challenging interdisciplinary task to
explain and predict the dynamics of the diffusion process in
complex networks.

#is special issue provides both theoreticians and
practitioners with a platform to disseminate their research
on the modeling, analysis, and optimization of information
diffusion over social networks. All manuscripts submitted to
this special issue have been reviewed via the peer-reviewing
process. Based on the reviewers’ comments, 16 original
research articles have been accepted for publication in this
well-reputed journal.

Rumor spreading is very common in information dif-
fusion and worth studying. D. W. Huang et al. and
R. Ghazzali et al. explored rumor propagation in online
social networks through the optimal control approach.
L. Qiu and S. Liu proposed a corrector-ignorant-spreader-
weakener (C-SIW) rumor propagation model that considers
the impact of variable propagation rate and perception
mechanism. Y. Wu et al. studied Weibo rumor recognition
by combining with communication and stacking ensemble
learning.

Network structure has an important impact on infor-
mation dissemination and has always received great atten-
tion. L. Zhong et al. presented an information spreading
model for an activity-driven temporal network. H. Wang
and L. Feng considered the information security on wireless
sensor networks. Y. Wang et al. focused on the influence of
network structural preference perturbation through deletion
on link prediction. Q. Zhang et al. analyzed the impact of
social ties on video transmission in device-to-device (D2D)
communications through a stochastic approach. H. Peng
et al. investigated the effect of immunization strategies on
social contagions through a non-Markovian threshold
model. X. Zhang and Y. Li discussed the influence of
countermeasure and removable storage media on the
propagation behavior of computer viruses under the fully
connected networks. N. Min et al. showed the impact of
student depression on the spread of public opinion in the
university through a social network.

Recommendation system is an important application of
information dissemination, and there are many related
methods worth studying in this regard. X. Wang et al. de-
veloped a personalized recommendation approach com-
bining the semisupervised support vector machine and
active learning for collaborative filtering recommendation
applications. K. Cheng et al. designed a deep-learning-based
recommendation algorithm to solve the problem of data
sparsity in news recommendation for social networks.
M. Yin et al. proposed a representation method that
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combines different features with word vectors for social
opinion mining. T. Wang et al. established a configurable
semantic-based automatic conceptual model transformation
methodology to improve the efficiency of the building
process. Q. Shi et al. introduced a method that employs the
depth map to perform extrinsic calibration automatically.
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Calibration of extrinsic parameters of the RGB-D camera can be applied in many fields, such as 3D scene reconstruction, robotics,
and target detection.Many calibrationmethods employ a specific calibration object (i.e., a chessboard, cuboid, etc.) to calibrate the
extrinsic parameters of the RGB-D color camera without using the depth map. As a result, it is difficult to simplify the calibration
process, and the color sensor gets calibrated instead of the depth sensor. To this end, we propose a method that employs the depth
map to perform extrinsic calibration automatically. In detail, the depth map is first transformed to a 3D point cloud in the camera
coordinate system, and then the planes in the 3D point cloud are automatically detected using the Maximum Likelihood Es-
timation Sample Consensus (MLESAC) method. After that, according to the constraint relationship between the ground plane
and the world coordinate system, all planes are traversed and screened until the ground plane is obtained. Finally, the extrinsic
parameters are calculated using the spatial relationship between the ground plane and the camera coordinate system. (e results
show that the mean roll angle error of extrinsic parameter calibration was −1.14°. (e mean pitch angle error was 4.57°, and the
mean camera height error was 3.96 cm.(e proposed method can accurately and automatically estimate the extrinsic parameters
of a camera. Furthermore, after parallel optimization, it can achieve real-time performance for automatically estimating a
robot’s attitude.

1. Introduction

RGB-D cameras, such as Kinect [1–6], PrimeSense, and Asus
Xtion Pro, are traditional RGB cameras with added infrared
cameras. Figure 1 shows the structure of a Kinect camera. It
can be seen that it includes a color camera, infrared camera,
and an infrared illuminator. (e color camera outputs a
color image, the infrared camera outputs a depth image, and
the infrared illuminator emits infrared light for the calcu-
lation of the depth image. With the emergence of low-cost
RGB-D cameras such as Kinect, the camera and illuminator
are increasingly used for tasks such as 3D scene recon-
struction and navigation [8, 9], target recognition and
tracking [10, 11], 3D measurement [12–15], and even social
networks [16], for which the extrinsic parameters of the
camera often must be calibrated.

For example, in target detection and recognition [11], the
extrinsic parameters of the camera should be calibrated first,

and then pedestrians in the scene are tracked. If the extrinsic
parameters of the camera can be obtained, the negative
effects of perspective can be eliminated. In addition, the
detection algorithm can be unified, and the recognition
process can be simplified, thus accelerating recognition
speed.

However, studies of the calibration of RGB-D cameras
mainly focus on the extrinsic parameters of the color camera
relative to the infrared camera [17, 18]. Calibrating the
extrinsic parameters of an RGB-D camera is often similar to
the calibration of the color camera, and the method of
chessboard calibration is generally used to calibrate the color
camera [19]. Munaro et al. [10] used a chessboard to cali-
brate the extrinsic parameters of multiple cameras and
carried out pedestrian detection based on this. (is cali-
bration method did not make full use of the depth infor-
mation provided by the RGB-D camera, and the calibration
results were essentially the extrinsic parameters of the color

Hindawi
Discrete Dynamics in Nature and Society
Volume 2021, Article ID 5251898, 9 pages
https://doi.org/10.1155/2021/5251898

mailto:hshsong@chd.edu.cn
https://orcid.org/0000-0002-9608-0345
https://orcid.org/0000-0002-8590-0061
https://orcid.org/0000-0003-4043-8448
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/5251898


camera. If it were directly used for 3D reconstruction of the
depth map, then there would be a large error. Shibo and
Qing [20] designed a calibration board for RGB-D infrared
camera recognition, which had holes with regular intervals
and calibrated the infrared camera by automatically iden-
tifying holes. (e need to design special calibration objects
increased the difficulty of calibration. Liao et al. [17] divided
the calibration into three categories: calibration that required
a calibrator, calibration that required human intervention,
and fully automatic calibration. (e proposed method
belonged to the third category.

Liao et al. [17] divided the extrinsic parameter calibra-
tion methods for RGB-D cameras into three categories: (1)
the first was to calibrate the extrinsic parameters of the color
camera and then to use the extrinsic parameter TD

C′ of the
color camera and images collected by the infrared camera to
obtain the extrinsic parameter TD of the infrared camera
through transformation TD � TD

C′TC′ . (is method can
directly use the color image calibration method, but it needs
the extrinsic parameters of the color camera relative to the
infrared camera and does not use the information provided
by the depth map, so the process is complicated. (2) (e
second was to detect the features on the depth map provided
by the infrared camera by designing a specific calibration
object to obtain the extrinsic parameters of the camera based
on the features (such as chessboard corners). (3) (e third
method used the depth map to calibrate the extrinsic pa-
rameters of the camera. (e calibration was carried out by
detecting the target on the depth map and using the rela-
tionship between the target and the world coordinate sys-
tem.(ismethod directly used the depth information, which
greatly simplified the process and improved the efficiency of
calibration. Our proposed method, which we will call the
ground plane calibration method, is based on the automatic
calibration of the extrinsic parameters of a ground plane
detection camera and belongs to the third category. (is
method can directly calibrate the infrared camera of an
RGB-D camera using its depth information.

2. Extrinsic Parameter Calibration

RGB-D cameras can be divided into color cameras and
infrared cameras. For this study, the extrinsic parameters of
an infrared camera were calibrated. (us, extrinsic

parameter calibration refers to that of infrared cameras. (e
extrinsic parameter of the camera is

T
W
C �

R
W
C 0

t
W
C 1

⎡⎢⎣ ⎤⎥⎦, (1)

where TW
C ∈ R

4×4 andRW
C ∈ R

3×3 are the rotationmatrices of
the camera, tW

C ∈ R
1×3 is the translation matrix of the

camera, and (·)W
C represents the transformation from the

camera coordinate system to the world coordinate system.
Figure 2 shows the flowchart of extrinsic parameter cal-

ibration. After the establishment of a world coordinate system,
the depth image is first obtained from the RGB-D camera.
(en, the depth image is transformed to a 3D point cloud
under the camera coordinate system using the internal pa-
rameters of the infrared camera. After that, the ground plane
in the point cloud is solved by iteration. Subsequently, the
extrinsic parameters of the camera are obtained by calculation.

2.1. Establishment of the Camera Coordinate System and
World Coordinate System. (e camera is in a 3D coordinate
system, where the infrared camera is the origin, as shown in
Figure 3. (e infrared camera is the origin OC of the camera
coordinate system. (e Xc axis is along the transverse di-
rection of Kinect. (e ZC is perpendicular to Kinect and
points in the shooting direction.

(e world coordinates can generally be established at
will. For facilitating the calculation of extrinsic parameters of
the camera, as shown in Figure 4, the world coordinates
should meet the following requirements.

(1) (e origin of the world coordinate system is the
projection point of the origin of the camera coor-
dinate system on the ground plane

(2) (e YW axis is the projection of the ZC axis of the
camera coordinate system on the ground

(3) (e ZW axis is downwardly perpendicular to the
ground plane

(4) (e coordinate system is a right-hand system

In this way, it is convenient to find the point group
corresponding to camera coordinates and world coordinates
and simplify the calibration process.

2.2. Calculation of Extrinsic Parameters of the Camera.
(e matrix of transformation from the camera coordinate
system to the world coordinate system, that is, the extrinsic
parameter TW

C of the camera, is a 4 × 4 matrix with 12
unknown parameters, as shown in (1). First, the transfor-
mation matrix TC

W from the world coordinate system to the
camera coordinate system is calculated to obtain the ex-
trinsic parameters of the camera:

T
W
C � T

C−1
W . (2)

A point in the camera coordinate system is P
(i)
C , and the

corresponding point in the world coordinate system is P
(i)
W ,

as shown in Figure 5. Four special points are selected in the
world coordinate system:

Infrared
illuminator

Infrared
camera

Color
camera

Figure 1: Sensor structure of the Kinect V2 [7].
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By calculating the corresponding points in the camera
coordinate system, that is, P

(0)
C , P
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C , P
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C , andP
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.

(4)

It is known that the plane in the camera coordinate
system is ax + by + cz + d � 0. Its normal vector perpen-
dicular to the ground is n→C � a b c􏼂 􏼃 and ‖ n→C‖2 � 1. As
the origin of the world coordinate system is the projection of
the origin of the camera coordinate system on the plane, the

Calculate the 3D point 
cloud in the camera 
coordinate system

Estimate the plane 
by MLESAC

Is the definition
satisfied?

Calculate the 3D
point cloud in the
global coordinate

system

Remove the points
on this plane

Obtain the ground
planeYes

No

Obtain depth map 
Calculate the

extrinsic parameters
of the camera

Obtain the extrinsic
parameters of the

camera

Obtain depth map from the 
RGB-D camera

Transform the depth map to 3D 
point cloud in camera coordinate 
system according to the internal 

parameters

Iterate to solve for the ground plane and extrinsic 
parameters of the camera

Figure 2: Process of extrinsic parameter calibration of the camera.

Yc

Xc

Zc

Oc

Figure 3: Camera coordinate.

Oc

Zc

Yc

Ow Xw

Yw

Zw

Xc

Figure 4: (e position of world coordinate.

Xc

Oc

Ow Pw (0)

Pw (1)
Pw (2)

Pw (3)

Yc

Xw

Yw

Zw

Zc

Figure 5: Selected points in world coordinate.
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coordinates corresponding to the origin P
(0)
W of the world

coordinate in the camera coordinate system are

P
(0)
C �

|d|
����������
a
2

+ b
2

+ c
2

􏽰 n→C. (5)

If point P
(3)
W � 0 0 1􏼂 􏼃 is on the Z axis of the world

coordinate system and OC, P
(0)
C , andP

(3)
C are collinear, then

P
(3)
C � P

(0)
C + n→C. (6)

Because the YW axis is the projection of the ZC axis on
the plane,

P
(2)
C � P

(0)
C + n→y, (7)

where n→y is the unit vector of P
(0)
C P

(2)
C

��������→
,

n→y �
PZc

− P
(0)
C

�����������→

PZc
− P

(0)
C

�����������→�������

�������2

. (8)

PZc
is the projection of point 0 0 1􏼂 􏼃 in the camera

coordinate system to the plane. By solving (9), the projection
point can be obtained as

ax + by + cz + d � 0,

x − x0

a
�

y − y0

b
�

z − z0

c
,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(9)

where a, b, c, andd are the parameters of the plane equation
and (x0, y0, z0) is a random point on the plane.

After P
(0)
C , P

(2)
C , andP

(3)
C are obtained, P

(1)
C can be ob-

tained by vector cross-multiplication as

P
(1)
C �

P
(2)
C − P

(0)
C

�����������→
× P

(3)
C − P

(0)
C

�����������→

P
(2)
C − P

(0)
C

�����������→
× P

(3)
C − P

(0)
C

�����������→�������

�������2

. (10)

By solving (5)–(7) and (10), the coordinates of four
points selected from the world coordinate system in the
camera coordinate system are obtained. (en, the trans-
formation matrix from the world coordinate point to the
camera coordinate point is obtained by solving (4). Finally,
the extrinsic parameter matrix of the infrared camera is
obtained by solving (2).

3. Ground Plane Estimation

Toward facilitating plane detection, the depth map is first
transformed to a 3D point cloud in the camera coordinate
system using internal parameters. (en, the maximum
likelihood estimation sample consensus (MLESAC) method
[21] is used to extract the plane. (e ergodic plane is iterated
to obtain the extrinsic parameters. Next, the extrinsic pa-
rameters and point cloud are used to determine whether the
plane is a ground plane, and we finally obtain the extrinsic
parameters of the camera, as shown in Figure 6.

3.1. Transformation of Depth Map to 3D Point Cloud in the
Camera Coordinate System. Consider the following:

fx �
f

dx

,

fy �
f

dy

,

ZC � dp ∗ s,

XC �
uI − cx( 􏼁 · ZC

fx

,

YC �
vI − cy􏼐 􏼑 · ZC

fy

.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(11)

Figure 7 shows the imaging model of the camera. (e
coordinate axes of the image plane are XI and YI, respec-
tively. (e imaging point of point PC � (XC, YC, ZC) in the
camera coordinate system on the image plane is
pI � (uI, vI). (e focal length of the camera is f. (e co-
ordinates of the intersection of the optical axis and the image
plane are cx and cy. (e length and width of the pixels are dx

and dy, respectively. (e value of the pixel is dp. (e
proportion of Z coordinate values corresponding to the
value of pixels in the camera coordinate system is s.

(en, (u, v, dp) can be transformed to (XC, YC, ZC), as
shown in (11).

Input the 3D point
cloud

Estimate plane by
RANSAC

Definition
satisfied

Calculate the 3D
point cloud

Filtered 3D point
cloud

Obtain the ground
plane

Satisfied

Unsatisfied

Obtain the extrinsic
parameters

Figure 6: (e process of ground plane estimation.
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3.2. Ground Plane Estimation. Ground plane estimation is
the basis of subsequent extrinsic parameter calculation of the
camera. Its accuracy determines the accuracy of extrinsic
camera parameters. In a scene, multiple planes will be fitted
out.(en, whether the plane is a ground plane is determined
according to the following conditions:

θ<
π
4

,

medianP
Z
WI
>minP

Z
CO

+ ε,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(12)

where θ is the angle between the Xc axis of the camera and
the plane; median is the operation of taking the median
value; PZ

WI
is the set of interior point Z-values of the fitted

plane model; PZ
CO

is the set of exterior point Z-values of the
fitted plane model; and ε is the set tolerance value. Equation
(12) represents two conditions: (1) the inclination angle of
the camera relative to the plane does not exceed 45° and (2)
after the exterior parameter is calculated according to the
plane, the point cloud is transformed to the world coordinate
system. (e point set on the plane has the largest Z-value.

According to this definition, the planes were screened to
calculate the qualified ground plane. (e flowchart is shown
in Figure 6.

First, the 3D point cloud in the camera coordinate
system was input, and the plane was calculated using the
MLESAC method. (e set of interior points satisfying the
plane was recorded. By using this plane and the method in
Section 2.2, the extrinsic parameters of the camera were
calculated. Combined with the internal parameters of the
camera, the 3D point cloud in the camera coordinate system
was transformed to the 3D point cloud in the world coor-
dinate system, and it was judged whether the conditional
equation (12) was met. If not, then the recorded set of in-
ternal points was removed from the point cloud, and fitting
of the plane continued. Otherwise, the plane was the ground
plane. No further operation was conducted, and the extrinsic
parameters of the camera were output.

4. Experiment

4.1. Experiment Process. In this experiment, a PrimeSense
camera was used to collect video data, and MATLAB was
used for simulation to validate the proposed algorithm. To

facilitate the accuracy comparison, the chessboard cali-
bration results of the color camera were used as the ref-
erence data. Because the matrix was not suitable for
comparison, the extrinsic parameters were transformed to
camera height (H), roll angle (θ), and pitch angle (ϕ). (e
calibration accuracy was measured by comparing the
camera height, roll angle, and pitch angle. Following the
world coordinates established in Section 2, the values can
be obtained as

H � Zc,

ϕ � arccos P
(2)
c · P

(2)
w􏼐 􏼑,

θ � arccos P
(0)
c · P

(2)
w􏼐 􏼑,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(13)

where P(2)
c is the camera Z-axis in the world coordinate, P(0)

c

is the camera X-axis in the world coordinate, and P(2)
w is the

world Z-axis.
(e experiment was carried out according to the fol-

lowing steps.

(1) A PrimeSense camera was used to collect video data
(each frame of the video had a clear chessboard),
including color video and depth video.

(2) N(N> 20) video frames were selected randomly
from the color video as the input to the Zhang
camera calibration method [19], and the internal
camera parameters were estimated.

(3) Each frame of the color video was traversed. (e
camera’s extrinsic parameters were estimated using
the internal parameters and the chessboard corner
detected by the current frame, and the camera at-
titudes (Hchessboard, ϕchessboard, and θchessboard) of each
frame of color video were obtained.

(4) Each frame of depth video was traversed.(e ground
plane was detected using the proposed method, and
the extrinsic parameters of the camera were esti-
mated to obtain the camera attitudes (Hplane, ϕplane,
and θplane) of each frame of depth video.

(e camera height difference (ΔH), roll angle difference
(Δθ), and pitch angle difference (Δϕ) of each frame was
calculated, using the following equations:

ΔH � Hchessboard − Hplane,

Δϕ � ϕchessboard − ϕplane,

Δθ � θchessboard − θplane.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(14)

(e video formats collected in Step 1 are shown in
Table 1.

Each frame of the video contained a chessboard, as
shown in Figure 8. In the experiment, the chessboard was
used to estimate the camera’s extrinsic parameters, which
were taken as the reference data. Because different chess-
boards corresponded to different internal parameters when
the camera’s internal parameters were calculated using the
Zhang calibration method [19], Steps 1 to 3 were executed 86
times. Each video frame could estimate 86 extrinsic pa-
rameters, with their medians as the reference data.

Pc = (xc, yc, zc,)

P1 = (u1, v1)
yc

xc

Y1

Xc

ZcOc

Yc

Z1

X1
u1v1

Figure 7: (e model of the camera.
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(e size of a chessboard was 7 × 9, and both the length
and width of each chessboard were 40mm. (e camera’s
extrinsic parameters, as obtained through chessboard cali-
bration, are shown in Figure 8.

In Figure 9, θchessboard, ϕchessboard, and Hchessboard are the
medians of the camera pitch angle, roll angle, and height,
respectively, as measured using the chessboard method and
θplane, ϕplane, and Hplane are the medians of the camera pitch
angle, roll angle, and height, respectively, as measured using
the proposed method.

Figure 10 shows the experimental errors, and Table 2
shows the final measured results.

4.2. Error Analysis. Because there was no high-precision
instrument to measure the extrinsic parameters of the
camera in the experiment, these were measured using the
chessboard calibration method and taken as the reference
data to measure the accuracy of the proposed method. (e
factors affecting the accuracy of this experiment are as
follows.

(1) First is quantization error of corner detection. Be-
cause the video frame used was 240 × 320 pixels, the
quantization error of corner detection was quite
large when calculating the camera’s internal and
extrinsic parameters.

Table 1: Parameters of video.

Color video Depth video
Video size (pixel) 320× 240 320× 240
Frame rate (frame/s) 30 30
Duration (s) 89.4 89.4
Pixel byte (byte) 24 16
Video format RGB24 Mono16

Figure 8: Color video frame comprising chessboard.
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Figure 9: (e result of the checkboard calibration method. (e units of ϕchessboard, θchessboard, ϕplane, and θplane are degree, and the units of
Hchessboard and Hplane are centimeter.
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(2) (e chessboard method and the proposed method
were, respectively, used to measure the extrinsic
parameters of the RGB-D camera’s color sensor and
infrared camera.

(3) (e noise of the RGB-D camera scanning scene data
would affect the detection of the ground plane, thus
affecting the accuracy of the camera’s extrinsic
parameters.

Table 2: Table of extrinsic parameters error of camera.

Maximum Minimum Mean
θ 7.49 −0.75 4.47
ϕ 4.87 −9.62 −3.87
H 15.21 −1.15 3.96
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Figure 10: Test result. (e camera height difference (ΔH), roll angle difference (Δθ), and yaw angle difference (Δϕ) of each frame were
calculated by (13). (e units of Δθ and Δϕ are degree, and the unit of ΔH is centimeter.
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error unit of camera height difference (ΔH) is centimeter.
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(4) (e parameters to stop MLESAC iteration in ground
plane detection would also affect the results of this
experiment.

4.3. Influence of Scene Noise on Ground Plane Detection.
RGB-D cameras have many noise sources, such as tem-
perature, incident angle and intensity of ambient light, and
texture [22].(eMLESAC used in this study could deal with
small amounts of noise, but not with scenes with too much
noise or data loss.

(1) Strong sunlight would cause too many ground plane
noise points, resulting in inaccurate estimation of
plane parameters and a slight influence on the
camera height and roll angle.

(2) If the reflectivity of the ground was too high (for
example, a mirror was placed on the ground), the
data of this area would be lost. If too much data were
missing, then the ground plane could not be de-
tected, and the extrinsic parameters of the camera
could not be estimated.

To verify the influence of noise on camera attitude,
Figure 11 shows the error change of camera attitude with the
increase of Gaussian noise variance in the 929th frame. (e
mean value of Gaussian noise was 0, and the variance was δg.
It can be seen that with the increase of noise variance, the
height error increases, and the stability of pitch angle and
roll angle decreases. In addition, when the variance is greater
than 0.25, the plane cannot be correctly estimated.

5. Conclusion

During pedestrian detection based on RGB-D cameras, due
to the impact of environmental vibration, an RGB-D camera
will shift its original position, and the extrinsic parameters
will change greatly, which will directly affect the detection
accuracy. By using the automatic extrinsic parameter cali-
bration method proposed in this study, the extrinsic pa-
rameters can be automatically corrected when there is no
pedestrian, so as to solve the above problem.

(e proposed method can be applied to the automatic
adjustment of extrinsic parameters of 3D cameras (speckle,
TOF, and binocular camera) and has high parallelism. After
parallel implementation, it is instantaneous and can be used
for the automatic calibration of extrinsic parameters of 3D
cameras on mobile robots.

In this method, we extracted the plane from the 3D point
cloud and used the position relationship between the plane
and world coordinates to obtain a camera’s extrinsic pa-
rameters, which were used to determine whether the current
plane was a ground plane. If not, then the next plane would
be used to calculate the extrinsic parameters until the ground
plane was found, and the extrinsic parameters of the infrared
camera were obtained. In this study, the conditions of the
ground plane were given, which could guarantee the cor-
rectness of the established world coordinate system and
creatively combine the plane detection with the extrinsic
parameter estimation, so as to achieve the objective of

automatic extrinsic parameter calibration. (is method does
not require an additional calibration object, and it is aimed at
the calibration of infrared cameras. (e results are reliable.

(e currently proposed method has the limitation that
there needs to be a ground plane in the scene. If the ground
plane cannot get detected, then the calibration cannot be
carried out regularly. Two problems still must be solved: (1)
to improve the accuracy of calibration and use targets such
as pedestrians in scenes to carry out fine calibration and (2)
to calibrate the extrinsic parameters of multiple cameras
automatically according to the common area taken by
multiple cameras. If no common area is taken by the two
cameras, then a simple calibration object should be designed
for automatic calibration to be carried out according to the
geometric size of the calibration object.

(e MATLAB resource code and the video data used to
support the findings of this study are available from the
corresponding author upon request.
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Information spreading dynamics on the temporal network is a hot topic in the field of network science. In this paper, we propose
an information spreadingmodel on an activity-driven temporal network, in which a node is accepting the information dependents
on the cumulatively received pieces of information in its recent two steps. With a generalized Markovian approach, we analyzed
the information spreading size, and revealed that network temporality might suppress or promote the information spreading,
which is determined by the information transmission probability. Besides, the system exists a critical mass, below which the
information cannot globally outbreak, and above which the information outbreak size does not change with the initial seed size.
Our theory can qualitatively well predict the numerical simulations.

1. Introduction

Information spreading on social networks is a hot topic in
the fields of network science, computer science, and physics
[1–9]. Research studies wish to know the evolutionary
mechanisms and diffusion laws of the information, and
further design some effective measure to control the in-
formation spreading. Using the massive real-data, re-
searchers revealed many important evolution mechanisms,
such as social reinforcement effect and memory effect
[10–12]. To include those important evolution mechanisms
into the information spreading dynamics, scholars proposed
some successful models [13–18]. For instance, Watts [19]
generalized the threshold model to complex networks, and
revealed that the information spreading size first increases
then decreases with the average degree of the network.

With these proposed mathematical models, the im-
portant question is how the network topologies affect the
spreading dynamics. -e studies in this topic can be di-
vided into three aspects according to the complexity of the
network. -e first one is the effects of static networks. For
static networks, research studies addressed the influences

of the degree distribution, weight distribution, and com-
munity on the information spreading [20–26]. An im-
portant conclusion is that a small fraction of nodes with
large degrees makes the information outbreak with any
values of information transmission probability [27, 28]. In
reality, individuals can transmit the information through
more than one communication channel. -erefore, using
the multiplex networks describes the real-world network
more accurately [29–32], which is the second aspect. Re-
search studies revealed that the network multiplexity could
suppress or promote the information spreading, which
depends on the interaction between two networks [33–36].
-e third aspect is that the effects of temporal network
[37–42] on information spreading, since the nodes and
connections do not always exist. Scholtes et al. [43] revealed
that the spreading dynamics might speed up and slow down
the information spreading on non-Markovian temporal
networks. Wang et al. [44] proposed a heuristic method
immunization strategy for information spreading on the
temporal network.

To our best knowledge, when including the reinforce-
ment and memory effect into the information spreading
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model, the study about the effects of network temporality on
information spreading dynamics is still lacking. To this end,
we propose an information spreading model, in which a
node is accepting the information when its cumulative re-
ceived information in the recent two steps is more significant
than a threshold in Section 2. With a generalized Markovian
approach, we analyze the information spreading size in
Section 3. Moreover, we perform extensive numerical
simulations on activity-driven temporal networks in
Section 4.

2. Model

In this section, we introduce the information spreading on
temporal networks with two-step memory.

2.1.Activity-DrivenNetwork. We first introduce the activity-
driven temporal network G � (G1, . . . ,Gtmax

) which is
proposed by Perra et al. [45–47], where tmax is the maximum
time step. We set tmax � 100 in this paper. -e activity-
driven network is build according to the following three
steps for a given network size N. (i) For each node i, a
potential activity xi is assigned according to a given dis-
tribution f(x). In this paper, we assume that f(x) follows a
power-law distribution. Specifically, f(x) � ϱx− ce , where ce

is an exponent of potential activity distribution, and
ϱ � 􏽐xx− ce , ε≤x< 1. In numerical simulations, we set
ε � 0.001. -e larger the value of ce, the more homogeneous
of potential activity, which induces the more homogeneous
of degree distribution. (ii) At time step, we generate a
temporal network Gt. Each node i becomes active with
probability ai � ηxi, where η is a parameter. If node i be-
comes active, it will connect m nodes randomly. Otherwise,
node i can only receive other connections. (iii) At the end of
time step t, all edges are deleted. We repeated steps (i)–(iii)
until t � tmax. According to the above three steps, the average
degree of network Gt is 〈kt〉 � 2mηε((ce − 1)/(ce − 2)). By
adjusting the values of η, ε, and m, we can set the average
degree of network Gt.

2.2. Information Spreading Model. In this subsection, we
introduce a novel information spreading model in which
each node can remember the pieces of information it re-
ceived in recent two steps. -e information spreading dy-
namics is described by a generalized susceptible-infected-
susceptible (SIS) model. A node in the susceptible state
means that it had not accepted or believed the truth of the
information but may accept it when its misgivings were
eliminated. A node in the infected state means that it has
accepted the information and is willing to share it with
neighbors. To include the willingness to accept the infor-
mation, we introduce an adoption threshold of θ; the higher
the value of θ, the less willing to accept the information. In
what follows, we introduce how the information is spreading
on activity-driven temporal networks.

Initially, we randomly select p fraction of nodes in the
infected state, and the remaining 1 − p nodes in the sus-
ceptible state and every node do not obtain any pieces of

information, i.e., mi(t � 0) � 0. At each time step t, every
infected node i tries to transmit the information to its every
susceptible neighbor on network Gt, e.g., node j, with
probability λ. If node j received the information, its received
accumulated pieces of information become mj⟵mj + 1.
When node j received enough pieces of information from
infected neighbors in recent steps, i.e., mj(t − 1) + mj(t)≥ θ,
node j becomes infected. Since every node can only re-
member the recent two-step memory about its accumulated,
we here call our model as “two-step-memory” (TSM)-based
information spreading. -e infected node i recovers with
probability c and returns to a susceptible state. Note that
when t � tmax, the next time step is t � 0. -e information
spreading dynamics evolves until there are no nodes in the
infected state, or the time step reaches tf � 1000.

3. Theory

In this section, we propose a generalized discrete Markovian
approach [44, 48–50] to steady the TSM-based information
spreading dynamics on activity-driven temporal networks. In
the theory, we assume that every node transmitting the in-
formation to susceptible is independent. As a result, the dy-
namical correlations among the state of neighbors are neglected.

-e pi(t) is denoted as the probability that node i is in
the infected state at time t, and 1 − pi(t) is denoted as the
probability of node i is in the susceptible state. For a sus-
ceptible node j, it becomes infected state at time t only when
its received accumulated pieces of information in time steps
t and t − 1 are larger than the threshold θ. qn

j(t) is denoted as
the probability of the node j obtaining n pieces of infor-
mation from infected neighbors at time t simultaneously on
the network Gt. To compute the value of qn

j(t), we should
consider three aspects: (i) select n neighbors from the
neighbor set zj of node i, and denote the subset as Θ. (ii)
Every node in Θ transmits the information to node j with
probability 􏽑ℓ∈Θλpℓ(t). (iii) Each node in the set zj/Θ does
not transmit the information to node j. Combining the
above three aspects, we obtain the expression of qn

j(t) as

q
n
j(t) � 􏽘

Θ⊆zj ,|Θ|�n

􏽙
ℓ∈Θ

λpℓ(t) 􏽙
h∈zj/Θ

1 − λph(t)( 􏼁,
(1)

where |Θ| represents the number of elements in set Θ. Once
we know the expression of pi(t), we obtain the value of
qn

j(t).
To compute the value of pi(t), we should consider two

aspects. On the one hand, node i is in the infected state at
time t − 1 but does not recover at time t. -e probability of
this event is pi(t − 1)(1 − c). On the other hand, node i is in
the susceptible state at time t − 1, and we obtainedmore than
θ pieces of information at time steps t − 1 and t with
probability:

Γi(t) � 1 − pi(t − 1)( 􏼁 1 − 􏽘
θ−1

n�0
Q

n
i (t)⎛⎝ ⎞⎠, (2)

where Qn
i (t) represents that node i received at most θ − 1

pieces of information from neighbors at time t − 1 and t. -e
expression of Qn

i (t) is
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Q
n
i (t) � 􏽘

n

m�0
q

m
i (t − 1)q

n−m
i (t). (3)

Considering the above two aspects, we obtain the evo-
lution of pi(t) as

pi(t) � pi(t − 1)(1 − c) + 1 − pi(t − 1)( 􏼁 1 − 􏽘

θ−1

n�0
Q

n
i (t)⎛⎝ ⎞⎠. (4)

Averaging all values of pi(t), we obtain the probability that
a node is randomly selected in the infected state at time t as

ρ(t) �
1
N

􏽘

N

i�1
pi(t). (5)

In the steady-state, the fraction of nodes in the infected
state can be denoted as ρ for simplicity.

According to equation (4), the nonlinearity of the system
makes us hardly obtain an analytical threshold. -erefore,
we locate the threshold of the system by using the following
method: observing the peak of Δρ, which defines as

Δρ � ρλ+δλ − ρλ
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌, (6)
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Figure 1: Information spreading on activity-driven networks and the corresponding static networks. -e information spreading size ρ
in the steady-state versus the information transmission probability λwith potential distribution exponent: (a) ce � 2.1, (b) ce � 3.0, and
(c) ce � 3.5 with adoption threshold θ � 2. ρ is a function of λwith (d) ce � 2.1, (e) ce � 3.0, and (f ) ce � 3.5 with θ � 3. Other parameters
are set to be m � 50, c � 0.2, 〈kt〉 � 10, and N � 200. -e lines are theoretical predictions according to equations (1)–(5), and symbols
are average values of numerical predictions. -e shadow represents the standard deviations of numerical simulations. In each
subfigure, the lines and symbols in the same color have the same parameter.
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where ρλ is the information outbreak size with infor-
mation transmission probability λ, and δλ is a small in-
crement of λ. At the threshold point, Δρ reaches its
maximum value [51].

-e above theoretical derivation is for the information
spreading dynamics on temporal networks. When studying
the spreading dynamics on static networks, we only need to
set Gt � Gt′ for t≠ t′.

4. Results

In this section, wewill perform extensive numerical simulations
on the activity-driven temporal networks and their corre-
sponding static networks. To build the static network, we only
need to generate network G1 and set the remaining temporal
network equal to networkG1. All numerical simulation results
presented in this paper are averaged over 500 times.
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Figure 2: Information spreading on activity-driven networks and the corresponding static networks. -e information spreading size ρ
versus initial seed size p with potential distribution exponent (a) ce � 2.1, (b) ce � 3.0, and (c) ce � 3.5 with adoption threshold θ � 2. ρ
versus p with (d) ce � 2.1, (e) ce � 3.0, and (f) ce � 3.5 with θ � 3. Other parameters are set to be m � 50, c � 0.2, 〈kt〉 � 10, and N � 200.
-e lines are theoretical predictions, and symbols are average values of numerical predictions. -e shadow represents the standard
deviations of numerical simulations. In each subfigure, the lines and symbols in the same color have the same parameter.
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In Figure 1, we first investigate the information
spreading size ρ on both temporal and static networks for a
given average degree 〈kt〉 � 10. We focus on the following
three aspects. (i) How the temporal network affects the
information spreading? We reveal two distinct results. For
small values of λ, the temporal network structure suppresses
the information spreading since the network connectivity is
small than that in its corresponding static networks.
However, when λ is very large, the temporal network
structure promoting the information spreading since a node
in a temporal network can connect more distinct nodes. We
note that the results are not affected by the initial seed size of
p and ce. (ii)-e phase transition of the system is the second
point we will discuss.We find that the system always exhibits
a hysteresis loop. Specifically, the spreading size ρ depends
on the initial seed size p between the invasion threshold λinv
and persistence threshold λpre [52].-e two threshold points
can be located by using equation (6). (iii) -e third point we
investigate in Figure 1 is how ce affects ρ. We find that ρ
increases with ce on both temporal and static networks.-at
is to say, the more homogeneous the degree distribution of
the network, the less robust of the network for information
spreading. -e theoretical predictions agree well with the
numerical simulation results. -e differences between the
theoretical and numerical predictions are induced by the
strong dynamical correlations among the states among
neighbors.

We further investigate the effects of initial seed size p on
the information spreading dynamics in Figure 2. For any
values of θ and λ, there is a finite value of critical mass pc,
below which the information cannot outbreak globally and
above which the information outbreak size does not change
with p. For the effects of network temporality, there have
two situations. When θ � 2, the network temporality sup-
presses the information spreading for small values of λ, e.g.,
λ � 0.2. However, when θ � 3, the network temporality
always promotes the information spreading regardless of the
value of λ. Our suggested theory can qualitatively describe
the above phenomena.

5. Conclusions

In this paper, we study the information spreading dynamics
on activity-driven temporal networks. To study the effects of
network temporality on information spreading, we first
proposed an information spreading model, which assumes
that a node accepting the information depends on the cu-
mulatively received pieces of information from neighbors in
the recent two steps. -en, we developed a generalized
Markovian approach to describe the information spreading
dynamics, and gave the expression of the information
outbreak size. By performing extensive numerical simula-
tions, we found that network temporality may suppress and
promote the spreading of information. Specifically, the
network temporality suppresses the information spreading
for small values of information transmission probability,
while promoting the information spreading for large values
of information transmission probability. Finally, we found
that the system has a critical mass. When the initial seed size

is smaller than the critical mass, the information cannot
outbreak globally. When the initial size is larger than the
critical mass, the information spreading size does not change
with the initial seed size values. Our presented results help us
understand the effects of network temporality on infor-
mation spreading dynamics. And the results can also help us
analyze the traffic of the complex dynamic aviation network.
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+is paper studies the security location mechanism of the sensor network node under the attack of Sybil and analyzes the safe
attacks which are possibly accepted and safe requirement in the location system. Since RSSI (Received Signal Strength Indicator)
possesses the energy transmission function, different transmission energy will cause it to produce different RSSI readings.
Furthermore, this kind of method cannot increase the burden on Wireless Sensor Network (WSN). It conducts an analysis
between two receiving nodes, compares RSSI ratios to tickle the problem of time inconsistency of RSSI, and sets a threshold to
detect Sybil by the emulation results. Research shows that the ratio value of different receiving nodes by using RSSI can resolve
time difference because of the RSSI or unreliability which results from the asymmetry of transmission ratio. +e thesis makes a
comparison that the number of receiving nodes has an influence on attack effect. Utilizing the RSSI ratio values can exactly detect
the Sybil attack. Emulation findings demonstrate that the detection method put forward by the thesis owns better security.

1. Introduction

Wireless Sensor Network (WSN) is composed of a great
number of sensor nodes by means of wireless communi-
cational technology and self-organization mode. It has a
wide applicable prospect in the civilian aspect and the
military aspect, but at present, the researches about WSN
still have a lot of questions to solve, such as routing pro-
tocol, location technology, and network security. Location
technology is one of the significant technologies of WSN.
WSN establishes spatial relationship depending on the
node’s position to report the monitored incident. In ad-
dition, the node’s position, which can help routing and
other network functions, is also an essential basis. How-
ever, the location of the network node is easy to be attacked
by enemies, because WSN is mainly used under the hostile
and unguarded environment. +e frangibility depends on
the importance of the security issue in the process of
location.

+is paper studies the security location mechanism of
sensor network node under the attack of RSSI Sybil; RSSI

(Received Signal Strength Indicator) ranging technology is
known for its low energy consumption, low cost, and easy to
implement and has been widely used. But in the face of
complex security environment, to resist attacks has become a
key issue of applying the RSSI ranging technology to WSN.

2. Basic Principle of RSSI

RSSI calculates the loss of signal in the propagation process
using the known signal strength at the receiving node
according to the received signal strength and then trans-
forms the propagation loss into the distance using the
theoretical or empirical signal propagation model.

First, the basic principle of RSSI was introduced. +e
relationship between the transmitted power and the received
power of radio signal can be expressed as formula (1), where
PR was the received power of radio signal, PT was the
transmitted power of radio signal, rwas the distance between
receiving unit and transmitting unit, n was the propagation
factor, and its value depended on the environment of radio
signal propagation.
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PR �
PT

r
n . (1)

Formula (2) can be obtained by taking the logarithm on
both sides of formula (1):

10 nlg r � 10lg
PT

PR

. (2)

If the transmitted power of the node was known, formula
(3) can be obtained by substituting the transmitted power
into formula (2):

10lgPR � A − 10nlgr. (3)

10lgPR, the left part of formula (3), was the expression of
converting the received signal power to dBm, which can be
expressed directly as formula (4), whereA can be regarded as
the received signal power when the signal was transmitted
1m:

PR(dBm) � A − 10nlgr. (4)

By formula (4), it can be seen that the value of constants
A and n determined the relationship between the received
signal strength and signal transmission distance, and the
influence of the two constants on the signal transmission
distance was analyzed. First, assume that n remained un-
changed. When the A changed, then the signal propagation
factor n was a constant, and the relationship between the
RSSI and propagation distance was obtained under different
initial transmitted signal power, showing that the radio
signal attenuation was very serious in the near distance
propagation process and not serious in the long-distance
propagation process. When the transmitted signal power
increased, the propagation distance increased was approx-
imated for the ratio of the signal power increase to the slope
of the curve in the gentle phase.

When A remained unchanged, the relationship between
the RSSI and propagation distance was obtained under
different n. +e smaller the value of n, the smaller the radio
signal attenuation in the propagation process, and the far-
ther the propagation distance of the radio signal. Increasing
the transmitted signal power can increase the propagation
distance. +e propagation factor depended mainly on the
attenuation, multipath effect, and interference reflection of
the radio signal in the air. +e smaller the interference, the
smaller the propagation factor n, the farther the propagation
distance of radio signal, the closer the propagation curve of
the radio signal to the theoretical curve, and the more ac-
curate the RSSI ranging [1].

Due to the limitation of the condition, no field mea-
surement experiment was conducted in this paper. In the
literature [2], a wireless sensor node made of CC2420 was
used to measure the relationship between the RSSI and
propagation distance, and a series of measurement experi-
ments were conducted only in the open area, where the RSSI
was received signal strength indication, which was repre-
sented by an 8-bit signed complement and stored in the
RSSI_VAL memory of CC2420.

According to a large number of experimental mea-
surements, the relationship between the RSSI and propa-
gation distance was very complicated, which was related to
the existence of obstacles, the distance between the node and
the ground, and the antenna angle. When the transmitting
node and the receiving node were not less than 2m from the
ground, the influence of antenna angle on the relationship
between the RSSI and propagation distance was very small,
and the error caused by the antenna angle was also very
small. +erefore, when the transmitting node and the re-
ceiving node were placed about 2m away from the ground,
the RSSI mean and distance data were measured as in Table 1
[3].

After fitting, formula (5) of calculating the distance using
the RSSI value was obtained:

d � 0.0023 × RSSI2 +(−0.4345) × RSSI − 4.1458, (5)

where the unit of d was m and the unit of RSSI was dBm.
Figure 1 shows that there was a certain error between the

fitting curve and the actual distance, which was affected by
many factors, such as climate and obstacles. +us, the tra-
ditional and classical attenuation model of radio signal
propagation was as

RSSI(d) � RSSI d0( 􏼁 − 10λlg
d

d0
􏼠 􏼡 + ζσ , (6)

where RSSI(d) was the RSSI intensity value received from
the place dmeter from the transmitter, unit: dBm; RSSI(d0)

was the RSSI intensity value received from the unknown
node d0 meter from the transmitter, unit: dBm; d was the
distance between the transmitter and the receiver; d0 was the
reference distance, unit: m; λwas the path attenuation index,
which was closely related to the surrounding environment
and obstacles; ζσ was the standard deviation, which was the
normal random variable of σ depending on the specific
multipath environment, unit: dBm.

+e RSSI ranging was a ranging method to judge the
location of the target node using the appropriate radio
propagation model by measuring the intensity of the radio
frequency signal received by CC2420.+e key to this method
was to estimate the distance between the unknown node and
multiple beacon nodes with the measured attenuation de-
gree of radio frequency signal. Finally, the location of the
unknown node was estimated with the measured distance
value.

Formula (7) was obtained by formula (6):

d � 10
RSSI d0( 􏼁 − RSSI(d) + ζσ

10λ × d0.
(7)

Formula (7) was the classical computation relation be-
tween the distance d and RSSI, where λ and ξσ were closely
related to the external environment.

Table 2 showed the range of values of λ and ξσ in different
environment.

+ere are many mathematical models for calculating the
attenuation of radio waves, but there is no explicit mathe-
matical model between the path attenuation and distance.
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+ere are pure empirical models based on various mea-
surements and semiempirical models for theoretical analysis
based on physical parameter measurements. +e best ap-
plicability of a particular model depends on whether it can
simulate the actual working environment of a wireless
system; thus, the method of mathematical model calibration
for propagation attenuation was proposed. When using this
method, the RSSI means of specific distances were obtained
by collecting the measured data and used to correct the
propagation model in the region to obtain the attenuation
characteristics of the signal in the region in the propagation
process. +erefore, the results predicted by the model were
more close to the results in the actual field environment,
which thus effectively improve the node localization
accuracy.

+e RSSI-based localization algorithm calculated the
distance between unknown node and beacon node using the
received value of the measured signal by formula (7). +e
acquisition of RSSI intensity value can be implemented

either by unknown node or by beacon node.+emethod was
called self-localization if the acquisition of RSSI intensity
value was implemented by unknown node, and telemetric
localization by beacon nodes. In the self-localization mode,
the target node can measure the distance between itself and
multiple beacon node in WSN and then calculate the lo-
cation relative to the beacon node. By contrast, in the
telemetric localization mode, the RSSI intensity value of
unknown node was measured by the beacon node to de-
termine the location of unknown node. For the self-local-
ization mode, the RF transmitted power of each beacon node
was the same. For the telemetric localization mode, theWSN
must have both the function of power measurement to
determine the RF transmitted power of each unknown node
and the ability of data transmission [4].

As shown in Figure 2, suppose (xi, yi) was the location
coordinate of the ith beacon node in WSN; (x, y) was the
location coordinate of the unknown node; RSSIi−t was the
RSSI value of the ith beacon node received by the unknown
node at t; and the distance between the unknown node and
the ith beacon node was obtained by formula (7); thus,
formula (8) was established:

Γ(x, y) � 􏽘
n

i−1
Wi

�����������������

x − xi( 􏼁
2

+ y − yi( 􏼁
2

􏽱

− di− t􏼔 􏼕
2
, (8)

where n was the total number of beacon nodes in WSN.
At this point, the localization problem was transformed

into the problem of finding the minimum value of the
function of two variables in mathematics, where Wi was the
weighting factor. From the geometric point of view, in the
coordinate system, the distance between the unknown node
(x, y) and the ith beacon node (xi, yi) met the following
geometric relation:

di−t �

�����������������

x − xi( 􏼁
2

+ y − yi( 􏼁
2

􏽱

. (9)

Suppose the RSSI decay was the same in the commu-
nication between the unknown node and its adjacent beacon
node; then formula (10) can be obtained from formula (9):

AX � B, (10)

where

A �

2 x1 − xn( 􏼁 2 y1 − yn( 􏼁

⋮ ⋮

2 xn−1 − xn( 􏼁 2 yn−1 − yn( 􏼁

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

B �

x
2
1 − x

2
n + y

2
1 − y

2
n + d

2
n − d

2
1

⋮

x
2
n−1 − x

2
n + y

2
n−1 − y

2
n + d

2
n − d

2
n−1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

X �
x

y
􏼢 􏼣.

(11)

+us, the coordinate of unknown node can be expressed
by the least square method:

Table 2: +e values of λ and ξσ in different condition.

Environmental
conditions

Path attenuation index
λ Deviation ξσ

Playground 2.7< λ< 3.4 1.55< ξσ < 4.12
Corridor 1.9< λ< 2.2 1.37< ξσ < 3.32
Laboratory 1.4< λ< 2.2 2.39< ξσ < 3.46
Alley 2.1< λ< 3.0 2.19< ξσ < 4.47
Patio 2.8< λ< 3.8 1.00< ξσ < 3.03
Balcony 1.4< λ< 2.4 2.00< ξσ < 4.00
Road 3.3< λ< 3.7 2.97< ξσ < 4.27
Grassland 4.6< λ< 5.1 1.67< ξσ < 2.23

Table 1: RSSI average value and distance data.

Distance (m) 20 30 50 80 100
RSSI average
value (dBm) −10.897 −16.771 −19.378 −23.921 −24.509
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–12
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–20
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Figure 1: Echoism between RSSI and distance.

Discrete Dynamics in Nature and Society 3



􏽢X � A
T
WA􏼐 􏼑

− 1
A

T
WB, (12)

where W was symmetric positive definite matrix (simple
diagonal positive definite matrix), and selecting the ap-
propriate weighting matrix can effectively improve the lo-
cation accuracy.

When W �

1, 0, . . . , 0
0, 1, . . . , 0

· · · · · ·

0, . . . , 1, 0
0, . . . , 0, 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, formula (12) was trilateration

method.

3. Application Advantages of RSSI

+e RSSI is an important method to solve the problem of
node localization. Its main application advantages are as
follows:

(1) Convenient application: +e RSSI is the received
signal strength from the other side in mutual
communication and often can be extracted directly
from the hardware in normal communication be-
tween wireless sensor nodes without requiring ad-
ditional devices, which is of great significance to
reduce the network cost and complexity.

(2) Symmetry: +e RSSI value is often symmetric, so the
RSSI value between two nodes can be completed only
by sending and receiving a message packet, which is
of great significance to reduce the complexity of
localization algorithm and the application scene
which is not very demanding for location accuracy.

(3) Distance monotonicity: +e distance value between
the RSSI value and node is monotonic and becomes
smaller with the increase of distance. +erefore, the
RSSI can meet the requirements of ranging and
ranging-free localization algorithms.

4. Detection Method of Sybil Attacks

+e solution to Sybil attacks based on RSSI will not increase
the burden of WSN. When a message was received, the
receiver will contact the RSSI with the sender ID. Later,
when another message containing the same RSSI but with
different sender ID was received, the receiver will assume it

as a Sybil attack. However, this method was not feasible due
to the difference in receiving time of RSSI [5, 6]. In addition,
the energy of WSN transmitter can be easily changed, so one
Sybil node can send messages with different IDs and
transmission energies in order to deceive the receiving node.
With the function of energy transmission, sending messages
with different transmission energies will result in different
RSSI readings.

In this paper, a method of solving the Sybil attacks in
WSN based on RSSI was studied. +is method had good
robustness and simple structure and can be easily imple-
mented in sensors. According to the existing data, this
method is the best way to solve the Sybil attacks in WSN.

It was verified by experiment that although the RSSI was
unreliable and had time differences and nonequivalent
transmission ratios [5], these problems can be easily solved
by using the RSSI ratios of multiple receiving nodes that
were introduced in the literature [7]. +e problem of time
differences in RSSI ratios was studied with a variable RSSI
receiver by experiment, and the standard deviation was very
small. +en the reliable intervals of these time differences
were given by the experiments of different distances. To
simplify the problem, there was no need to calculate the
location of the sender so as to avoid the calculation of
distance attenuation, thus reducing the calculation re-
quirements of the system.

+e literature [8–11] studied the localization algorithm
based on the distance between nodes obtained by RSSI
ranging. In WSN, theoretically, the spatial location of an
unknown node can be determined by the trilateration
method through the RSSI information of four anchor nodes.
+us, the location of all sensors can be found. Suppose that
the ith node received the radio signal from the Oth node;
thus, the RSSI was

Ri �
P0 · K

d
α
i

, (13)

where Ri was RSSI, P0 was the transmitted signal energy, K
was constant, di was the Euclidean distance, and α was the
rate of change between distance and energy. Suppose the jth
node received the radio signal from the Oth node; thus, Rj
had the same calculation conclusion similar to formula (13).

+us, the RSSI ratios of the ith node and the jth node
were obtained:

(x3, y3)

(xn, yn)

(x2, y2)

(x1, y1)

(x, y)

d3

d2

d1

dn

Figure 2: Classic RSSI position location.
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Ri

Rj

�
Po · K/dα

i( 􏼁

Po · K/dα
j􏼐 􏼑

�
di

dj

􏼠 􏼡

α

. (14)

Formula (15) can be obtained by solving the following
ith, jth, kth, and lth receiving nodes by the location coor-
dinate (x, y) of node:

x − xi( 􏼁
2

+ y − yi( 􏼁
2

�
Ri

Rj

􏼠 􏼡

1/α

x − xj􏼐 􏼑
2

+ y − yj􏼐 􏼑
2

􏼒 􏼓

�
Ri

Rk

􏼠 􏼡

1/α

x − xk( 􏼁
2

+ y − yk( 􏼁
2

􏼐 􏼑

�
Ri

Rl

􏼠 􏼡

1/α

x − xl( 􏼁
2

+ y − yl( 􏼁
2

􏼐 􏼑,

(15)

where (xi, yi) was the location coordinate of the ith node and
the location coordinate of other nodes was similar.

When a message was received, four detection nodes
calculated the location of the sender by formula (15) and
contacted the location of the sender with the message
containing the sender ID. Later, when another message
containing different sender ID was received, the receiver will
assume it as a Sybil attack as the calculation structure of
location coordinate of the sender was the same as earlier.

However, the amount of calculation of the location of
each node by formula (15) was very huge. In fact, it was not
necessary to detect the Sybil nodes through this calculation.
+e location of all x, y and xi, yi remained consistent; thus,
the Sybil attacks can be detected by comparing the RSSI ratio
of the received message. Suppose the IDs of four detection
nodes were D1, D2, D3, and D4, respectively, and the forged
IDs of one Sybil node were S1 and S2. +e topology is shown
in Figure 3.

At t1, the Sybil node broadcast a message and forged its
ID as S1. +e four neighbor nodes received the energy ratio
and S1 from the Sybil node, transmitted the message con-
taining their own ID, and received the RSSI from the Sybil
node to the normal node. Note that Rk

i was RSSI value (when
the transmitting node K received the signal of the ith node).
+us, D1 calculated the ratio for each node:

R
S1
D1

R
S1
D2

,

R
S1
D1

R
S1
D3

,

R
S1
D1

R
S1
D4

.

(16)

And these ratios were stored.

Similarly, at t2, the Sybil node broadcast a message again
and forged its ID as S2.+e four neighbor nodes received the
energy ratio from the Sybil node and reported it to D1. +us,
D1 calculated each other’s ratio:

R
S2
D1

R
S2
D2

,

R
S2
D1

R
S2
D3

,

R
S2
D1

R
S2
D4

.

(17)

At this point, D1 can detect the Sybil nodes according to
the ratios at t1 and t2.D1 can conclude that if the gap between
the values of twomessages was close to zero, then there was a
Sybil attack in this region. +e received energy ratio was the
same, so the location was the same. Normally, the messages
broadcast by the node came from multiple IDs, but when
there was a Sybil attack, the messages broadcast by the node
came from the same ID. +e following formula was used to
calculate:

R
S1
D1

R
S1
D2

�
R

S2
D1

R
S2
D2

⎛⎝ ⎞⎠,

R
S1
D1

R
S1
D3

�
R

S2
D1

R
S2
D3

⎛⎝ ⎞⎠,

R
S1
D1

R
S2
D4

�
R

S2
D1

R
S2
D4

⎛⎝ ⎞⎠.

(18)

If formula (18) was valid, a Sybil attack was detected.

5. Experimental Simulation Analysis

Ideally, if the transmitting node and receiving node are kept
in place, the RSSI will remain the same. Even under these
conditions, the RSSI still fluctuates in the actual situation.
+erefore, in this paper, the amount of the fluctuation was
determined by experiment to further study the difference in
the RSSI and explore how to solve this problem.

First, a node with constant energy (0 dbm) was used to
transmit the message “nihao.” Another node was used as a
receiving node to automatically capture the RSSI values
through the program TOS_Msg-> strength in TinyOS and
to transmit them to the PC through the RSC-232 serial port.
+e transmitting node transmitted this message 2,000 times.
+e distance between the transmitting node and the re-
ceiving node was set as 30 cm and changed to 1m to repeat
the experiment, as shown in Figure 4.

+e mean and standard deviation σ of the data in
Figure 4(a) were 54.55 and 14.32, respectively, and the mean
and standard deviation σ of the data in Figure 4(b) were
133.26 and 12.38, respectively, suggesting RSSI
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inconsistency. +e correlation between the RSSI values was
very small, making it unsuitable for detecting the Sybil
attacks.

+en, two receiving nodes were used to analyze and
compare their RSSI ratios to solve the problem of RSSI time
inconsistency. It should be noted that the RSSI ratios also
needed to solve the problem that the transmitting nodes had
different transmission energies. In this experiment, the
transmitting node broadcast a message 2,000 times with
random and different transmission energies each time. +e
two receiving nodes recorded the RSSI values and transmit
them to the base station to connect to the PC. +e distance
between the transmitting node and the receiving node was
changed to 1m to repeat the experiment twice.

+e base station calculated the RSSI ratios of the two
receiving nodes at t1 and t2, respectively, and then calculated
and recorded the difference between the two RSSI ratios, as
shown in Figure 5.

+e mean and standard deviation σ of the data in
Figure 5(a) were 0 and 0.068, respectively, and the mean and
standard deviation σ of the data in Figure 5(b) were 0 and
0.098, respectively, suggesting RSSI inconsistency. +e dif-
ference in the RSSI ratio at point 0 controlled other data
changes. +e −0.2 and 0.2 in Figure 5(a) appeared only once
in 2000 times (accounting for 0.5% of the total times), and
the same applied to the −0.35 and 0.425 in Figure 5(b).

+erefore, a threshold k∗ σ was set to determine the
Sybil node. If K> 3, the Sybil attacks can be stably detected
by the following formula according to the algorithm given
earlier. If s1 and s2 were different but had the same location,
the Sybil attacks can be inferred by judging whether the
difference in the RSSI ratios of two events was within the
threshold k∗ σ.

R
S1
D1

R
S1
D2

−
R

S2
D1

R
S1
D2

⎛⎝ ⎞⎠< σ,

R
S1
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R
S1
D3

−
R

S2
D1

R
S2
D3

⎛⎝ ⎞⎠< σ,

R
S1
D1

R
S1
D4

−
R

S2
D1

R
S2
D4

⎛⎝ ⎞⎠< σ.

(19)

If the standard deviation deviated from the Gaussian
distribution by about 70%, the threshold σ meant that the
detected rate of the Sybil node was 70%. To reach 99.9%, the
threshold was set as 5σ.

To estimate the influence of distance on the threshold σ,
the second step experiment was repeated by increasing the
distance between the transmitter and the receiver. +e
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Figure 4: Comparison of RSSI difference. (a) +e distance is 30 cm (X: RSSI value; Y: frequency of occurrence). (b) +e distance is 1m (X:
RSSI value; Y: frequency of occurrence).
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Figure 3: Topology model.
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second step experiment was performed 100 times at each
distance, and the range of changing the distance was 1m to
10m, and the step length was 1m.

As shown in Figure 6, the data 1 was median value, the
data 2 was mean, the data 3 was standard deviation dis-
tribution, and the σ deviation will not exceed 0.15. +us, the
conclusion was drawn that if σ was set as 0.15, the Sybil node
can be protected from attack when the threshold was set as
0.75.

Based on the Sybil attack protocol, the detection effect of
RSSI was detected through different experimental steps. In
the first step, four receiving nodes were used. In the second
step, two receiving nodes were used. In the last step, as a
control experiment, the Sybil nodes were limited by the
transmission energy of changing nodes to evaluate the in-
tegrity and accuracy of the detection technology.

In the first step, four detection nodes were used to detect
the Sybil attacks. First, the integrity of the detection tech-
nology was evaluated by experiment. +e node distribution
topology is shown in Figure 7(a). +ere was one Sybil node
and four receiving nodes in WSN. When the Sybil node
broadcast a message, the four detection nodes will record the
RSSI value and ID according to the message, andD2,D3, and
D4 will transmit the data to D1. When the Sybil node
broadcast a message with different IDs and transmission
energies, the four detection nodes will record the RSSI value
and ID according to the new message and then transmit the
data to D1 again. D1 detected the Sybil attacks in WSN by
formula (18).

+e threshold was set as 5∗ σ. According to the previous
analysis, the threshold was set as 0.75. To avoid message
conflict in the experiment, the transmission time of each
message was controlled with a timer. In the experiment, the
Sybil node broadcast a message once every 30 seconds, and
the receiving nodes transmitted the data to D1 three seconds
after detecting the Sybil node.

+e distance between the receiving nodes and the Sybil
node was changed to repeat the above experiment 100 times.

Transmitting the message at a 30-second interval meant that
the topology was changed every one minute. Even in this
case, D1 can detect the Sybil attacks.

To detect the accuracy, the topology was changed, as
shown in Figure 7(b). Here, the Sybil nodes in WSN were
ignored, and two normal nodes were deployed to use only
their own ID to broadcast messages. For the purpose of
energy efficiency, some protocols required nodes to transmit
messages with different transmission energies. +e trans-
mission energy will inevitably change when the energy of
battery reduced and the environment changed, so the two
normal nodes broadcast messages with different transmis-
sion energies. It should be noted that when the receiving
nodes analyzed by the RSSI ratio, the change of transmission
energy will not affect the correctness of evaluation of the
Sybil nodes by the normal nodes. In each operation, the
normal nodes’ mutual locations were changed.

In the 100 times of experiments, D1 did not report any
Sybil attack. Even when the two normal nodes were only a
few centimeters away, D1 did not detect any Sybil node in
WSN. +us, the conclusion was drawn that four detection
nodes can be used to detect the Sybil attacks based on RSSI.

In the second step, two detection nodes were used to
detect the Sybil attacks. First, the integrity of the detection
technology was evaluated by experiment the same as the first
step.+e node distribution topology is shown in Figure 8(a).
+ere were two receiving nodes and one Sybil node. +e
distance between the receiving nodes and the Sybil node was
changed to repeat the experiment 100 times the same as
above. Because there were only two receiving nodes, only
one comparison by formula (18) was required.

A conclusion similar to the first step was drawn that D1
can detect the Sybil attacks in WSN.

To study whether the detection nodes can identify the
Sybil attacks or normal events, the topology shown in
Figure 8(b) was adopted. +ere were two monitors and two
normal nodes in the topology, and each normal node had
different IDs and transmission energies. +e experimental
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Figure 5: Comparison of RSSI difference. (a)+e RSSI ratio at t1 (X: RSSI value; Y: frequency of occurrence). (b)+e RSSI ratio at t2 (X: RSSI
value; Y: frequency of occurrence).
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steps were the same as above, but only one comparison was
required.+e locations of the normal nodes were changed to
repeat the experiment 100 times. During the 100 times of
experiments, D1 did not accurately detect the Sybil attack
three times; that is, the error rate was lower than 5% when
there were only two receiving nodes.

It should be noted that the Sybil attacks can be detected
with only one transmission when there were two receiving
nodes.+erefore, the energy consumption will be very small,
but the error rate will increase. However, the integrity was
more important than accuracy for the Sybil attacks; that is,
the consequence of failing to detect the Sybil nodes was

much more serious than low accuracy. Based on this eval-
uation, it was suggested that the detection of Sybil attacks
based on RSSI used two detection nodes rather than four
detection nodes.

6. Conclusion

In this paper, first, the basic principle and typical algorithm
of RSSI were introduced. +en, a detection method of Sybil
attacks based on RSSI was proposed, the formulas of the
basic principle were derived, and a simulation experiment of
the algorithm was conducted. From the experiment results,
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Figure 6: Distribution of median, mean value, and standard deviation (X: distance (m)).
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Figure 7: Four nodes detect Sybil attacking topology model. (a) 4 detection nodes and 1 Sybil node topology; (b) 4 detection nodes and 2
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Figure 8: Two nodes detect Sybil attacking topology model. (a) 2 detection nodes and 1 Sybil node topology; (b) 2 detection nodes and 1
normal node topologies.
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the appropriate threshold was found. +e simulation results
showed that the detection method can effectively resist the
Sybil attacks. Finally, the effects of the number of receiving
nodes on the detection effect of Sybil attacks were compared,
and the Sybil attacks can be accurately detected by using the
RSSI ratios of two receiving nodes. +e method will be
simulated in a larger and more complex environment so as
to further study the stability and security of the work in the
future.
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In the collaborative filtering (CF) recommendation applications, the sparsity of user rating data, the effectiveness of cold
start, the strategy of item information neglection, and user profiles construction are critical to both the efficiency and
effectiveness of the recommendation algorithm. In order to solve the above problems, a personalized recommendation
approach combining semisupervised support vector machine and active learning (AL) is proposed in this paper, which
combines the benefits of both TSVM (Transductive Support Vector Machine) and AL. Firstly, a “maximum-minimum
segmentation” of version space-based AL strategy is developed to choose the most informative unlabeled samples for human
annotation; it aims to choose the least data which is enough to train a high-quality model. And then, an AL-based
semisupervised TSVM algorithm is proposed to make full use of the distribution characteristics of unlabeled samples by
adding a manifold regularization into objective function, which is helpful to make the proposed algorithm to overcome the
traditional drawbacks of TSVM. Furthermore, during the procedure of recommendation model construction, not only user
behavior information and item information, but also demographic information is utilized. Due to the benefits of the above
design, the quality of unlabeled sample annotation can be improved; meanwhile, both the data sparsity and cold start
problems are alleviated. Finally, the effectiveness of the proposed algorithm is verified based on UCI datasets, and then it is
applied to personalized recommendation. +e experimental results show the superiority of the proposed method in both
effectiveness and efficiency.

1. Introduction

With the rapid development of the Internet applications and
e-commerce, how to quickly and accurately recommend
items (including goods, news, services) to different users that
they are interested in has become a critical focus and many
researchers have been devoted to this area. +e personalized
recommendation system is an effective method to solve this
problem. It actively mines the users’ preferences and pushes
personalized items to target users.

Currently, the widely used recommendationmethods [1]
include collaborative filtering (CF), content-based, knowl-
edge-based, and association rules-based recommendation.
Among them, the most successful approach is the recom-
mendation based on CF techniques, which can be divided

into two categories: memory-based and model-based
methods. +e memory-based CF is to filter and recommend
items that users are interested in by calculating similarity
measures of user preferences. It mainly uses user behavior
information to make recommendations. +e model-based
CF is based on user preference information samples, training
a recommendation model, and then calculating and gen-
erating recommendation results based on real-time user
preferences.

However, the CF algorithm has the following problems:

(1) Data Sparsity and Cold Start Problems [2]. For the
memory-based CF algorithm, it is mainly based on
the “user-item” rating matrix. When the matrix is
very sparse, the performance of finding the nearest
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neighbor will decrease significantly. Additionally, it
is hard to draw any inferences for users or items,
about which it has not yet gathered sufficient in-
formation; the so-called cold start problem will
occur. In this case, it is more difficult to find data
related to the new elements. For the model-based CF,
in most implementations, users’ historical prefer-
ences are stored in sparse matrices, and there are
some obvious problems in the calculation of the
sparse matrix, including the possibility that a few
users’ wrong preferences may have a great impact on
the accuracy of the recommendation.

(2) Item and User Information May Be Discarded in
Modeling. +e memory-based CF algorithm mainly
makes use of the user’s behavior information for
recommendation, ignoring the information of items
and users, which is of great help to improve the
accuracy of recommendation.

(3) Data Quality Problem. In model-based CF, the ac-
curacy of recommendation may heavily rely on the
number and quality of users’ historical preference
data.

(4) Scalability Issues. With the advent of the era of big
data, the rapid growth of users and items poses
severe challenges to the scalability of the traditional
CF algorithm.

In order to solve the data sparsity problem, many re-
searchers try to use a small number of labeled data and
machine learningmethods such as classification, clustering,
and dimension reduction to enhance the dataset. However,
these methods have a common problem: when there are
few labeled samples used in model construction, the pre-
diction accuracy often is not high enough. In fact, in the
real-world application scenarios, it can be found that most
of the samples have no label information, and only very few
samples are with labels, often resulting in high sparseness
of the dataset, and even a “cold start” problem, which is
quite unfavorable for discovering users’ potential prefer-
ences. Additionally, the manual annotation method has the
problems of high cost and is time-consuming [3]. +us,
how to combine the limited labeled samples and a large
number of unlabeled samples to build a “user-item” as-
sociation relationship model to predict users’ interest
preference for personalized recommendation has become
an urgent issue.

Semisupervised learning (SSL) and active learning (AL)
can effectively solve the problem of building a high-per-
formance model with only a small amount of labeled data.
SSL refers to labeling and utilizing unlabeled data according
to some information that can be learned by oneself. On the
contrary, AL is interactively exploring the unknown in-
formation of unlabeled data according to certain strategies
and labeling them with domain knowledge. In this proce-
dure, a small number of labeled “user-item” association data
and a large number of unlabeled data are used to construct a
model-based personalized recommendation; meanwhile, the
ability to discover users’ potential preferences is improved.

Based on the aforementioned idea, a semisupervised
SVM recommendation algorithm based on AL is proposed
in this paper, which uses the minimum principle of feasible
domain segmentation in AL strategies to query the most
informative samples for labeling. Furthermore, to make
better use of the distribution characteristics of unlabeled
data during the training process, a graph-based manifold
regularization term was introduced into the objective
function. Simultaneously, to further utilize the users’ label
data, valuable review information is mined and added to the
feature vector to extract the users’ potential preferences.

+e main contributions of this paper include the
following:

(1) A method combining SSL and AL is proposed to
solve the problem of recommendation quality deg-
radation caused by the scarcity of labeled data in real
scenarios. +is method is very suitable for applica-
tion scenarios where the data in the recommendation
system is extremely sparse and the data filling quality
cannot be guaranteed. Because AL strategy attaches
great importance to the quality of data, only a small
number of high-quality items are chosen.

(2) An AL strategy is proposed in this paper to identify
those unlabeled samples that cause the largest re-
duction of version space for labeling. Meanwhile, the
batch sampling mode can be also used in the sample
labeling process to obtain better training efficiency.

(3) +is paper combines item and user information as
the features of the prediction model. And in order to
achieve a better performance of the annotation, the
users’ preference/behavior information (label in-
formation) is used as an important index for que-
rying and labeling unlabeled samples to guide the
labeling process.

(4) AL selectively interacts with users and asks for in-
formation such as item ratings, which can supple-
ment those aspects of interest with sparse data,
helping the interest model to be comprehensive, and
achieve a better performance of the recommendation
system.

2. Related Work

Traditional collaborative filtering algorithms are mainly
divided into three categories: user-based collaborative fil-
tering (UserCF), item-based collaborative filtering (ItemCF)
[4], and hybrid collaborative filtering algorithms based on
both [5, 6]. In recent years, many researchers have focused
on solving data sparsity, cold start problem, neglecting item
and user information (demographic information), and
scalability problems of collaborative filtering. For the first
four problems, the following strategies are frequently
utilized:

(1) Employ machine learning algorithm to predict un-
rated data, such as naive Bayesian [7], support vector
machine (SVM) [8], neural networks [9], topic
model [10], and deep learning collaborative filtering
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algorithms [11]. +ese strategies usually employ
classification algorithm to fill data; the performance
of them largely depends on the quality and quantity
of the training samples. However, in most real ap-
plication scenarios, there are only a few labeled
samples; thus, the prediction accuracy often tends to
be not satisfactory. +erefore, some researchers
proposed personalized recommendation method
based on active learning to achieve high score pre-
diction. In [12], a user-centered method is devel-
oped, and a model based on the interaction between
conversation and collaborative filtering is proposed.
By using this model, users can provide relevant
information such as ratings under specific motiva-
tion; thus, the users can clearly know the benefits of
what they are doing; meanwhile, their probability of
active ratings is increased. In [13], matrix decom-
position was incorporated into the tree structure,
employed to accelerate the tree construction and
predict the ratings of tree nodes. Since the item with
the highest predicted rating may be the user’s fa-
vorite item, the idea in [14] is to predict the rating of
unlabeled items with the highest predicted ratings.
Reference [15] proposes a binary prediction method,
which changes the nonnull value in the “user-item”
rating matrix to 1 and the null value to 0, then
predicts the position marked as 0 in the converted
matrix, and judges the probability that the user
knows the item according to the predicted value. It
maximized the possibility of users’ actively rating.
Reference [16] proposes a novel multi-label active
learning approach for web service tag recommen-
dation, which can identify a small number of most
informative web services to be tagged by domain
experts. Furthermore, it minimized the domain
expert efforts by learning and leveraging the corre-
lations among tags to improve the active learning
process. Reference [17] proposes leveraging the idea
of pool-based active learning to realize a scalable
service classification approach. Instead of manually
labeling a large number of services to construct a
complete training set, the approach starts with a base
classifier with a small set of training set and itera-
tively asks for the labels of the most informative
services outside of the initial training set.

Inspired by the above results, this paper introduces
semisupervised learning and active learning strategy
into collaborative filtering, improving the existing
semisupervised learning and active learning algo-
rithms in view of the practical problems existing in
collaborative filtering algorithm.

(2) Use the similarity of user preferences or the simi-
larity of item categories to fill data. For instance, in
[18], the similarity is calculated after filling the
ratings of the target item and the neighbor item that
are not rated together. In [19], the trust model is
employed to fill data, and in [20], the similarity is
obtained after clustering of users or items. However,

these methods have the same problem: they require a
large number of high-quality labeled data, and they
do not take into account the users’ behavior infor-
mation, the impact of item, and demographic in-
formation on the recommendation effect.

In addition, there are also some methods that are aimed
at reducing the computational complexity of recommen-
dation model by using dimension reduction techniques,
such as graph-based dimension reduction [21], implicit topic
analysis (probabilistic latent semantic analysis, PLSA) [22],
potential Dirichlet analysis (LDA) [23], matrix factorization
[24], singular value decomposition (SVD) [25], kernel
matrix factorization [26], and graph-based methods [27]. To
some extent, these methods reduce the time complexity of
the model but also lead to the loss of some useful infor-
mation, meanwhile, ignoring the item information and
demographic information.

Based on the above analysis, this paper proposes a
recommendation algorithm that combines active learning
and semisupervised support vector machines techniques,
which considers not only user behavior information but also
item information and demographic information. And they
are employed to enhance the query and label unlabeled
samples and finally result in a better implemented item
recommendation.

It should be noted that, during the procedure of ana-
lyzing the demographic information and item information,
it was found that if users have similar demographic infor-
mation and favorite item set, they will tend to have similar
preferences for many items. It just meets the needs of
analysis and clearly means that entities with the similar
properties will have the same class label. And the proposed
high-quality recommendation system significantly benefits
from this data characteristic.

3. Semisupervised Support Vector Machines
and Active Learning

3.1. TSVM (Transductive Support Vector Machine).
TSVM is a maximum interval classificationmethod based on
the hypothesis of low-density segmentation [28]. Similar to
the traditional support vector machine, it finds the classi-
fication hyperplane with the largest interval as the optimal
classification hyperplane; meanwhile, it combines the un-
labeled data and labeled data together to train the classifi-
cation model.

Assume a set of labeled samples with independent and
identical distribution:

x1, D1( 􏼁, . . . , xi, Di( 􏼁􏼈 􏼉 ∈ R
n

× R, i � 1, . . . , l, yi � − 1, +1{ }.

(1)

And the unlabeled samples are denoted as follows:

xl+1, . . . , xl+u􏼈 􏼉. (2)

Generally, the learning process of TSVM can be con-
sidered as the process of solving the following optimization
problem:
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min

y1, . . . , yn,ω, b, ξ1, . . . , ξl, ξl+1, . . . , ξl+u( 􏼁

1
2
‖ω‖

2
+ C1 􏽘

l

i�1
ξi + C2 􏽘

l+u

i�i+1
ξj

s.t.
∀li�1: yi ω · xi + b􏼂 􏼃≥ 1 − ξi; ξi ≥ 0

∀l+u
i�l+1: yj ω · xj + b􏽨 􏽩≥ 1 − ξj; ξj ≥ 0,

(3)

where C1 and C2 are set by the user to control the degree of
punishment for wrongly classified samples. C2 is the “impact
factor” of unlabeled data during training; C2ξj is called the
“impact term” of the j-th unlabeled sample in the objective
function.

+e training process of TSVM is as follows:

Step 1. Train the initial classifier by the labeled samples
using inductive learning with the specified parameters
C1 andC2.During the procedure, the estimated number
N of positive samples in unlabeled samples also should
be specified.
Step 2. Set Ctemp as a temporary impact factor and
compute the decision function values of all unlabeled
samples using the initial classifier. +e samples having
the N largest decision function values will be labeled as
positive, and the remaining unlabeled samples are la-
beled as negative.
Step 3. Retrain the SVM model based on all labeled
samples. And then use the newly trained classifier to
switch the labels of one pair of different labeled un-
labeled samples, using a certain rule to make the value
of the objective function in formula (3) minimized as
much as possible. +is step is repeated until no pair of
examples meet the switching condition.
Step 4. Increase the value ofCtemp uniformly, and return
to Step 3. When Ctemp ≥C2, the algorithm is terminated
and the labels of all unlabeled samples are output.

3.2. AL (Active Learning). +e traditional machine learning
method is training and learning over a given set of labeled
samples to induce a learning model, which is called “in-
ductive learning.” However, in real applications scenarios,
the labeled samples are very limited, and labeling a large
number of unlabeled samples is time-consuming, labor-
intensive, and tedious. In order to reduce the labeling cost as
much as possible and reduce the number of needed training
sample sets, active learning method is proposed to solve the
problem of the lack of labeled samples and optimize the
classification model. During the training of AL learner, it
actively identifies the most informative unlabeled samples
and submits them to users or domain experts for labeling
and then adds the labeled samples into the training set to
participate in the next round of training. +erefore, even if
the initial training set is small, it still can obtain a relative
higher classification accuracy. In this way, the cost of la-
beling samples and training high-performance classifiers can
be reduced [29].

In AL strategies, the main task is to determine which
unlabeled sample has the most information or the most
uncertain and is inquired, and this inquiry strategy is the
focus of research. According to different problem scenarios
and sample selection strategies, AL is divided into the fol-
lowing three types: membership query synthesis, stream-
based selective sampling, and pool-based sampling.

In item-based recommendations, there is less informa-
tion about the “user-item” association information (the user
label items). TSVM is an effective method to solve the lack of
labels problem; it can make better use of unlabeled data to
improve the prediction accuracy of the classifier. However,
due to its inherent characteristics, its effectiveness in
practical applications is not very satisfactory. Inspired by the
literature [30–32], this paper proposes a new semisupervised
support vector machine method based on AL techniques,
which can combine the advantages of these two algorithms
to overcome the defects of TSVM and identify the samples
that have the greatest impacts on classifier performance,
meanwhile, significantly reducing the burden of users’ an-
notation task.

4. A New TSVM Algorithm Based on Active
Learning (AL)

In this section, a new TSVM algorithm based on active
learning (AL) named TSVM-(AL+Graph) is proposed,
which combines the advantages of semisupervised learning
and AL techniques. In the approach, in order to take ad-
vantage of the data manifold structure, a regularization term
is added to penalize any “abrupt changes” of the evaluated
function value. And then, an unlabeled data selection
strategy named “maximum-minimum segmentation”
method is designed for AL. +e detail of TSVM-
(AL+Graph) algorithm is described as follows.

4.1. Integrate Manifold Regularization Term into Objective
Function. In order to build the TSVM-(AL+Graph) model,
it should add a regularization term defined on unlabeled
samples into the traditional SVM optimization function, and
the TSVM optimization problem is as follows:

min
1
2
‖ω‖

2
+ C1 􏽘

l

i�1
H1 yif xi( 􏼁( 􏼁 + C2 􏽘

l+u

i�l+1
H1 f xi( 􏼁

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌􏼐 􏼑,

(4)

where H1(·) � max(0, 1 − ·) is the classic Hinge loss func-
tion used to penalize labeled data and H1(| · |) � max(0, 1 −

| · |) is a symmetric Hinge loss function used to penalize
unlabeled data. In formula (4), when C2 � 0, the problem
turned to be the traditional SVM optimization problem;
when C2> 0, the unlabeled data will be penalized that is
inside the margin. However, this optimization problem’s
solution space is a nonconvex hat shape, whichmakes it hard
to obtain a satisfactory solution. In order to efficiently solve
this problem, the method in [33] is employed: the loss
function for unlabeled data is replaced by the Ramp loss
function, and it is decomposed into a sum of a Hinge loss
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function and a concave loss function. +e expression of the
Ramp loss function is

Rs(z) � H1(z) − Hs(z) � min(1 − s, max(0, 1 − z)),

(5)

where H1(z) is the Hinge loss function, Hs(z) is a concave
loss function, and its corresponding expression is
Hs(z) � max(0, s − z), s is a preset parameter, and
− 1< s≤ 0. In this paper, set s � − 0.3.

In this case, equation (4) can be rewritten as

min
1
2
‖ω‖

2
+ C1 􏽘

l

i�1
H1 yif xi( 􏼁( 􏼁 + C2 􏽘

l+2u

i�l+1
Rs yif xi( 􏼁( 􏼁.

(6)

According to [33], the objective function corresponding
to TSVM can be solved by CCCP method as follows:

min
1
2
‖ω‖

2
+ C1 􏽘

l

i�1
ξi + C2 􏽘

l+2u

i�l+1
ξi + 􏽘

l+2u

i�l+1
βif xi( 􏼁

s.t.

1
u

􏽘

l+2u

i�l+1
f xi( 􏼁 �

1
l

􏽘

l

i�1
yi

yif xi( 􏼁≥ 1 − ξi,∀1≤ i≤ l + 2u

ξi ≥ 0,∀1≤ i≤ l + 2u,

(7)

where βi is related to the derivative of the loss function and
can be expressed as

βi �
C2Rs
′ yif xi( 􏼁􏼂 􏼃, if i≥ l + 1,

0, otherwise

⎧⎨

⎩

�
C2, if yif xi( 􏼁< s and i≥ l + 1,

0, oherwise.
􏼨

(8)

In order to obtain the geometrical structure of data, a
common solution is to define L′ as a function of Laplacian
graph. In this way, the structure of the data manifold can be
explored by adding a regularization term that penalizes any
“abrupt changes” of the function values, which is evaluated
on neighbor samples in the Laplacian graph. +en, the
optimization problem corresponding to TSVM can be
expressed as

min
1
2
‖ω‖

2
+ C1 􏽘

l

i�1
ξi + C2 􏽘

l+2u

i�l+1
ξi + 􏽘

l+2u

i�l+1
βif xi( 􏼁 + C3f

T
L′f

s.t.

1
u

􏽘

l+2u

i�l+1
f xi( 􏼁 �

1
l

􏽘

l

i�1
yi

yif xi( 􏼁≥ 1 − ξi,∀1≤ i≤ l + 2u

ξi ≥ 0,∀1≤ i≤ l + 2u,

(9)

where C2 controls the influence of unlabeled samples over
the objective function and C3 controls the influence of
graph-based regularization term. If C3 � 0, TSVMwill ignore
the manifold information of the training data.

If the solution to the above optimization problem is ω,
then the optimization problem (9) can be rewritten as

min
1
2
αT

Kα + C1 􏽘

l

i�1
ξi + C2 􏽘

l+2u

i�l+i

ξi + 􏽘
l+2u

i�l+1
βiyi 􏽘

l+2u

j�1
αjK xi, xj􏼐 􏼑 + b⎛⎝ ⎞⎠ + C3α

T
K

T
LKα

s.t.

1
2u

􏽘

l+2u

i�l+1
􏽘

l+2u

j�1
αjK xi, xj􏼐 􏼑 + b⎛⎝ ⎞⎠ �

1
l

􏽘

l

i�1
yi

yi 􏽘

l+2u

j�1
αjK xi, xj􏼐 􏼑 + b⎛⎝ ⎞⎠≥ 1 − ξi, ξi ≥ 0.

(10)

By introducing the Lagrange multiplier and solving its
dual problem, we can get the corresponding decision
function:

f(x) � 􏽘
l+2u

i�1
yiρi

−
+ ci􏼐 􏼑K xi, x( 􏼁 + b, (11)

where ρ
−

� ρ − β, ρ, and ci are Lagrange multipliers.
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4.2. Principle of “Maximum-Minimum Segmentation”. In
equation (4), assuming R(f, L) is the objective function, we
can get

R(f, L) � 􏽘
l

i�1
max 0, 1 − yif xi( 􏼁( 􏼁 + 􏽘

l+u

i�l+1
min 1 − s, max 1 − yif xi( 􏼁( 􏼁( 􏼁 +

λ
2
‖f‖

2
H. (12)

In order to identify the most informative samples, we
select the unlabeled example x∗ that leads to a small value for
the objective function regardless of its assigned class label y∗

(positive or negative labels). Based on this idea, “maximum-
minimum segmentation” strategy can be described as
follows:

min
x∗∈u

max
y∗∈ − 1,1{ }

R f, L∪ x
∗
, y
∗

( 􏼁( 􏼁. (13)

Furthermore, it can be expressed as

min
x∗

j
∈u

max
y∗∈ − 1,1{ }

min
f∈H

􏽘

l

i�1
max 0, 1 − yif xi( 􏼁( 􏼁 + 􏽘

i∈u∪ j{ }

min 1 − s, max 1 − yif xi( 􏼁( 􏼁( 􏼁 +
λ
2
‖f‖

2
H

⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠. (14)

Assuming the optimal decision function f∗ can be
obtained from formula (4), then formula (14) can be sim-
plified as

min
x∗

j
∈u

max
y∗

j
∈ − 1,1{ }

R f, L∪ x
∗
, y
∗

( 􏼁( 􏼁

≈ min
x∗

j
∈u

max
y∗

j
∈ − 1,1{ }

􏽘

l

i�1
max 0, 1 − y

∗
j f
∗

x
∗
j􏼐 􏼑􏼐 􏼑 + 􏽘

l+u

i�l+1
min 1 − s, max 1 − y

∗
j f
∗

x
∗
j􏼐 􏼑􏼐 􏼑􏼐 􏼑⎛⎝ ⎞⎠

� min
x∗

j
∈u

max 0, 1 − f
∗

x
∗
j􏼐 􏼑, 1 + f

∗
x
∗
j􏼐 􏼑􏼐 􏼑 + min 1 − s, 0, 1 − f

∗
x
∗
j􏼐 􏼑, 1 + f

∗
x
∗
j􏼐 􏼑􏼐 􏼑􏼐 􏼑

� min
x∗

j
∈u

1 + f
∗

x
∗
j􏼐 􏼑

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼒 􏼓

� min
x∗

j
∈u

f
∗

x
∗
j􏼐 􏼑

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌.

(15)

+rough the above analysis, it can be found that the
“maximum-minimum segmentation” method is to select the
unlabeled samples closest to the optimal hyperplane f∗,
which is trained on the current labeled sample set. In the
next section, the principle of “maximum-minimum seg-
mentation” will be applied into active learning to construct
the proposed TSVM-(AL+Graph) algorithm.

4.3. TSVM-(AL+Graph) Algorithm. Given the training
sample set and kernel function Kernel, the version space is
defined as the set of classification hyperplanes; it means the
set of all samples that training samples can be divided in the
feature space Hkernel. Generally, the version space can be
defined as

Version � f ∈ HKernel|∀i ∈ 1, 2, . . . , l + u{ }, yif xi( 􏼁> 0􏼈 􏼉.

(16)

+e principle of using active learning to choose unla-
beled samples for annotation is to identify the samples that
lead to the largest reduction of version space. Since formula
(14) is equivalent to minx∗

j
∈uy∗j f∗(x∗j ), thus there exists

Proposition 1.

Proposition 1. Set the version space determined by l + u
samples:

Version � f ∈ HKernel|∀i ∈ 1, 2, . . . , l + u{ }, yif xi( 􏼁> 0􏼈 􏼉.

(17)
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Randomly labeled samples (xl+2, yl+2) and (xl+3, yl+3)

and then two new version spaces Versionnewl+2 and Versionnewl+3
can be obtained. If yl+2f(xl+2)>yl+3f(xl+3), then
Area(Versionnewl+2 )>Area(Versionnewl+3 ), where
Area(Version) denotes the size of the version space.

Proof. After labeling the samples (xl+2, yl+2) and
(xl+3, yl+3), new version spaces Versionnewl+2 and Versionnewl+3
are obtained.

Version space Versionnewl+2 :

Versionnewl+2 � ω

‖ω‖ � 1,

yi ω · ϕ xi( 􏼁 + b( 􏼁> 0, i � 1, 2, . . . , l + u,

yl+2 ω · ϕ xl+2( 􏼁 + b( 􏼁> 0.

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

⎧⎪⎪⎨

⎪⎪⎩

⎫⎪⎪⎬

⎪⎪⎭

(18)

Version space Versionnewl+3 :

Versionnewl+3 � ω

‖ω‖ � 1,

yi ω · ϕ xi( 􏼁 + b( 􏼁> 0, i � 1, 2, . . . , l + u,

yl+3 ω · ϕ xl+3( 􏼁 + b( 􏼁> 0.

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

⎧⎪⎪⎨

⎪⎪⎩

⎫⎪⎪⎬

⎪⎪⎭

(19)

If yl+2f(xl+2)>yl+3f(xl+3), then yl+3(ω ·ϕ(xl+3) + b)>0.
Further, yl+2(ω · ϕ(xl+2) + b)> 0.
In summary, Versionnewl+3 ⊂ Version

new
l+2 .

+erefore, Area(Versionnewl+2 )>Area(Versionnewl+3 ).
From Proposition 1, it can be found that, given the

sample (xi, yi), if the value of yi(xi) is smaller, the labeled
sample corresponding to the hyperplane dividing the
current version space will reserve the smaller portion.+us,
the sample is more valuable for training the classification
model.

+e description of the new TSVM algorithm based on
AL is shown in Algorithm 1.

In the TSVM-(AL +Graph) algorithm, yprevious f (x) is
used instead of yf(x) to measure the sample information,
where yprevious is not the true label of the sample but is the
class label of the previous labeled adjacent sample. +e
advantage of this approximation strategy is that it does
not depend directly on the current classification model; it
is based on the relative relationship that similar classifi-
cation results often have similar class labels. During the
procedure, training is restarted only after a certain
number of unlabeled samples are annotated. Compared
with the traditional method of retraining once for each
sample, this method can significantly improve the cal-
culation efficiency.

Furthermore, Algorithm 2 can be obtained by applying
the TSVM-(AL+Graph) algorithm to the rating/label pre-
diction, which is shown in Algorithm 2.

5. Experimental Results and Analysis

In this section, firstly, verify the effectiveness of the proposed
method based on the UCI dataset; then, apply the verified
algorithm to personalized recommendation.

5.1. Experimental Datasets

5.1.1. UCI Dataset. +ree datasets (that is, Breast_cancer,
WPBC, and Bupa liver) from the UCI machine learning
dataset are used to test our proposed algorithm. +ese
datasets have been used in many studies, and they are a
binary classification problem. For each dataset, randomly
select a number of the data as labeled samples and put them
into the labeled sample set L; remove the labels of all the
remaining samples and put them into the unlabeled sample
setU. In this way, different sample selection strategies can be
used to label unlabeled samples.

5.1.2. MovieLens Dataset. +e MovieLens 1M dataset was
collected by the University of Minnesota GroupLens re-
search group through MovieLens and contains the anony-
mous ratings of 3900 movies by 6040 users. In order to
facilitate modeling, the movie recommendation problem is
converted into two classification problems, that is, “like” and
“dislike”; the corresponding class labels are +1 and − 1. At the
same time, the rating values of 4 and 5 are labeled as +1, and
the rating values of 1–3 are labeled as − 1. In the experiment,
we select 2000 users’ rating data as the experimental data and
randomly select 200 data as the test samples; the rest of the
data are used as the training set to obtain the classification
model. Meanwhile, 5-fold cross-validation was used, and the
average of the 5 groups’ data was taken as the experimental
result.

5.1.3. Book Dataset. For the personalized book recom-
mendation evaluation, we develop the crawler program and
obtain the needed data of book purchase records from jd.
com, a well-known e-commerce website in China. +e
crawled data include user name, user ID, book name, price,
purchase time, and user reviews. In this experiment, we also
mine review information, selecting and processing real and
valuable review information as users’ purchased features are
added to training samples. Finally, we train the recom-
mendation model over the adjusted training set for
evaluation.

When processing review information, we remove re-
dundant punctuation and pause words and delete those with
less than 2 characters, and we manually annotate 5 correct
and valuable reviews and 5 spam reviews. For a review to be
considered valuable or nonspam, it must meet the following
conditions: the review contains a statement; the review
expresses some opinions about the book or the character-
istics of the book. Six characteristic features and corre-
sponding descriptions of the review information are shown
in Table 1.

5.2. Experimental Results on UCI Datasets

5.2.1. Introduction of Comparison Methods. We compare
the proposed algorithm TSVM-(AL+Graph) against
TSVM-(Random), TSVM, SVM-(AL) [34, 35], and SVM
[36]. TSVM-(AL+Graph) algorithm not only exploits the
manifold structure of the data to improve the performance
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of the classifier but also exploits informative examples for
human annotator. TSVM-(AL) is the TSVM-(AL+Graph)
algorithm without the manifold regularization term. TSVM
algorithm initially trains a classifier on both labeled ex-
amples and unlabeled examples, which exploits the cluster
structure of examples and treats it as prior knowledge about
the learning task. SVM algorithm only uses the labeled
examples and performs well in the case of a sufficient
number of labeled examples, but the performance will be
degraded when the labeled examples are scarce.

5.2.2. Classification Results and Analysis. +is experiment
verifies the effectiveness of the proposed algorithm based on
the UCI dataset and compares and analyzes the algorithm
from different perspectives.

(1). Set the size of the initial labeled sample set L� 30, and
the batch sampling size k� 1. +e main purpose of this
experiment is to comprehensively test the performance of
the proposed algorithm, including active learning sampling
strategy and random sampling strategy and the utilization of
manifold structure before and after the introduction of the

Input:
LDA, UDA/∗ Labeled sample set, unlabeled sample set
k/∗ +e number of samples in each round of interaction required labeled

Output:
f(x)/∗ Classification function

Procedure:
Step 1: set parameters C1 and C2. Select some samples fromUDA, annotate them (both positive and negative samples are more than
1), and add them to LDA. Utilizing all labeled samples to establish an initial classification model with inductive learning.
Step 2: calculate values of the decision function for all unlabeled samples. On the basis of the increasing order of f (xi) values, an
unlabeled sequence SDA is formed.
Step 3: select a sample xi with the minimum objective function value for annotation, that is, fvalue � minxi∈UDA|f(xi)|, and record
the corresponding label: yprevious � yi.
Remove the xi from UDA and SDA. At the same time, add xi to LDA:
UDA⟵UDA − xi􏼈 􏼉, SDA⟵ SDA − xi􏼈 􏼉, LDA⟵ LDA + xi􏼈 􏼉.
Step 4: while i � 1, 2, . . . , k

do
if yprevious � 1, then select the adjacent sample xi+p in the opposite direction of SDA, and label it yprevious � yi+p, where p can be

either a positive or negative value.
if yprevious � − 1, then select the adjacent sample xi+p in the increasing direction of SDA, and label it yprevious � yi+p, where p can be

either a positive or negative value.
Delete the xi+p from UDA and SDA. Simultaneously, add the xi+q to LDA:
UDA⟵UDA − xi+p􏽮 􏽯, SDA⟵ SDA − xi+p􏽮 􏽯, LDA⟵ LDA + xi+p􏽮 􏽯.

Step 5: retrain the TSVM over the L, and return f(x). If there are still unlabeled examples, return to Step 2.

ALGORITHM 1: TSVM based on AL, that is, TSVM-(AL +Graph). +e description of TSVM-(AL +Graph) algorithm.

Input:
User-item rating matrix Recode, item set Item � i1, i2, . . . , iM􏼈 􏼉, user set User � u1, u2, . . . , uN􏼈 􏼉, rating label Label � c1, c2, . . . , cK􏼈 􏼉.
Output:
+e filled user-item rating matrix Recode.
Procedure:
Data preprocessing: extract unrated items from the training sample set, and randomly divide these unlabeled data into P datasets.
For (Each unlabeled dataset in DataUnlabelUser)
Step 1: constructing “user-item” features: for unlabeled dataset dUser

1 and labeled dataset DataA, select m and n attributes from user
attributes and item attributes, respectively, to form TSVM-(AL+Graph) features.
Step 2: constructing “user-item” behavior features: combining user preference vector Perfecetu � c1, c2, . . . , cM􏼈 􏼉 and item attention
Attentioni � c1, c2, . . . , cN􏼈 􏼉 vector to construct “user-item” behavior features.
Step 3: rating/label prediction: the features of the unlabeled dataset dUser

1 and labeled dataset DataA, the “user-item” behavior
characteristics, and the labels are all used as the training set of the TSVM-(AL+Graph) algorithm. +en, the algorithm outputs the
ratings/labels of the unlabeled data.
Step 4: extending the labeled dataset: after obtaining the ratings/labels of the unlabeled data in Step 3, add them to the labeled dataset.

ALGORITHM 2: Rating/label prediction algorithm based on TSVM-(AL +Graph). Rating/label prediction algorithm based on TSVM-
(AL+Graph).
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manifold regular term. +e comparison results are shown in
Figures 1 and 2.

(1) +e method of active learning is better than the
method of nonactive learning, and the classification
accuracy is higher. Traditional SVM has better
performance than other classification models in the
case of small samples, but it cannot make good use of
the information implicit in a large number of unlabeled
samples to improve the performance of the classifier.
Figure 1 also illustrates this aspect. From Figures 1 and
2, it can be found that as the number of labeled samples
increases, the classification performance of TSVM-
(AL+Graph) is gradually improving. When a certain
percentage is reached, the classification performance
exceeds the traditional SVM.+is also shows that active
learning is effective and reasonable in sample selection
strategy, which is of great help to improve the per-
formance of the classifier.

(2) It can be found from Figures 1 and 2 that, compared
with the random sampling strategy, the samples
selected by the active learning strategy are more
likely to be “support vectors” and can ensure that the
selected samples can further improve the perfor-
mance of the classifier. At the same time, random
sampling has a certain degree of randomness, which
cannot guarantee that the larger the number of
samples, the more obvious the improvement of
classifier performance.

(3) After introducing the manifold regularization term,
the proposed method can make better use of the
manifold structure of unlabeled samples. Comparing
different datasets in Figures 1 and 2, it can be found
that, for Brest_cancer dataset, the performance
difference between TSVM-(AL+ graph) and TSVM-
(AL) is slightly smaller. For WPBC dataset, the
performance of TSVM-(AL+ graph) is slightly
higher than that of TSVM-(AL). +erefore, the in-
troduction of manifold regularization term is helpful
to improve the classification performance of TSVM.

Table 1: Extracted 6 features and their sample dictionary terms.

Features Sample dictionary terms Dictionary size

Opinion
phrases

指定用书(textbook), 经典(classic), 高性价比 (cost-effective), 很/特别/非常喜欢(like
very much),精装版(hardcover),内容详实(content full and accurate),最新版(the latest

version), 经典(classical), 学习必备(learning essential), 质量好(good quality), 垃
圾(rubbish), . . .

400

Question
patterns

出版社(where), 怎么样(how about), 作者/译者(who), 出版时间(when), 主要内
容(what), ?, . . .

25

Language 汉语(Chinese), 英语(English), 日语(Japanese), 俄语(Russian), 法语(French), 德
语(German), . . .

10

Category of
book

电子书(e-book), 教材教辅(course books), 综合性图书(comprehensive books), 励
志(inspirational), 人文社科(humanities and social sciences), 生活(life), 经济管
理(economics and management), 医药/卫生(medicine and health), 工业技

术(industrial technology), 少儿(children’s book), . . .

15 basic categories and several
subcategories

Length of
review +e total number of characters in a review, excluding punctuation -

Product rating 五角星(five-pointed star) 5

SVM
TSVM
TSVM – (Random)

TSVM – (AL)
TSVM – (Random + Graph)

TSVM – (AL + Graph)
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Figure 1: +e classification accuracy on Breast_cancer dataset as
the number of labeled training samples increases.
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Figure 2: +e classification accuracy on WPBC dataset as the
number of labeled training samples increases.
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(2).He effect of different class label prediction methods on
classifier performance. +is experiment compares TSVM-
(OAL+Graph) and TSVM-(AL+Graph) and analyzes them
on the Bupa liver dataset and WPBC dataset (set the initial
labeled sample set L� 10), where the TSVM-(OAL+Graph)
method adopts the predicted class label using the current
classifier as the measure of active learning; the TSVM-
(AL+Graph) method adopts the class label of previously
labeled adjacent sample, which makes full use of cluster
assumption among the data.

From the experimental results in Figures 3 and 4, it can
be found that the predictive class labels of adjacent samples
labeled previously have more advantages than those pre-
dicted by the current classifier in general.

For Bupa liver andWPBC datasets, there is no significant
difference in classification performance between the two
algorithms, which may be related to the distribution char-
acteristics of the datasets. For Bupa liver dataset, when the
proportion of labeled samples is 10%, and when the pro-
portion of labeled samples in the WPBC dataset is 20%, the
classification performance of TSVM-(OAL+Graph) ex-
ceeds TSVM-(AL+Graph). However, with the increase of
labeled sample proportion, the classification performance of
TSVM-(AL+Graph) is gradually improved and exceeds
TSVM-(OAL+Graph).

5.3. Personalized Recommendation Experiment Results and
Analysis. In this section, we implement two personalized
recommendations based on real datasets. +e first one is a
personalized movie recommendation based on MovieLens
dataset. In this experiment, the demographic information, user
behavior (rating about themovie), and the content of themovie
are processed to form a “user-movie” association matrix, and
then the model is trained. +e result of movies classification is
output as the recommendation. According to the classification
results, a recommendation list is provided for users instead of
the similarity calculation in the traditional collaborative fil-
tering recommendation method. +e second evaluation is a
personalized book recommendation.+is experiment ismainly
to analyze the book purchase records, extract the corre-
sponding features, and obtain the personalized recommen-
dation model. In this evaluation, to improve the quality of the
book recommendation, the review information that is valuable
for improving the performance of the recommendation model
is mined and processed to form the users’ purchasing char-
acteristics, and it is then added to the training sample set to
train the personalized book recommendation model.

5.3.1. Results and Analysis of Personalized Movie
Recommendation. Figure 5 shows the offline experimental
results of the recommendation method based on TSVM-
(AL+Graph) and the methods in [37], including CF-IWA
PSO-SVM, ItemCF, UserCF, PSO-SVM, GA-SVM, GS-
SVM, TSVM, and BP neural network on the MovieLens
dataset.

From Figure 5, it can be seen that the classification
accuracy of various methods grows with the number of
training samples increasing, because with the number of

labeled samples increasing more information can be used for
movie recommendation, which provides rich and reliable
information for establishing recommendation model. When
the labeled training samples account for 20% of the entire
training sample set, the performance of the recommendation
model based on TSVM-(AL), TSVM-(AL+Graph), and
TSVM is not as good as the recommendation model based
on traditional SVM, which may be related to the quality and
quantity of labeled samples. However, with the number of
labeled samples increasing, the advantages of these three
methods becomemore obvious, and the proposedmethod in
this paper is proved to be better than the other six methods.
Meanwhile, it can also be found that the model-based
method is better than the ItemCF and UserCF methods,
which may be caused by the “data sparsity” and “cold start”
problems; and the model-based method can make good use
of the users’ demographic information, behavior informa-
tion, and label information, etc., which is useful to alleviate
the “data sparsity” and “cold start” problems.

A good recommendation model not only has high ac-
curacy but also has the ability to identify as many items as
possible that are interesting to the users (“recall”). An
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Figure 3: +e classification accuracy on Bupa liver dataset.
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Figure 4: +e classification accuracy on WPBC dataset.
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important measure of this ability is the F-Score. As shown in
Figure 6, the TSVM-(AL+Graph) method has a better F-
Score than the other six methods. In particular, when the
proportion of training samples accounts for 90% of the
entire training set, the F-Score value reaches the highest.

5.3.2. Results and Analysis of Personalized Book
Recommendation

(1) Personalized Recommendation Model Based on TSVM-
(AL+Graph) algorithm. +e procedure of the personalized
recommendation based on TSVM-(AL+Graph) algorithm
is shown in Figure 7.

(2) User Review Information Preprocessing. In order to fully
explore the advantages of the proposed method, a series of
preprocessing of the dataset is conducted. At first, “lexical
perspective” preprocessing is conducted. +e Chinese word
segmentation tool named ICTCLAS is used to segment and
annotate the reviews, and then, each review is transformed into
a term frequency inverse document frequency (TF-IDF). After
that, the “statistical perspective” analysis such as calculating the
proportion of keywords and key patterns contained in each
review is conducted to form a quantitative matrix.

During the processing, there are six features that can be
quantified as follows:

(1) +e proportion of opinion phrases in a review
sentence.

(2) +e proportion of question patterns in a review
sentence.

(3) +e proportion of language in a review sentence.
(4) +e proportion of book categories mentioned in a

review sentence.
(5) +e length of a review sentence.
(6) +e number of “five-pointed stars” given by the user

for the overall review of the book (at most 5).

(3) Personalized Book Recommendation Results andAnalysis

(1) Mining of book evaluation information.
In order to evaluate the impact of unlabeled samples
in different algorithms, the classification perfor-
mances of TSVM-(AL+Graph), SVM, TSVM, and
TSVM-(AL) were compared and analyzed by
changing the proportion of labeled samples in the
experiment. In this experiment, the range of the
proportion of labeled samples is within [2%, 20%],
and the total number of unlabeled samples is 1000.
Figures 8 and 9 show the classification accuracy
caused by the range of the proportion of labeled
samples.

As can be seen from Figures 8 and 9, the classification
accuracy of TSVM-(AL) and TSVM-(AL +Graph)
grows with the proportion of labeled samples in-
creasing. More detailed observation shows that when
the number of labeled samples is very few, the
classification performance of TSVM-(AL +Graph) is
significantly better than SVM and TSVM. For ex-
ample, in Figure 8, when the proportion of labeled
samples is 8.0%, the classification accuracy of TSVM-
(AL +Graph) is improved, about 10% better than
SVM and 5.0% higher than TSVM. In Figure 9, the
classification accuracy of TSVM-(AL +Graph) is
about 9.0% higher than SVM and 3.0% higher than
TSVM.

Figures 8 and 9 mine the book review information
from different perspectives, and the classification
accuracy of the “lexical perspective” is slightly higher
than “statistical perspective,” whichmay be related to
the inherent statistical characteristics of the model. It
is obvious that the classification performance of the
method proposed in this paper is better than both
SVM and TSVM in these two different perspectives,
and the superiority of the proposed method has been
sufficiently verified.

(2) Personalized book recommendation method based
on user review mining.
In this evaluation, the mined users’ valuable review
information is added to the original dataset as the
users’ interest feature to form a new dataset, and 70%
of data is used for training while the other 30% of
data is used for testing; the newly formed “user-
book” association data is randomly divided into two
parts.

+is experiment mainly includes two evaluations.
+e first one is to compare and analyze the impact of
the review information for book recommendation.
+e other one is to compare the proposed method
with other representative methods.

① +e effect of the review information.
In order to evaluate the effect of review infor-
mation during book recommendation, there are
four algorithms used for estimation; they are
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Figure 5: Classification accuracy of the seven methods.
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TSVM-(AL+Graph), TSVM-(AL), BTSVM-
(AL+Graph), and SVM-(AL). +e last two al-
gorithms represent the recommendation
methods without utilizing the review informa-
tion, while TSVM-(AL+Graph) and TSVM-(AL)
represent the recommendation methods
employing the review information. Figure 10
presents the effectiveness of the four algorithms.

From Figure 10, it can be found that the reviews have
a positive impact to improve the recommendation
accuracy. It shows that the method of mining the
book review proposed in this paper is helpful to
improve the recommendation accuracy and is useful
to discover users’ interests and preferences. +ere-
fore, it is reasonable to integrate users’ valuable re-
view information into the training model.

② Performance analysis of different book recommen-
dation methods.

Figure 11 shows the recommendation accuracy of six
methods under different labeled sample proportion. +e
results show that TSVM-(AL+Graph) and TSVM-(AL)
methods have relatively high accuracy. +is superiority
mainly benefits from the following: firstly, the method based
on active learning can effectively utilize the small number of
labeled samples to explore the unlabeled data. Since the
active learning approach will iteratively label those samples
that have significant impact on the improvement of the
classifier in each iteration and extend them into the training
set, the data sparsity and cold start problem will be heavily
reduced. Secondly, the manifold regularization term is also
employed to discover and utilize the hidden geometric in-
formation of the data, which is helpful to reduce the solution
space of the nonconvex hat shape; thus, the performance of
the classifier is further improved.

+e above experimental results show that the proposed
method is superior to other approaches in mining users’
interests and preferences. +e effectiveness of the proposed
method in personalized book recommendation scenarios is
verified. +e experimental data proved that the proposed
method can supplement those aspects of interest with sparse

data, helping the interest model to be comprehensive, and
achieve a better performance of the recommendation
system.

6. Conclusion

+is paper explores the “data sparsity” (data with labels
scarcity), “cold start,” and neglecting demographic charac-
teristics of the traditional collaborative filtering recom-
mendation algorithm in real applications and proposes a
new recommendation method based on TSVM and active
learning. Firstly, to solve the challenge of using unlabeled
data, an active learning strategy is proposed to query and
label unlabeled samples. Meanwhile, the manifold regula-
rization term is integrated into the objective function to
utilize the distribution characteristics of samples. Secondly,
during the construction of the recommendation model, user
behavior characteristics, item information, and demo-
graphic information are employed to help label and fill the
samples to solve the data sparsity and cold start problem.
Finally, the proposed algorithm is applied to UCI dataset,
personalized movie recommendation, and book recom-
mendation to verify its effectiveness. +e experimental re-
sults show that the proposed method can effectively mine
users’ potential preferences, significantly reduce the heavy
cost of sample labeling, and lead to a performance im-
provement of the recommendation system.
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-e dissemination of countermeasures is diffusely recognized as one of the most valid strategies of containing computer virus
diffusion. In order to better understand the impacts of countermeasure and removable storage media on viral spread, this paper
addresses a dynamical model, which incorporates nonlinear countermeasure probability and infected removable storage media.
-eoretical analysis reveals that the unique (viral) equilibrium of the model is globally asymptotically stable. -is main result is
also illustrated by some numerical experiments. Additionally, the numerical experiments of different countermeasure proba-
bilities are conducted.

1. Introduction

-e continual emergence of computer viruses, especially
with the growing popularity of the Internet, has brought
great troubles and threats to our daily work and life (e.g.,
[1]). Besides, removable storage media, such as compact
disk, removable hard disk, USB flash disk, flash memory
card, and so on, which are often used in our daily work
provide another spreading route for computer viruses except
the Internet. Antivirus software, patches, and firewall are the
main technical means of defending against computer vi-
ruses, which can weed out all viruses they can recognize that
stay in individual electronic devices such as personal
computer (PC) and removable storage media. Unfortu-
nately, these techniques seem powerless to the outbreak of a
new virus. In order to effectively contain virus spread, one
needs to understand the propagation laws of computer vi-
ruses, which may provide a theoretical basis for decision
making, as well as to use technical measures.

A multitude of propagation models of computer viruses
have been presented since 1991, specifically, SIS (susceptible-
infected-susceptible) models (e.g., [2, 3]), SIRS (susceptible-

infected-recovered-susceptible) models (e.g., [4, 5]), SLBS
(susceptible-latent-breaking-susceptible) model (e.g., [6]),
SICS (susceptible-infected-countermeasured-susceptible)
models (e.g., [7–9]), and SDIRS (susceptible-delitescent-
infected-recovered- susceptible) model (e.g., [10]).

In the field of computer viruses, countermeasures such
as warnings, firewall, and software patches can provide a
practical approach to avoid virus infection problems. In
2004, Chen and Carley [11] addressed the countermeasure
competing (CMC) strategy, which shows that the CMC
strategy is more available compared to previous strategies.

Inspired by this work and in order to macroscopically
describe the mixed transmission of computer viruses and
countermeasures, Zhu et al. [7] presented the first com-
partment model in this aspect, named as the SICS model,
and its global dynamics was fully examined. Afterwards,
Yang and Yang [8] extended this model by incorporating the
effect of infected external computers (i.e., computers outside
the Internet) and removable storage media. However, these
two models ignore two important facts. On the one hand,
they overlook the fact that the linear infection probability is
fit well for the real-world situations only when the
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countermeasured (or immune) nodes are few. On the other
hand, they neglect the fact that countermeasures may be
disseminated through networks at different rates, which has
been mentioned in Reference [11]. -us, the assumption of
linear countermeasure probability is unreasonable.

To remedy these defects and considering the influences
of general countermeasure and infected removable storage
media on viral diffusion, this paper studies a new propa-
gation model incorporating generic countermeasure prob-
ability and infected removable storage media. -e main
result, the global stability of the unique (viral) equilibrium, is
proved, which is also examined by some numerical exper-
iments. Furthermore, the numerical experiments of different
countermeasure probabilities are conducted.

-e paper is organized as follows. -e model formula-
tion is made in Section 2. Section 3 determines the (viral)
equilibrium and investigates its global stability. Numerical
experiments are presented in Section 4. -is work is sum-
marized in Section 5.

2. Model Description

In this paper, a computer is called external or internal com-
puter determined by whether it is disconnected from or
connected to the Internet. All internal computers may have
three states: susceptible, infected, and immune (with coun-
termeasures). For brevity, let S(t), I(t), and C(t) (S, I, and C,
for short) denote the average numbers of susceptible, infected,
and countermeasured computers at time t, respectively. -eir
entering rates are μ1 > 0, μ2 > 0, and μ3 > 0, respectively. Be-
sides, the following basic assumptions of the model are made.

(1) Each internal computer leaves the Internet with
probability δ > 0.

(2) Each susceptible internal computer becomes infected
by connecting with infected internal computer (or
infected removable storage media) with probability
β1 > 0 (or β2 > 0).

(3) Each infected or susceptible internal computer gains
the latest countermeasure with probability c1(C(t))

at time t, where c1 is twice continuously differen-
tiable, c1′ > 0, c1″ < 0, and c1(0) � 0. -e concavity
assumption seizes well the saturability of the
countermeasure probability.

(4) By reinstalling the operating system, each counter-
measured (or infected) internal computer becomes
susceptible with probability α> 0 (or c2 > 0).

Now, one can derive the mathematical representation of
the model as follows (also see Figure 1):

dS

dt
� μ1 − β1SI − β2S − c1(C)S + c2I + αC − δS,

dI

dt
� μ2 + β1SI + β2S − c1(C)I − c2I − δI,

dC

dt
� μ3 + c1(C)S + c1(C)I − αC − δC,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

with initial condition (S(0), I(0), C(0)) ∈ R3
+.

3. Theoretical Analysis

Let N � S + I + C, and μ � μ1 + μ2 + μ3. Adding up the three
equations of system (1), it is easy to get that
limt⟶∞N � (μ/δ). It follows by the asymptotically au-
tonomous system theory [12] that system (1) is equivalent to
the following reduced limiting system:

dI

dt
� μ2 +

β2μ
δ

+
β1μ
δ

− β2 − c2 − δ􏼠 􏼡I − β2C − β1I
2

− β1IC − c1(C)I,

dC

dt
� μ3 + c1(C)

μ
δ

− C􏼒 􏼓 − (α + δ)C,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(2)

with initial condition (I(0), C(0)) ∈ Ω, where

Ω � (I, C) ∈ R2
+: I + C≤

μ
δ

􏼚 􏼛, (3)

and Ω is positively invariant for system (2).
In the following sections, we just need to investigate the

dynamical behavior of system (2).

3.1. Equilibrium

Theorem 1. ,ere exists a unique (viral) equilibrium E∗ �

(I∗, C∗) for system (2), where E∗ is the single positive solution
to the following system:

μ2 +
β2μ
δ

+
β1μ
δ

− β2 − c2 − δ􏼠 􏼡x − β2y − β1x
2

− β1xy − c1(y)x � 0,

μ3 + c1(y)
μ
δ

− y􏼒 􏼓 − (α + δ)y � 0,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(4)
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with the initial condition (x(0), y(0)) ∈ Ω.

Proof. Let us suppose that E∗ � (I∗, C∗) is an equilibrium of
system (2). Clearly, E∗ satisfies system (4). -us, it suffices to
prove that system (4) has a unique positive solution.

Firstly, let us prove that the second equation of system
(4) has a unique positive root. Let

f(y) � μ3 + c1(y)
μ
δ

− y􏼒 􏼓 − (α + δ)y. (5)

As f(0) � μ3 > 0 and f(μ/δ) � − (αμ/δ) − (μ1 + μ2)< 0,
so f does have a zero located in (0, (μ/δ)). Besides, notice
that

f′
μ
δ

􏼒 􏼓 � − c1
μ
δ

􏼒 􏼓 − (α + δ)< 0,

f″(y) � c1″(y)
μ
δ

− y􏼒 􏼓 − 2c1′(y)< 0.

(6)

We shall consider two possibilities depending upon
whether f′(0) is positive or negative.

Case 1: f′(0)> 0. Let

y � max y ∈ 0,
μ
δ

􏼔 􏼕: f′(y)> 0􏼚 􏼛. (7)

-us, f is strictly increasing in [0, y] and strictly de-
creasing in [y, (μ/δ)], which implies that f has a
unique zero in [y, (μ/δ)].
Case 2: f′(0)≤ 0. So, f is decreasing and has a unique
zero.

It is easily obtained from the above discussions that f

does has a single zero. -en, y � C∗. Besides, f′(C∗)< 0.
Next, let us prove that the first equation of system (4) has

a single positive root. Let

g(x) � μ2 + β2
μ
δ

− C
∗

􏼒 􏼓 +
β1μ
δ

− β2 − c2 − δ − β1C
∗

􏼠

− c1 C
∗

( 􏼁􏼡x − β1x
2
.

(8)

As g(0) � μ2 + β2((μ/δ) − C∗)> 0 and g((μ/δ) − C∗) �

− μ1 − αC∗ − c2((μ/δ) − C∗)< 0, g does have a (positive) zero
located in (0, (μ/δ) − C∗). Besides, note that

g′
μ
δ

− C
∗

􏼒 􏼓 � − β1
μ
δ

− C
∗

􏼒 􏼓 − β2 + c2 + δ + c1 C
∗

( 􏼁( 􏼁< 0,

g″(x) � − 2β1 < 0.

(9)

We shall also proceed by distinguishing two possibilities
depending upon whether g′(0) is positive or negative.

Case 1: g′(0)> 0. Let

x � max x ∈ 0,
μ
δ

− C
∗

􏼔 􏼕: g′(x)> 0􏼚 􏼛. (10)

-en, g is strictly increasing in [0, x] and decreasing in
[x, (μ/δ) − C∗], meaning that g has a single zero in
[x, (μ/δ) − C∗].
Case 2: g′(0)≤ 0. Hence, g is decreasing and has a
unique zero. -en, g always has a single zero x � I∗.
Besides, g′(I∗)< 0.

-us, the claimed result follows. □

3.2. Local Stability

Theorem 2. E∗ is locally asymptotically stable.

γ1 (C)S

γ1 (C)Iγ2I

β1SI

β2S

μ2

μ3μ1

δI

αC

δS δC

S I C

Figure 1: Transfer diagram of the new proposed model.
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Proof. -e corresponding Jacobian matrix of system (2) at
E∗ is as follows:

β1μ
δ

− β2 − c2 − δ − β1C
∗

− 2β1I
∗

− c1 C
∗

( 􏼁 − β2 − β1I
∗

− c1′ C
∗

( 􏼁I
∗

0 c1′ C
∗

( 􏼁
μ
δ

− C
∗

􏼒 􏼓 − c1 C
∗

( 􏼁 − (α + δ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (11)

and its two eigenvalues are

λ1 �
β1μ
δ

− β2 − c2 − δ − β1C
∗

− 2β1I
∗

− c1 C
∗

( 􏼁 � g′ I
∗

( 􏼁< 0,

λ2 � c1′ C
∗

( 􏼁
μ
δ

− C
∗

􏼒 􏼓 − c1 C
∗

( 􏼁 − (α + δ) � f′ C
∗

( 􏼁< 0.

(12)

-us, the claimed result follows from the Lyapunov
stability theorem [13]. □

3.3. Global Stability

Lemma 1. System (2) has no periodic orbit.

Proof. Let

h1(I, C) � μ2 +
β2μ
δ

+
β1μ
δ

− β2 − c2 − δ􏼠 􏼡I − β2C

− β1I
2

− β1IC − c1(C)I,

h2(I, C) � μ3 + c1(C)
μ
δ

− C􏼒 􏼓 − (α + δ)C,

D(I, C) �
1

IC
.

(13)

It can be obtained in the interior of Ω that

z Dh1( 􏼁

zI
+

z Dh2( 􏼁

zC
� −

β1
C

−
c1′(C)

I
−

μ2
I
2
C

−
μ3

IC
2 −

β2
I
2
C

μ
δ

− C􏼒 􏼓

+
μ

δIC
2 c1′(C)C − c1(C)( 􏼁.

(14)

Let

k(x) � c1′(x)x − c1(x). (15)

As k(0) � 0 and k′(x) � c1″(x)x< 0 for all x> 0,
k(C)< 0. -us, we have (z(Dh1)/zI) + (z(Dh2)/zC)< 0.

Hence, in the interior of Ω, system (2) has no periodic
orbit according to the Bendixson–Dulac criterion [13].

On the boundary of Ω, let (􏽥I, 􏽥C) denote an arbitrary
point. -us, three possibilities may occur.

Case 1: 0< 􏽥C< (μ/δ), 􏽥I � 0. -en, (dI/dt)|
(􏽥I,􏽥C)

� μ2+
β2((μ/δ) − 􏽥C)> 0.

Case 2: 0< 􏽥I< (μ/δ), 􏽥C � 0. -en, (dC/dt)|
(􏽥I,􏽥C)

�

μ3 > 0.
Case 3: 􏽥I + 􏽥C � (μ/δ), 􏽥C≠ 0, 􏽥I≠ 0. Hence,

d(I + C)

dt
|
(􏽥I,􏽥C)

� − μ1 − c2
􏽥I − α􏽥C< 0. (16)

-us, system (2) has no periodic orbit across the arbi-
trary point (􏽥I, 􏽥C). -e proof is completed.

In what follows, the main result of this paper will be
given as follows. □

Theorem 3. E∗ is globally asymptotically stable.

Proof. Based on -eorem 1, Lemma 1, and -eorem 2, the
claimed result follows from the generalized Poincar-
e–Bendixson theorem [13]. □

4. Numerical Experiments

To illustrate the main result of this paper and the impacts of
different countermeasure probabilities on viral spread, some
numerical experiments are presented in this section.

Example 1. Consider system (1) with μ1 � 0.55, μ2 � 0.25,
μ3 � 0.2, α � 0.02, β1 � 0.05, β2 � 0.03, c2 � 0.02, δ � 0.1,
and c1(C) � 0.05C/(1 + C). -e initial condition is
(S(0), I(0), C(0)) � (3, 1, 5). In Figure 2, a comparison
between the new proposed SICSmodel and the original SICS
model is shown, from which it can be seen that the new
proposed model is more reasonable in predicting virus
prevalence because computer viruses would not go extinct
(i.e., I≥ 1), which demonstrates that the linear counter-
measure probability overestimates the suppression of
countermeasures on virus diffusion when compared to the
nonlinear one.

Example 2. Consider system (1) with μ1 � 55, μ2 � 38,
μ3 � 7, α � 0.01, β1 � 0.52, β2 � 0.015, c2 � 0.01, δ � 0.02,
and c1(C) � 0.006C0.15. Six different initial conditions are
listed below.

(1) (S(0), I(0), C(0)) � (325, 25, 10).
(2) (S(0), I(0), C(0)) � (925, 125, 90).
(3) (S(0), I(0), C(0)) � (1525, 225, 170).
(4) (S(0), I(0), C(0)) � (2125, 325, 250).
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(5) (S(0), I(0), C(0)) � (2725, 425, 330).
(6) (S(0), I(0), C(0)) � (3325, 525, 410).

Figure 3 shows six orbits of system (1) with different
initial conditions for a common system. It can be seen from
this figure that no matter where the initial state starts,
computer viruses would always exist and tend to a steady
state, which coincides with the main result. -is also reveals
that the global stability is independent of the initial state.

Example 3. Consider system (1) with the common initial
condition (S(0), I(0), C(0)) � (1050, 450, 105), and six sets of
parameters are given in Table 1. Six orbits of system (1) with
different system parameters for a common initial condition are
shown in Figure 4, from which it can be seen that computer
viruses would remain present and tend to a steady state, which
accords with the main result. Additionally, this figure reveals
that even starting from the same initial state the system would
approach to different states for different parameters, which is
distinct from the phenomenon in Example 2.

Example 4. Consider system (1) with μ1 � 5.5, μ2 � 3.8,
μ3 � 0.7, α � 0.01, β1 � 0.52, β2 � 0.015, c2 � 0.01, and
δ � 0.02. -e initial condition is (S(0), I(0), C(0)) �

(325, 25, 10). Figure 5 shows the influences of the varied
countermeasure probabilities on the number of infected
computers, where c1(C) � 0.08C0.2, c2(C) � (0.08C/(1+

0.416C)), and c3(C) � (0.08C/(1 + C)). -is figure also
demonstrates that the nonlinear countermeasure probabil-
ities which are continuously differentiable up to the second
order may have many forms and pose different impacts on
viral spread.

5. Summary and Outlook

A new SICS model has been proposed and analyzed in this
paper. -e global stability of the unique (viral) equilibrium

has been proved and illustrated completely. Besides, a
comparison between the new proposed model and the
original SICS model has been shown, and the effects of
varied countermeasure probabilities have also been revealed.
-e numerical experiments demonstrate that the nonlinear
countermeasure probability is more reasonable than the
linear one.

Additionally, the follow-up work arrangement is as
follows. Firstly, time delays (e.g., [14, 15]), pulses (e.g., [16]),
random fluctuations (e.g., [17, 18]), and optimal control
strategies (e.g., [19]) can be considered in the new model.
Secondly, the newmodel may be extended on wireless sensor
networks (e.g., [20–22]). With the popularity of social
networks, individuals’ participation has a particularly im-
portant effect on information diffusion including propa-
gation of computer viruses. For example, Alduaiji et al. [23]
developed an influence propagation model for clique-based
community detection in social networks. Li et al. [24]
proposed a metric to measure the community-diversified
influence in social networks. -erefore, the new model may
also be extended in social networks. Finally, the new
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proposed model can be formulated for cloud computing
security (e.g., [25]).
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Rumors have been widely spread in online social networks and they become a major concern in modern society. .is paper is
devoted to the design of a cost-effective rumor-containing scheme in online social networks through an optimal control approach.
First, a new individual-based rumor spreading model is proposed, and the model considers the influence of the external en-
vironment on rumor spreading for the first time. Second, the cost-effectiveness is recommended to balance the loss caused by
rumors against the cost of a rumor-containing scheme. On this basis, we reduce the original problem to an optimal control model.
Next, we prove that this model is solvable, and we present the optimality system for the model. Finally, we show that the resulting
rumor-containing scheme is cost-effective through extensive computer experiments.

1. Introduction

Nowadays, with the rapid development of Internet tech-
nology, online social network (OSN), ranging from Face-
book and Twitter to YouTube and LinkedIn, has become a
popular platform for people to communicate [1, 2]. On the
negative side, harmful rumors can spread rapidly over OSNs,
leading to huge losses [3, 4]. In 2013, a false tweet claimed
that Barack Obama was injured in an explosion which
resulted in a loss of 130 billion US dollars in stock value [5].
In 2015, the rumor of shootouts and kidnappings by drug
gangs happening near schools in Veracruz caused severe
chaos in the city [6]. .e outbreak of rumors has brought
many problems, some of which pose threats to our society.
.erefore, how to effectively restrain the propagation of
rumors over OSNs has been a research hotspot in the field of
cybersecurity.

In order to protect the security of cyberspace, it is urgent
to propose some effective measures to control the spread of

rumors. In recent years, researchers have suggested many
measures to mitigate the impact of rumors, such as blocking
or isolating some OSN users to prevent them from further
spreading rumors to OSN and releasing convincing rumor-
containing messages to OSN users. .ese measures have
been proven to be effective in controlling the spread of
rumors [3, 7]. In practice, almost all rumor-containing
measures will consume resources (such as money and
manpower) during the implementation process, resulting in
a certain cost. .e cost is generally borne by the OSN
platform and government. Since the budget of the OSN
platform and government for controlling rumor is limited, it
is necessary to study the rumor-containing problem from an
economic perspective. However, most of the related research
works only discussed the effectiveness (or performance) of
rumor-containing measures, and they all ignored the cost of
implementing the measures. Different from previous re-
search perspectives, this paper studies rumor-containing
problem from an economic perspective. .is work not only
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considers the losses caused by the spread of rumors but also
considers the cost of implementing rumor-contain mea-
sures. In this study, we use the total loss caused by rumor to
characterize cost-effectiveness. If the total loss is smaller, the
cost-effectiveness is better; otherwise, the cost-effectiveness
is worse. Based on the definition of cost-effectiveness, cost-
effectiveness can be maximized only when the total cost is
minimized. .is paper will try to find such a rumor-con-
taining scheme that maximizes cost-effectiveness.

From the above discussion, it is noticeable that the
rumor-containing agency faces the following challenging
problem:

Rumor-containing problem: supposing that a rumor is
spreading over an OSN, design a cost-effective rumor-
containing scheme.

Designing a cost-effective rumor-containing scheme is a
valuable research problem..ere are new rumors appearing in
OSNs all the time. However, due to the fact that there is no one
approach that can completely control the spread of rumors, the
rumor-containing problem is essentially a management
problem that requires continuous investment of resources. In
practice, the budget of the rumor-containing agency is limited.
If the economic costs incurred in the process of controlling
rumors cannot be managed well, it will be difficult to con-
tinuously implementmeasures to control the spread of rumors.

In this paper, we propose a novel individual-based rumor
spreadingmodel, where the effect of the external environment
on the spread of the rumor is accounted for. .ereby, we
estimate the cost-effectiveness of a rumor-containing scheme.
On this basis, we reduce the rumor-containing problem to an
optimal control model, where each control stands for a ru-
mor-containing scheme, and the objective functional stands
for the cost-effectiveness of a rumor-containing scheme. We
prove that this model admits an optimal control, guaranteeing
the solvability of the model. We derive the optimality system
for the model, which can be used to solve the model. .rough
extensive comparative experiments, we show that the rumor-
containing scheme so obtained is cost-effective.

.is papermakes a theoretical study on rumor-containing
problem, and the research results can provide some theo-
retical guidance for taking measures to suppress the spread of
rumors. In addition, the research method proposed in this
paper can be applied to analyze the cost management of the
rumor containment process, and the new model proposed in
this paper can be used to study the influence of some pa-
rameters on the spread of rumors. Finally, new research ideas
can also be extended to other cyberspace security problems,
such as malware propagation [8].

.e subsequent materials are organized in this fashion:
Section 2 reviews the related work. Section 3 establishes an
optimal control model of the rumor-containing problem.
Sections 4 and 5 solve themodel..is work is summarized in
Section 6.

2. Related Work

.is section is devoted to reviewing the previous work that is
related to the present paper. First, rumor-containing
problem is introduced. Second, some rumor spreading

models are discussed. .ird, the optimal control approach
used to deal with rumor-containing problem is introduced.

Rumor-containing problem is devoted to finding ef-
fective strategies to control or limit the propagation of rumor
in a network, so that the losses caused by rumor can be
reduced. In recent years, rumor-containing problem has
received significant attention of researchers. Toward this
direction, there exist two main types of rumor-containing
strategies [3, 9], that is, (a) preventing most influential users
or community bridges from being affected by the rumor and
(b) spreading convincing messages to clarify the rumor. In
the past few years, there has been quite a lot of research on
the first type of strategies (also called rumor blocking
strategies) [10–15]. .e idea of this type of strategies is to
find a small set of users or community bridges in the OSN,
such that isolating or protecting them will minimize the
impact of rumor propagation. However, the rumor-con-
taining strategy ultimately boils down to solving a NP-hard
problem and therefore an exact solution is infeasible for
large-scale OSNs. Although many heuristic algorithms have
been proposed to deal with the problem, they are still too
costly for large-scale OSNs. In addition, some isolating or
protecting measures may violate human rights. Recently, the
second type of rumor-containing strategy has attracted a lot
of attention [3, 9]. .e essence of the strategy is to model
rumor-containing problem as a competitive propagation
problem between anti-rumor information and rumor, and
this type of strategies has been shown to be effective means of
restraining rumor in OSNs [3, 9, 16, 17]. In practice, the
above two types of rumor-containing strategies are both
effective. However, researchers only studied their effec-
tiveness in controlling rumors but did not consider the cost
issues involved in the implementation.

Modeling the spreading process of rumor lays a theo-
retical basis for studying rumor-containing problem.
Existing rumor spreading models can be classified into three
categories: compartmental models, network-degree models,
and individual-based models. Compartmental rumor
spreading models are only suited to homogeneous rumor
spreading networks [18–22], and network-degree rumor
spreading models only apply to some special types of net-
works such as scale-free networks [16, 23–26]. In contrast,
individual-based rumor spreading models are applicable to
all rumor spreading networks [17, 27–30]. .e rumor
spreading models proposed in [16–22] are all based on the
assumption that a rumor can only be received through
OSNs. However, in practice, OSN users can also receive
rumors from the external environment such as TV programs
or tabloid reports [31]. .erefore, previous work may un-
derestimate the propagation ability of rumors. Hence, it is
necessary to introduce a rumor spreading model in which
the effect of the external environment is accounted for. For
our purpose, in the present paper, we aim to establish such
an individual-based rumor spreading model.

In recent years, optimal control theory has been applied
to deal with rumor-containing problem. Optimal control
theory is devoted to finding a control scheme for a dy-
namical system so that a certain optimality criterion is met
[32]. Optimal control has been applied to a variety of areas
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such as malware containment [33, 34] and cybersecurity
[35]. Based on network-degree rumor spreading models, the
rumor-containing problem has been dealt with through
optimal control approach [36–39]. Recently, this method-
ology has been extended to individual-based rumor
spreading models. .e authors of [30] suggested an isola-
tion-conversionmechanism of restraining rumors. Owing to
violation of human rights, the mechanism in [30] may be
impracticable. .e authors of [17] introduced a rumor-
containing message-pushing mechanism, which has two
defects: (1) the effect of the external environment on the
spread of the rumor was neglected at all and (2) the message-
pushing rate function was regarded as a rumor-containing
scheme. In practice, this function may not be under direct
control of the rumor-containing agency.

In the present paper, we deal with the rumor-con-
taining problem through optimal control approach but
from a more practical perspective. First, we consider the
influence of external environment on rumor spreading and
propose a new rumor spreading model. Second, we regard
the growth rate function of the rumor-containing cost as a
rumor-containing scheme, and we define the cost-effec-
tiveness of a rumor-containing scheme. Finally, we mod-
eled the rumor-containing problem as the problem of
finding the most cost-effective rumor-containing scheme,
and we solve the problem by applying the optimal control
theory.

3. The Modeling of the Rumor-
Containing Problem

.is section is devoted to the modeling of the rumor-
containing problem. Based on a novel individual-based
rumor spreading model, we measure the cost-effectiveness
of a rumor-containing scheme. On this basis, we reduce the
rumor-containing problem to an optimal control model.

3.1. ARumor SpreadingModel. Consider an OSN of N users
denoted u1 through uN. Let Gnet � (U, E) denote the to-
pological structure of the OSN, i.e., the node set
U � u1, . . . , uN􏼈 􏼉, and each edge (ui, uj) ∈ E stands for the
fact that the users ui and uj are mutual OSN friends. Let
A � (aij)N×N denote the adjacency matrix of Gnet; that is,
aij � 1 if (ui, uj) ∈ E, and aij � 0 otherwise.

Suppose a rumor is spreading over the network Gnet. In
order to mitigate the impact of the rumor, a rumor-containing
agency must collect rumor-containing evidence through con-
tinuous investment in a prescribed time horizon [0, T]. For
0≤ t≤T, letC(t) denote the cumulative rumor-containing cost
in the time horizon [0, t]. .en (dC(t)/dt) stands for the
growth rate of the rumor-containing cost at time t. We refer to
the function G defined by G(t) � (dC(t)/dt), t ∈ [0, T], as a
rumor-containing scheme. Obviously, this scheme is under
control of the rumor-containing agency.

For ease in realization, we assume that all feasible rumor-
containing schemes are Lebesgue integrable [40]. Addi-
tionally, based on sociological evidence, it can be concluded
that G(t) is bounded. Let G be the supremum of G(t),

0≤ t≤T. By combining the above discussions, we get that
the set of all feasible rumor-containing schemes is

G � G(t) ∈ L[0, T]: G(t)≤G, 0≤ t≤T􏼈 􏼉, (1)

where L[0, T] denotes the set of all Lebesgue integrable
functions defined on the interval [0, T].

Combined with sociological evidence and rational anal-
ysis, we can know that at any time t ∈ [0, T] each network
user is either rumor-uncertain, rumor-believing, or rumor-
refusing. Rumor-uncertain means that a user’s attitude to-
ward rumor is uncertain. Rumor-believing means that a user
believes in a rumor. Rumor-refusing means that a user does
not believe in a rumor. Let Oi(t) � 0, 1, and 2 stand for the
fact that the user ui is rumor-uncertain, rumor-believing, and
rumor-refusing at time t, respectively.We refer toOi(t) as the
state of the user ui at time t, and the vector

O(t) � O1(t), . . . , ON(t)( 􏼁, (2)

as the state of the network at time t. .e network state
evolves over time. In order to describe the evolutionary
process of the network state, let us introduce the following
notations:

(i) β1 (resp., β2): the probability with which, owing to
the influence of a rumor-believing OSN friend, a
rumor-uncertain (resp., rumor-refusing) user be-
comes rumor-believing at any time, and β1, β2 > 0.

(ii) α1 (resp., α2): the probability with which, owing to
the influence of the external environment, a rumor-
uncertain (resp., rumor-refusing) user becomes
rumor-believing at any time, and α1, α2 ≥ 0.

(iii) c1 (resp., c2): the probability with which, owing to
the influence of a rumor-refusing OSN friend, a
rumor-uncertain (resp., rumor-believing) user be-
comes rumor-refusing at any time, and c1, c2 > 0.

(iv) δ: the probability with which, owing to the limited
memory, a rumor-believing or rumor-refusing user
becomes rumor-uncertain at any time, and δ > 0.

(v) θ1(􏽥G) (resp., θ2(􏽥G)), 􏽥G∈ [0,∞): the probability
with which, owing to the growth rate 􏽥G of the
rumor-containing cost, a rumor-uncertain (resp.,
rumor-believing) user becomes rumor-refusing.
Obviously, θ1(0) � θ2(0) � 0, θ1 and θ2 are strictly
increasing.

In practice, the first seven parameters can be estimated
through online questionnaire survey, and the last two
functions can be approximated through regression based on
historical data. In particular, we introduce the parameter α1 to
characterize the effect of the external environment on the
spread of rumors, and α1 � 0 refers to the scenario that does
not consider the influence of external environment; this
scenario has been studied by many researchers [16–30]. In
this paper, we will consider amore general case, i.e., α1 > 0. Let
χ Oi(t)�1{ } and χ Oi(t)�2{ } denote the indicator function of the
event Oi(t) � 1 and the event Oi(t) � 2, respectively. Based
on the theory of continuous-timeMarkov chain [41], Figure 1
exhibits the diagram of state transition of the user ui.
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Let Ui(t), Bi(t), and Ri(t) denote the probability that the
user ui is rumor-uncertain, rumor-believing, and rumor-
refusing at time t, respectively:

Ui(t) � Pr Oi(t) � 0􏼈 􏼉,

Bi(t) � Pr Oi(t) � 1􏼈 􏼉,

Ri(t) � Pr Oi(t) � 2􏼈 􏼉.

(3)

Since Ui(t) � 1 − Bi(t) − Ri(t), we refer to the vector

E(t) � B1(t), . . . , BN(t), R1(t), . . . , RN(t)( 􏼁, (4)

as the expected state of the network at time t. Let E0 � E(0)

denote the initial expected network state.

Theorem 1. <e evolutionary process of the expected network
state is described by the following system of ordinary differ-
ential equations:

dBi(t)

dt
� α1 + β1 􏽘

N

j�1
aijBj(t)⎡⎢⎢⎣ ⎤⎥⎥⎦ 1 − Bi(t) − Ri(t)􏼂 􏼃 + α2 + β2 􏽘

N

j�1
aijBj(t)⎡⎢⎢⎣ ⎤⎥⎥⎦Ri(t) − θ2(G(t)) + c2 􏽘

N

j�1
aijRj(t) + δ⎡⎢⎢⎣ ⎤⎥⎥⎦Bi(t), 0≤ t≤T, i � 1, . . . , N,

dRi(t)

dt
� θ1(G(t)) + c1 􏽘

N

j�1
aijRj(t)⎡⎢⎢⎣ ⎤⎥⎥⎦ 1 − Bi(t) − Ri(t)􏼂 􏼃 + θ2(G(t)) + c2 􏽘

N

j�1
aijRj(t)⎡⎢⎢⎣ ⎤⎥⎥⎦Bi(t) − α2 + β2 􏽘

N

j�1
aijBj(t) + δ⎡⎢⎢⎣ ⎤⎥⎥⎦Ri(t), 0≤ t≤T, i � 1, . . . , N,

E(0) � E0.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(5)

Proof. Let E(·) denote the mathematical expectation of a
random variable. .en, the rumor-uncertain user ui be-
comes rumor-believing at time t at the expected rate

E α1 + β1 􏽘

N

j�1
aijχ Oj(t)�1􏼈 􏼉

⎛⎝ ⎞⎠ � α1 + β1 􏽘

N

j�1
aijBj(t), (6)

the rumor-refusing user ui becomes rumor-believing at time
t at the expected rate

E α2 + β2 􏽘

N

j�1
aijχ Oj(t)�1􏼈 􏼉

⎛⎝ ⎞⎠ � α2 + β2 􏽘

N

j�1
aijBj(t), (7)

the rumor-believing user ui becomes rumor-refusing at time
t at the expected rate

E θ2(G(t)) + c2 􏽘

N

j�1
aijχ Oj(t)�2􏼈 􏼉

⎛⎝ ⎞⎠ � θ2(G(t)) + c2 􏽘

N

j�1
aijRj(t),

(8)

and the rumor-believing user ui becomes rumor-uncertain
at time t at the expected rate δ. .e first N equations in
system (5) follow. .e last N equations in the system can be
derived analogously.

B

U

Oi (t) = 0

Oi (t) = 1 Oi (t) = 2

δ

R

aijχ {Oj(t) = 1}N
j=1α2 + β2

aijχ {Oj(t) = 1}N
j=1α1 + β1

aijχ {Oj(t) = 2}N
j=1θ2(G(t)) + γ2

aijχ {Oj(t) = 2}N
j=1θ2(G(t)) + γ1

Figure 1: .e diagram of state transition of the user ui.
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System (5) is a novel individual-based rumor spreading
model, in which the effect of the external environment is
accounted for. For 1≤ i≤N and 0≤ t≤T, let

fi(E(t), G(t)) � α1 + β1 􏽘

N

j�1
aijBj(t)⎡⎢⎢⎣ ⎤⎥⎥⎦ 1 − Bi(t) − Ri(t)􏼂 􏼃 + α2 + β2 􏽘

N

j�1
aijBj(t)⎡⎢⎢⎣ ⎤⎥⎥⎦Ri(t) − θ2(G(t)) + c2 􏽘

N

j�1
aijRj(t) + δ⎡⎢⎢⎣ ⎤⎥⎥⎦Bi(t),

fN+i(E(t), G(t)) � θ1(G(t)) + c1 􏽘

N

j�1
aijRj(t)⎡⎢⎢⎣ ⎤⎥⎥⎦ 1 − Bi(t) − Ri(t)􏼂 􏼃 + θ2(G(t)) + c2 􏽘

N

j�1
aijRj(t)⎡⎢⎢⎣ ⎤⎥⎥⎦Bi(t) − α2 + β2 􏽘

N

j�1
aijBj(t) + δ⎡⎢⎢⎣ ⎤⎥⎥⎦Ri(t).

(9)

For 0≤ t≤T, let

f(E(t), G(t)) � f1(E(t), G(t)), . . . , f2N(E(t), G(t))( 􏼁.

(10)

.en, model (5) is abbreviated as

dE(t)

dt
� f(E(t), G(t)), 0≤ t≤T,

E(0) � E0.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(11)

Next, we show that model (5) is positively invariant.

Theorem 2. Let E be the solution to model (5). <en,
E(t) ∈ [0, 1]2N, 0≤ t≤T.

Proof. Obviously, E(0) ∈ [0, 1]2N. For 0≤ t≤T, we proceed
by distinguishing among three possibilities.

Case 1. Bi(t) � 1. .en, Ri(t) � 0. Hence,
(dBi(t)/dt) � − [θ2(G(t)) + c2 􏽐

N
j�1 aijRj(t) + δ]< 0.

Case 2. Ri(t) � 0. .en, Bi(t) � 0. Hence,
(dRi(t)/dt) � − [α2 + β2 􏽐

N
j�1 aijBj(t) + δ]< 0.

Case 3. 0≤Bi(t)≤ 1, 0≤Ri(t)≤ 1, and Bi(t) + Ri(t) � 1.
.en, (d[Bi(t) + Ri(t)]/dt) � − δ < 0.

Hence, E(t) ∈ [0, 1]2N, 0≤ t≤T.
In what follows, let

E(t, G(t)) � B1(t, G(t)), . . . , BN(t, G(t)), R1(t, G(t)),(

. . . , RN(t, G(t))􏼁,

(12)

stand for the solution to model (5).

3.2. <e Optimal Control Modeling of the Rumor-Containing
Problem. For our modeling purpose, we need to estimate
the total loss caused by rumor, and then we will define cost-
effectiveness. To this end, let w denote the average loss per
unit time of a rumor-believing user. In practice, w can be
estimated by assessing the potential consequence of the
rumor under consideration.

Theorem 3. <e expected total loss of all network users in the
time range [0, T] is

J1(G) � w 􏽚
T

0
􏽘

N

i�1
Bi(t, G(t))dt. (13)

Proof. Let dt> 0 denote an infinitesimal. .e average loss of
the user ui in the time range [t, t + dt) is wdt or zero
according to whether he is rumor-believing at time t or not.
Hence, his expected loss in the time range [t, t + dt) is
wBi(t, G(t))dt. Equation (13) follows.

Theorem 4. <e rumor-containing cost in the time range
[0, T] is

J2(G) � 􏽚
T

0
G(t)dt. (14)

Proof. Let dt> 0 denote an infinitesimal. .e rumor-con-
taining cost in the time range [t, t + dt) is G(t)dt. Equation
(14) follows.

Based on .eorems 3 and 4, for a rumor-containing
scheme G, the total loss caused by a rumor can be measured
by the quantity

J(G) � J1(G) + J2(G) � 􏽚
T

0
w 􏽘

N

i�1
Bi(t, G(t)) + G(t)⎡⎣ ⎤⎦dt .

(15)

In this paper, we use the quantity J(G) to characterize
cost-effectiveness, and the smaller the quantity J(G) is, the
more cost-effective the rumor-containing scheme will be. In
practice, we hope to achieve maximum cost-effectiveness by
minimizing the quantity J(G).

Based on the above discussions, we model the rumor-
containing problem as the following optimal control
problem:

minG∈GJ(G) � 􏽚
T

0
F(E(t), G(t))dt,

subject to

dE(t)

dt
� f(E(t), G(t)), 0≤ t≤T,

E(0) � E0.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(16)

Here, F(E(t), G(t)) � w 􏽐
N
i�1 Bi(t, G(t)) + G(t).

We refer to the optimal control problem as the rumor-
containing model. Each instance of the model is given by the
14-tuple as follows:
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M � G, β1, β2, α1, α2, c1, c2, δ, G, w, θ1, θ2, T,E0( 􏼁. (17)

4. Dealing with the Rumor-Containing Model

.is section aims to deal with the rumor-containing model
(16). First, we show that the model is solvable. Second, we
derive the optimality system for the model.

4.1. Solvability of the Rumor-Containing Model. .e fol-
lowing lemma is a direct corollary of a theorem in [32].

Lemma 1. <e rumor-containing model (16) admits an
optimal control if the following six conditions hold
simultaneously:

(1) G is closed.
(2) G is convex.
(3) <ere exists G ∈ G such that model (5) is solvable.
(4) f(E, G) is bounded by a linear function in E.
(5) F(E, G) is convex on G.

(6) <ere exist ρ> 1, d1 > 0, and d2 such that
F(E, G)≥d1G

ρ + d2.

We are ready to show the solvability of the rumor-con-
taining model.

Theorem 5. <e rumor-containing model (16) admits an
optimal control.

Proof. First, let G∗ be an accumulation point of the set G.
.en, there is a sequence of points, G1, G2, . . ., in G that
approaches G∗. On one hand, G∗ ∈ L[0, T] follows from the
completeness of L[0, T]. On the other hand,
G∗ � limn⟶∞Gn(t)≤G, 0≤ t≤T. Hence, G∗ ∈ G. .e
closeness of G is proven. Second, let G1, G2 ∈ G, 0< σ < 1,
and G∗ � (1 − σ)G1 + σC2. On one hand, G∗ ∈ L[0, T]

follows from the fact that L[0, T] is a vector space. On the
other hand, it is obvious that G∗(t)≤G, 0≤ t≤T. .e
convexity of G is proven. .irdly, the solvability of the
system (dE(t)/dt) � f(E(t), G), 0≤ t≤T, follows from the
continuous differentiability of the function f(E, G).
Fourthly, for 1≤ i≤N, we have

− θ2(G) + c2 􏽘

N

j�1
aij + δ⎡⎢⎢⎣ ⎤⎥⎥⎦Bi ≤fi(E, G)≤ α1 + α2 + β1 + β2( 􏼁 􏽘

N

j�1
aijBj,

− α2 + β2 􏽘

N

j�1
aij + δ⎡⎢⎢⎣ ⎤⎥⎥⎦Ri ≤fN+i(E, G)≤ θ1(G) + θ2(G) + c1 + c2( 􏼁 􏽘

N

j�1
aijRj.

(18)

Next, the convexity of F(E, G) on G follows from its
linearity on G. Finally, we have F(E, G)≥ 0≥G2 − G

2.
Hence, the claim follows from Lemma 1.

4.2. A Necessary Condition for the Optimal Control. .e
Hamiltonian of the rumor-containing model (16) is

H(E, R, λ, μ) � w 􏽐
N

i�1
Bi + G + 􏽐

N

i�1
λi α1 + β1 􏽘

N

j�1
aijBj

⎛⎝ ⎞⎠ 1 − Bi − Ri( 􏼁 + α2 + β2 􏽘

N

j�1
aijBj

⎛⎝ ⎞⎠Ri − θ2(G) + c2 􏽘

N

j�1
aijRj + δ⎛⎝ ⎞⎠Bi

⎡⎢⎢⎣ ⎤⎥⎥⎦

+ 􏽐
N

i�1
μi θ1(G) + c1 􏽘

N

j�1
aijRj

⎛⎝ ⎞⎠ 1 − Bi − Ri( 􏼁 + θ2(G) + c2 􏽘

N

j�1
aijRj

⎛⎝ ⎞⎠Bi − α2 + β2 􏽘

N

j�1
aijBj + δ⎛⎝ ⎞⎠Ri

⎡⎢⎢⎣ ⎤⎥⎥⎦,

(19)

where λ � (λ1, . . . , λN) and μ � (μ1, . . . , μN). λ and μ con-
stitute the adjoint of H.

We are ready to present a necessary condition for the
optimal control of model (16).

Theorem 6. Let G be an optimal control for model (16), let E
be the resulting solution to model (5). <en, there exists an
adjoint (λ, μ) such that
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dλi(t)

dt
� − w + α1 + θ2(G(t)) + δ + 􏽘

N

j�1
aij β1Bj(t) + c2Rj(t)􏼐 􏼑⎡⎢⎢⎣ ⎤⎥⎥⎦λi(t) + θ1(G(t)) − θ2(G(t)) + c1 − c2( 􏼁 􏽘

N

j�1
aijRj(t)⎡⎢⎢⎣ ⎤⎥⎥⎦μi(t)

+ 􏽘
N

j�1
β2aijRj(t)μj(t),

− 􏽘
N

j�1
aij β1 1 − Bj(t) − Rj(t)􏼐 􏼑 + β2Rj(t)􏽨 􏽩λj(t), 0≤ t≤T, i � 1, . . . , N,

dμi(t)

dt
� α1 − α2( 􏼁 + 􏽘

N

j�1
β1 − β2( 􏼁aijBj(t)⎡⎢⎢⎣ ⎤⎥⎥⎦λi(t) + 􏽘

N

j�1
c2aijBj(t)λj(t) + θ1(G(t)) + α2 + δ + 􏽘

N

j�1
aij c1Rj(t) + β2Bj(t)􏼐 􏼑⎡⎢⎢⎣ ⎤⎥⎥⎦μi(t)

− 􏽘
N

j�1
aij c1 1 − Bj(t) − Rj(t)􏼐 􏼑 + c2Bj(t)􏽨 􏽩μj(t), 0≤ t≤T, i � 1, . . . , N.

(20)

Moreover, λ(T) � μ(T) � 0, and

G(t) ∈ arg min
􏽥G∈[0,G]

􏽥G − 􏽘
N

i�1
λi(t)Bi(t)θ2(􏽥G) + 􏽘

N

i�1
μi(t) 1 − Bi(t) − Ri(t)( 􏼁θ1(􏽥G) + Bi(t)θ2(􏽥G)􏽨 􏽩

⎧⎨

⎩

⎫⎬

⎭, 0≤ t≤T. (21)

Proof. It follows from Pontryagin’s Minimum Principle [32]
that there exists (λ, μ) such that

dλi(t)

dt
� −

zH(E(t), G(t), λ(t), μ(t))

zBi

, 0≤ t≤T, i � 1, . . . , N,

dμi(t)

dt
� −

zH(E(t), G(t), λ(t), μ(t))

zRi

, 0≤ t≤T, i � 1, . . . , N.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(22)

System (20) follows by direct calculations. As the ter-
minal cost is unspecified and the final state is free, we have
λ(T) � μ(T) � 0. Again, by Pontryagin’s Minimum Prin-
ciple, we get

G(t) ∈ argmin
􏽥G∈G

H(E(t), 􏽥G, λ(t), μ(t)), 0≤ t≤T. (23)

System (21) follows from direct calculations.
Based on the previous discussions, we get that the op-

timality system for model (16) comprises system (5), system
(20), system (21), and λ(T) � μ(T) � 0. .e optimality
system can be solved by invoking the well-known Forward-
Backward Euler Method [42]. We refer to the control ob-
tained in this way as a promising rumor-containing scheme
for model (16)..is is because the scheme may be optimal in
terms of cost-effectiveness.

5. The Cost-Effectiveness of the Promising
Rumor-Containing Scheme

At the end of the previous section, we proposed the notion of
promising rumor-containing scheme. In this section, we

assess the cost-effectiveness of this scheme through com-
parative experiments.

5.1. Experiment Design. In each of the following experi-
ments, we conduct the following operations: (1) generate an
instance of the rumor-containing model (16), (2) obtain a
promising rumor-containing scheme for the instance by
invoking Forward-Backward Euler Method, and (3) com-
pare this scheme with a set of static rumor-containing
schemes in terms of the cost-effectiveness. All the following
experiments are carried out on a PC with Inter® Core™ i5-
7500 CPU @ 3.40GHz and 8GB RAM.

Studies show that some social platforms such as Face-
book [43], Twitter [44], and YouTube [45] have provided a
way for rumors to generate and spread. To simulate the
environment in which rumors spread, we choose three real-
world OSNs. First, consider the Facebook network and the
Twitter network provided by SNAP, the well-known net-
work library [46]. Due to memory limitation, we randomly
choose a subnet of the original network without loss of
generality. Choose a 100-node subnet of the original
Facebook network (dataset name: ego-Facebook), denoted
by GF, and a 100-node subset of the original Twitter network
(dataset name: ego-Twitter), denoted by GT, respectively.
Second, consider the YouTube network in Network Re-
pository [47]. Choose a 100-node subnet of the YouTube
network, denoted by GY. Figure 2 displays these three
networks.

.e cost-effectiveness is the focus in this section.
Common OSN platforms generally have information se-
curity agencies. When rumors break out on OSN, the agency
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is responsible for collecting and disseminating truths to
dispel rumors, for example, when President Trump declared
on Twitter that mail voting would lead to a “rigged election.”
In order to control the spread of the rumor, Twitter tagged
Trump’s tweets with the label “Getting the facts about
mailing votes” and redirected users to a fact-checking page
to provide comprehensive investigation information for the
misleading article. In practice, the agency’s budget is limited.
In order to control the spread of rumors, the agency needs to
find a cost-effective rumor control scheme; that is, the
scheme can minimize the total loss caused by rumors.

In all the following experiments, let G � 1, w � 0.1,
T � 10, and E0 � (0.1, . . . , 0.1). Let GP(t)(0≤ t≤T) denote
the promising rumor-containing scheme, and
Ga(t) � a(0≤ t≤T) a static rumor-containing scheme. Let

A � Ga: a � 0, 0.1, 0.2, . . . , 1.0􏼈 􏼉. (24)

In particular, the static rumor-containing scheme
Ga(t) � 0 stands for taking no rumor-containing scheme;
that is, let the rumors spread freely.

5.2. Experimental Results

Experiment 1. For the rumor-containing model
M � (G, β1, β2, α1, . . . , θ2, T,E0), α1 � 0 stands for ignoring
the influence of external environment on the propagation of
a rumor. Consider three instances as follows:

Mi � G
i
net, β1, β2, α1, α2, c1, c2, δ, G, w, θ1(x), θ2(x), T,E0􏼐 􏼑, i � 1, 2, 3, . . . , (25)

where G1
net � GF, G2

net � GT, G3
net � GY, β1 � 0.2, β2 � 0.1,

α1 � 0, α2 � 0.15, c1 � 0.2, c2 � 0.12, δ � 0.1, G � 1.0,
w � 0.1, θ1(x) � 0.3, and θ2(x) � 0.2. In order to show the
influence of external environment on the propagation of
rumors, we only change the value of α1 and let
α1 � 0, 0.1, 0.2, 0.3, 0.4, 0.5, respectively. Let B(t) denote the
expected probability of rumor-believing users in the OSN,
and B(t) is given by B(t) � (1/N) 􏽐

N
i�1 Bi(t). As shown in

Figure 3, compared with the situation that does not consider
the effect of external environment (i.e., α1 � 0), increasing α1
will cause the value of B(t) to increase, especially when t is
relatively small. .e finding indicates that external envi-
ronment has a great effect on the expected probability of
rumor-believing users in OSNs, especially in the early stages
of the spread of rumors, and if we ignore the effect of ex-
ternal environment, the propagation ability of rumors will be
seriously underestimated.

M � G, β1, β2, α1, α2, c1, c2, δ, G, w, θ1, θ2, T,E0( 􏼁. (26)

In practice, the closed-form formula for the functions θ1
and θ2 can be approximated through regression based on
historical data, and both θ1 and θ2 are monotonically in-
creasing functions. Supposing that there is a rumor
spreading on the network GF, we consider three different
forms of θ1 and θ2, and the experimental settings are as
follows.

Experiment 2. Consider three instances of the rumor-con-
taining model:

M
i
F � GF, β1, β2, α1, . . . , θi

2(x), T,E0􏼐 􏼑, i � 1, 2, 3, . . . ,

(27)

where β1 � 0.2, β2 � 0.1, α1 � 0.2, α2 � 0.15, c1 � 0.2,
c2 � 0.12, δ � 0.1, G � 1.0, w � 0.1, θ11(x) � 0.3x,
θ12(x) � 0.2x, θ21(x) � 0.3x(1/2), θ22(x) � 0.2x(1/2),
θ31(x) � (1.5x/4 + x), and θ32(x) � (x/4 + x). Let Gp denote
the promising rumor-containing scheme. By applying the

approach introduced in Section 4.2, we get a promising
control Gp, which is shown in Figure 4. It is seen that the
promising rumor-containing scheme Gp of the three in-
stances first stays at the maximum allowable rate and then
drops to the zero rates.

Furthermore, we compare the cost-effectiveness between
the promising control strategy GP and a group of static
control strategies A � Gα: 0, 0.1, 0.2, . . . , 1.0􏼈 􏼉. .e com-
parison result can be found in Figure 5. It is seen that
J(GP)< J(Gα), Gα ∈ A. .e result shows that our proposed
rumor-containing scheme Gp obtains the highest cost-ef-
fectiveness; hence, it performs much better than all the static
rumor-containing schemes.

Similarly, supposing that there is a rumor spreading on
the network GT, we consider three different forms of θ1 and
θ2, and the experimental settings are as follows.

Experiment 3. Consider three instances of the rumor-con-
taining model:

M
i
T � GT, β1, β2, α1, α2, c1, c2, δ, G, w, θi

1(x), θi
2(x), T,E0􏼐 􏼑, i � 1, 2, 3, . . . ,

(28)

where β1 � 0.15, β2 � 0.1, α1 � 0.15, α2 � 0.12, c1 � 0.2,
c2 � 0.1, δ � 0.1, G � 1.0, w � 0.1, θ11(x) � 0.4x,
θ12(x) � 0.3x, θ21(x) � 0.4x(1/2), θ22(x) � 0.3x(1/2),
θ31(x) � (0.8x/1 + x), and θ32(x) � (0.6x/1 + x). Let Gp

denote the promising rumor-containing scheme. By ap-
plying the approach introduced in Section 4.2, we get a
promising control Gp, which is shown in Figure 6. It is seen
that the promising rumor-containing scheme Gp of the three
instances first stays at the maximum allowable rate and then
drops to the zero rates.

Furthermore, we compare the cost-effectiveness between
the promising control strategy GP and a group of static
control strategies A � Gα: 0, 0.1, 0.2, . . . , 1.0􏼈 􏼉. .e com-
parison result can be found in Figure 7. It is seen that
J(GP)< J(Gα), Gα ∈ A. .e result shows that our proposed
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rumor-containing scheme Gp obtains the highest cost-ef-
fectiveness; hence, it performs much better than all the static
rumor-containing schemes.

Again, supposing that there is a rumor spreading on the
network GY, we consider three different forms of θ1 and θ2,
and the experimental settings are as follows.

Experiment 4. Consider three instances of the rumor-con-
taining model:

M
i
Y � GY, β1, β2, α1, α2, c1, c2, δ, G, w, θi

1(x), θi
2(x), T, E0􏼐 􏼑, i � 1, 2, 3, . . . ,

(29)

where β1 � 0.15, β2 � 0.13, α1 � 0.15, α2 � 0.16, c1 � 0.2,
c2 � 0.1, δ � 0.1, G � 1.0, w � 0.1, θ11(x) � 0.3x,
θ12(x) � 0.2x, θ21(x) � 0.3x(1/4), θ22(x) � 0.2x(1/4),
θ31(x) � (1.5x/4 + x), and θ32(x) � (x/4 + x). Let Gp denote
the promising rumor-containing scheme. By applying the
approach introduced in Section 4.2, we get a promising control

(a) (b) (c)

Figure 2: .ree real-world OSNs: (a) GF, (b) GT, and (c) GY.
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Figure 3: .e effect of α1 on B(t) for the three OSNs: (a) Facebook network GF, (b) Twitter network GT, and (c) YouTube network GY.
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Figure 4:.e promising rumor-containing scheme Gp for three pairs of (θ1(x), θ2(x)) functions: (a) θ1(x) � θ11(x) and θ2(x) � θ12(x), (b)
θ1(x) � θ21(x) and θ2(x) � θ22(x), and (c) θ1(x) � θ31(x) and θ2(x) � θ32(x).
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Gp, which is shown in Figure 8. It is seen that the promising
rumor-containing scheme Gp of the three instances first stays
at themaximum allowable rate and then drops to the zero rates.

Furthermore, we compare the cost-effectiveness between
the promising control strategy GP and a group of static
control strategies A � Gα: 0, 0.1, 0.2, . . . , 1.0􏼈 􏼉. .e com-
parison result can be found in Figure 9. It is seen that
J(GP)< J(Gα), Gα ∈ A. .e result shows that our proposed
rumor-containing scheme Gp obtains the highest cost-ef-
fectiveness; hence, it performs much better than all the static
rumor-containing schemes.

Based on the results of Experiments 2–4, we can draw
some conclusions as follows: (a) if we do not take any rumor-
containing scheme, the spread of rumors will cause great
losses, and (b) the proposed rumor-containing scheme can
greatly mitigate the impact of rumor and performs much
better than all the static rumor-containing schemes in terms
of the cost-effectiveness. Apart from the above three ex-
periments, we conduct 1,000 similar experiments as well. In
all these experiments, we obtain similar and consistent re-
sults. .erefore, we conclude that the promising rumor-
containing scheme is cost-effective.
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Figure 6:.e promising rumor-containing scheme Gp for three pairs of (θ1(x), θ2(x)) functions: (a) θ1(x) � θ11(x) and θ2(x) � θ12(x), (b)
θ1(x) � θ21(x) and θ2(x) � θ22(x), and (c) θ1(x) � θ31(x) and θ2(x) � θ32(x).
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Figure 7: A comparison between the three promising controls GP in Figure 4 and the set of static controls A in terms of total cost.
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Figure 5: A comparison between the three promising controls GP in Figure 2 and the set of static controls A in terms of total cost.
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6. Concluding Remarks

In this study, we have studied the problem of developing a
cost-effective rumor-containing scheme. Based on a node-
level rumor spreadingmodel that takes account of the effect of
external environment, we have measured the impact of ru-
mors. On this basis, we have modeled the rumor-containing
problem as an optimal control problem. .e optimization
goal of the problem is to find a rumor-containing scheme that
minimizes the total loss, and simulation results show that the
proposed scheme is cost-effective. .is work has studied the
propagation of rumor from theoretical modeling and cost
management perspectives. .e research results can provide
some theoretical guidance for taking measures to suppress the
spread of rumors. .e new model proposed in this paper can
be used to study the influence of some parameters on the
spread of rumors, and the research ideas can also be applied to
study other cyberspace security problems.

.e spread of rumors in the real world may be more
complicated, and there are some open problems. First, since
there is more than one OSN in the real world [48, 49], the
rumor-containing problem should be extended to multiplex
OSNs. Second, since realistic OSNs are varying over time
[50, 51], it is necessary to study the rumor-containing
problem with dynamic OSNs. .irdly, in some application
scenarios, the spread of a rumor can be captured by a system
of partial differential equations [52–54]; it is worth adapting
this work to these situations. Next, it is necessary to apply

our methodology to some other areas such as disease
spreading [55, 56], malware propagation [57, 58], and
cybersecurity [59, 60]. Finally, in this work, the rumor-
monger is assumed to be nonstrategic. In practice, however,
the rumormonger may well be strategic. In this situation, the
rumor-containing problem should be treated in the
framework of game theory [61–63].
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Conceptual models are built to depict and analyze complex systems. (ey are made of concepts and relationships among
these concepts. In a particular domain, conceptual models are helpful for different stakeholders to reach a clear and unified
view of domain problems. However, the process of building conceptual models is time-consuming, tedious, and expertise
required. To improve the efficiency of the building process, this paper proposes a configurable semantic-based (semi-)
automatic conceptual model transformation methodology (SbACMT) that tries to reuse existing conceptual models to
generate new models. SbACMTcontains three parts: (i) a configurable semantic relatedness computing method building on
the structured linguistic knowledge base “ConceptNet” (SRCM-CNet), (ii) a specific meta-model, which follows the Ecore
standard, defines the rules of applying SRCM-CNet to different conceptual models to automatically detect transformation
mappings, and (iii) a multistep matching and transformation process that employs SRCM-CNet. A case study is carried out
to detail the working mechanism of SbACMT. Furthermore, through a systematically analysis of this case study, we validate
the performance of SbACMT. We prove that SbACMT can support the automatic transformation process of conceptual
models (e.g., class diagrams). (e scalability of SbACMT can be improved by adapting the meta-model and predefined
syntax transformation rules.

1. Introduction

Conceptual models, which are mainly built to represent the
static characteristics of a system, can be used to refer to
models formed after a conceptualization or generalization
process [1]. A conceptual model represents concepts (en-
tities) and relationships between them; it helps different
stakeholders reach a clear and unified overview of a par-
ticular system or domain being modeled. In artificial in-
telligence field, a typical usage of conceptual models is to
build expert systems and knowledge-based systems.

To achieve different kinds of purposes, several kinds of
conceptual models (with modeling languages) have been
proposed, such as “class diagrams,” “data flow models,”
“entity-relationship models,” and “business process
models.” Considering diverse research fields and practical

cases, conceptual modeling theories are defined and relevant
modeling tools are employed.

In practice, conceptual models have been built for
various purposes, such as simulating groundwater system [1]
and improving environmental science curriculum [2]. In the
context of computer science, especially in the software
engineering field, a typical kind of conceptual models is
“class diagrams.”

Class diagrams are built in the requirement analysis
phase and being refined in the system design phase; they are
defined with the UML (Unified Modeling Language) no-
tations. Based on the object-oriented theories, a class dia-
gram is a complete mapping of the subjects and their
relations of a particular domain being analyzed.

Domain-specific conceptual models can be used to
generate domain ontologies and knowledge graph (since
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ontologies can be regarded as the schema of knowledge
graph). (e creation of semantic web can also benefit from
qualified domain-specific (or domain-cross) conceptual
models.

However, conceptual modeling is a time-consuming and
iteratively evolve process, which is expertise required. Since
conceptual models are useful to help solve complex prob-
lems, more and more specific conceptual models (in dif-
ferent domains, with diverse modeling languages and for
different purposes) have to be built. Consequently, how to
effectively build conceptual models attracts attention from
both academics and industrial.

An intuitive idea is to merge/integrate the existing
qualified conceptual models to get new ones. To realize this
idea, model transformation methods shall be adopted.
However, there are three main challenges in adopting model
transformation methods to solve this problem:

(1) Ch1: conceptual models may have different struc-
tures and formats. Furthermore, they are defined on
different abstract levels. How to deal with the het-
erogonous problem?

(2) Ch2: the semantic content conveyed in conceptual
models is complex and may be ambiguous. How to
find the same or similarity concepts automatically?

(3) Ch3: how to ensure and validate the correctness of
the model transformation process and the new
generated model?

Considering the three challenges, we propose a con-
figurable semantic-based (semi-) automatic conceptual
model transformation method (SbACMT). (e main con-
tributions of this work are as follows:

(1) Con1: focusing on generating new class diagrams (a
kind of conceptual models), we define a meta-model
on a higher abstract level to unify the structure and
format (syntax).

(2) Con2: considering the semantic conveyed in class
diagrams, we propose a semantic relatedness com-
puting method to automatically detect potential
transformation mappings.

(3) Con3: we propose an integrated transformation
process that combines the meta-model-based
transformation theory and the semantic relatedness
computing method.

SbACMT is a general-purpose model transformation
methodology. It aims at serving to the transformations
among different kinds of conceptual models, instead of
focusing on two specific kinds of conceptual models.

(is paper is organized in 7 sections. Section 2 presents
the preliminaries of this work. Section 3 introduces the
meta-model defined in SbACMTand illustrates the semantic
relatedness computing method “SRCM-CNet.” Section 4
details the integrated transformation process. Section 5
shows a case study and evaluates the performance of
SbACMT. Section 6 gives the related work, while Section 7
draws a conclusion.

2. Preliminaries

2.1. Model and Model Transformation. Model and model
transformation are two pilots of model-driven approaches,
such as model-driven engineering (MDE), model-driven
architecture (MDA), and model-based testing (MBT). (ese
approaches have been adopted by various domains (e.g.,
enterprise engineering [3–5] and software engineering
[6–8]).

Focusing on a specific viewpoint, a model provides
abstractions of a system that allow people to have a better
understanding of and to reason about it [9–11].

Models have been divided into different categories.
Depending on existing forms, there are mathematical
models, graph models, text models, etc. In the context of
MDA [12], models are categorized as four abstraction
levels: meta-meta-model, meta-model, model, and sys-
tem (subject). Depending on precision, models are di-
vided into three levels, namely: conceptual models,
specification models, and implementation models [13].
Also, in MDA, a similar classification is as follows:
computation-independent model (CIM), platform-in-
dependent model (PIM), and platform-specific model
(PSM).

As another pilot of model-driven approaches, model
transformation is a process which contains a sequence of
activities operating on models. (e aim of model trans-
formation is to generate target models based on source
models [14–16].

Two systematic classifications of model transformation
methods are given in [17, 18]. According to the content
conveyed in models, model transformations can be divided
into two groups: model-to-model and model-to-text.

Depending on the abstraction level of source and target
models, model transformation can be divided as follows:
horizontal transformation (source and target models belong
to the same abstraction level, e.g., CIM and CIM) and
vertical transformation (e.g., transform CIMs to PIMs).

Model transformation methods are defined by leverag-
ing certain model transformation technologies, such as
XSLT [19], VIATRA [20], QVT [21], and ATL [22]. Table 1
illustrates briefly the above four model transformation
technologies.

As stated in [22], “a vast number of model transfor-
mations are being developed and organized in complex
patterns.” On the one hand, some model transformation
technologies provide a wide range of functions but require
certain effort to learn to use them properly. On the other
hand, some other transformation technologies are capable to
be executed automatically; however, the precondition of
applying them is strict and the transformation practices built
on them have low reusability.

Besides the above model transformation technologies,
some other technologies, such as Kermeta (extension of
EMOF) [31], MOFM2T (model-to-text) [32], JTL (EMF-
based tool) [33], Tefkat (special for MOF models) [34], and
MOMENT [35] (model merging), are also being used in
practice.
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SbACMT focuses on conceptual model transformation.
To serve to different kinds of conceptual models, SbACMTis
designed to be configurable. It belongs to the horizontal
classification. SbACMT aims at finding automatically the
shared and same (similar) or relevant concepts (entities)
between different conceptual models.

Considering the model transformation theories,
SbACMT is meta-model based and employs semantic re-
latedness computing method as the detecting technology.

2.2. Semantic Relatedness Computing Methods. Semantic
relatedness is a form of measurement that quantitatively
identifies the relationship between words or concepts based
on the similarity or closeness of their meaning [36].

Semantic relatedness computing methods have been
widely adopted. For instance, in natural language processing
field, they are used to do semantic information retrieval,
keyword extraction, etc.

To develop semantic relatedness computing methods,
knowledge resource such as semantic thesaurus (e.g.,
WordNet andWikipedia) or corpus (e.g., classics and speech
drafts) is needed. Furthermore, depending on different kinds
of knowledge resources, various computing methods, such
as graph based and information content based, have been
proposed.

A systematically classification about the knowledge re-
sources is given in [37]. Figure 1 shows a general idea of this
classification.

Comparing with the “web-based” resources, both the
“linguistically constructed” and “collaboratively con-
structed” resources provide more precise and credible
content.

Considering the development of semantic relatedness
computing methods, the linguistically constructed knowl-
edge resources are commonly used in practice.

As stated in [38], the computing methods can be divided
into three groups, namely, “graph based,” “context based,”
and “temporal.” Table 2 shows a general illustration of this
classification.

Many research works employ WordNet as the semantic
thesaurus. However, WordNet is no longer continuously
updated and maintained. As an evolved semantic thesaurus,
ConceptNet is built partially upon WordNet.

Considering the precision issue, this paper employs
ConceptNet as the knowledge resource and adopts a graph-

based computing method to do semantic relatedness
computing method to do semantic relatedness computing.

3. Foundations

3.1. SbACMT_MM. A meta-model is a model that defines
modeling rules. It is built by leveraging the meta-modeling
languages. Currently, three mature meta-modeling lan-
guages are as follows: MOF [21], KM3 [26], and Ecore [43].

Ecore is a lightweight version of MOF, and it is well tool
supported. Comparing with KM3, Ecore is more widely
used. Focusing on the transformation of UML class dia-
grams, we define a meta-model “SbACMT_MM” con-
forming to the Ecore standard.

Different kinds of conceptual models have different
structures and formats. (e structures and formats of
conceptual models concern on the syntax aspect, which is
easy to handle (comparing to the semantic aspect). (e
purpose of defining a meta-model is to unify structure and
format, which may affect the transformation accuracy, and is
to apply the semantic checking rules in a general way. (e
risk of adjusting syntax transformation rules is lower than
adapting semantic checking rules.

As shown in Figure 2, SbACMT_MM contains three
packages: class diagram, semantic relatedness, and mapping
rule. (e “class diagram” package shows the composition of
a class diagram in model transformation context. (e “se-
mantic relatedness” package defines how to do semantic
relatedness computing between a pair of concepts. (e
“mapping rule” package defines the mechanism of selecting
concept mapping pairs based on semantic relatedness
computing results.

A class diagram can be defined as a six-tuple.

3.1.1. CD�<Domain, Class, Attribute, Relationship, Type,
Object>. “Domain” represents the problem domain that a
class diagram built for; it defines the context of a class di-
agram. “Class” corresponds to a group of the same or similar
objects within a domain. “Attribute” can be regarded as
additional information to clearly explain the “Class.” “Re-
lationship” stands for the relations between classes, which
has four instances “generalization,” “association,” “aggre-
gation,” and “dependency.” “Attribute” owns “Type,” which
stands for a predefined set of types (e.g., integer and string).
“Object” stands for the instances of “Class.” (e names of

Table 1: Model transformation languages and technologies.

Languages Characteristic Relevant standards &
technologies Instances Note

XSLT Expressed as well-formed XML document; associating
patterns with templates XML, XMI [23] [27] Text based,

text-to-text

VIATRA2 based on graph transformation techniques VPM meta-modeling
approach [24] [28] Graph models

QVT Meta-models shall be conformed to MOF standards MOF 2.0 [21]; OCL [25] [29] Not well tool
supported

ATL Supported by mature software tools KM3 [26] [30] Requiring manual
effort
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“Domain,” “Class,” “Attribute,” and “Relationship” corre-
spond to “Concept” defined in the “Semantic Relatedness”
package.

In the “Semantic Relatedness” package, there are four
core modeling elements defined as a four-tuple.

3.1.2. SR�<Concept, SemanticRelation, Type,
CalculationRules>. “Concept” relates to the names (attri-
bute) used in “class diagram” package. “Semantic relation”
stands for a set of semantic relations (e.g., hyponym and part
of) between concepts. Semantic relations are divided into two
groups: direct semantic relations and iterative semantic rela-
tions. Each of the direct semantic relations has an enumeration
type, whereas iterative semantic relations are combinations of
the direct semantic relations. A concrete value or a specific
computing rule, which is represented as “calculation rules,” is
assigned to each of the semantic relations.

In the “mapping rule” package, there are two modeling
elements: “MappingPair” and “(reshold.” “MappingPair”
stands for all the potential mapping concept pairs, i.e., class-
to-class, class-to-attribute, and attribute-to-attribute. For
each kind of the mapping pairs, two thresholds (as instances

of “(reshold”) are defined to distinguish potential mapping
levels, i.e., acceptable, considerable, and impossible.

3.2. Semantic Relatedness Computing in SbACMT.
ConceptNet is a semantic network based on information
from the OMCS (OpenMind Common Sense) database. It is
represented as a directed graph whose nodes are concepts
and edges are common sense assertions about these con-
cepts. (e concepts represent a closely related set of natural
language phrases, e.g., noun phrases, verb phrases, adjective
phrases, and clauses.

Currently, the latest version of ConceptNet is 5.7, which
contains 304 kinds of languages and maintains 34 kinds of
semantic relations among concepts.

Figure 3 is a simple illustration of the structure of
ConceptNet. As shown in Figure 3, each arrow indicates a
start node and an end node of an edge. In the middle of an
edge, the relationship and weight between two nodes are
shown. (e weight means the credibility of the assertion.
Between two nodes (concepts), there may exist several edges
(semantic relations).

In the SbACMT context, we select 15 (out of 34) se-
mantic relations from ConceptNet to be used to detect the
potential mappings (the same or similar concepts).

As shown in Table 3, a value is assigned to each of the
relations.

(e selection of these fifteen semantic relations and value
assigning are completed through a three-step process. First,
we invited seven researchers to vote independently and to
choose the relations that they thought are appropriate for
judging similar and relevant concepts. (e semantic rela-
tionships that have no fewer than 4 votes are finally selected.
Next, we asked the seven researchers to assign a corre-
sponding value to each of these relations based on their
experience. Finally, we carried out tests based on the gold
standard “RG-65” [40] to adjust these values.

Knowledge resources

Linguistically constructed

Collaboratively constructed

Web based

WordNet

ConceptNet

……

Wikipedia

Wiktionary

……

Google, Baidu

……

Figure 1: Knowledge resource classification (adapted from [37]).

Table 2: Semantic relatedness computing method.

Method Instances Research
work Note

Graph based

Path based [37] Shortest
Random walk [38] Probability
Co-occurrence

based [39] WordNet
glosses

Context
based

Vector based [40] WordNet
glosses

Information
theoretic [41] WordNet

Temporal [42] Time series
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For each of the comparing concept pairs, we define two
algorithms to compute the semantic relatedness. Algorithm 1
detects if a direct semantic relation exists, whereas Algo-
rithm 2 detects if an iterative semantic relation exists. (e
pseudocode of the two algorithms is shown as follows.

If a comparing concept pair cannot be located, a lexical
analysis function will be executed first. (is function aims to
transform the input concept (word) to its origin form, and it
deals with two main situations: words with delimiters and
anagram (e.g., plural and tense).

“SR_V” is short for semantic relatedness value, which is
computed between a pair of comparing concepts (string A
and string B).

4. Selecting Potential Mapping Pairs

“SR_V” ranges from 0 to 1. (resholds on “SR_V” are
defined to distinguish potential mapping pairs. Table 4
shows three sets of these thresholds.

<<use>>

<<use>>

<<use>>

Class diagram

Relationship

Source : EString
Target : EString 

Source : EString
Target : EString 

Object

name : EString

[0..1] instanceof

AttributeType

Type : Attribute Type

Type : UserDefine

java.lang.Object

Domain

name : EStringname : EString

name : EString

name : EString

Type

AttributeType :
AttributeType

Attribute generalization dependency association aggregation

Class

[0..∗] attribute

[0..∗] hasClass

[0..∗] partof

[0..1] belongTo

[0..2] hasValue

[0..∗] has

[0..∗] has

[0..1] hasType

Mapping rule

MappingPairs

PairsType : PairsType = 
ClassToClass

ThresholdValue = 
DirectMapping

ThresholdType:

Threshold ThresholdValue

PairsType

(1) ClassToClass
(2) ClassToAttribute
(3) AttributeToAttribute

(1) DirectMapping
(2) ConsiderationMapping
(3) Ignore

SemanticRelation

Semantic relatedness

[0..∗] has

DirectType

(1) Synonym
(2) isA
(3) SimilarTo
(4) ...

CalculationRules

CalculationDescription :
EString

[0..∗] use

[0..1] use

UserDefine

java.lang.Object

Type

DirectType:
DirectType = Synonym
NestType : UserDefine

Concept

Figure 2: A brief illustration of SbACMT_MM.

Part of
weight = 3.46

Engine Tire

Rollover

Go fast

Isa
weight = 4.47

Automobile

Volvo

Seats

Part of
weight = 4.47

Red

Hasa
weight = 6.32

At location
weight = 4.47

Related to
weight : 10.47

Related to
weight = 4.93

At location
weight = 5.66

Has property
weight = 3.46

Capable of
weight = 6.32

Capable of
weight = 5.29

Car

Drive

Repair Shop

Road

Figure 3: A simple illustration of ConceptNet.
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(e thresholds are adjusted and assigned through a
similar process as the one of the selecting semantic relations
from ConceptNet.

For a comparing concept pair, if their SR_V is bigger
than “∗∗ -t1,” we assume the two concepts can be matched
directly (acceptable). If the SR_V is between “∗∗ -t1” and
“∗∗ -t2,” the users or domain experts shall be asked to make
the matching judgment (considerable). If the SR_V is less
than “∗∗ -t2,” we assume no mapping shall be built. All the
considerable mapping pairs will be listed out as potential
mapping. Without manual judgments, the potential map-
pings will be used as transformation rules.

4.1. Matching Process. In SbACMT, model transformation
process is divided into two phases: building potential
mappings and executing transformations.

Figure 4 illustrates briefly the transformation process.
After taking in two models, SbACMT extracts and classifies
two groups of “Class” and “Attribute.” (e first phase
“building potential mappings” contains three main steps:
building matching pairs among classes, building matching
pairs between classes and attributes, and building matching
pairs among attributes. (e three steps are executed in se-
quence. After getting the potential mappings, a manual
verification step can be added optionally. (en, the trans-
formation phase, which concerns on those mappings, is to be
executed.

4.2. Class-to-Class Mapping Step. (e name of a class is
regarded as a specific domain concept. A class may own a set
of attributes. Classes are connected with each other by re-
lations, which can be regarded as class’s attributes. While
comparing two classes, their names are taken into account.

Equation (1) is defined to compute the semantic relat-
edness between two classes:

C2C SRV(i,j) � SR V Ci,Cj􏼐 􏼑. (1)

In equation (1), C2C SRV(i,j) stands for the SR_V be-
tween Classi (Ci) and Classj (Cj), whereas Classi comes from

the source conceptual model and Classj comes from the
target conceptual model. C2C_SRV(i, j) equals to SR_V(Ci,
Cj), the SR_V between two class names. All the C2C SRV(i,j)

values (calculated automatically) will be compared with
thresholds “c2c-t1” and “c2c-t2” to generate potential
mappings.

4.3. Class-to-Attribute Mapping Step. After executing the
first matching step, some classes may be left unmatched.(is
step aims to build potential cross-level (granularity) map-
pings between classes and attributes. Equation (2) is used:

C2C SRV(i,j) � SRV Ci ,Aj( 􏼁
, or SR_V Ak,Cj􏼐 􏼑. (2)

Take one class (or attribute) from the source conceptual
model and one attribute (or class) from the target conceptual
model, and then apply semantic relatedness computing
algorithm between their names. C2C_SRV(i,j) stands for the
cross-level comparing result between a specific pair of
Concept Ci (or Cj) and attribute Aj (or Ai).

4.4.Attribute-to-AttributeMappingStep. After executing the
two former matching steps, some classes and attributes may
still be left unmatched. For the unmatched classes, we regard
them as specific parts that cannot be transformed or merged.
For the unmatched attributes, equation (3) is used to build
potential mappings among them:

A2A SRV � SR_V Ai,Aj􏼐 􏼑. (3)

(e potential attribute matching pairs are only built
between those attributes that belong to the potential
matched classes. In equation (3), assuming Ai is an attribute
of Classn (Cn) and Aj is an attribute of Classm (Cm), the
matching algorithm only needs to be executed if there is a
potential mapping between Cn and Cm.

4.5. Verification of Potential Mappings. To generate trans-
formation rules, the potential mappings have to be verified.
In SbACMT, we propose two ways “verification based on
relations” and “manual verification.”

(e relations defined in the source conceptual models
(class diagrams) are used to verify the automatically gen-
erated potential mappings:

(1) For the relation “generalization/specialization (is a or
is a kind of)”, if the father class is matched then all its
children classes should be matched to the same class
(or its children classes) in the target class diagram.

(2) For the “aggregation/composition (has a or part of)”
relation, the classes owning this relation can be
matched to the same class in the target class diagram.

(3) For the “dependency” and “association” relations, we
regard them as “user-defined” type. (ey are not
used as verification measurements.

For instance, if in the source class diagram, two classes Ci
and Cn have a generalization relation, and a potential
mapping is built between Ci and Cj (from the target class

Table 3: (e selected semantic relations.

Semantics relation Sev Example
Synonym 0.95 Sunlight⟷ sunshine
Similar to 0.9 Mixer⟷ food processor
Is a 0.7 Car⟶ vehicle
Related to 0.6 Car⟷motor
Defined as 0.6 Peace⟶ absence of war
Distinct from 0.5 Red⟷ blue
Derived from 0.45 Pocketbook⟶ book
Part of 0.45 Tire⟶ car
Made of 0.45 Bottle⟶ plastic
Created by 0.45 Tree⟶ fruit
Etymologically related to 0.4 Folkmusiikki⟷ folk music
Has a 0.4 Car⟶ seat
Has context 0.4 Astern⟶ ship
At location 0.4 Car⟶ road
Located near 0.4 Table⟷ chair
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diagram), we will verify that if a mapping between Cn and Cj
is automatically generated. (is verification step is executed
automatically.

For the “manual verification,” a visual interface is
provided to the users (or experts) to show the automatically
generated mappings. (ese mappings are divided as two
groups: “acceptable” and “considerable.” If there is no
manual judgment, all these mappings will be used directly as
transformation rules.

5. Use Case

5.1. Use Case Illustration. We evaluate the performance of
SbACMT with the following use case. In the use case, two

conceptual models (UML class diagrams) “vehicle man-
agement” and “traffic management” conforming to Ecore
standard are involved. Figure 5 shows the two class
diagrams.

(e class diagram “vehicle management” contains three
classes “person” (with seven attributes), “driving license”
(with six attributes) and “vehicle” (with five attributes). (e
(association) relations between them are as follows: “person”
possesses “vehicle” and “driving license.”

(e class diagram of “traffic management” contains
three classes “automobile” (with four attributes), “ticket”
(with five attributes), and “driver” (with four attributes). (e
relationships are as follows: “ticket” concerns “automobile”
and “driver” pays for the “ticket” and drives “automobile.”

SbACMT takes the two class diagrams as inputs and
generates the potential mappings (pairs) between them
automatically.

5.2. TransformingProcess. (e first matching step focuses on
classes. A compound word (the class name) will be split into
single words and then compared with potential target, re-
spectively. For instance “driving license” is split as “driving”
and “license”.

/∗initialize corresponding values of semantic relations and values∗/
Semantic Relation_Values� {(synonym, 0.95), (similarto, 0.9), (), (), . . .}
/∗Algorithm 1 detect direct semantic relations∗/
Function detecting direct Semantic Relation (String A, String B){

int SR_V� 0;
for (int i� 0; i< Semantic Relation_Values.size (); i++){
if (Semantic Relation_Value.get (i).get Relation (Concept Net (A, B))){
if (Semantic Relation_Value.get (i).get Value ()>SR_V)
SR_V� Semantic Relation_Value.get(i).get Value();

}
} return SR_V;

}

ALGORITHM 1: (e algorithm of detecting direct semantic relations.

/∗Algorithm 2 detect iterative semantic relations∗/
Function detecting iterative Semantic Relation (String A, String B){
int temp1, temp2, SR_V� 0;
string [] inter Strings�Concept Net (A);
for (int i� 0; i< inter Strings.size (); i++){
for(j� 0; j< Semantic Relation_Values.size (); j++){

if (Semantic Relation_Value.get (j).get Relation (inter Strings.get (i), B)){
temp1� Semantic Relation_Value.get (j).get Value ();
temp2� Semantic Relation_Value.get (i).get Value();
if (temp1∗temp2> SR_V)

SR_V� temp1∗temp2;
}

}
} return SR_V;

}

ALGORITHM 2: (e algorithm of detecting iterative semantic relations.

Table 4: (resholds for judging mapping pairs.

Group (reshold Value

Class-to-class c2c-t1 0.75
c2c-t2 0.50

Class-to-attribute c2a-t1 0.70
c2a-t2 0.50

Attribute-to-attribute a2a-t1 0.80
a2a-t2 0.60
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Table 5 shows the computing results. All three classes
“person,” “driving license,” and “vehicle” are mapped with
classes of the target class diagram. Since no classes left
unmatched, the second matching step is skipped.

(e third matching step focuses on attributes. In this
step, all the attributes belonging to the already matched
classes are taken into consideration. Tables 6–9 show the
computing results.

6. Evaluation

(e evaluation of SbACMT contains two dimensions: (1)
focusing on the semantic relatedness computing method
(parameters and constraints) and (2) focusing on the cor-
rectness of the automatically generated mappings.

6.1. Adjusting SRCM-CNet with Gold Standard RG-65.
We use the “RG-65 gold standard” data set to test SRCM-
CNet.(e testing results are measured with Spearman’s rank
correlation coefficient.

As stated in [36], a semantic relatedness computing
method is considered reliable if an inter-rater agreement
(computing results) of it is over 75%.

Considering Spearman’s rank correlation coefficient, we
compare SRCM-CNet with three other semantic relatedness
computing methods. Table 10 shows the testing results.
SRCM-CNet gets Spearman’s rank correlation coefficient
“0.9,” which is better than the other methods.

6.2. Correctness Evaluation. We evaluate the correctness of
SbACMT on basis of the use case presented above.

(e quantitative evaluation focuses on class-class and
attribute-attribute mappings. (e retrieved mappings and
expected mappings are shown in Tables 11 and 12,
respectively.

As shown in Table 12, according to the computing re-
sults, the attributes “id” and “name” (both from class
“person”) match with the attribute “id” (from class “driver”).
However, we only build the mapping between attributes “id”
and “id,” since they have a higher SR_V.

Inspired by the work stated in [45], performance mea-
sures are based on three indicators: precision, recall, and
F-measure:

(1) (e precision (P) evaluates the quality of the auto-
matic built transformation mappings.

(2) (e recall (R) evaluates the sufficiency of the auto-
matic built mappings.

(3) (e F-measure (F) is the weighted harmonic average
of P and R. A higher value of F is preferred.

Equation (4) shows the computing rules of “precision,”
“recall,” and “F-measure”:

P �
|retrieved∩ expected|

|retrieved|
,

R �
|retrieved∩ expected|

|expected|
,

F �
2 × P × R
P + R

.

(4)

(e evaluation results of SbACMTare shown in Figure 6.
(e performance evaluation has been performed on a

computer with 2.4GHz, i5-6200U CPU, and 8G RAM (with
Windows 10 OS and Java 9 JDK).

Generally, the precision rate and the recall rate affect
each other. Considering the attribute mapping pairs, the
quality of the automatic built mappings is high. (e pre-
cision of automatically built class mappings is mediocre (the
number of classes involved in the use case is small).

7. Related Works

(is section presents the related works in three aspects: the
usage of meta-models in practice, semantic relatedness
computing methods adopted in practice, and our previous
relevant work [47].

7.1. Meta-Model Usage. Meta-models, which are a special
kind of models, define the rules of building models and can
be used to verify the correctness of themodels conforming to
them.

Meta-models have been defined in various domains. In
[48], a meta-model is defined to adopt organizational
concepts to help analyze and design multiagent systems. In
[49], a meta-model, which is made of four smaller meta-
models, is defined to formalize software protection from
man-at-the-end attacks. In [50], an accident process meta-
model is defined to describe the hazard-accident process by
fault propagation. In [51], a meta-model is defined to argue
about compliance of requirements models and to keep track
of compliance decision through the requirement modeling.

SdACMT

Building potential mappings

Executing transformation

Step1: class-class
focusing on class names

Step 3: attribute-
attribute (comparing names)

Step 2: class-attribute
focusing on their names

Potential mappings

Source conceptual 
model

Target conceptual 
model

Merged conceptual model

Verification

Extract and classify classes and attributes 

Figure 4: An overview of the matching process.

8 Discrete Dynamics in Nature and Society



Traffic managementVehicle management

Person

Ticket

Vehicle
Automobile

Driving License

Possess

Possess

Drive

Pay

Driver

Concern

Id String
Name String

String
Phone Integer
Vehicle List

Age Integer
Gender

License String
Producer String
Type String
Production date Date
Owner Person

Name String
ID String
Nationality String
Date of initial lead Time

Time
Integer

Expiration date 
File number

License String
Type String
Driver Driver
Insurance Boolean

Id String

String

Date Date
Reason Enumeration
Penalty Float
Issure

Id String
Age String
Gender String

IntegerPhone

Figure 5: An illustration of the use case.

Table 5: Matching between concepts.

Vehicle\traffic Automobile Driver Ticket
Person 0.0 0.6 0.36
Vehicle 0.90 0.57 0.57
Driving license 0.6 0.6 0.57

Table 6: Matching between attributes, Set 1.

Vehicle\automobile License Type Driver Insurance
License 1 — — —
Producer 0.49 0.2 0 0
Type 0.49 1 — —
Production date 0.14 0 0.1 0
Owner 0 0 0.49 0

Table 7: Matching between attributes, Set 2.

Person\driver Id Age Gender Phone
Id 1 — — —
Name 0.92 — — —
Age 0.38 0.8 — —
Gender 0.2 0.29 1 —
Phone 0 0.18 0 1
Address 0.2 0.29 0.49 0.58
Vehicle 0 0 0 0.23

Table 8: Matching between attributes, Set 3.

Driving license\automobile License Type Driver Insurance
Name 0.49 0.66 0 0.23
Id 0.2 0.66 0 0
Nationality 0 0.42 0 0.36
Date of initial lead 0.36 0.36 0.36 0
Expiration date 0.36 0 0 0
File number 0.36 0.57 0.36 0.36
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In [52], a meta-model is defined to help effectively build
interenterprise collaborations.

(emajority of current existingmeta-models are defined
without strict semantics or syntax. (ey are presented as
class-based graphs or activity diagrams, and natural lan-
guage is used to describe the context and the constraints, etc.
Researchers and engineers focus on the content conveyed by
meta-models more than meta-modeling theories and lan-
guages, which leads to the low reusability and poor read-
ability of these meta-models. Table 13 presents the
comparing results of the above meta-models.

We define SbACMT_MM conforming to the Ecore
standard, which ensures the unified semantics and syntax. In
the “semantic-based conceptual model transformation”
context, SbACMT_MM sets the theoretical foundation.

7.2. Semantic-Based Matching Methods. Employing se-
mantic-based analysis to determine similarity between
concepts (entities) is a common research topic in various
fields, such as ontology matching and data schemas
matching. A certain number of semantic relatedness com-
puting theories and methods are proposed.

In [53], semantic analysis is used to lift meta-models into
ontologies to integrate eventually modeling languages. In
[54], towards data integration, an automatic schema
matching method built on probabilistic lexical annotation
technique is proposed. In [55], a new semantic matching
method is adopted to find the corresponding entities via
similarity matrices. In [56], a two-stepmethod built on state-
of-the-art methods is proposed to improve ontology
matching by enriching ontology mappings.

Table 14 presents the above research works and shows a
comparison between them.

To support general-purpose usage, a certain number of
semantic reasoners are proposed and are used in practice. In
Table 15, five semantic reasoners are listed and analyzed.

Agreement maker uses different matching algorithms to
aggregate their matching results, which is usually called
parallel combination.

STROMA uses linguistic, structural techniques to deal
with ontology matching. It adopts five matching strategies
and weights the results. (e system is generic as it can be
used for different domains.

ASMOV utilizes lexicographic, structural, and instance-
based techniques and WordNet. It incorporates a semantic
validation process, which increases the accuracy of the
system.

S-Match represents the ontology entity as a logical
formula; the matching problem is reduced to the proposition
validity problem. (e input of the S-Match system is two
graph structure patterns. (e output is the logical relation
between the nodes in the graph.

Compared with existing computing methods and
semantic reasoners, we adapted ConceptNet as semantic
knowledge base (with rich semantic relations and as-
sertions). Furthermore, focusing on conceptual model
(class diagrams) transformation, we tailor the semantic
relations defined in ConceptNet and quantify the
adopted relations with the RG-65 gold standard. (e
rules of applying SRCM-CNet are defined in
SbACMT_MM.

7.3. Relevant Previous Works. Compared with our previous
work [47], the main novelty of this paper is reflected in three
aspects.

First, it is the new meta-model “SbACMT_MM”. To-
wards conceptual model transformation, we define this
meta-model by employing the Ecore standard.
SbACMT_MM consists of three parts “class diagram,”
“semantic relatedness,” and “mapping pair”; it builds the
foundation of combing SRCM-CNet into automatic model
transformation process.

Second, it is the adopted semantic knowledge base. In
our previous work, WordNet is adapted as the basic se-
mantic resources. In this paper, we adapted ConceptNet as
the semantic knowledge base and built a local semantic
thesaurus (with Neo4J) based on it. Comparing toWordNet,
ConceptNet contains more content (e.g., words and se-
mantic relations), being constantly updated and supports
multilanguages.

(ird, it is the evaluation part. In previous work, we
evaluated the performance of the automatic generated
transformation mappings only based on manual judgments.
In this paper, we adopted the RG-65gold standard and
Spearman’s rank correlation coefficient, which is more
persuasive.

Table 9: Matching between attributes, Set 4.

Driving license\driver Id Age Gender Phone
Name 0.92 — — —
Id 1 — — —
Nationality 0 0.42 0.36 0.42
Date of initial lead 0.57 0.6 0.36 0.36
Expiration date 0.36 0 0 0
File number 0.57 0.6 0.36 0.6

Table 10: Spearman’s rank correlation coefficient with RG-65.

Relatedness measure RG-65
SRCM-CNet 0.90
Extended gloss overlaps [44] 0.8
Resnik [45] 0.72
Lin [46] 0.72
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Table 11: Mapping built between classes.

Potential entity mappings Retrieved mappings Expected mappings
Person-driver Yes Yes
Vehicle-automobile Yes Yes
Driving license-driver Yes No

Table 12: Mapping built between attributes.

Potential entity mappings Retrieved mappings Expected mappings
Person: id-driver: id Yes No
Person: age-driver: age Yes Yes
Person: gender-driver: gender Yes Yes
Person: phone-driver: phone Yes Yes
Vehicle: license-automobile: license Yes Yes
Vehicle: type-automobile: type Yes Yes
Vehicle: owner-automobile: owner No Yes
Driving license: id-driver: id Yes No

P R F
Class 0.50 1.00 0.67
Attribute 0.71 0.83 0.77

0.00
0.20
0.40
0.60
0.80
1.00
1.20

Class
Attribute

Figure 6: “P,” “R,” and “F” evaluation results.

Table 13: Meta-models defined in practice.

Ref. Serving domain Meta-modeling language adopted Existing form
[48] Software engineering No Graph & nature and mathematical languages description
[49] Software protection No Class diagram & nature language description
[50] System engineering SysML from implementation view Graphs + natural language description
[51] Requirements engineering No Class-based description
[52] Enterprise engineering No Class-based diagram and natural language description

Table 14: Research works concerning semantics.

Ref. Serving filed Semantics resource & adopted methods Note
[53] Software development Manual Ecore to OWL
[54] Data integration Word net Combing lexical annotation
[55] Ontology matching Concept net Syntax & semantic
[56] Ontology matching Adopted mature semantic reasoner Two-step approach
In social network field, as presented in [57–59], semantic checking technologies are also adapted to build connections between entities (e.g., events, persons,
and comments).
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8. Conclusion

(ere are many kinds of conceptual models defined and used
in diverse domains. Reusing and merging existing con-
ceptual models to generate new conceptual models are al-
ways required in practice.

To accelerate the building process of conceptual
models, this paper proposes a general configurable (semi-)
automatic conceptual model (class diagrams) transfor-
mation method. A semantic relatedness computing
method, which is mainly built on the structured knowl-
edge base ConceptNet, is employed as the potential
mapping-detecting technology.

SbACMT follows the meta-model based model trans-
form theory. A specificmeta-model “SbACMT-MM” defines
the rules of applying SRCM-Net to generate mappings
between conceptual models. Considering the granularity of
conceptual models, we also propose an integrated mapping
and transformation process in which three matching steps
are divided. User effort can be optionally involved in this
process at certain points, such as judging the intermediate
potential mapping pairs.

SbACMT is configurable in two aspects. First, by
adapting the “class diagram” part of SbACMT_MM,
SbACMTcan support other kinds (besides class diagrams) of
conceptual model transformations. Second, by adapting the
thresholds assigned in Table 4, SbACMT can serve for
customized transformation. Moreover, the values assigned
to semantic relationships can also be adjusted by users.

SbACMT aims to serve to transformations of different
kinds of conceptual models. It can accelerate the process of
building new conceptual models in general.

SbACMT is well tool supported. As shown with the
evaluation of the use case, SbACMT can achieve automatic
conceptual model transformation with effective perfor-
mance. A potential research direction of SbACMTconcerns
about contextual information. While calculating the se-
mantic relatedness between concept pairs, the contextual
information shall be taken into account. Two possible so-
lutions are as follows: making use of the assertions (on the
edges) of ConceptNet and combining other semantic re-
sources together with ConceptNet.
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Link prediction in complex networks predicts the possibility of link generation between two nodes that have not been linked yet in
the network, based on known network structure and attributes. It can be applied in various fields, such as friend recommendation
in social networks and prediction of protein-protein interaction in biology. However, in the social network, link prediction may
raise concerns about privacy and security, because, through link prediction algorithms, criminals can predict the friends of an
account user and may even further discover private information such as the address and bank accounts. +erefore, it is urgent to
develop a strategy to prevent being identified by link prediction algorithms and protect privacy, utilizing perturbation on network
structure at a low cost, including changing and adding edges. +is article mainly focuses on the influence of network structural
preference perturbation through deletion on link prediction. According to a large number of experiments on the various real
networks, edges between large-small degree nodes and medium-medium degree nodes have the most significant impact on the
quality of link prediction.

1. Introduction

Complex networks play an important role in modeling and
analyzing complex systems such as the social system, bio-
logical system, and information system [1]. Generally, in-
dividuals, such as human beings, biological elements, and
computers, are represented by nodes, while links represent
the relations or interaction between nodes [2]. +e theory of
complex networks offers new insight into the connection in
the real world. Related research studies focus not only on
single-layer networks, such as clustering [3], link prediction
[4], and community discovery [5, 6] but also multilayer
networks [7] as well, such as cascade [8, 9], communication
[10–13], synchronization [14], and game [15–17].

Link prediction in a complex network includes pre-
diction on links unknown or to be built in a given network.
Based on the structure and attributes of a public network,
link prediction is intended to predict the possibility of link
generation between two nodes, which have not been

connected yet [18]. For a given undirected network, as
shown in Figure 1, the solid lines signify known edges in the
network, while the dotted lines signify the unknown edges or
those to be built in the future. What we need to do here is to
predict the unknown edges denoted by the dotted lines
through known nodes and edges accurately. As one of the
research directions of data mining, link prediction can be
applied to various fields. For instance, in social networks,
link prediction can recommend new friends to users by
predicting whether two strangers online are acquaintances
offline. In biology, predicting protein-protein interaction
will significantly reduce the cost of experiments. Besides,
researchers have applied the idea and method of link pre-
diction on node classification, such as determining the type
of an article in an academic network [19].

Researchers have made considerable efforts to enhance
the accuracy of link prediction. Many link prediction al-
gorithms are based on the similarity between nodes, as-
suming that the more similar two nodes are, the more likely
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that there is a link between them. +e index describing the
similarity between nodes can be roughly classified into the
local index, global index, and quasi-local index. +e local
index is the most commonly used among the methods based
on node similarity, due to its simplicity and adaptability for
considerably large networks. +ere are other link prediction
algorithms which could be based on maximum likelihood
estimation, and they have better performance when dealing
with networks with a distinct hierarchical structure, such as a
grassland food chain [20]. Some algorithmsmay also employ
probabilistic models for link prediction, during which in-
formation processed covers not only the network structure
but also the attributes of nodes. +ese algorithms are
characterized by higher prediction accuracy but, at the same
time, greater calculation complexity [21].

Link prediction is usually proven useful in biological
networks. In social networks, however, they may raise
concerns about privacy and security, in that our data are
valuable not only for enterprises and public entities but
also for an increasing number of cybercriminals con-
ducting network analysis for malicious purposes.
+rough the link prediction algorithm, cybercriminals
can accurately predict the friends of a social account user
and even the owner of that account according to his or her
relationships. If they dig further, criminals may find the
name, age, address, bank account, and other private
information of a social account’s corresponding entity.

Considering what has beenmentioned above, it is urgent to
improve privacy protection. However, currently, there lacks
intensive research on how to prevent identification of link
prediction algorithms utilizing concealing, changing, or adding
edges through network structural disturbance at a small cost.
Based on the perturbation of the adjacencymatrix, Lu et al. [22]
studied the influence of structural consistency on link pre-
dictability. Waniek et al. [23] studied how to conceal sensitive
relations in the network through reconnection strategy, pro-
posing a heuristic method in achieving it. Wu et al. [24]
proposed an active learning algorithm and applied perturbation
on the most symbolic links in the network, to adjust the
structure predictability of the graph.

Based on the previous research, this article focuses on the
influence of network structural preference disturbance

through deletion on link prediction. According to a large
number of experiments on the various real networks, edges
between large-small degree nodes and medium-medium
degree nodes have the most significant impact on the per-
formance of link prediction. In the real-world network, the
connection choice between nodes is not uniform, but there is
an obvious preference, which leads to a certain correlation
between nodes in the network. Based on this connection
correlation between nodes, people put forward the concept
of homogeneity and heterogeneity to distinguish the con-
nection preference between nodes. +erefore, the hetero-
geneity of complex network nodes is a measure of the
uniform distribution of nodes. If the nodes tend to connect
similar nodes, they will form homogeneous network; if the
high nodes and low nodes have certain probability to
connect, they will form heterogeneous network.

2. Model Demonstration

In this section, some basic terminologies used in this article
will be first introduced, based on which official definitions
will be made. +en, we will present the method of network
structural preference perturbation. Finally, the pseudocode
of this method will be given.

2.1. Definition. A complex network: a given biological or
social network can be modeled as a graph, G � (V, E), in
which V denotes the set of nodes in the network, E denotes
the set of edges, and A denotes the adjacent matrix of the
network. When there is a link (i, j) ∈ E between node vi and
vj, the elements frommatrix A satisfy eij � 1; otherwise, they
satisfy eij � 0. We can use source and target to describe the
relationship between nodes, thus dividing networks into
directed and undirected networks. In directed networks, the
link, by the name of arc, is built from a source node to a
target node. In undirected networks, there is no distinction
between source nodes and target nodes in a link, by the name
of edge. +is article will mainly focus on undirected net-
works, which can be further applied to directed networks
conveniently.

Link prediction: in a given network G � (V, E), N de-
notes the number of nodes and M denotes the number of
edges. +erefore, the total number of node pairs is
((N(N − 1))/2). If the universal set U denotes the set of all
pairs of nodes in a network, link prediction works as follows:
any pair of nodes, denoted by (vi, vj) ∈ (U − E), which does
not belong to the network, will be assigned a particular score
through a certain kind of algorithm. +en, based on scores
assigned to the pairs of nodes, the largest K pairs will be
chosen as edges for prediction.

Network structural preference perturbation: in a given
network G � (V, E), network structural preference pertur-
bation aims at executing one or more operations among
adding, changing, and deleting towards the edges of a
network at a lower cost based on the set of edges E. +e aim
of these operations is that when a new network G∗ � (V, E∗)

is formed eventually, the edges lost or to be built in G are

1

6 3

45

2

Figure 1: Diagram of link prediction.
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barely predictable through the operations demonstrated
above.

2.2. Method of Perturbation. +e method of network
structural preference perturbation mainly consists of one or
more operations among adding, changing, and deleting
towards the edges of a network. +is article will focus on
deletion, trying to identify the particular quality of edges that
are significant in influencing the effect of link prediction. For
a given network G � (V, E), the set of edges E can be divided
into a train set ET and test set EP. +e network structural
preference perturbation mainly happens in train sets. After
the perturbation, edge prediction can be made in the
training network through an algorithm of link prediction.
+e performance of link prediction can thus be calculated by
comparing the edges predicted and those in the test set. +e
given network in the following passages refers to a training
network.

When a training network has been divided from the
original one, we start to apply perturbation on it. For any
edge denoted by eij, its deletion value can be calculated
through the following formula:

wij �
eij · ki · kj􏼐 􏼑

α

􏽐
|V|
a�1 􏽐

|V|
b�1 eab · ka · kb( 􏼁

α
.

(1)

In this formula, ki and kj denote, respectively, the degree
of node vi and vj. α is used to control the preference of edge
selection. When α is specified as a specific value, the weight
of each edge selected will be calculated. For example, when α
is slightly greater than 0, the connection between large and
small nodes and medium and medium nodes has a larger
weight, which means it is easier to be selected. α is an ad-
justable parameter. Formula (1) makes sure that the sum of
deletion value of all the edges equals 1.

After acquiring the deletion value of every edge, we set
up a parameter of proportion f, in order to randomly pick
out edges by the number of f · |ET| and delete them. It is
noteworthy that the degree of some nodes in the edge may
change after the edge has been deleted, and hence, the
deletion value of every node, wij, will be changed. In an ideal
situation, the deletion value of the remaining edges should
be recalculated every time an edge is deleted. However, the
time complexity of the perturbation algorithm would be
enormous in this way. To reduce time complexity, a pa-
rameter of the proportional interval is set by the name of
finterval, meaning that the calculation of deletion value is only
redone after every finterval · |ET| edges are deleted.

+e pseudocode of the proposed method is as follows.
(see Algorithm 1).

3. Experiment

3.1. Experimental Setup. We have experimented on four real
networks, whose statistics are shown in Table 1. During the
experiment, four algorithms of link prediction are used,
including RA [29], AA [30], CN’ [31], and PA [32]. For a
random given node vi, with Γ(i) denoting the set of its

adjacent nodes, the calculation formula of the four algo-
rithms can be expressed as follows:

Resource allocation (RA) is

s
RA
ij � 􏽘

z∈Γ(i)∩ Γ(j)

1
log kz

. (2)

Adamic-Adar (AA) index is

s
AA
ij � 􏽘

z∈Γ(i)∩ Γ(j)

1
kz

. (3)

Common neighbor (CN) is

s
CN
ij � |Γ(i)∩ Γ(j)|. (4)

Preferential attachment (PA) is

s
PA
ij � ki · kj

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌. (5)

We here choose precision as the index of the perfor-
mance of link prediction. For a given group of edges that has
not been observed, precision is defined as the ratio of
successfully predicted edges to the top L predicted edges.
Suppose that Lr is the number of successfully predicted
edges among the top L predicted edges; then, the calculation
formula for precision can be expressed as follows:

precision �
Lr

L
. (6)

For a given network, the train set and test set will be
divided by the ratio of 9: 1. In order to test the performance
of prediction, perturbation will be applied on the train set
under different α and f. +en, predictions will be made
through the four algorithms of link prediction, and the result
will be compared with the test set. Every experiment will be
repeated 100 times.

3.2.ExperimentResult. First, the experiment supposes thatf

equals 0.01, 0.1, 0.2, 0.3, and 0.4, respectively, and
finterval � 0.01. +e precision calculated through four algo-
rithms on four data sets will be tested, under the condition
that α ranges from −20 to 20, with an interval of 1. As shown
in Figure 2, the result indicates that when α is slightly larger
than 0, the minimum value of precision is achieved, sig-
nifying the best effect of network perturbation. +e result
shown in the cases (a), (e), and (i) from Figure 3 suggests that
edges between large-small degree nodes and medium-me-
dium degree nodes have the largest influence on the per-
formance of link prediction.

+en, α is set to be −20, −10, 0, 10, and 20, respectively,
and finterval � 0.01. +e precision calculated through four
algorithms on four data sets will be tested under the con-
dition that f ranges from 0.01 to 0.4, with an interval of 0.01.
As shown in Figure 4, in most cases, the precision decreases
as f increases for all four methods of the algorithm. Because
the larger thef is, the larger the ratio of deleted edges will be,
and the fewer edges are remained in the network, thus
reducing the quality of prediction of the different algorithms
of link prediction. However, there are cases in metabolic and
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(1) Input: adjacent matrix of the original network A, parameter f, parameter finterval, and parameter α
(2) for i � 1; i≤ (f/finterval); i + + do
(3) A � DELETE-EDGE (A, finterval, α)
(4) end for
(5) function DELETE-EDGE (A, finterval, α)
(6) |E| � sum(sum(A));
(7) Initialize the value matrix: W←0;
(8) for i � 1; i≤ size(A); i + + do
(9) for j � 1; j≤ size(A); j + + do
(10) Calculate the value of each element wij in W using formula (1);
(11) end for
(12) end for
(13) for k � 1; k≤finterval ∗ |E|; k + + do
(14) Randomly choose a position (i, j) based on the value matrix W;
(15) Aij � 0
(16) end for
(17) returnA;
(18) end function
(19) Output: the adjacent matrix after the perturbation A∗ � A has been applied

ALGORITHM 1: Perturbation algorithm.

Table 1: Statistical features of four real networks, including the number nodes |V|, the number of edges |E|, average degree 〈k〉, average
shortest path 〈d〉, clustering coefficient C [28], assortativity coefficient r [33], and heterogeneity of node degree H (H � (〈k2〉/〈k〉2)).

Networks |V| |E| 〈k〉 〈d〉 C r H

Jazz [25] 198 2,742 27.697 2.235 0.618 0.020 1.396
Macaques [26] 62 1,187 38.290 1.380 0.667 −0.073 1.039
Metabolic [27] 453 2,025 8.940 2.664 0.647 −0.226 4.485
Neural [28] 297 2,148 14.465 2.455 0.292 −0.163 1.801
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Figure 2: Continued.
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Figure 2: Precision under different α. From the top to bottom, results are shown through four methods of RA, AA, CN, and PA. From left to
right, results are shown from four networks of jazz, macaque, metabolic, and neural.
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Figure 4: Precision under the condition of various f. From the top to bottom, results are shown through four methods of RA, AA, CN, and
PA. From left to right, results are shown from four networks of jazz, macaque, metabolic, and neural.
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neural networks where precision increases as f increases,
which could result from the fact that metabolic and neural
networks have higher heterogeneity of node degree.

In order to better demonstrate the influence network
structural preference perturbation has on link prediction, we
have also tested the precision calculated through four al-
gorithms on four data sets, under the condition that α ranges
from −20 to 20, with an interval of 1, f ranges from 0.01 to
0.4, with an interval of 0.01, and finterval � 0.01. +e

experimental results are shown in Figure 5, where curves in
the horizontal planes are isolated.

4. Conclusion

In this article, the influence of network structural preference
perturbation by a deletion on link prediction is analyzed. By
using an interactive criterion to determine node degree, we
first assign a perturbation value through the calculation to
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Figure 5: Precision under the condition of various α and f. From the top to bottom, results are shown through four methods of RA, AA,
CN, and PA. From left to right, results are shown from four networks of jazz, macaque, metabolic, and neural. Curves in the horizontal
planes are isolines.
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every edge in a given network. +en, we apply perturbation
through deletion on edges selected according to perturba-
tion value. +is procedure will be repeated until a certain
proportion of edges have experienced perturbation. After
that, we make link prediction on networks before and after
perturbation, using four methods including RA, AA, CN,
and PA, compared to the different influence types of con-
nection and the ratio of deletion has on the performance of
link prediction.

Massive experiments on various real networks indicate
that the edges between large-small degree nodes and those
between medium-medium degree nodes have the most
significant influence on the performance of link prediction.
By deleting the specific link in the network, we can resist the
impact of link prediction on privacy protection. +e above
strategies can not only protect privacy in the field of social
networks but also be worth promoting and applying in other
fields. For example, in the design of computer communi-
cation topology, to minimize the connection between large
and small nodes, medium and medium nodes can resist
topology estimation, so as to better protect our own network;
in the field of counter-terrorism, we should pay more at-
tention to the connection between the leader node and leaf
node, which often means the vulnerability of the terrorist
team in communication connection.
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[32] L. Lü and L. Lü, “Link prediction in complex networks: a
survey,” Physica A: Statistical Mechanics and Its Applications,
vol. 390, no. 6, pp. 1150–1170, 2011.

[33] M. E. Newman, “Assortative mixing in networks,” Physical
Review Letters, vol. 89, no. 20, Article ID 208701, 2002.

Discrete Dynamics in Nature and Society 9



Research Article
Influence of Student Depression on the Spread of Public
Opinion in University

Nie Min, Yang Lei, Luo Weimin, Guowu Yang, and Hu Xia

Big Data Research Center, University of Electronic Science and Technology of China, Chengdu 610054, China

Correspondence should be addressed to Hu Xia; xiahu@uestc.edu.cn

Received 2 June 2020; Revised 29 June 2020; Accepted 6 July 2020; Published 23 September 2020

Guest Editor: Qingyi Zhu

Copyright © 2020NieMin et al.)is is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

In this study, we examined the impact of college students’ mental health on their social behavior. A social network was identified
based on the behavior of college students sharing a meal. We analyzed the impact of depression on the structure of this network
and found that students without obvious depressive symptoms, based on the test data of the SCL-90 Assessment Scale, were better
at socializing than students with obvious depressive symptoms. We proposed a public opinion spreading model on social
networks and formulated a heterogeneous mean-field theory to describe it. Further, using computer simulation experiments, we
studied the impact of students’ mental health on the process of information propagation in college. )e results of the experiments
showed that students without obvious depressive symptoms were more likely to receive information than students with obvious
depressive symptoms. Based on the results of our study, college psychological consultants can actively identify students who may
be at risk of mental illness and give them attention and guidance.

1. Introduction

In the present self-media era, people can communicate
online with friends through various platforms such as
WeChat, QQ, Weibo, and BBS [1–4]. College students are
interested in novelty and are the main users of various social
platforms. On the one hand, students can communicate
through these platforms to improve their studies. On the
other hand, various views and opinions held by disgruntled
members of colleges and universities also pass through these
social platforms as public opinion and have a significantly
negative impact on students. )erefore, understanding the
principles and mechanisms of public opinion dissemination
in colleges and universities has become a focus of intensive
research study. )e core of these studies lay in analyzing
information dissemination on social networks [5–12].

Structurally, online social networks often have charac-
teristics such as small-world and scale-free properties and
high clustering coefficient [13–17]. )ese characteristics
have a strong influence on the information propagation
process, propagation range, and burst threshold [18–23].
Watts [24], a well-known network science scholar, analyzed

the spread of news stories, videos, and pictures on Twitter
and found that the propagation process showed a substantial
structural diversity; “hot” events, which spread quickly over
the social network, often have both viral propagation and
broadcast characteristics. Lu and Zhou [4] found that it was
easier to spread information on high-cluster coefficient
networks. For high-risk information (such as political in-
formation), single dissemination cannot eliminate the risks
and uncertainties caused by the dissemination of the in-
formation; multiple confirmations become particularly
important [25, 26]. Zheng et al. [27] proposed complex
propagation dynamics based on multiple confirmations to
characterize the information propagation process in social
networks. It was found that the smaller the average, the
higher the difference in the spread of information on regular
and random networks. Because of the limited risk of re-
dundant information to eliminate the propagation [28], Wu
et al. [29–31] further analyzed information propagation on
multilayered social networks based on the theory of edge
division [32]. During the dissemination process, it was found
that the multilayer network structure is comparatively more
conducive to information dissemination. Shu et al. [33]
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found that the interlayer network structure is particularly
crucial to information spread.

In the dissemination of public opinion in colleges and
universities, different students have different roles. For ex-
ample, students who frequent the library may have short
online communication times. By contrast, students who live
in dormitories may have an extended online learning and
communication time, which leads to differences in the in-
fluence of different student attributes on colleges’ public
opinion communication attributes. In this study, we con-
structed a public opinion spreading model to determine
whether students with apparent symptoms of depression
influence the spread of public opinion in colleges and
universities.

2. Data Descriptions

To quantify the impact of college students’ mental health on
their social relationships in school, we collected data from
4955 freshmen in a college, including the SCL-90 Assess-
ment Scale (hereafter referred to as the SCL-90 form) of
20188 swipe-card data in October 21–31, 2018.)e data used
in the article, which could only be used for statistical analysis
to obtain certain macrostatistical characteristics, were all
processed through anonymization; hence, it is impossible to
identify specific students. Derogatis proposed the SCL-90
table in 1975. )e table is deployed for comprehensively
scoring people’s mental health on multiple levels, such as
feelings, emotions, thoughts, consciousness, behavior, life-
style, interpersonal relationships, diet, and sleep, and
quantifying multiple depression. Related test indicators
include somatization, obsessive-compulsive symptoms, in-
terpersonal sensitivity, depression, anxiety, hostility, terror,
paranoia, and psychosis. Based on the respondent’s answer,
the degree of depressive symptoms is established on a scale
of 1 to 5, which indicates “none,” “very light,” “moderate,”
“heavy,” and “serious.” )e overall score range of the re-
spondents was [13–65]. Based on their scores, respondents
can be divided into five categories: none (no symptoms),
mild (symptomatic but infrequent), moderate (symptomatic
and frequent), heavy (symptomatic and severe), and severe
(symptomatic and very serious). To simplify the research, in
this follow-up study, the subjects were divided into two
categories based on whether they had or did not have ob-
vious depressive symptoms. )e overall score range of
students without apparent symptoms of depression was
[13–26]. Students with moderate, heavy, and severe symp-
toms, with an overall score range of [27–65], were catego-
rized as those with apparent symptoms of depression.

Among the 4955 students, 3879 weremale and 1076 were
female. )e minimum age was 16.1 years (as of October 1,
2018), the maximum was 25.1, the average was 18.5, and the
median was 18.4. Dining in the cafeteria is a typical behavior
of college students that can reflect students’ social behavior
to a certain extent.)erefore, we built a social network using
the swiping-card data from the student canteen. )e graph
G(V, E) was used to represent a social network, where V

represents a set of nodes and E represents a set of connected
edges. )e nodes represented students, with the edges

representing the social relationships between them. We
inferred that there was a link between two students that met
the following three conditions at the same time: (1) they
spent a similar length of time on a credit card machine; (2)
their spending time interval was less than two minutes; (3)
During the entire observation time (August 21 to October 31,
2018), the number of times conditions (1) and (2) were met
was greater than the threshold T.

3. Propagation Model Description

)e college students’ social network G could further de-
termine whether the students had obvious symptoms of
depression. Students with obvious depressive symptoms
were recorded as GH, and those without obvious depressive
symptoms were recorded as GN. Mathematically, the social
network G and the networkW are adjacent weights;wij � nij

represents the number of meals the two categories of stu-
dents have in a short period. )e greater wij, the closer the
relationship between student i and student j.

To describe the propagation process of public opinion
in universities, we proposed a generalized susceptible-in-
fected-recovered (SIR) model. )e susceptible students
were those that did not know the news but were likely to
come to know it. )e infected students were those that
already knew the news and were willing to share it with
friends. )e recovered students were those that were not
interested in the information. At the initial moment, a
student was randomly selected as infected. At a specific
moment t, there was a certain probability of each infected
student i informing a susceptible neighbor. To consider the
spread of student depression arising from public opinion
information in universities, we assumed that the proba-
bility of students passing information to students with
depression and those without depression was heteroge-
neous and could be specifically divided into the following
four cases:

(i) If the student i had no obvious depressive symptoms,
the probability that he would pass the information to
a friend without obvious depressive symptoms j was
λNN, where N indicates no obvious symptoms of
depression. Specifically, λNN is expressed as follows:

λNN � 1 − 1 − λnn( 􏼁
wij . (1)

(ii) If the student i had no obvious symptoms of de-
pression, the probability that he would pass the
information to a friend with obvious symptoms of
depression j was λNH, where the subscript H indi-
cates the presence of obvious symptoms of depres-
sion. Similarly, λNH is expressed as follows:

λNH � 1 − 1 − λnh( 􏼁
wij . (2)

(iiii) If the student i had obvious depressive symptoms,
the probability that he would pass the information
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to a friend without obvious depressive symptoms j

was

λHN � 1 − 1 − λhn( 􏼁
wij . (3)

(iv) If the student i had no obvious symptoms of de-
pression, the probability that he would pass the
information to a friend with obvious symptoms of
depression j was

λHH � 1 − 1 − λhh( 􏼁
wij . (4)

Students’ depression has different effects on the trans-
mission of different types of information. )e probability of
each student losing interest in the news was c. )e prop-
agation dynamics evolved until there were no infected
students in the system.

4. Theoretical Analysis

In this section, we propose a set of heterogeneous mean-field
theories to characterize the public opinion propagation
model. )e degree of distribution of the network G is
denoted as P(kH, kN), which indicates that a randomly
selected node i has kH friends with obvious depressive
symptoms and kN friends with no obvious depressive
symptoms. SX(kH, kN, t), ρX(kH, kN, t), and RX(kH, kN, t)

were used to indicate that students with degree (kH, kN)

were in the susceptible, infected, and recovered states, re-
spectively, where X ∈ H, N{ } indicates whether the student
had obvious symptoms of depression. At the initial time, that
is, t � 0, we have S(kH, kN, t) � (1 − 1/n),
ρ(kH, kN, t) � (1/n), and R(kH, kN, t) � 0, where n repre-
sents the number of nodes in the network G.

A student iH with obvious depressive symptoms with
degree (kH, kN) is in a susceptible state and needs to satisfy
two conditions at the same time: (1) he is not infected by a
friend with obvious symptoms and (2) he is not infected by a
friend without obvious symptoms. For condition (1), the
probability that the student iH is connected to an infected
friend with obvious symptoms is

cHH �
􏽐kH
′ P kH
′ , KN
′( 􏼁kH
′ ρH kH
′ , KN
′( 􏼁

〈kH〉
. (5)

where 〈kH〉 indicates the number of students with obvious
depressive symptoms. )erefore, the probability of the
student iH not getting infected by a friend with obvious
depressive symptoms is

ηHH(t) � 1 − SH kH, kN, t( 􏼁λHHcHH. (6)

Similarly, we can obtain the probability of satisfying
condition (2), that is, the probability of the student iH not
being infected by a friend without obvious depressive
symptoms, as follows:

ηHN(t) � 1 − SH kH, kN, t( 􏼁λHNcHN, (7)

where cHN represents the probability of the student iH being
connected to an infectious friend without obvious symp-
toms, which is expressed as follows:

cHN �
􏽐kN
′ P kH
′ , KN
′( 􏼁kH
′ ρH kH
′ , KN
′( 􏼁

〈kHN〉
, (8)

where 〈kHN〉 represents the number of students with ob-
vious depressive symptoms who have no obvious depressive
symptoms.

Considering conditions (1) and (2) comprehensively, the
probability of student iH being infected at t was

χH(t) � 1 − 1 − ηHH(t)( 􏼁 1 − ηHN(t)( 􏼁. (9)

)erefore, we can obtain the evolution equation of
SH(kH, kN, t) as

dSH kH, kN, t( 􏼁

dt
� −χH(t). (10)

For those infected with obvious depressive symptoms,
this growth stems from the infection of the susceptible nodes
by neighbors, and the decrease comes from recovery.
)erefore, the state evolution equation of ρH(kH, kN, t) is

dρH kH, kN, t( 􏼁

dt
� χH(t) − cρH kH, kN, t( 􏼁. (11)

)e state evolution equation of RH(kH, kN, t) is
dRH kH, kN, t( 􏼁

dt
� cρH kH, kN, t( 􏼁. (12)

Similar to the aforementioned discussion, it can be
observed that the degree of the nodes indicating students
without obvious depressive symptoms is (kH, kN); the
evolution equations in the susceptible, infected, and re-
covered states, respectively, were

dSN kH, kN, t( 􏼁

dt
� −χN(t), (13)

dρN kH, kN, t( 􏼁

dt
� χN(t) − cρN kH, kN, t( 􏼁, (14)

with
dRN kH, kN, t( 􏼁

dt
� cρN kH, kN, t( 􏼁, (15)

where

χN(t) � 1 − 1 − ηNN(t)( 􏼁 1 − ηNH(t)( 􏼁. (16)

)e probability of a student without obvious depressive
symptoms iN connecting to an infected friend without
obvious symptoms was

cNN �
􏽐kN
′ P kH
′ , KN
′( 􏼁kH
′ ρN kH
′ , KN
′( 􏼁

〈kN〉
. (17)
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where 〈kN〉 represents the number of students with no
obvious depressive symptoms connected to those without
obvious depressive symptoms and cNH indicates the prob-
ability of the student iN connecting to an infected friend with
obvious symptoms, which is expressed as follows:

cNH �
􏽐kH
′ P kH
′ , KN
′( 􏼁kH
′ ρH kH
′ , KN
′( 􏼁

〈kNH〉
. (18)

where 〈kNH〉 represents the ratio of students with obvious
depressive symptoms to those without obvious depressive
symptoms.

We have presented the evolution equations of students
with and without obvious depressive symptoms in various
states. It is not difficult to obtain the proportion of various
nodes in the SIR states in this system, as follows:

S(t) � 􏽘
kH,kN

P kH, kN( 􏼁 SH kH, kN, t( 􏼁 + SN kH, kN, t( 􏼁􏼂 􏼃,

ρ(t) � 􏽘
kH,kN

P kH, kN( 􏼁 ρH kH, kN, t( 􏼁 + ρN kH, kN, t( 􏼁􏼂 􏼃,

(19)

R(t) � 􏽘
kH,kN

P kH, kN( 􏼁 RH kH, kN, t( 􏼁 + RN kH, kN, t( 􏼁􏼂 􏼃,

(20)

respectively.
Next, we determined the outbreak threshold of public

opinion. At t⟶ 0, only a few nodes in the network were
informed; consequently, ρH(t)⟶ 0, and ρN(t)⟶ 0.
)erefore, we can obtain the Jacobian matrix of the equa-
tions (11) and (14) as H. )e dimension of the matrix H is
kmax

H kmax
N × kmax

H kmax
N . )e critical condition to be met by the

outbreak threshold is as follows:

λc �
1
Λ(H)

, (21)

where Λ(H) represents the maximum eigenvalue of the
matrix H.

4.1. Numerical Simulation. In this section, we applied the
public opinion information dissemination model on the
real-world social network and randomized network and
analyzed the influence of the network structure on infor-
mation dissemination. We set the threshold as T � 2. )e
randomized null model was constructed as follows. (1) Two
connected edges, e1 and e2, were randomly selected. e1 was
connected to nodes i and j, and e2 was connected to the
nodes m and n. If the network does not have double edges
and self-loops, when the nodes connected by the two
connected edges are exchanged, then the nodes were ex-
changed; otherwise, the nodes were left as they were. (2) Step
(1) was repeated until the 10E step, where E represents the
number of edges.

In the experimental simulation process, we calculated
the probability of propagating information between nodes of
the same type as equal, denoted as λin; the probability of
propagation between nodes of different types was equal,

denoted as λbetween. Using the same parameters, we con-
ducted, at least, 1000 experimental simulations to calculate
the average values.

First, we analyzed the network topology of the social
network. In Figure 1(a), the relationship between students
without obvious depressive symptoms is shown. Compared
with the zero model of stochastic networks, large-degree
nodes in real networks tend to connect with small-degree
nodes. In Figure 1(b), we also observed a similar phe-
nomenon in the context of a meal-sharing social network.
Only a few large-degree nodes dined together; the con-
nection was more of a star-shaped knot, that is, large-degree
nodes were connected to more small-degree nodes.

Figure 2 shows the clustering coefficients of students
with or without obvious depressive symptoms. We found
that the clustering coefficient ck decreased with k, regardless
of whether the students had obvious depressive symptoms.
Compared to the null model, when k≤ 400, the students had
a high clustering coefficient, which indicated that nodes with
a small degree were more inclined to have a group meal with
three people, while nodes with a high degree had few meals.

In Figure 3, we show the proportion of susceptible,
infectious, and recovered states over time of students with
and without obvious depressive symptoms. In the figure,
λin � 0.004, λbetween � 0.006, and the recovery probability
c � 0.1. For students without obvious depressive symptoms,
we found that the real network was not conducive to in-
formation dissemination. )is phenomenon may be at-
tributable to the following reasons. Compared with the
random network, the real network has a higher cluster
coefficient. When the information dissemination rate is
high, information in the network with a high clustering
coefficient always passes to the surrounding nodes, and as it
is not easy to reach nodes beyond the surrounding ones, this
environment is not conducive to information dissemination.
Similarly, among students without obvious depressive
symptoms, it was more difficult to disseminate information
on the real network compared to the random ones, as shown
in Figure 3(b).

In Figure 4, we present a graph of the evolution of the
state of the nodes in the network over time. Figures 4(a)–4(c)
show that t � 0, t � 5, and t � tmax on the random network
in Figure 3. Students with significant depressive symptoms
were infected. In the figure, green indicates the susceptible
state, red indicates the infected state, and blue indicates the
recovered state. Similarly, Figures 4(d)–4(f ) show students
without obvious depressive symptoms on random networks
at t � 0, t � 5, and t � tmax. Figures 4(g)–4(i) show students
with obvious depressive symptoms on the real network,
when t � 0, t � 5, and t � tmax. Figures 4(j)–4(l) show the
state of students who have no obvious depressive symptoms
on the real network at time t � 0, t � 5, and t � tmax.

In Figure 5, we show the spread of information among
students on real social networks in detail. In the figure, we set
the recovery probability to c � 1.0. )rough numerous
experimental simulations, we found that varying the value of
c did not qualitatively change the propagation phenomenon.
Figure 5(a) shows the proportion of students without sig-
nificant depressive symptoms receiving information RN as a
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Figure 1: Degree correlation for (a) real-world network and (b) null model network.
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Figure 2: Clustering for (a) real-world network and (b) null model network.
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Figure 3: )e status of various students evolves over time on social network (a) with and (b) without obvious depressive symptoms.
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function of λin and λbetween. As λin and λbetween increased, RN

also increased. When both λin and λbetween were less than
their outbreak threshold (can be predicted by using equation
(21)), it was almost impossible for students without obvious
symptoms of depression to receive information. When λin or
λbetween was greater than the outbreak threshold, a large
number of students without obvious depressive symptoms
could receive the message. When λin (λbetween) was suffi-
ciently large, λbetween � 0 (λin � 0) could cause global in-
formation bursts. We observed a similar phenomenon in
Figures 5(b) and 5(c), which show RH and R with λin and
λbetween, respectively.

Figure 6 shows the spread of public opinion on the
corresponding null model random network. Among them,
the three subgraphs show the changes in RN, RH, and R with
λin and λbetween. From the three figures, a phenomenon
similar to Figure 3 can be observed.

To further compare the impact of the real network
structure on information dissemination, we show the dif-
ference in the spread of information on real and random
networks in Figure 7. For students without obvious de-
pressive symptoms, the difference in the spread was defined
as

ΔRN � R
real
N − R

random
N , (22)

(a) (b) (c) (d) (e) (f )

(g) (h) (i) (j) (k) (l)

Figure 4: Node state on different time steps.
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Figure 5: Information spreading on real-world networks.
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where Rreal
N and Rrandom

N represent the spread of informa-
tion on real and random networks, respectively. Similarly,
the difference in the spread of the proportion of students
with significant depressive symptoms receiving informa-
tion and the proportion of all students receiving infor-
mation was ΔRH and ΔR. Figures 7(a)–7(c) show ΔRN,
ΔRH, and ΔR along with λin and λbetween changes. We found

that when λin and λbetween were small, ΔRN, ΔRH, and ΔR
were all greater than zero, which indicates that the true
network structure was not conducive to information
dissemination. Because the real network had a high
clustering coefficient, it was conducive to the spread of
information in a local range. With increase in λin and
λbetween, ΔRN, ΔRH, and ΔR were all less than zero, that is,
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Figure 6: Information spreading on null model networks.
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Figure 7: Difference of information spreading on real-world and null model networks.
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the real network was not conducive to information
dissemination.

5. Conclusions

We proposed a model of public opinion information dis-
semination based on the SIR model. In the model, the
students were divided into two categories based on whether
they had obvious depressive symptoms or not. We proposed
a heterogeneous mean-field theory to characterize the
model. Several computer simulations revealed that students
without obvious depressive symptoms were more likely to
receive information than students with obvious depressive
symptoms. Further, due to the existence of high clustering
coefficients in real social networks, there were two scenarios
of information propagation. When the information dis-
semination rate was low, it was easier to disseminate in-
formation on real social networks than on random networks.
)e results help us to have a deeper understanding of the
effects of student depression on the spread of public opinion.
In big data era, the online data about the student activity
should be taken into consideration when building their
social network and the effects of student depression on the
spread of public opinion in university should be further
investigated.
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Research on the identification of rumors in cyberspace helps to discover social issues that are of concern to the public and are not
easily found, and it also can help to purify cyberspace and to maintain social stability. However, the real complexity of rumors
makes it difficult for its recognition technology to bridge the semantic gap between qualitative description and quantitative
calculation of rumors. Firstly, the existing rumor definitions are mostly qualitative descriptions, so we propose a technical
definition of Internet rumors to facilitate quantitative calculations. Secondly, since the feature set used in rumor recognition
research is not effective, by combining with communication, we construct a more suitable feature set for rumor recognition.
'irdly, aiming at the problem that traditional classification algorithms are not suitable for complex rumor information rec-
ognition, a rumor recognition method based on Stacking ensemble learning is proposed. Our experiment results show that the
proposed method has higher accuracy, less algorithm execution time, and better practical application effect.

1. Introduction

Nowadays, the Internet is full of various information like
Internet rumors, malware, and fake news, and it is difficult
for people to tell the truth of that information. With the
development of cyberspace, the researches on Internet
misinformation have gradually mainly focused on Internet
rumor recognition, Internet rumor propagation, malware
and virus propagation, fake news detection, and water army
detection.

'e research on malware and virus propagation focused
on modeling the spread of malicious malware to predict the
spreading behaviour of it [1], while the research on water
army is mainly about detecting water army among a large
number of social media users in an online topic and pre-
venting the negative effect on the development of the public
opinion [2]. 'e spread of rumors may affect personal
reputation, invade public privacy, or cause chaos in public
order, lead to group events, and endanger the stability of the
country. 'erefore, modeling the propagation of Internet

rumors in social network to help control the spread of the
misinformation is of great importance [3]. However, it is
also vital to figure out what are Internet rumors and how to
recognize them in a more effective way.

In paper [4], Peterson et al. proposed that rumor, in
general, refers to an unverified account or explanation of
events, circulating from person to person and pertaining to
an object, event, or issue of public concern. Since then,
rumors have been given some specific characteristics, such as
ambiguity, transmissibility, and timeliness. With the de-
velopment of the Internet, the spread of information has
accelerated, and Internet rumors are derived. In paper [5],
Chao et al. considered that Internet rumors were uncon-
firmed information transmitted by Internet users in specific
ways. Most scholars believe that the spread of Internet
rumors is carried out on the Internet, because the network
connection is wide and arbitrary, which makes the spread of
Internet rumors faster, the coverage of influence wider, and
the extent of damage bigger [6]. However, the existing
definitions cannot accurately describe the technical
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characteristics of Internet rumors and other elements from
the perspective of computability.

At present, on the one hand, the research on Internet
rumors recognition focuses on extracting feature set that can
be used to detect rumors. On the other hand, the classifi-
cation modeling of Internet rumors, which does not need
various features but a large amount of data, has become a
research hotspot. However, feature selection of Internet
rumors is more suitable for a small number of datasets.

'e feature set used in current Internet rumor recog-
nition is based on the features proposed by Castillo et al. [7]
and Qazvinian et al. [8]. Generally, the feature set is divided
into three types: content feature, user feature, and propa-
gation feature; sometimes it is further subdivided into time
feature, network feature, and combination of the two. 'ese
features are usually simple statistical characteristics, and the
deep semantics of the text information are not mined.
'erefore, the recognition accuracy is affected by the lack of
key features. In paper [9], Kwon et al. applied RNN to learn
the deep meaning between messages. Based on the pro-
tection mechanism, Chen et al. [10] proposed a new RNN
model to recognize the Internet rumor by using time se-
quence to obtain the potential contextual change. Although
the neural network model can overcome the problem of
sparse features by using continuous vectors to represent text,
it has too many parameters and slow convergence speed and
needs a lot of corpus.

'e classification algorithms often used in rumor rec-
ognition research include SVM, Decision Tree, Naive Bayes,
and Neural Networks. For example, in paper [11], Duan et al.
used SVM to detect fake information from the comment
perspective of the source Weibo. In paper [12], Chen et al.
used the regression method to recognize the online food
safety rumors. However, this method is limited by the topic
type of the rumor and can only determine whether the article
is related to the rumor. In paper [13], Lu et al. proposed an
improved method based on the Co-Forest algorithm, which
improved the accuracy of prediction for unlabelled samples,
to solve the problem of data imbalance.

Due to the fact that the dataset is difficult to obtain, the
current research tends to extract the statistical characteristics
of text information. Moreover, new experimental methods
in which features are added on the basis of previous re-
searches make the feature dimension continuously increase
and lead to the inaccurate model parameter. Besides, clas-
sical algorithms such as SVM, Decision Tree, and Naive
Bayes are no longer suitable for recognizing Internet in-
formation with complex content. In specific problems and
scenarios, each model has its advantages and disadvantages.
'e results of recognition might be better by combining the
advantages of multiple models [14]. For example, in paper
[15], Xie et al. proposed a high-precision EEG emotion
recognition model by integrating LightGBM, XGBoost, and
Random Forest. In paper [16], Duan et al. classified the
sentiment of Weibo text by using the Stacking ensemble
learning method, and the accuracy rate was as high as 93%.

In this paper, we give the definition of Internet rumor
based on communication’s 5W Formula, and three char-
acteristics of User Credibility, Emotional Consistency, and

Regional Correlation are constructed. 'en, we verify the
validity of the feature by using Chi-square, so as to better
filter the feature set. Finally, analysing the existing classifi-
cation algorithms, adopting the Stacking ensemble learning,
we propose a rumor recognition method combined with
different models and optimized using cross validation. Fi-
nally, the experiments are conducted among different
methods and datasets.

'e structure of this paper is as follows: the related work
is introduced in the first part. 'e design of the Stacking
model, which includes features construction and selection,
and the construction of the model are described in the
second part. In the third part, we conduct the experiments
and analyse the results. 'e conclusion of this paper and the
introduction of future work are given in the last part.

2. Related Work

2.1. Ensemble Learning andStacking. For different problems,
the speed, accuracy, and generalization ability of machine
learning models are different. To obtain a model with strong
generalization ability and high robustness, the ensemble
learning method is proposed. 'e current mainstream
methods are Boosting (typically AdaBoost, GBDT, and
XGBoost), Bagging (typically Random Forest), and Stacking.
'e Stacking model applied in this paper has a layered
framework. 'e original training dataset is inputted into
multiple primary learners in the first layer, and the first
layer’s prediction results are used as the input training set for
the next layer of learners. Finally, the prediction results
obtained in the previous layer are inputted into the final
metalearners to get the final prediction result (see Figure 1).

2.2. Other Methods. SVM [17] is a binary classification
model that uses the margin maximization strategy. It
minimizes the structured risk, the empirical risk, and
confidence range to improve the generalization ability.
'erefore, in a small statistical dataset, it can also get good
statistical regularity.

Decision Tree J48 [8] is based on C4.5. It uses a divide-
and-conquer strategy and has high credibility; and its results
are easy to understand.

Random Forest [18] is one of the ensemble learning
methods. By combining multiple weak classifiers, the final
result is obtained by voting or calculating mean value. 'e
model has high accuracy and generalization performance.

Logistic regression [19] is one of the generalized linear
models, as well as a classical classification method used to
solve the optimization problem with the likelihood function
as the objective function.

3. Weibo Rumor Recognition

3.1. Rumor Definition. Based on the existing rumor defi-
nitions, this paper combines the 5W’s of communication to
divide the elements of rumor transmission into commu-
nicators, content, objects, effects, and channels. 'e com-
municator could be an individual or an organization. 'e
content is the information that the communicator wants to
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pass to the audience. 'e object is the receiver of infor-
mation or the communicator of information processing.'e
effect is that the audience is affected by the message sent by
the communicator, causing changes in their ideas, behav-
iours, and so forth. 'e channel is the mean by which
communication is achieved. Sometimes the object of In-
ternet rumors is also the communicator, so we combine
them as the same element for analysis. 'erefore, the
qualitative definition of Internet rumor given in this paper is
shown in Definition 1.

Definition 1. Internet rumors: internet rumors refer to the
information published by Internet users through online
media platforms, which is ambiguous in content, uncon-
firmed by the official, and to some extent harmful to the
society. Its expressions include text, pictures, audio, and
video.

'e research object of this paper isWeibo.Weibo rumor,
which can be divided into pure text, picture not matching
the text, and fake images, is a type of the Internet rumors.
Since most of Weibo contains text, the current recognition
of Weibo rumors mainly focuses on text. In order to fa-
cilitate the recognition of Internet rumors, as shown in
Definition 2, this paper gives its formal definition from
computability.

Definition 2. Weibo rumors: the object of rumor recogni-
tion is a Weibo set W m1,m2,m3, . . . ,mn􏼈 􏼉, and
mi � <Xi, yi, f> . Xi Ui,Ti,Pi􏼈 􏼉 is the feature set of each
Weibo. 'e user feature set Ui fu1

, fu2
, fu3

, . . . , fun
􏽮 􏽯 rep-

resents the attributes of the i-th Weibo’s publisher. 'e
content feature set Ti ft1

, ft2
, ft3

, . . . , ftn
􏽮 􏽯 represents the

attributes of the i-th Weibo’s text. 'e propagation feature
set Pi fp1

, fp2
, fp3

, . . . , fpn
􏽮 􏽯 represents the propagation

attributes of the i-th microblog. yi is the confidence value of
whether mi is a rumor, and yi � f(Xi), (0≤yi ≤ 1). When
yi is closer to 1, the probability ofmi being a rumor is higher
and vice versa.

3.2. Rumor Recognition Process. At present, the research on
rumor recognition mainly focuses on feature construction,
and the method of adding new features based on previous

research work would make the feature dimension increase
and estimation of model parameters inaccurate. 'erefore,
using the Chi-square test to test the validity of new features
could obtain a feature set that is more suitable for Internet
rumors recognition. Internet rumor recognition is regarded
as a binary classification problem. In this paper, it is con-
sidered to use the idea of Stacking ensemble learning to build
a new classification model because each algorithm has its
advantages (see Figure 2).

3.3. Feature Construction. Combining the research studies
of paper [8] and paper [20], we select 24 basic features, which
are divided into content feature (CONT), user feature
(USER), and propagation feature (TRAN). 'e content
feature includes the length of text, the number of @, the
number of #, the number of question/exclamation marks,
whether there are pictures or URLs, and the number of
positive/negative words. 'e user feature includes the length
of username, gender, the number of friends, the number of
followers, the number of mutual followers, the number of
microblog posts, the number of favourite microblogs, cer-
tification information, personal description, and user’s own
influence. 'e propagation feature includes the number of
reposts, the number of comments, the number of likes, the
interval between user registration time and microblog post
time, and microblog’s attention.

'e above features are mostly statistical features; in order
to recognize Weibo rumor more effectively, this paper
constructs new features in three aspects, user, content, and
propagation features, to mine the hidden meaning behind
text information.

Definition 3. User Credibility (UCRE): the user’s credibility
is determined by many factors. By integrating information
such as the number of users’ friends, followers, mutual
followers, the number of microblogs posted, and certifica-
tion information, the user’s influence and activity are
constructed to calculate the user’s credibility. 'e more
credible a user is, the more credible the information he/she
posts. 'e calculation formula of the user’s credibility is as
follows:

Original training data

Primary learner 1 Primary learner 2 Primary learner n

Prediction results 1 Prediction results 2 Prediction results n

Metalearner

Final prediciton results

···

···

Figure 1: Stacking principle.
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fcredibility ui( 􏼁 � fverified ui( 􏼁 + finfluence ui( 􏼁 + fInfoIntegrity ui( 􏼁,

(1)

where finfluence(ui) is the user’s influence, fverified is the
user’s certification information, and fInfoIntegrity is whether
the user’s information is complete; the user’s information
includes username, gender, personal description, registra-
tion place, and profile photo.'e greater the user’s influence,
the greater the impact of the microblog they posted within a
certain time and space. 'e user’s influence is mainly de-
termined by the number of users’ followers and the number
of mutual followers. 'e calculation formula is as follows:

finfluence ui( 􏼁 �
Cbifollowers ui( 􏼁

Cfollowers ui( 􏼁
,

fverified ui( 􏼁 �

0, unverified,

1, verified,

⎧⎪⎨

⎪⎩

fInfoIntegrity ui( 􏼁 �

0, complete,

1, incomplete,

⎧⎪⎨

⎪⎩

(2)

where ui is user who posts i-th microblog, Cbifollower is the
number of ui’s mutual followers, and Cfollower is the number
of ui’s followers.

Definition 4. Emotion consistency (ECON): emotion con-
sistency is whether the sentiment of the microblog is con-
sistent with the sentiment of the microblog’s comment.
When the microblog shows a strong emotion, it may incite
others’ emotions; then the microblog is more likely to be a
rumor. By segmenting the mi’s text and comments, we
obtain the text’s term vector set Vi v1, v2, v3, . . . , vn􏼈 􏼉, where
vi is the processed word, and the i-th microblog’s j-th
comment’s term vector set Ci

j c1, c2, c3, . . . , cn􏼈 􏼉, where ci is
the processed word.

'e number of positive/negative words is calculated by
using Affective Lexical Ontology [21].'e specific formula is
as follows:

S � Cpos − Cneg, (3)

where S is the emotion of the term vector set, Cpos is the
number of positive words, and Cneg is the number of

negative words. 'en we can get the final emotion SO as
follows:

SO �

1, S> 0,

0, S � 0,

−1, S< 0,

⎧⎪⎪⎨

⎪⎪⎩
(4)

where 1 represents positive, −1 represents negative, and 0
represents neutral. Calculating the emotion of each com-
ment, the overall emotion of the comments is calculated as
follows:

SO c
i

􏼐 􏼑 �

1, 􏽘

n

j�1
SO c

i
j􏼐 􏼑> 0,

0, 􏽘
n

j

SO c
i
j􏼐 􏼑 � 0,

−1, 􏽘
n

j

SO c
i
j􏼐 􏼑< 0.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(5)

Comparing the emotions of mi and ci, the emotion
consistency of mi is calculated as follows:

SC �
0, SO mi( 􏼁≠ SO c

i
􏼐 􏼑,

1, SO mi( 􏼁 � SO c
i

􏼐 􏼑.

⎧⎪⎨

⎪⎩
(6)

Definition 5. Regional correlation (RCO): regional corre-
lation refers to the distance between the place mentioned in
the microblog and the user’s registration place. 'e longer
the distance is, the less credible the microblog is. 'is paper
uses Euclidean distance to calculate the distance. 'e for-
mula is as follows:

dist(x, y) �

�����������

􏽘
n

i�1
xi − yi( 􏼁

2

􏽶
􏽴

, (7)

where dist(x, y) is the distance between city x and city y, the
coordinate of city x is (x1, x2), and the coordinate of city y is
(y1, y2). Calculating the distance between cities in China,
the distance matrix is shown as follows:
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based on stacking
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Feature engineering
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Classification algorithm

Defining internet
rumor and weibo
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Figure 2: Rumor recognition flowchart.
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M �

0 96.06 · · · 2433.9 2666.29

96.06 0 · · · 2525.47 2759.9

· · · · · · 0 · · · · · ·

2433.9 2525.47 · · · 0 310.74

2666.29 2759.92 · · · 310.74 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (8)

According to the difference between the user registration
place and the place mentioned by microblog, it can be di-
vided into 4 cases:① Both the user registration place and the
place mentioned in microblog are in China. ② 'e user
registration place is in China, but the place mentioned in
microblog is not. ③ 'e user registration place is not in
China, but the place mentioned in microblog is. ④ Neither
the user registration place nor the place mentioned in
microblog is in China. Since most of Weibo rumors occur in
China, the current research is mainly focused on case①. In
cases ②, ③, and ④, the distance would be set to 10000,
which indicates the maximum threshold.

3.4. FeatureSelection. In order to test the validity of the basic
features and new features, we use Chi-square test to obtain
the feature ranking results, as shown in Table 1.

As shown in Table 1, the Regional Correlation,
Emotional Consistency, and User Credibility are ranked 3rd,
5th, and 9th, so the three new features we constructed are
valid.

Two sets of control experiments are conducted on dif-
ferent models. One is that which is based on the new features
and adds features one by one according to the features
ranking results. In the other experiment, feature sets are
added one by one according to the features ranking results.
'e experimental results are shown in Figures 3 and 4.

As illustrated in Figures 3 and 4, as the number of
features in the feature set increases, the model’s recognition
accuracy gradually increases, but when the features exceed a
certain number, the model’s recognition accuracy tends to
decrease.

In Figure 3, the accuracy of Naive Bayes is highest when
the number of features is increased to 15; and when the
number of features is increased from 3 to 12, the accuracy of
SVM is significantly higher than that of Decision Tree.When
the number of added features exceeds 12, the accuracy of
Decision Tree starts to exceed SVM. As the number of
features continues to increase, the accuracy of the Random
Forest model continues to increase, but the accuracy de-
creases as the number of features exceeds 21. In general, the
results of each model are the best when the number of
features is around 13–14.

In Figure 4, the result is not much different from the
result of Figure 3. 'e number of features in the feature set
with better results is mostly around 16. In summary, we use
the first 16 features shown in Table 1 as the feature set. 'e
final feature set used in rumor recognition is shown in
Figure 5.

3.5. Classification Algorithm. 'e Stacking method is
adopted as a combination strategy of ensemble learning in

this paper. We select SVM, Random Forest, and Naive Bayes
as the primary learners and logistic regression as the met-
alearner. SVM uses the hinge loss function to calculate
surrogate loss, which makes it sparse. At the same time, it
considers the minimization of the empirical risk and the
structural risk to make it stable [22], so it has better gen-
eralization ability and a smaller computational cost when
using kernel function [17]. Random Forest can estimate
missing data and balance errors for imbalanced data [18].
When the correlation between attributes is small, the per-
formance of the NB model is better. 'e model construction
is shown in Figure 6.

Table 1: Features ranking results.

Ranking Description Score
1 Verified 477.060
2 Time span 358.353
3 Regional correlation 305.972
4 'e number of friends 268.123
5 Emotional Consistency 255.905
6 User Influence 159.063
7 'e number of microblogs 147.373
8 'e number of # 78.590
9 User Credibility 65.372
10 'e number of mutual followers 47.535
11 'e number of followers 36.855
12 'e number of @ 25.129
13 'e number of reports 10.981
14 Picture 6.679
15 'e length of text 6.468
16 'e number of likes 5.991
17 'e number of exclamation marks 5.841
18 'e number of negative words 5.722
19 User information integrity 3.279
20 Personal description 3.279
21 'e length of username 2.824
22 'e number of positive words 2.058
23 Gender 1.604
24 'e number of comments 1.546
25 'e number of question marks 1.160
26 'e number of favourite microblogs 0.652
27 User activity 0.309
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Figure 3: Based on the new features.
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'e specific algorithm is described in Algorithm 1.
While time complexities of random forest and logistic

regression model are Ο(n log n) and Ο(n∗k + k) (where k is
the number of features), that of SVMdetermined by the kernel
function and Naive Bayes can reach Ο(n3). According to the
strategy of the Stacking model, its time complexity equals the
maximum value among the primary learners and metalearner.
'erefore, the time complexity of Algorithm 1 is Ο(n3).

4. Experiment and Analysis

4.1. Dataset. We use the data from Ma et al. [23], which
contain 2313 rumor events and 2351 nonrumor events,
about 3.8 million pieces of microblog information, and 2.7
million pieces of user information. In the experiment, we
split the dataset into training set and test set according to the
proportion of 8 : 2.

At the same time, in order to verify the validity of the
method in this paper on actual network data, we collected
data on the Weibo platform and established an empirical
database. 'e datasets used for empirical study in this paper
are shown in Table 2.

4.2. Algorithm for Comparison. To verify the validity of the
method proposed in this paper, we compare the following
methods with our models: tanh-RNN [23], the method used
in the paper where the data source is; SVM [20], the first
method used inWeibo rumor recognition; Decision Tree J48
[8], the first method used in Twitter fake information rec-
ognition; AdaBoost and Random Forest, representative
ensemble learning methods; and the method proposed in
this paper. SVM and Decision Tree J48 are usually used as a
benchmark for Internet rumor recognition in most research
works.

4.3. Experimental Procedures

(a) Feature set comparison: based on the recognition
model proposed in this paper, we conduct experi-
ments on different feature sets to verify the validity of
the new features proposed in this paper

(b) Algorithm comparison: in order to measure the
accuracy and generalization ability of the recognition
method proposed in this paper, we compared dif-
ferent algorithms through the accuracy, precision,
recall, and F1-score
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Figure 4: According to the features ranking.
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(c) Algorithm execution time comparison: we compare
the training time and test time in different models to
analyse model performance

(d) Empirical analysis: the practicality of the recognition
method proposed in this paper is verified by con-
ducting experiments on the latest events

4.4. Feature Set Comparison. In this paper, we compare
different feature sets by using the recognition model pro-
posed in this article. 'e experimental results are shown in
Table 3 (FCONT is the Content Features set, FUSER is the User
Features set, FPROP is the Propagation Features set, UCRE is
the User Credibility, ECON is the Emotional Consistency,
ROC is the Regional Correlation, and FSIFT is the Features
Set shown in Figure 5).

Table 3 shows that the accuracy rate of using FCONT for
Weibo rumor recognition is as low as 70%, which indicates that
it is difficult to detect rumors in the more complicated content.
Compared with only relying on FCONT for recognition, the
recognition results by using FUSER and FPROP are better; in
particular, the accuracy is improved by 20%. In the experi-
mental results of FCONT+TRAN, FUSER+TRAN, and FCONT+USER, we
can see that their accuracy is 0.2%, 1.9%, and 2.6% lower than
that of FSIFT, respectively. 'e accuracy of FCONF+SENT+LOC,
which is composed of only three new features constructed in
this paper, is as high as 90.8%, which shows that the three new

features of User Credibility, Emotional Consistency, and Re-
gional Correlation constructed in this paper have good effect
on Weibo rumor recognition. However, the experimental
results of FSIFT−CONF−SENT−LOC without three new features are
lower than those of FSIFT, and the accuracy of FSIFT is 93%.'e
accuracy and recall rate of rumor and nonrumor recognition
are all over 90%, and the F1-score is also stable at 93%. 'e
feature set proposed in this paper has higher values than other
feature sets, which indicates that our feature set is more ef-
fective to detect Weibo rumors.

In order to validate the effectiveness of each feature in
FSIFT selected in this paper,applying the rumor recognition
method based on Stacking, we conduct 16 different exper-
iments on FSIFT with one feature removed every time. 'e
results are shown in Table 4.

As is shown in Tables 3 and 4, the accuracy in each
experiment is lower than that of FSIFT; and the rumor
recognition accuracy based on the feature set without the
regional correlation is the lowest, which indicates that the
Regional Correlation has the biggest impact on the recog-
nition results. In conclusion, the 16 features selected in this
paper have a positive effect on rumor recognition.

4.5. Algorithm Comparison. We compare different algo-
rithms with the rumor recognition model proposed in this
paper to illustrate the accuracy and generalization ability of
the model we proposed. 'e results are shown in Table 5.

As shown in Table 5, compared with tanh-RNN, SVM,
and Decision Tree J48, the Stacking model has the highest
accuracy rate of 93.5%. 'e Stacking model can recognize
rumor with 96.5% recall rate and 91.4% precision, which
shows that the model can recognize more rumors; and the
Stacking model can recognize nonrumor events with 93%

SVM

Random forest

Naive bayes

Logistic regressionFeature Set x Prediction value y

Stacking

Figure 6: 'e model construction.

Table 2: Empirical study data.

Event 'e number of Weibo 'e number of users
Doctor accident 3,057 1,424
2019-nCoV 3,091 1,223
Community fire 2,447 896

Input: a Weibo set W m1,m2,m3, . . . ,mn􏼈 􏼉

Output: the confidence value yi of mi

Step 1: extract features of mi as shown in Figure 5
Step 2: calculate user credibility of mi

Step 3: segment mi and its comments, and calculate emotion consistency of mi

Step 4: calculate regional correlation of mi

Step 5: standardize each feature of mi

Step 6: split the preprocessed data set into train set, test set and validation set, and input them into SVM, RF, and Näıve Bayes model
Step 7: input the new feature set in step 6 into logistic regression model
Step 8: calculate the accuracy, precision, recall and F1-score of the Stacking model

ALGORITHM 1: Weibo rumor recognition method based on stacking.
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Table 3: Feature set comparison results.

Feature set Class Accuracy Precision Recall F1-score

FCONT
N 0.704 0.662 0.783 0.717
R 0.760 0.631 0.690

FUSER
N 0.913 0.938 0.877 0.906
R 0.893 0.947 0.919

FPROP
N 0.921 0.954 0.877 0.914
R 0.895 0.961 0.927

FUSER+PROP
N 0.932 0.960 0.897 0.927
R 0.911 0.933 0.932

FCONT+PROP
N 0.916 0.945 0.877 0.910
R 0.894 0.953 0.922

FCONT+USER
N 0.909 0.929 0.877 0.902
R 0.892 0.938 0.915

FSIFT−UCRE−ECON−RCO
N 0.922 0.950 0.884 0.915
R 0.899 0.957 0.927

FUCRE+ECONS+RCO
N 0.908 0.909 0.897 0.903
R 0.907 0.918 0.912

FSIFT
N 0.935 0.960 0.902 0.930
R 0.914 0.965 0.939

Table 4: 'e effectiveness of each feature in FSIFT.

Ranking Removed Class Accuracy Precision Recall F1-score

1 'e number of friends N 0.9344 0.9573 0.9038 0.9298
R 0.9159 0.9630 0.9388

2 'e number of # N 0.9344 0.9552 0.9060 0.9300
R 0.9175 0.9609 0.9387

3 Emotional Consistency N 0.9343 0.9531 0.9083 0.9301
R 0.9191 0.9588 0.9386

4 'e number of mutual followers N 0.9335 0.9577 0.9028 0.9294
R 0.9131 0.9630 0.9373

5 'e number of followers N 0.9334 0.9551 0.9038 0.9287
R 0.9157 0.9609 0.9378

6 'e number of @ N 0.9334 0.9487 0.9105 0.9292
R 0.9206 0.9547 0.9374

7 Picture N 0.9334 0.9529 0.9060 0.9289
R 0.9173 0.9588 0.9376

8 Verified N 0.9332 0.9508 0.9083 0.9291
R 0.9190 0.9568 0.9375

9 User Credibility N 0.9332 0.9508 0.9083 0.9291
R 0.9190 0.9568 0.9375

10 'e number of microblogs N 0.9331 0.9541 0.9060 0.9294
R 0.9180 0.9612 0.9391

11 'e length of text N 0.9325 0.9507 0.9060 0.9278
R 0.9172 0.9568 0.9366

12 User Influence N 0.9325 0.9550 0.9016 0.9275
R 0.9139 0.9609 0.9368

13 'e number of reports N 0.9303 0.9505 0.9016 0.9254
R 0.9136 0.9568 0.9347

14 'e number of likes N 0.9303 0.9401 0.9128 0.9262
R 0.9218 0.9465 0.9340

15 Time span N 0.9293 0.9441 0.9060 0.9247
R 0.9167 0.9506 0.9333

16 Regional Correlation N 0.9175 0.9405 0.8837 0.9112
R 0.8986 0.9486 0.9229
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Table 5: Algorithm comparison results.

Algorithm Class Accuracy Precision Recall F1-score

SVM N 0.917 0.917 0.911 0.914
R 0.918 0.924 0.921

NB N 0.813 0.819 0.815 0.817
R 0.808 0.812 0.810

RF N 0.935 0.945 0.917 0.931
R 0.926 0.951 0.938

LR N 0.905 0.918 0.873 0.898
R 0.893 0.928 0.910

J48 N 0.923 0.916 0.931 0.920
R 0.933 0.922 0.926

tanh-RNN N 0.873 0.956 0.782 0.861
R 0.816 0.964 0.884

DT-rank N 0.732 0.726 0.749 0.737
R 0.738 0.715 0.726

CAMI N 0.933 0.945 0.921 0.932
R 0.921 0.945 0.933

Stacking N 0.935 0.960 0.902 0.930
R 0.914 0.965 0.939
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Figure 7: Continued.

Table 6: Algorithm execution time results.

Time Training time (ms) Testing time (ms)Algorithm
SVM 2434.3073 24.2662
J48 32.0261 0.3138
NB 1.9568 0.9729
LR 15.342 0.2064
AdaBoost 2544.4393 31.1073
RF 532.5212 16.4673
Stacking 7954.252 0.0765
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F1-score and recognize rumor with 93.9% F1-score, which
are higher compared with other algorithms. 'e above re-
sults show that the Stacking model proposed in this paper
has the best recognition effect.

4.6. Algorithm Execution Time. We calculate the training
time and test time of each algorithm separately, and the
results are shown in Table 6.

Table 6 shows that the Naive Bayes algorithm takes the
shortest time in training, but the Stackingmodel proposed in

this paper takes the longest time in training because it
ensembled multiple algorithms. In the testing phase, the
Stacking model takes the shortest time, which only accounts
for 7.8% of Naive Bayes, and the second shortest logistic
regression model is 2.7 times longer than the Stacking
model.

4.7. Empirical Analysis. In order to verify the practicability
of the Weibo rumor recognition method proposed in this
paper, we use three events for experimenting (see Table 2),
and the results are shown in Figure 7.
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Figure 7: Empirical analysis results-Stacking.
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Figure 7 shows that, in different events, the performance of
each model is a little different. RF has 98% recall and 77%
accuracy, which indicates that the RF model may recognize
most nonrumorWeibo as rumor. Although the Stackingmodel
has 93% recall and 80% accuracy, it is higher than othermodels.
'erefore, the model proposed in this paper is relatively ef-
fective in actual recognition.

Besides, in order to verify the effectiveness of the new
features proposed in this paper, the comparative experiments are
conducted on the feature set with UCRE, ECON, and RCO, and
the feature set excludes them.'e results are shown in Figure 8.

As illustrated in Figure 8, evaluating on the accuracy,
precision, recall, and F1-score, the Stacking model imple-
mented on the feature set with UCRE, ECON, and RCO
performs better. In conclusion, the new features proposed in
this paper are suitable for actual rumor recognition.

5. Conclusion

In this paper, based on previous studies, three new features
are constructed by combining the 5W’s Formula in com-
munication; and we obtain the optimal feature set of Weibo
rumor recognition through the Chi-square test and other
methods.'en, based on the idea of the Stacking method, we
select SVM, Random Forest, and Naive Bayes as the primary
learner and logistic regression as the metalearner to model
and analyse theWeibo rumor recognition.'e experimental
results show that the features constructed in this paper and
the proposed recognition method can effectively detect
rumors in Weibo.

However, there are still some shortcomings in this paper.
For example, in the case of 2019-nCov, while the content
information is more complex and the amount of informa-
tion is larger, the performance of the algorithm proposed in
this paper is worse than that of the other two events.
'erefore, it is necessary to carry out deeper semantic
mining of microblog text content; for example, the content
and emotion of the text using phonetic transcription ab-
breviations need to be specially processed. In addition,
designing a more suitable and effective integration strategy
of classification algorithms for Weibo rumor recognition is
one of the future works. Besides, detecting rumors with
Weibo text information is worthy of further study.
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Opinionmining plays an important role in public opinionmonitoring, commodity evaluation, government governance, and other
areas. One of the basic tasks of opinion mining is to extract the expression elements, which can be further divided into direct
subjective expression and expressive subjective expression. For the task of subjective expression extraction, the methods based on
neural network can learn features automatically without exhaustive feature engineering and have been proved to be efficient for
opinion mining. Constructing adequate input vector which can encode sufficient information is a challenge of neural network-
based approach. To cope with this problem, a novel representation method that combines the different features with word vectors
is proposed. )en, we use neural network and conditional random field to train and predict the expressions and carry out
comparative experiments on different methods and features combinations. Experimental results show the performance of the
proposed model, and the F value outperforms other methods in comparative experimental dataset. Our work can provide hint for
further research on opinion expression extraction.

1. Introduction

Information retrieved from social network not only includes
the objective facts of events but also contains the opinions
expressed by the people, organizations, or the media.
Sometimes, the relevant opinions of events are worthier than
the events themselves. )e main opinions on events often
need to be tracked, analyzed, and extracted manually, which
is time-consuming and laborious. It is difficult to quickly
locate and extract the views conveyed in news events from
huge amounts of information. If we can automatically mine
and extract all relevant opinion information of these news
events and then dig out the main viewpoints, it will be
helpful to understand the attitudes and positions of related
parties towards the events, so that public opinion moni-
toring and analysis can go deep into the viewpoint level from
the facts level and then further improve the monitoring and

understanding of public opinion on events. In a word, the
opinion mining is of great significance to the monitoring
and analysis of public opinion in social network.

)e level of opinion mining can be divided into word level,
sentence level, and text level. Word level methods tend to focus
on the attitudes, opinions, and sentiment polarity contained in
the words themselves. )e common mechanisms are to search
approximate words heuristically according to the existing
opinion word seeds, expand the original opinion lexicon, and
then judge view sentences according to the vocabulary. Text-
level miningmethods often evaluate the emotional tendency by
extracting viewpoint sentences from the text and synthesizing
multiple viewpoint sentences.

Sentence-level opinion mining methods not only make
better use of context but also find out subjectivity expression
elements, opinion holders, entities, view content, sentiment
polarity, and emotional strength in more detail. )erefore,
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this paper uses sentence to carry out the research of opinion
expression extraction.

In general, the elements of opinion sentences include
subjective expression elements, opinion holders, entities,
opinion content, sentiment polarity, and emotional intensity
[1]. Among them, subjective expression is the core of
opinion; it expresses the personal attitude and emotion
towards related event of opinion holders, which is composed
of words or phrases that contain emotional, evaluative, and
speculative information. )ere may be more than one
viewpoint in an opinion sentence. )ese viewpoints are
marked by subjective expressive elements and have emo-
tional tendencies and intensity. Moreover, the subjective
expressive elements can be divided into direct subjective
expressions (DSE) and expressive subjective expressions
(ESE). Contrary to the subjective expressive elements, ob-
jective expression is used to state objective facts. Figure 1
shows the classification of expression elements.

)e key difference between DSE and ESE is that the
former explicitly gives a subjective expression and its source,
while the latter presupposes a subjective expression and its
source but does not introduce them. For instance, the
sentence “She insists that the screen of the new phone is so
cool” is typical DSE. When annotating and identifying these
elements, they need to be closely combined with the context
to avoid ignoring more implicit elements.

Due to the diversity of linguistic expressions and the
missing of opinion elements, identifying and extracting
freely or implicitly subjective expression is hard to tackle.
Automatic recognition of subjective expression extraction is
still a challenging task that needs to be further researched.

)e main contributions of this paper are summarized as
follows:

(1) A subjective factor extraction model based on neural
network and CRF is proposed, which can support
DSE and ESE extraction, and achieves better rec-
ognition results on open data sets.

(2) )is paper proposes a semantic representation
method based on word vectors, which combines
lexical and named entity features. It can capture
sentence information and input it into the neural
network model for feature recognition.

(3) Contrast experiments are carried out on the ex-
perimental data, and the differences, advantages, and
disadvantages of different subjective factor extrac-
tion methods are fully compared and analyzed,
which can provide reference for the follow-up study.

)e article is organized as follows. Section 2 gives a brief
introduction to the related research. Section 3 focuses on the
methods proposed in this paper. In Section 4, the experiment
and analysis are carried out, and the conclusion is given in
Section 5.

2. Related Work

News report is generally objective; it can describe the ob-
jective facts, the opinions of the parties concerned, and even

the attitude and tendency of the authors themselves. Gen-
erally, a news report may include multiple opinions from
many opinion holders on different targets. Extracting
opinion sentences and searching for subjective expression
elements, opinion holders, target objects, sentiment polarity,
and intensity are the subtasks of opinion mining [2–5].

Kim and Hovy first use semisupervised method to mine
opinion words, sentiment polarity, and opinion holders [6].
)ey use WordNet to find the closest synonyms from the seed
vocabulary with three emotional polarities, identify the view-
point words and their polarities in the text, and then use the
maximum entropy classifier to identify the viewpoint holder
according to the syntactic characteristics. Another work they
contributed is to identify opinion expression elements, opinion
holders, and content through semantic role tagging (SRT) [7].
First, they summarize the semantic roles of the three elements
and construct corpus. )en, they determine the semantic roles
of words in the text through maximum entropy classifier and
then determine the three opinion elements in news text.

Weibe et al. define opinion sentences in news texts as
sentences that express private state for opinion holders [1].
Private state is often expressed by words or phrases, which
are called subjective expressive elements with certain sen-
timent polarity and intensity. According to the definition,
they tagged Multiperspective Question Answering (MPQA)
corpus of news text for opinion mining and made many
subsequent studies based on MPQA. Breck et al. [8]
transform the recognition of subjective expressive elements
of views into sequential tagging task. Conditional random
field (CRF) is used to identify subjective expressive elements
by combining word features, part-of-speech features, lexical
features, and WordNet. It is found that the characteristics of
WordNet play a significant role in improving the recall rate,
and subjective expression factors often appear in a pile.

Yang and Cardie [5] used Semi-Markov Conditional
Random Field (Semi-CRF) to identify subjective expressive
elements in sentences, which is innovative in dealingwith phrase
level rather than word level. Semi-CRF allows the acquisition of
features from clause sequences. It can deal with the boundary
better, but the time complexity of the method is relatively high.

Later research extends to a variety of opinion elements, not
only to the identification of subjective expression elements, but
also to the identification of elements such as sentiment polarity,

Subjective
expressions

Direct subjective
expressions

Expressive subjective
expressions

Objective
expressions

Expression elements

Figure 1: Schematic diagram of expressive elements classification.
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intensity, opinion holders, and target entities. Fine-grained
elements extraction further deepens the research level of
opinion mining. Johansson and Moschitti combined syntactic
and semantic features to identify subjective expression ele-
ments and their polarity [9]. With more and more research on
extraction of multiple opinion elements, many joint extraction
methods have been proposed. Choi et al. [10, 11] proposed two
methods: one is to combine CRF with Integer Linear Pro-
gramming (ILP) and the other is to use hierarchical parameter
sharing technology CRF.

With the breakthrough of deep learning in the field of
natural language processing, researchers have applied it to
opinion mining. Irsoy et al. introduce recursive neural
network (RNN) to identify subjective expression elements,
opinion holders, and target objects. )e experimental results
show that the combination of bidirectional recursive neural
network and bidirectional recurrent neural network can
perform better in multiple subtasks. )en a multilayer cyclic
neural network model [4] is proposed to identify the sub-
jective expression elements, and it is found that the relatively
narrow and deep cyclic neural network performs better.

Wang et al. [12] use bidirectional long short-term
memory (BiLSTM) to identify subjective expression ele-
ments and explored the internal mechanism of long short-
term memory (LSTM). It was found that LSTM has better
adaptability to context than regular RNN. Du et al. used the
model of multilayer BiLSTM combined with attention
mechanism [13] to detect subjective expression factors.
Experiments show that attention mechanism helps to link
information in context. Zhang et al. [14] proposed a model
based on encoder-decoder to jointly mine the relationship
between opinion elements.

Compared with traditional machine learning methods,
the method of extracting opinion elements based on neural
network usually uses word vectors as features directly and
does not need to construct a large number of complex
features artificially, so as to reduce the dependence of the
model on the features artificially constructed. Based on the
compound model of bidirectional long-term and short-term
memory network and conditional random field, this paper
combines the advantages of both to extract more accurate
subjective expression elements.

To sum up, whether based on CRF, neural network
model, or combine different levels of lexical and syntactic
features, subjectivity expression extraction will confront the
problem of insufficient comprehensiveness and accuracy.
How to make full use of the advantages of various methods
and more rich features to improve extraction performance
still needs to be further researched.

3. Subjective Expression Extraction Model

In this section, we go deep into the construction of subjective
expression extraction model, using combination of BiLSTM
and CRF with multiple features to predict the optimal tag
sequence of opinion elements according to the context of
each sentence in the document. )e flow chart is shown in
Figure 2. It is divided into four steps, which are described as
follows:

(1) Text preprocessing: the CoreNLP natural language
processing tool of Stanford University is used for
sentence cut, tokenization, and stemming of the
documents in the corpus.

(2) Feature construction: we adopt pretrained word
vectors, part of speech (PoS), and Named Entity
Recognition (NER) as sentence feature for semantic
representation. )e CoreNLP tool is used to identify
PoS and NER types of words in text and transform
them into corresponding feature vectors. In this
paper, we use the 300-dimensional word vectors
published by Google Word2vec, whose training
corpus is the Google News dataset containing
hundreds of billions of words.

(3) Target vector construction: we take subjective ex-
pression extraction task as a sequential annotation
problem and the input vector can keep the order
information of sentence by concatenation of three
features. By encoding each feature with numerical
vector, we can convert the sentence of each text into
the target vector for model training.

(4) Model training: we use the constructed features and
target vectors to fit the model and obtain the optimal
parameters by iteration. )en, the optimal model is
acquired and can be used to expression extraction
task.

3.1. Feature Construction

3.1.1. Word Vector Feature. After text preprocessing, each
sentence is composed of word sequences [w1, w2, . . . ,

wi, . . . , wn], wi representing the ith word in the sentence,
and the total number of words in sentence is n. )e word
sequence is transformed into the word vector sequence by
mapping the word vector matrix Wword. )e word vector of
the first word in the vocabulary is calculated as follows:

Text preprocessing

BiLSTM + CRF
model

MPQA corpus

Sentence
segmentation

Tokenization

Feature construction

NER

POS

Pretrained 
word vector

Target vector
construction

Vector
concatenation

Expressions
extracted

Figure 2: Elements extraction flow of opinion expression.
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r
word
j � W

word
× vj. (1)

)e matrix Wword represents all the word vectors in the
corpus vocabulary with size |j|; each column represents the
word vector of the jth word in the vocabulary with di-
mension 300; vj is a vector with size |V|, except the index
position j of wj in the corresponding vocabulary which is 1;
the other rows are 0, that is, a one-hot vector. )e word
vector matrix is expressed as the parameters of the model,
which can be obtained when training the model, and the
pretrained word vector can be expressed as the initial word
vector matrix so that word wi in a sentence is transformed
into word vector rwordi in the above way.

However, not all words in the document are included in
the vocabulary. )is phenomenon is noted as out of vo-
cabulary (OOV). )e initial word vectors of these extra-set
words will be represented by a unified UNK word vector. In
this paper, a 300-dimensional word vector [−0.01, 0.01] is
randomly generated with normal distribution to represent
UNK words. In the process of training the model, all the
word vectors in the corpus are trained and fine-tuned as
model parameters.

3.1.2. POS and NER Feature. Word vectors are trained with
large-scale corpus, which can effectively capture the char-
acteristics of words. Moreover, the pretrained word vectors
include a certain extent of contextual information, because
the pretrained word vector model usually chooses contextual
words as input, such as CBOWmodel [15]. However, limited
by corpus and training method, it is difficult to represent
enough semantic information, so extra features are intro-
duced for promotion, and then experiments will be con-
ducted to determine whether and which is necessary to
introduce other feature vectors.

Part of speech determines whether a word is a verb,
noun, adjective, or another part of speech based on context
information. In this paper, the CoreNLP (http://stanfordnlp.
github.io/CoreNLP/) POS Tagger Annotator tool of Stan-
ford University is used to annotate the POS tag of each word
in the corpus text. Table 1 shows the lexical information of
subjective expression elements and opinion holder elements
in MPQA corpus. From Table 1, we can see that the pro-
portion of lexical parts of DSE subjective expression ele-
ments is as high as one-half of verbs. )e proportion of ESE
subjective expression elements is about 40% of verbs, ad-
jectives, and adverbs. )erefore, it is reasonable to adopt
POS for the identification of opinion elements.

)e POS tags of each word are obtained from POS
tagging result of the dataset. For example, “Bush rejected the
Kyoto pact last March” is labeled as
[NNP,VBD,DT,NNP,NN, JJ,NNP]. Our research actually
utilizes 45 types of POS tags.

)e POS tags of each word are transformed into feature
vectors using one-hot representation. Assume the corre-
sponding part-of-speech feature vector of a word wi is

r
pos
i � pos1, pos2, . . . , posi, . . . , posn􏼂 􏼃. (2)

)e calculation of each dimension of the vector is as
shown in the following:

posj �
1, POS type ID of wi is j,

0, others.
􏼨 (3)

Named entity labels of each word are transformed into
named entity feature vectors using one-hot representation.
)e feature vector of the named entity corresponding to the
word wi is rnsi � [ne1,ne2, . . . , nej, . . . ,nem], the way in
which each dimension of the vector is shown in the
following:

nerj �
1, NER type ID of wi is j,

0, others.
􏼨 (4)

NER can identify text fragments that represent specific
types of entities, such as person, place, institution, and
proper noun [16]. Opinion holders are people or organi-
zations that express their opinions, so their words are more
likely to belong to named entities. )e CoreNLP NER tool is
used to identify named entities in the corpus, the statistic
proportion of named entity type about opinion holders in
MPQA corpus is counted, and the results are numbered.

It can be found that nearly one-half of the opinion holder
is named entity. )erefore, using type of named entity as a
feature of words can be in favor of the recognition of opinion
holder elements being a reasonable speculation. Twenty-four
named entity types are actually used in this paper.

)e table represents the number of named entity types,
with value of 24 in this article. )e sequence of named entity
features of a sentence is expressed as [rne1 , rne2 , . . . , rnei , . . . ,

rnen ].
)e three lexical features of each word, word vector, POS

feature, and NER are concatenated in series to construct the
features of the word. By doing that, a sentence is represented
as a feature sequence.

3.2. Target Vector Construction. In this paper, subjective
expression extraction is considered as a sequential anno-
tation problem. A sentence denotes a sequence in which each
word has a corresponding tag for the opinion element, and
nonviewpoint elements have their tag “O.” Most opinion
elements are phrases or even clauses; therefore, the label of
viewpoint elements not only identifies the category but also
identifies the location of the word in the elements. In this
paper, BIO tagging method [17] is used to represent the label
of words. )e type of label has B-prefix which represents the
first word of opinion element and I-prefix which represents
the nonheader word of opinion element. Figure 3 is an
example of the BIO tag sequence corresponding to the word
sequence of a sentence in DSE subjective expression element
recognition, which is transformed into the target vector

Table 1: Part-of-speech ratio of subjective expressive elements.

POS type DSE (%) ESE (%)
Verb 50.29 17.71
Adverb 5.19 10.45
Adjective 5.86 13.55
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sequence. )e sentence word sequence is “It is very re-
grettable that the United States has taken a negative stand,
Masaaki Nakajima of Friends of the Earth Japan said,” in
which “has taken a negative stand” and “said” are the
subjective expression elements of DSE, while the whole
sentence tag sequence is “O, O, O, O, O, O, B-DSE, I-DSE,
I-DSE, I-DSE, O, O, O, O, O, O, O, O, O, O, O, O, O, O, O,
O, O, O, O, O, O, O, O, O, O, O, O, O, O, O, O, O, O, O, O,
O, O, O, O, B-DSE.”

After obtaining the tag sequence of the sentence, by
transforming the sequence into the target vector in the same
way with POS feature vectors and NER feature vectors
construction, we can acquire the target output of the model.
Each word is represented as a one-hot vector yi, and the
sequence of target vectors of sentences can be expressed as a
one-hot vector. DSE subjective expression elements and ESE
subjective expression elements are considered as a three-
class annotation problem, so the length is set as 3.

3.3. Model Construction. )e opinion extraction model we
proposed is based on neural network and conditional
random field, and its structure is shown in Figure 4. In this
paper, feature vector Y � [y1, y2, . . . , yj, . . . , yn] is used to
represent sentence [w1, w2, . . . , wi, . . . , wn]. Context in-
formation of a text is often bidirectional and target words are
related not only to previous texts but also to subsequent
texts. BiLSTM is more powerful than unidirectional long-
and short-termmemory network inmany tasks.)e forward
LSTM network receives the feature sequence of the order,
and the output of the time t is ht

→
; the reverse LSTM network

receives the input of the feature sequence in reverse order,
and the output of the time t is ht

←
.

)e output of BiLSTM at time t is ht � [ ht

→
; ht

⟵
] ob-

tained in series. )e output sequence of BiLSTM network is
H � [h1, h2, . . . , hj, . . . , hn]. )en the context feature se-
quence is extracted through a linear layer using sigmoid as
activation function using the following formula:

lt � σ Wlht + bl( 􏼁. (5)

In the output layer of general BiLSTMmodel, the output
yt of time t is decided by the current hidden unit ht and
input xt but is independent with the output of other time.
For moment t, the model expects finding the most probable
label yt based on the current input and context information.
However, the label yt′

at other moments has no impact on
the label yt . If there is a strong dependency relationship (for
example, B-DSE should be I-DSE after B-DSE), BiLSTM
cannot model these kinds of constraints, and its ultimate
effect will be limited. So linear-CRF is introduced to study
the relationship between tag sequences.

Line-CRF can effectively capture the relationship be-
tween adjacent elements in the output sequence. Moreover,
it can find a sequence Y � [y1, y2, . . . , yj, . . . , yn] with the
highest probability based on p(y1, y2, . . . , yn | x) optimi-
zation. )e result is an optimal output sequence rather than
the optimal stitching of each moment, which is not available
in the recurrent neural network. Our model combines the
advantages of both.

)e conditional probability of linear-CRF under the
condition of input feature sequence and target vector se-
quence is defined as follows:

P(Y | L) �
􏽑

N
i�1 ψi yi−1, yi, L( 􏼁

􏽐y′∈f(L)􏽑
N
i�1 ψi yi−1′ , yi

′, L( 􏼁.
(6)

)e ψi(yi−1, yi, L) is eigenfunction of linear-CRF, yi

represent the ith target vector in the target vector sequence
Y, and y′ ∈ f(L) is the predicted output sequence. In
training phase, the maximum likelihood estimation is used
to maximize the conditional probability of formula (6).
When predicting, we use Viterbi algorithm to find the most
probable tag sequence, and then we acquire the output
sequence of opinion elements prediction of a sentence.

)e super parameters of the model are set as follows:
the number of hidden units of BiLSTM is 25, the dropout
of hidden layer is 0.5, and the linear layer unit is 25. )ese
parameters are optimized through many repeated ex-
periments. )e number of iteration rounds is set to 50; we
use early stopping method to monitor for preventing
overfitting and stochastic gradient descent algorithm for
optimization.

4. Experiment Result and Analysis

4.1. MPQA Corpus Introduction. )e dataset used in the
experiment is MPQA1.2 opinion mining corpus, which is
constructed jointly by the University of Pittsburgh and
Cornell University. It contains 535 news articles from
multiple media sources, about the news events occurring
between 2001 and 2002. )e text fragments of each docu-
ment are labeled as multiple types of tags.

4.1.1. Corpus Analysis. Before conducting experiment, we
investigate the subjective expression elements in the corpus.
Table 2 presents some of their statistical information. DSE
represents the subjective expression elements of DSE and
ESE represents the subjective expression elements of ESE.

DSE and ESE subjectivity elements account for about
half of all sentences. It can be seen that news corpus does
convey a considerable amount of subjective opinions. )e
average number of subjective elements of DSE in opinion
sentences is 1.56, and more than half of the general opinion
sentences have more than one DSE element. We find that a
sentence often conveys its opinion information by speech
events, so the number of DSEs in an opinion sentence is
more than 1. )e expression of ESE is flexible, and its word
length is from 1 to 40. More abundant and free expression
forms bring more difficult problems that need to be handled.

4.1.2. Corpus Division. )is paper divides 535 articles into
400 training validation sets and 135 test sets in the same way
as [13]. )e training verification set is divided into training
set and verification set 10 times in a 9 :1 way. )e test set is
used for evaluation effect of themodel, which is calculated by
the average value of the tenfold cross-validation model.
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4.2. Evaluation Method. )is paper evaluates the perfor-
mance of the model by using the measurement method
widely used in the field of opinion mining. In the process of
annotating MPQA corpus, the annotator finds that the
boundary of opinion elements cannot be determined strictly
[8]. So Breck et al. [9] and Johansson and Moschitti [17]
proposed two soft metrics: Binary Overlap and Proportional
Overlap. Compared with the commonly used measurement
methods of label boundary matching, these two methods are
more efficient in evaluating the extraction effect.

In Binary Overlapmetrics, if the boundaries of predictive
tags and manual tags overlap, then this is a correct tag. )e
accuracy, recall, and F-measure of Binary Overlap are cal-
culated by the following formulas:

Pbinary �
| p | p ∈ P∧∃c ∈ C s.t. overlap(c, p)􏼈 􏼉|

|P|
, (7)

Rbinary �
| c | c ∈ C∧∃p ∈ P s.t. overlap(c, p)􏼈 􏼉|

|C|
, (8)

Fbinary �
2PbinaryRbinary

Pbinary + Rbinary
. (9)

Among them, C and P, respectively, represent the correct
label set of manual labeling and the label set of model
prediction and || represent the number of labels of a certain
expression element in each set.

Proportional Overlap measurement pays more attention
to the proportion of prediction and golden label overlap than
Binary Overlap measurement. It starts with measuring the
degree of overlap cvrg between two markers s and s′:

cvrg s, s′( 􏼁 �
s∩ s′

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

s′
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
. (10)

Here, |S| denotes the length of the tagged word.)en, the
overlap rate CVRG of two tag sets S and S′ is calculated:

CVRG S, s′( 􏼁 � 􏽘
sj∈S

􏽘

sk
′∈s′

cvrg sj, sk
′􏼐 􏼑.

(11)

Finally, the accuracy, recall rate, and F value of Pro-
portional Overlap measure are calculated by

Pproportional �
CVRG(P, C)

|P|
, (12)

Rproportional �
CVRG(C, P)

|C|
, (13)

Fproportional �
2PproportionalRproportional

Pproportional + Rproportional
. (14)

In formulas (12) and (13), the number of markers for a
certain element in each set is represented as | |.

4.3. Multifeature Contrast Experiment. We compare the
effects of each feature on the recognition of each opinion
element through experiments and pursue an effective
combination of features suitable for each opinion element
recognition. )is paper briefly describes the meanings of
some words and symbols in the following experiments:

(1) +Pretrained word vector: model with pretrained
word vector as feature.

(2) +Fine-tuning the pretrained word vector: using the
pretrained word vector as the feature but in the phase

It is very regrettable that the United States has taken

a negative of stand Masaaki Nakajima the Earth Japan said

O O O O O O O O B-DSE I-DSE

I-DSE I-DSE OI-DSE O O O O O B-DSE

[1,0,0] [1,0,0] [1,0,0] [1,0,0] [1,0,0] [1,0,0] [1,0,0] [1,0,0] [0,1,0] [0,0,1]

[0,0,1] [0,0,1] [0,0,1] [1,0,0] [1,0,0] [1,0,0] [1,0,0] [1,0,0] [0,1,0]

United

[1,0,0]

Word

BIO tag

Target
vector

Word

BIO tag

Target
vector

Figure 3: Illustration of conversion from word to target vector.
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of model training, word vectors are updated asmodel
parameters.

(3) +Part-of-speech feature: the model of adding POS
feature.

(4) +Entity features: the model incorporates named
entity features.

4.3.1. Subjective Expression Element Recognition of DSE.
Firstly, the model is applied to the recognition of DSE
subjective expression elements. Table3 shows the result of
Binary Overlap and Property Overlap when the model is
combined with word vector, part-of-speech feature, named
entity feature, and part-of-speech entity feature. )e bold
numbers represent the highest score of an evaluation
method.

By looking further into Table 4, we compare the impact
of each feature as follows.

(1) )e influence of fine-tuning word vectors: the ac-
curacy of pretrained word vectors is higher without
fine-tuning, but the recall rate is lower and fine-
tuning has reverse effect, higher recall rate, and lower
accuracy. While in DSE recognition task, the fine-
tuning word vector performs slightly better than that
in the case of no fine-tuning. So the trained word
vectors are fine-tuned in combination with other
features in later experiment.

(2) )e influence of part-of-speech features: after fine-
tuning the pretrained word vector and adding part-
of-speech features, the recall rate is the highest
among all feature combinations with the two mea-
surement methods, the F value under the Binary
Overlap measure is the highest, and the F value
under the Proportional Overlap measure is the
second highest. Part-of-speech features promote the
recognition effect of DSE elements.

(3) )e influence of named entity features: after fine-
tuning the pretraining word vector and adding
named entity features, the recall rate and F value are
slightly improved under the two measures. Com-
pared with the part-of-speech feature, it plays a less
important role.

(4) )e influence of combination of part of speech and
named entity features: after fine-tuning the pre-
trained word vector and adding part of speech and

named entity features, the recall rate slightly in-
creased under the two measures, the F value under
Proportional Overlap was the highest, and the F
value under Binary Overlap was the second highest.
It is similar to the function of part of speech.

In general, the combination of fine-tuning pretraining
word vectors and part-of-speech features is adequate in the
recognition of DSE subjective expression elements. )e
combination of lexical and entity features is similar to that of
individual lexical features, while named entity features have
little impact on DSE recognition. Moreover, considering the
complexity of the model, the additional features in the
recognition of DSE subjective expression elements are only
part-of-speech features. It is presumed that the DSE ele-
ments are generally shorter and the part of speech is more
obvious, so the part of speech features are effective after they
are added.

4.3.2. ESE Subjective Expressive Element Recognition.
)is paper combines the model with a variety of feature
combinations and applies them to the recognition of ESE
subjective expression elements. Table 3 shows the effect of
using Binary Overlap and Proportional Overlap measures
when the model is combined with word vector, part of
speech, and named entity features to identify ESE subjective
expression elements. )e bold numbers represent the
highest score of an evaluation method. As shown in Table 5,
the impact variety of each feature can be seen.

(1) )e influence of fine-tuning word vectors: the ac-
curacy of pretrained word vectors is higher without
fine-tuning, the recall rate is lower, and the reverse is
true for fine-tuning. From the F value of the two
measures, the fine-tuning word vector of ESE feature
recognition task is slightly more than that of non-
fine-tuning task by about 3 and 2 percentage points,
respectively, and the recall rate is increased by about
6 to 7 percentage points. Finely tuning the pre-
training words vector improves the recognition effect
of ESE elements. So the trained word vectors are fine-
tuned in combination with other features.

(2) )e influence of part-of-speech characteristics: on
the basis of fine-tuning the pretrained word vector
and adding part-of-speech features, the accuracy
of the two measures has only increased by about 1
percentage point, while the others have decreased.
It is not necessary to add part-of-speech features
alone.

(3) )e influence of named entity features: on the basis
of fine-tuning the pretraining word vector, adding
named entity features, the accuracy of the two
measures only increased by about one percentage
point, while the others decreased. It is not necessary
to add named entity features alone.

(4) )e influence of the combination of part of speech
and named entity features: after fine-tuning the
pretraining word vector and adding part of speech

Table 2: MPQA corpus statistic information.

Property DSE ESE
Total number 9840 12273
)e proportion of the opinion sentences 56.86% 55.80%
Minimum number of opinion expressions 1 1
Maximum number of expressions 8 15
Average number of opinion expressions 1.56 1.98
Minimum length of expression words 1 1
Average length of expression words 1.81 3.30
Maximum length of expression words 15 40
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and named entity features, the accuracy, recall rate,
and F value of the two measures are improved, and F
value is the highest of all feature combinations.

In general, fine-tuning the combination of pretraining
word vector, part of speech, and named entity is an effective
feature in ESE subjective expression element recognition.
ESE elements are generally long and contain clauses
expressing opinions implicitly. )ese long sentences may
have many types of POS and named entity phrases occur-
rence which can enrich context information; we presume
this is the reason why named entities and part-of-speech
features work together effectively.

4.4. Contrast Experiment with Other Methods

4.4.1. Baseline Model. )is paper chooses four methods as
the baseline model, listed as follows:

(1) CRF-OE: Breck et al. [8] use conditional random
fields to solve the problem of extracting subjective
expression elements. Word feature (one-hot vector),
syntactic feature, and semantic feature (WordNet
lexicon) are used.

(2) RecursiveNN: Irsoy and Cardie [18] use structural
recurrent neural networks to identify opinion holder
elements.

(3) BSRNN: Irsoy and Cardie [4] use a multilayer bi-
directional recurrent neural network (RNN) to solve
the problem of extracting subjective expression el-
ements. Except that the number of layers of bidi-
rectional RNN is set to three layers, the
hyperparameters and word vectors are maintained as
well as the method in this paper.

(4) BiLSTM: Wang et al. [12] use the BiLSTM network
model to extract two subjective expression elements
and super-parameters and word vectors are main-
tained the same.

4.4.2. Contrast and Analysis. )e deep neural network
model is compared with the baseline model in identifying
the corresponding opinion elements. )e results are shown
in Table 5.

)e experimental results show that the model we pro-
posed has the best recognition effect on DSE, and BLSTM,
BSRNN, and CRF-OE are less effective.)e results show that
this model is better than BSRNN model in recognizing DSE
elements in nested opinion sentences. BSRNN model
sometimes omits a part of DSE elements and misjudges ESE
elements as DSE elements.

In ESE recognition, the most effective is our model and
BSRNN. )e proposed model is higher than BSRNN in
Proportional Overlap metric and lower than BSRNN in
Binary Overlap metric.)e performance of BLSTMmodel is
worse than that of the former two. Compared with BLSTM
and BSRNN models, this model is good at correctly iden-
tifying ESE elements, and BSRNN and BLSTM are have an
advantage to identify short ESEs as DSE elements.

)is paper is slightly improved compared with other
models. )erefore, by analyzing the recognition results of
multiple models, it is found that the number of opinion
elements identified in this model is more than that of other
models. But the length is obviously longer than that of
BSRNN, which is closer to the result of manual labeling. It is
shown that the quality of viewpoint elements identified by
this model is higher when the number of viewpoint elements
identified is similar. It is observed that the effect of boundary
determination is better than BSRNN and BLSTM models.

Although this model is superior to the baseline model in
opinion expression extraction to some extent, but the rec-
ognition performance still needs to be improved. Compared
with the manual tagging of corpus, several problems are
summarized:

(1) Similar ESE subjective expression elements may be
merged

(2) Shorter ESE subjectivity expression factors are easily
neglected

Table 3: Measurement of ESE recognition model under different feature combinations.

Feature combination
Binary Overlap Proportional Overlap

Accuracy (%) Recall (%) F value (%) Accuracy (%) Recall (%) F value (%)
+Pretrained word vectors 82.83 48.79 61.24 67.11 43.14 52.27
+Fine-tuning word vectors 75.55 56.27 64.39 60.70 49.66 54.48
+Fine-tuning word vectors + POS 76.82 54.74 63.82 62.16 48.22 54.16
+Fine-tuning word vectors +NER 76.26 54.49 63.49 62.59 47.33 53.76
+Fine-tuning word vectors + POS+NER 75.56 57.52 65.15 60.80 50.85 55.07

Table 4: Measurement of DSE recognition model under different feature combinations.

Feature combination
Binary Overlap Proportional Overlap

Accuracy (%) Recall (%) F value (%) Accuracy (%) Recall (%) F value (%)
+Pretrained word vectors 79.84 62.19 69.88 74.81 56.48 64.32
+Fine-tuning word vectors 75.61 65.67 70.24 70.62 59.21 64.35
+Fine-tuning word vectors + POS 74.64 67.67 70.94 69.54 61.32 65.10
+Fine-tuning word vectors +NER 74.65 67.50 70.85 69.52 61.12 65.00
+Fine-tuning word vectors + POS+NER 75.09 67.17 70.85 70.01 61.04 65.13
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(3) A few of the subjectivity expression elements iden-
tified by DSE are shorter than those labeled by hand

5. Conclusion

In this paper, we studied the extraction method of subjective
expression elements and proposed a compoundmodel based
on multifeature deep neural network and conditional ran-
dom field.)en we described the various features used in the
model, the reasons for selecting these features, and the way
of feature construction. We carried out experiments on
subjectivity expression elements (DSE and ESE) with mul-
tifeature combination, the effect of each feature combination
mode on the corresponding subtask is tested, and the most
suitable feature combination for the corresponding subtask
model is recommended.

Experimental results show that the proposed opinion
elements extraction model can effectively extract viewpoint
elements and has better accuracy, recall rate, and F value.
However, the experiment also showed that the extraction
effect of the model is restricted when the opinion elements
are short and similar, which we will carry on in future work.
In a word, our work can provide reference for the follow-up
research on the extraction of subjective expression
elements.
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We propose to model the phenomenon of the spread of a rumor in social networks in this paper. From an existing SIR model, we
manipulate a new one that is based on the model of cholera in order to take into account professional pages that specialize in
spreading rumors. In the second part, we introduce a control strategy to fight against the diffusion of the rumor. Our main
objective is to characterize the three optimal controls that minimize the number of spreader users, fake pages, and the cor-
responding costs. For that matter, using the maximum principle of Pontryagin, we prove the existence and we give charac-
terization of our controls. Numerical simulations are given to concretize our approach.

1. Introduction

(e phenomenon of rumor is a complex phenomenon that
has eluded man since ancient times, where it intersects many
factors and interventions, including what is natural, so-
ciological, economic, and psychological. Communities have
known over the years the emergence of many rumors that
have spread widely among them; it was also the focus of
interaction and analysis by the commanders of these soci-
eties throughout history [1]; human beings have fabricated
rumors and disseminated them for political, economic, and
social purposes [2], where they are exploited to achieve
commercial profits or to achieve victories in wars by dis-
solving fear and surrender within the enemy or with holding
confidence in their leaders. (e phenomenon of rumor has
known many changes in its composition, in line with the
change that societies know and the development of daily life
in general with the increasing use of technological instru-
ments and modern technologies in communication within
communities. (is phenomenon has witnessed a dramatic
rise and an increase in the speed of its spread. (is increase
contributes significantly to huge consequences on the other

hand. (e development of the phenomenon of rumors and
the strength of their influence and impact within societies
gave this phenomenon another dimension [3], as it became
used by the media and intelligence in competition between
countries and what is known as propaganda and polemic or
buzz by publishing some false news in whole or in part to
influence the opinions of voters by raising or decreasing the
popularity of politicians [4] as happened in the elections
between Trump and Hillary where Hillary was the most
popular and was the favorite to win until the last weeks
before the presidential election [5], where some of the
specialized communication agencies published many news
about Hillary contributed significantly to influence public
opinion tendency to Trump, who eventually won. Jennifer
et al. in their article [6] did a study in order to understand the
dynamics of this exceptional campaign in which social
media played a major role. (e website [7] gives a variety of
Trump’s Tweets grouped by topic (people, places, and things
Trump has insulted on Twitter). In 2018, Russian authorities
have considered starting to block sites like Telegram [8]
because of the danger on national security. And if some
rumors arouse ridicule, such as saying that Nicolas Cage was
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Dracula, others were of great danger; to see more in this
regard, we guide the reader to the beautiful book [9].

Mathematical modeling is one of the most important
applications of mathematics that contribute to the repre-
sentation and simulation of social, economic, biological, and
ecological phenomena and convert them into mathematical
equations that are formulated, studied, analyzed, and
interpreted [10]. In this context, many researchers have
developed different mathematical models representing the
dynamics of the rumor [11] and the elements interfering
with its spread [12–15], and especially [16] in the work [17],
authors gave a review and a study of several mathematical
models of rumor’s propagation.

1.1. RelatedWork. In 1964, Goffman and Newill developed in
their article titled “Generalization of Epidemic (eory: An
Application to the Transmission of Ideas” [18] a new concept
for modeling the transmission of ideas within a society based
on the mathematical model SIR due to the great similarity
between the two phenomena. (is model was previously used
to model the transmission of diseases and epidemics within
communities; in the introduction of their work, the authors
stated that “the process already described does not take into
account the almost endless number of complexities which
actually arise” [18]. Based on the previous work, Daley and
Kendall in their letter titled “Epidemics and Rumors” sug-
gested applying the previous idea to modeling the spread of
rumors within communities [19]. With the development of
societies and the emergence of modern technological means
(transport communication), new factors have emerged that
further complicate the phenomenon of rumor and contribute
to the large spread of rumors; this has led many researchers to
think about developing the previous model. As an example, in
the work done by Luıs M.A. Bettencourt et al. [20], they
proposed a new model taking into account new factors by
extending the SIRmodel to a SEIZRmodel with two additional
compartments. In the same context and to give time factor
more importance in the process of spread of the phenomenon,
Laarabi et al. [21] had developed another model using a
delayed rumor propagation model.(is is in addition to many
recent works that have recently been produced that take into
account several factors involved in the development of a
concept that truly simulates the dynamics of rumor propa-
gation; to take a broader view, the reader is referred to the
article [22]. With the emergence of social networks and their
impacts on communication within communities where they
are taking more and more space within the community, it
became clear that they must be taken into account as major
intervening in the spread of rumors; in this context many of
the works that adopted this hypothesis have been produced. To
take an idea of some of these works, see the article [23]. For
example, in the work [24], authors had implemented a
mathematical model in order to model the dynamics of a
rumor in social network by adding three new compartments:
reviewers, sharers, and collectors who are reviewing the
message, collecting themessage, sharing themessage, or giving
no response to the message, respectively, but in the work [25],
the authors were limited to highlight the role of users of the

network and ignore the impact of the network itself, especially
the role of pages that spread the rumor within the network.
(e loading of false information in these pages is a source of
rumor between browsers and considered as a big factor which
helps in the rapid spread of rumors, such as rivers and valleys,
which store bacteria and microbes and are a hotbed for the
multiplication and growing bacteria that transmit diseases to
humans through the use of the water of those rivers. A good
example of this similarity is the cholera epidemic. In this paper
and based on the previous hypothesis, we will exploit the
mathematical model that has been formulated to represent the
cholera epidemics [26] and combine it with the previous work
model by adding a new compartment F which represents
page’s rumor. Other models from population dynamics and
optimal controls can be found in [3, 27].

Recently, a significant amount of prior works exists in
the study of rumor detection in social networks. For ex-
ample, in [28], the authors propose a GCN-based model for
rumor detection on social media, called Bi-GCN, and they
discuss several variants of Bi-GCN to model the propagation
patterns. Ma et al. in [29] discuss the same topic involving a
novel approach to capture the temporal characteristics based
on the time series of rumor’s life cycle, for which time series
modeling technique is applied to incorporate various social
context information, while Han Guo et al. [30] propose a
novel hierarchical neural network combined with social
information (HSA-BLSTM) for rumor detection and they
test their model on two real-world datasets fromWeibo and
Twitter demonstrating outstanding performance in both
rumor detection and early detection scenarios. Li et al. [31]
give another approach, the personalized influential topic
search by proposing two random-walk based approaches in
order to measure the influence of a topic on a query user.
Moreover, Li et al. in [32] studied the problem from another
side, influence maximization; the aim is to find a limited
number of users which can influence the maximum number
of users in social networks. Li et al. in [33] continue to
improve their work by taking into account the physical
locations of the users since location is an important factor in
this process. (e same approach was discussed by Cai et al.
in [34], where they formulate a new problem of holistic
influence maximization, denoted as HIM query, for targeted
advertisements in a spatial social network.

1.2.ProblemDefinition. In [35], where the authors subdivide
the population into three compartments representing the
main actors in the dynamics of the propagation of a rumor,
these compartments are ignorant individuals, the spreaders,
and the stiflers. As we mentioned before, many agencies
specialized in propaganda dissemination have become using
social media to facilitate the spread of rumor and large
volume of users. For this purpose, special pages are created
to spread a rumor about a specific subject or target person.
(is page is promoted by fictitious users that are created for
this purpose. (ey create a private network of friends; their
friends are the first victims; every time they like or comment
on what is posted by the page or fictitious people, this ac-
tivity is displayed to all their friends or perhaps friends of
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their friends inadvertently which is promoted by this rumor
passively by them, while studies indicate that the number of
users of the networks is rising at a tremendous rate and it has
become one of the basics in the field of communication and
publicity, according to statistics [4]. It treated millions of
rumors spread daily in social networks, starting from this
model, and by adding an additional compartment, named F

as Fakes, we will build our own model which describes the
propagation of a rumor through a social network. Our idea is
to combine the classical model ISpSt with another math-
ematical model that describes the dynamics of cholera in
order to highlight the importance of fake page which are
specified in spreading fake news; in other words, since there
is a similarity between these two phenomena, we can
consider a fake page as a contaminated river which contains
bacteria; these bacteria are false information in our case. We
can use this model in order to describe the dynamics of the
rumor between the different individuals as well as bringing
out the contribution of fake pages in this process [36]. In this
paper and based on the previous hypothesis, we will exploit
the mathematical model that has been formulated to rep-
resent the cholera epidemics [36] and combine it with the
previous workmodel by adding a new compartment Fwhich
represents page’s rumor.

In this paper, in Section 2, we propose a continuous
mathematical model ISpStF that describes the dynamics of a
population that reacts in the spread of the rumor in a social
network positivity, and the boundness of the model is dis-
cussed. In 3, we present an optimal control problem for the
proposed model where we give some results concerning the
existence of the optimal control, and we characterize the op-
timal controls using the Pontryagin maximum principle in
discrete time. Numerical simulations through MATLAB are
given in Section 3.2. Finally, we conclude the paper in Section 4.

1.2.1. ISpStF. In this section, we will describe our model
ISpStF which consists of four compartments representing
the subdivision of the population that reacts in the spread of
the rumor in a social network. I, ignorant, represents users
who do not know the rumor and are susceptible to be in-
formed, Sp, spreader, represents users who spread the ru-
mor, St, stifler, represents individuals who refuse to spread
the rumor, and F, rumor’s page, represents the page spe-
cialized in spreading the rumor. (e compartment I rep-
resents the number of users who do not know the rumor and
who are susceptible to be informed; this population increases
with the rate μN which represents the new users created; an
ignorant inquires about the rumor through two ways: either
by consulting a specialized page in the diffusion of the rumor
or directly by the contact with a spreader. Some of these
users deactivate their account at a rate μI. (us, in this
compartment, we have an incoming flux equal to μN and an
outgoing flux equal to αhSpI + αeI(F/κ + F) + μI.

(e compartment Sp represents the number of people
who spread the rumor either directly or by sharing one-page
publications or by creating new publications. (us, we have
an incoming flux equal to θ(αhSpI + αeI(F/κ + F)) which
represents the proportion of the new users who will spread

the rumor. After the contact between two spreaders, one of
them decides not to diffuse the information at a rate cS2p, and
after the contact of a spreader and a stifler, the stifler suc-
ceeds to convince him that the information is false at a rate
λStSp; after a certain period, a portion of the spreaders
decide not to spread the rumor at a rate βSp.

(e compartment St represents the number of stiflers
who refuse to spread the rumor. (is number increases at a
rate (1 − θ)(αhSpI + αeI(F/κ + F)) which represents the
portion of users who knew that the information is wrong, in
addition to the flux that left the Sp compartment Sp(cSp +

λSt) + βSp and decreases with the rate μSt of stiflers who have
deactivated their accounts.

(e compartment F represents the page specialized in
the diffusion of the rumor. (is page contains malicious
publications about the rumor; in this page, Sp have the right
to publish and share these publications at rates δ1Sp and
ε2Sp, respectively, and the ignorants who consult the page
also share these publications at a rate ε1I.

(e following diagram will demonstrate the flux di-
rections of individuals among the compartments (Figure 1).

(e dynamics of this model are governed by the fol-
lowing nonlinear system:

dI

dt
� μN − αhSpI − αeI

F

κ + F
− μI,

dSp

dt
� θ αhSpI + αeI

F

κ + F
􏼒 􏼓 − βSp − Sp cSp + λSt􏼐 􏼑,

dSt

dt
� (1 − θ) αhSpI + αeI

F

κ + F
􏼒 􏼓 + Sp cSp + λSt􏼐 􏼑 + βSp − μSt,

dF

dt
� δ1Sp + ε1I + ε2Sp.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

With initial values, I(0), Sp(0), St(0), and F(0) are
nonnegatives F/κ + F: logistic capacity (concentration of
rumors).

In order to demonstrate the effectiveness of the model we
have proposed, wewill present a numerical simulationwith the
following figure so that we can see how well the model adapts
to reality. Initial values are approximate data that we suggested
after studying and researching some statistics about the users
of social networks; the values are attached in the table.

From Figure 2, we note that there is no significant effect
until the 30th day, 30 days after the launch of the rumor; the
number of ignorants decreases sharply; in contrast, there is a
significant rise of spreaders and the numbers of stiflers and
pages is rising on average. (ese changes indicate that after
30 days trading rumor has becomemore andmore due to the
continuous publication of it.

1.2.2. Model Basic Properties

Theorem 1. If I(0)≥ 0, Sp(0)≥ 0, St(0)≥ 0, and F(0)≥ 0,
the solutions I(t), Sp(t), St(t), and F(t) of system (1) are
positive for all t≥ 0.
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Proof.
dI(t)

dt
� μN − αhSpI − αeI

F

κ + F
− μI

≥ − αhSpI − αeI
F

κ + F
− μI

dI(t)

dt
+ αhSp + αe

F

κ + F
+ μ􏼒 􏼓I≥ 0.

(2)

where G(t) � αhSp + αe(F/κ + F) + μ. Both sides in the last
inequality are multiplied by exp(􏽒

t

0 G(s)ds).
We obtain

exp 􏽚
t

0
G(s)ds􏼠 􏼡 ·

dI(t)

dt
+ G(t)exp 􏽚

t

0
G(s)ds􏼠 􏼡 · I(t)≥ 0.

(3)

(en

d
dt

I(t)exp 􏽚
t

0
G(s)ds􏼠 􏼡􏼠 􏼡≥ 0. (4)

Integrating this inequality from 0 to t gives

􏽚
t

0

d
ds

I(s)exp 􏽚
t

0
αhSp + αe

F

κ + F
+ μ􏼒 􏼓ds􏼠 􏼡􏼠 􏼡ds≥ 0. (5)

(en

I(t)≥ I(0)exp 􏽚
t

0
− αhSp + αe

F

κ + F
+ μ􏼒 􏼓 ds􏼠 􏼡

⟹ I(t)≥ 0.

(6)

Similarly, we prove that I(t)≥ 0, Sp(t)≥ 0, St(t)≥ 0, and
F(t)≥ 0.

µN

µ1 µ1

µ1

β SP

γSPSt

γSPSP

SP

F

StI
θ (αh + αe)

αe

(1 – θ) (αh + αe)

Figure 1: Description diagram of the rumor dynamics.
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Figure 2: Dynamics without control strategy.
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1.2.3. Boundedness of the Solutions

Theorem 2. <e set

Ω �
I, Sp, St, F􏼐 􏼑 ∈ R4

+

0≤ I + St + Sp + F≤ 1
⎧⎨

⎩

⎫⎬

⎭ (7)

is positively invariant under system (1) with initial conditions
I(0)≥ 0, Sp(0)≥ 0, St(0)≥ 0, and F(0)≥ 0 being positively
invariant for system (1).

2. The Model with Controls

Now, we introduce our controls into system (1). As control
measures to fight the spread of rumor, we extend our system
by including three kinds of controls u, v, and w. (e first
control u is to tell users that the information or publication is
false and contains a malicious rumor.(e second control v is
through the admin where he deactivates an account after
learning that it is fake or aimed at spreading the rumor. (e
last one w is also applied by the admin, this time by
deactivating the page intended to spread the rumor after the
arrival of a certain number of complaints.

With the aim of better understanding the effects of any
control measure of these strategies, we introduce three new
variables: πi, where i � 1, 2, 3, πi � 0 in the absence of
control, and πi � 1 in the presence of control. One has

dI

dt
� μN − αhSpI − αeI

F

κ + F
− μI − π1uI,

dSp

dt
� θ αhSpI + αeI

F

κ + F
􏼒 􏼓 − (β)Sp − Sp cSp + λSt􏼐 􏼑

− π2vSp,

dSt

dt
� (1 − θ) αhSpI + αeI

F

κ + F
􏼒 􏼓 + Sp cSp + λSt􏼐 􏼑

+βSp − μSt + π1uI,

dF

dt
� δ1Sp + ε1I + ε2Sp − π3wF.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(8)

3. Optimal Control Problem

We define the objective functional as follows:

J(u, v, w) � 􏽚
T

0
Sp(t) +

1
2

Au
2
(t) +

1
2

Bv
2
(t) +

1
2

Cw
2
(t)􏼒 􏼓dt,

(9)

where A> 0, B> 0, and C> 0 are the cost coefficients:

J u
∗
, v
∗
, w
∗

( 􏼁 � min
J(u, v, w)

(u, v, w) ∈ Uad
􏼨 􏼩, (10)

where Uad is the set of admissible controls defined by

Uad �
(u, v, w)

umin ≤ u(t)≤ umax
, vmin ≤ v(t)≤ vmax, wmin ≤w(t)􏼨

≤wmax t ∈ [0, T]􏼩,

(11)

and (umin, vmin, wmin, umax, vmax, wmax) ∈ (]0, 1[)6.

Theorem 3. Consider the control problem with system (8).

(ere exists an optimal control (u∗, v∗, w∗) ∈ U3
ad such

that

J u
∗
, v
∗
, w
∗

( 􏼁 � min(u,v,w)∈U3
ad

J u
∗
, v
∗
, w
∗

( 􏼁. (12)

If the following conditions are met:

(1) (e set set of controls and the corresponding state
variables is nonempty.

(2) (e control set Uad is convex and closed.
(3) (e right-hand side of the state system is bounded by

a linear function in the state and control variables.
(4) (e integrand L(I, Sp, St, F, u, v, w) of the objective

functional is convex on Uad and there exist constants
c1 and c2 such that

L(I, S p, S t, F, u, v, w)≥ c1 + c2 |u|
2

+|v|
2

+|w|
2

􏼐 􏼑
β/2

.

(13)

Proof. (e existence of the optimal control can be obtained
using a result by Fleming and Rishel [37], checking the
following step:

Condition 1: To prove that the set of controls and the
corresponding state variables is nonempty, we will use a
simplified version of an existence result ([38], (eorem
7). Let _I � fI(t, I, Sp, St, F), _Sp � fSp

(t, I, Sp, St, F),
_St � fSt

(t, I, Sp, St, F), and _F � fF(t, I, Sp, St, F), where
fI, fSp

, fSt
, and fF form the right-hand side of the

system of 8. Let u(t) � c1, v(t) � c2, and w(t) � c3, for
some constants, and since all parameters are constants
and I, Sp, St, and F are continuous, then fI, fSp

, fSt
,

and fF are also continuous. Additionally, the partial
derivatives zfI/zI, zfI/zSp, zfI/zSt, zfI/zF, zfSp

/zI,
zfSp

/zSp, zfSp
/zSt, zfSp

/zF, zfSt
/zI, zfSt

/zSp,
zfSt

/zSt, zfSt
/zF, zfF/zI, zfF/zSp, zfF/zSt, and

zfF/zF are all continuous. (erefore, there exists a
unique solution (I, Sp, St, F) that satisfies the initial
conditions. (erefore, the set of controls and the
corresponding state variables is nonempty and con-
dition 1 is satisfied.
Condition 2: By definition, Uad is closed. Take any
control u1, u2 ∈ Uad and λ ∈ [0, 1]. (en
λu1 + (1 − λ)u2 ≥ 0.
Additionally, we observe that λu1 ≤ λ (1 − λ)

u2 ≤ (1 − λ); then λu1 + (1 − λ)u2 ≤ λ + (1 − λ) � 1.
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Hence,

0≤ λu1 +(1 − λ)u2 ≤ 1, for all u1, u2 ∈ Uad and λ ∈ [0, 1].

(14)

(erefore, Uad is convex and condition 2 is satisfied.
Condition 3: All the right-hand sides of equations of
system are continuous, bounded above by a sum of
bounded control and state, and can be written as a
linear function of u, v, and w with coefficients
depending on the time and state.(erefore, condition 3
is satisfied.
Condition 4: (e integrand in the objective functional
(9) is convex on Uad. It rests to show that there exist
constants c1, c2≻ 0, and β≻1 such that the integrand
L(I, Sp, St, F, u, v, w) of the objective functional satisfies

L I, Sp, St, F, u, v, w􏼐 􏼑 � Sp(t) +
A

2
u
2
(t) +

B

2
v
2
(t) +

C

2
w

2
(t)

≥ c1 + c2 |u|
2

+|v|
2

+|w|
2

􏼐 􏼑
β/2

.

(15)

(e state variables are bounded; let c1 � Sp,
c2 � inf(A/2, B/2, C/2), and β � 2; then it follows that

L I, Sp, St, F, u, v, w􏼐 􏼑≥ c1 + c2 |u|
2

+|v|
2

+|w|
2

􏼐 􏼑
β/2

. (16)

(en, from Fleming and Rishel [37], we conclude that there
exists an optimal control.

3.1. Characterization of theOptimal Controls. In this section,
we apply Pontryagin’s maximum principle [26].(e key idea
is introducing the adjoint function to attach the system of
differential equations to the objective functional resulting in
the formation of a function called the Hamiltonian. (is
principle converts the problem of finding the control to
optimize the objective functional subject to the state of
differential equations with initial condition to find the
control to optimize Hamiltonian pointwise (with respect to
the control).

Now, we have the Hamiltonian of the optimal problem
given by

H � Sp +
1
2

Au
2

+
1
2

Bv
2

+
1
2

Cw
2

+ λ1 μN − αhSpI − αeI
F

κ + F
− μI − π1u I􏼒 􏼓

+ λ2 θ αhSpI + αeI
F

κ + F
􏼒 􏼓 − (β)Sp − Sp cSp + λSt􏼐 􏼑 − π2v Sp􏼒 􏼓

+ λ3 (1 − θ) αhSpI + αeI
F

κ + F
􏼒 􏼓 + Sp cSp + λSt􏼐 􏼑 + βSp − μSt + π1u I􏼒 􏼓

+ λ4 δ1Sp + ε1I + ε2Sp − π3w F􏼐 􏼑.

(17)

Using Pontryagin’s maximum [26, 39], we can say the
following theorem.

Theorem 4. Let I∗, S∗p , S∗t , and F∗ be optimal state solutions
with an associated optimal control (u∗, v∗, w∗) for the op-
timal control problem. <en there exist adjoint variables
λ1, λ2, λ3, and λ4 satisfying

λ ′1 � − − λ1αhSp − λ1αe

F

κ + F
− λ1μ − λ1π1u + λ2θ αhSp + αe

F

κ + F
􏼒 􏼓 + λ3(1 − θ) αhSpI + αeI

F

κ + F
􏼒 􏼓 + λ3π1u􏼒 􏼓,

λ2′ � − 1 − λ1αhI + λ2θαhI − λ2(β) − λ2 cSp + λSt􏼐 􏼑 − cλ2Sp − π2λ2v+λ3(1 − θ)αhI + λ3 cSp + λSt􏼐 􏼑􏼑 + λ3cSp + λ4 ε2 + δ1( 􏼁􏼐 􏼑,

λ3′ � − − λλ2Sp + λ3λSp − μλ3􏼐 􏼑,

λ4′ � − − λ1αeI
κ

(κ + F)2
+ λ2θαeI

κ
(κ + F)2

+ λ3(1 − θ)αeI
κ

(κ + F)2
− λ4 − π3λ4w􏼠 􏼡,

(18)
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with transversality conditions at time T. One has
λ1(T) � 1,

λ2(T) � 0,

λ3(T) � 0,

λ4(T) � 0.

(19)

Furthermore, t ∈ [0, T] and for π1 � π2 � π3 � 1, the optimal
controls u∗(t), v∗(t), and w∗(t) are given by

u
∗

� min max
π1 I λ1 − λ3( 􏼁

A
, umin􏼨 􏼩, umax􏼨 􏼩,

v
∗

� min max
λ2π SpSt

B
, vmin􏼨 􏼩, vmax􏼨 􏼩,

w
∗

� min max
λ4π3F

C
, wmin􏼨 􏼩, wmax􏼨 􏼩.

(20)

Proof. For t ∈ [0, T], the adjoint equations and trans-
versality conditions can be obtained by using Pontryagin’s
maximum principle [26, 39] such that

λ1′ � −
zH

zI
� − − λ1αhSp − λ1αe

F

κ + F
− λ1μ − λ1π1u + λ2θ αhSp + αe

F

κ + F
􏼒 􏼓 + λ3(1 − θ) αhSpI + αeI

F

κ + F
􏼒 􏼓 + λ3π1u􏼒 􏼓,

λ2′ � −
zH

zSp

� − 1 − λ1αhI + λ2θαhI − λ2(β) − λ2 cSp + λSt􏼐 􏼑 − cλ2Sp − π2λ2v + λ3(1 − θ)αhI􏼐

+ λ3 cSp + λSt􏼐 􏼑 + λ3cSp + λ4 ε2 + δ1( 􏼁􏼑,

λ3′ � −
zH

zSt

� − − λλ2Sp + λ3λSp − μλ3􏼐 􏼑,

λ4′ � −
zH

zF
� − − λ1αeI

κ
(κ + F)2

+ λ2θαeI
κ

(κ + F)2
+ λ3(1 − θ)αeI

κ
(κ + F)2

− λ4 − π3λ4w􏼠 􏼡.

(21)

For t ∈ [0, T], the optimal controls u∗, v∗, and w∗ can be
solved from the optimality condition:

zH

zu
� Au − π1λ1 I + λ3π1 I � 0⟺u �

π1 I λ1 − λ3( 􏼁

A
,

zH

zv
� Bv − λ2πv SpSt � 0⟺v �

λ2π SpSt

B
,

zH

zw
� Cw − λ4π3F � 0⟺w �

λ4π3F

C
.

(22)

For the bounds in Uad of the controls, it is easy to obtain
u∗, v∗, and w∗ given by

u
∗

� min 1, max 0,
π1 I λ1 − λ3( 􏼁

A
􏼠 􏼡􏼠 􏼡,

v
∗

� min 1, max 0,
λ2π SpSt

B
􏼠 􏼡􏼠 􏼡,

w
∗

� min 1, max 0, λ4((π3F

C)).

However, if πi � 0 where i � 1, 2, 3, the controls attached
to this case will be eliminated and removed.
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3.2. Numerical Simulation

3.2.1. Algorithm. In this section, we present the results
obtained by solving numerically the optimality system. (is
system consists of the state system, adjoint system, initial
and final time conditions, and the control characterization.
So, the optimality system is given by the following:

step 1. I0 � i0, Sp0 � sp0, St0 � st0, F0 � f0,
λ2,N � λ3,N � λ4,N � 0, λ1,N � AN, and given u∗k;0, v∗k;0,
w∗k;0

step 2. for k � 0; 1; . . . ; N − 1 do:

Ik+1 � μN − αhSp,kIk − αeIk

Fk

κ + Fk

− μ1Ik,

Sp(k+1) � θ αhSp,kIk + αeIk

Fk

κ + Fk

􏼠 􏼡 − (μ + β)Sp,k − cSp,k Sp,k + St,k􏼐 􏼑,

Sp(k+1) � (1 − θ) αhSp,kIk + αeIk

Fk

κ + Fk

􏼠 􏼡 + cSt,k Sp,k + St,k􏼐 􏼑 + βSp,k − μSt,k,

Fk+1 � ε1N + ε2Sp,k − μ2Fk,

⋮ ⋮

⋮ ⋮

λ1,T− k � λ1,T− k+1 1 − αhSp,k − αe

Fk

κ + Fk

− μ1􏼠 􏼡 + λ2,T− k+1θ αhSp,k + αe

Fk

κ + Fk

􏼠 􏼡 + λ3,T− k+1(1 − θ) αhSp,k + αe

Fk

κ + Fk

􏼠 􏼡,

λ2,T− k � 1 + λ1,T− k+1 − αhIk( 􏼁 + λ2,T− k+1 1 + θαhIk − (μ + β) − 2c( 􏼁 + λ3,T− k+1 (1 − θ) αhSp,k􏼐 􏼑 + 2c + β􏽨 􏽩 + λ4,T− k+1ε2,

λ3,T− k � λ2,T− k+1 − cSp,kSp,k􏽨 􏽩 + λ3,T− k+1 1 + cSp,k − μ􏽨 􏽩,

λ4,T− k � λ1,T− k+1 − αeIk

κ
κ + Fk( 􏼁

2
⎡⎣ ⎤⎦ + λ2,T− k+1θ αeIk

κ
κ + Fk( 􏼁

2
⎡⎣ ⎤⎦ + λ3,T− k+1(1 − θ) αeIk

κ
κ + Fk( 􏼁

2
⎡⎣ ⎤⎦ + λ4,T− k+1 1 − μ2( 􏼁,

uk+1 � min b, max a,
1

Ak

λ1,T− k+1Ik − λ3,T− k+1cSp,kIk􏼐 􏼑􏼠 􏼡􏼢 􏼣,

vk+1 � min d, max c,
1

Bk

− λ2,T− k+1c Sp,k􏼐 􏼑
2
St,k􏼒 􏼓􏼠 􏼡􏼢 􏼣,

wk+1 � min f, max e,
1

Ck

− λ4,T− k+1Fk􏼐 􏼑􏼠 􏼡􏼢 􏼣,

(24)

end for
step 3. for k � 0; 1; . . . ; N; write:

I
∗
k � Ik,

S
∗
p,k � Sp,k,

S
∗
t,k � St,k,

F
∗
k � Fk,

u
∗
k � uk,

v
∗
k � vk,

w
∗
k � wk,

(25)

end for.

In this formulation, there were initial conditions for the
state variables and terminal conditions for the adjoints. (at
is, the optimality system is a two-point boundary value
problem with separated boundary conditions at time steps
k � 0 and k � N. We solve the optimality system by an
iterative method with forward solving of the state system
followed by backward solving of the adjoint system.We start
with an initial guess for the controls at the first iteration, and
then before the next iteration, we update the controls by
using the characterization. We continue until convergence
of successive iterates is achieved.

In this paragraph, we give numerical simulation to
highlight the effectiveness of the strategy that we have
developed in the framework of eliminating the rumor and
limit its spread; the initial values are the same as in
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Table 1; with regard to other initial values, they proposed
values after a statistical study.

From Figure 3, we note that, after 30 days of the
implementation of the preventive strategy, effect begins to
appear where we can see again that the sharp decline in the
number can be observed, but this time accompanied by a
high number and a gradual decline for both Sp and F. (is
confirms that the proposed strategy in theory is paying off.

In this paragraph and with the aim of obtaining more
accurate information about the impact of each control
separately, we will develop a preventive strategy by applying
each of them individually; numerical analysis will show us
the effectiveness of each prevention strategy.

3.2.2. Case 1: Applying Only Control u. Since it will be
applied to ignorant individuals, we will be limited to dis-
playing and comparing the curves of Sp and St in both cases
with and without control strategy. We observe from Figure 4
that, 30 days after the implementation of the strategy, the
impact will start to appear as we note that the number will

gradually decrease until it stabilizes at 45. On the other hand,
the number of St will suddenly start to rise from about the
first day. (is change is probably due to the fact that the
control is aimed at telling the ignorant people to turn to
stifler ones. In this way, we win a number of people in the
fight against the spread of false news.

3.2.3. Case 2: Applying Only Control v. Here, we will im-
plement only control v, noting through Figure 5 that the
effect of the strategy will appear after 20 days on the number
of Sp as the number will gradually decrease. (is rapid
change is attributed to the fact that control directly targets
this group. (e number of I and St change begins to appear
after 40 to 50 days as the number of ignorant individuals is
relatively high after the implementation of the strategy in
parallel with the fact that there is a relatively high number of
St people which is considered logical and simulates reality
since the high number of St is the one that caused the
number of I to be raised due to their transfer of the correct
information to them.

Table 1: Rumor model parameters and values.

Parameter Description Value
αh (e proportion of ignorants who become spreaders after discussing with a spreader (0.05/day)
αe (e proportion of ignorants who become spreaders after consulting a page of rumor (0.07/day)
θ (e proportion of ignorants who become spreaders (0.85/day)
(1 − θ) (e proportion of ignorants who become stiflers (0.15/day)
μ New users and deactivated users 0.08
β (e proportion of spreaders who become stiflers (0.2/day)
c (e proportion of spreaders who become stiflers after contacting another spreader (0.005/day)
ε1 (e rate of shared publications of rumor page by ignorants (0.05/day)
ε2 (e rate of shared publications of rumor page by spreaders 0.1/day
δ1 New rumor pages created by spreaders 0.4/day
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Figure 3: Dynamics with controls u, v, and w.
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3.2.4. Case 3: Applying Only Control w. In the last case, we
apply only control w. Note through Figure 6 that the effect
begins immediately (after about 5 days); for the number of
ignorants, we note that there is a gradual decline which is less
than the number of ignorant in the absence of control; this is
mainly due to low sources of rumors; the same observation is
for spreader’s number; it rises relatively weaker and is
stabilizing at 60 thousand ones; the same thing gets with the
number of stiflers where we observe that it rises up to the
limits of 25 thousands; the number of pages further rises
until the value reaches 15. (ese observations clearly il-
lustrate the importance of this strategy in the fight against
the spread of rumors, where we see the speed of its impact
and also to reach the stage of stability after its application
since it targets the sources of rumors directly.

4. Conclusion

In this paper, we give a new simple mathematical model
which describes the dynamics of rumor propagation through
social network. (e model is based on two compartmental
models by combining them in order to take into account
more factors that are involved in the dynamic. (ree control
strategies were introduced, and referring to the introduction
of three new variables πi, i � 1, 2, 3, we could study and
combine several scenarios in order to see the impact and the
effect of each one of these controls on the reduction of the
rumor spread. (e goal is achieved and the numerical
resolution of the system with difference equations as well as
the numerical simulations enabled us to compare and see the
difference between each scenario in a concrete way. (e
purpose of the work is achieved and we have proved the
effectiveness of our strategy and its importance in fighting
the spread of any rumor throughout any social network.
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*e propagation of rumor has become a common phenomenon in social networks. Studying the dynamic propagation of rumor
can help locate the key points to control rumor propagation. To further research the internal motivation of state transition, a
corrector-ignorant-spreader-weakener (C-SIW) model is proposed in this paper. When the individual changes state to transmit
rumor, the neighbor may have a significant impact on rumor propagation. Considering the point, this paper constructs a function
to describe the propagation rate, which relates to the state of neighbors and the reputation of the spreader. In addition, perception
from life also can cause individual state changes. Based on the above fact, the links from the spreader and the weakener to the
corrector are added to describe the perceptionmechanism.*en, combining the derived average field equations, the steady state of
the model is analyzed and verified in experimental simulation. Moreover, the experimental results on different networks show that
the perception mechanism reduces the rumor influence. Besides, the variable propagation rate can position the fast-growing stage
of rumor propagation more accurately and facilitate the control of rumor propagation.

1. Introduction

Driven by the rapid development of the Internet and in-
formation technology, social networks [1, 2] have become an
indispensable platform to meet people’s information needs
and daily communication. With the popularity of social
platforms such as WeChat and Facebook, multichannel
information enables people to knowwhat is going on quickly
and conveniently. However, it is inevitable that some in-
formation that is not based on facts, namely, rumors, also
can spread rapidly. As a typical social phenomenon, the
impact of rumors ranges from confusing the people’s minds
to endangering public order in various emergencies and
crises, which is inestimable. For example, in November 2015,
a large amount of information about the “terrorist attack in
Baotou” appeared on such platforms as WeChat and Weibo,
which has triggered public panic. In this case, it can help to
stabilize people’s mood that officials and the people on the
scene clarify the cause and process of the incident in time.

Shortly afterward, it is verified that the two brothers smashed
the passing vehicles in front of the farmer’s market after
getting drunk, which resulted in serious traffic jam rather
than terrorist attack. *en the matter gradually subsides
after people get to know the fact. *erefore, a thorough
understanding of internal mechanisms and external factors
is the most basic issue to help control the spread of rumors
faster and more effectively.

With the rumor propagation gradually becoming a
normal, the dynamic spread of rumors has become a hot
research direction in the social network field. Considering
that there are many similarities, the rumor models are
mainly based on the epidemic spreading models. *e first
rumor model, Daley–Kendall (DK) model [3], divided the
crowd into three types: one is the people who have not heard
the rumor (ignorants), the second is the people who have
heard the rumor and spread it (spreaders), and the third is
the people who have heard the rumor but did not spread it
(stiflers). *e Maki–*ompson (MK) model [4], a variant of
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the DK model, assumed that when two spreaders contact
each other, the initial spreader will spread rumor no longer
and become a stifler. Admittedly, the typical DK and MK
rumor models established a solid foundation for future
scholars’ research. Sudbury [5] studied the influence of the
network topology factor, which is not considered in the DK
and MK models during propagation process. Afterward,
Moreno et al. [6] combined the MK model with epidemics
susceptible-infected-recovered (SIR) model and proposed a
novel rumor model, in which S, I, and R represent spreaders,
ignorants, and stiflers, respectively. *en, some rumor
models explored the influence on the propagation process by
considering various mechanisms such as forgetting [3, 4],
stifling [7], trust [8], hesitating [9], and self-growth [10].
Nevertheless, these models did not consider that the ex-
perience from life may also promote individual state tran-
sition. Moreover, with the help of immune strategy [11, 12]
to control epidemic infection, many researchers applied the
idea of immunizing to prevent rumor propagation by
spreading the truth. In addition, information diffusion [13]
has been extensively studied from a different perspective.
Researchers took different factors including geosocial data
[14], community [15–17], location prediction [18], and topic
search [19] into account, which evaluated the influence
propagation in detail. By mapping the spread of rumors with
the spread of wildfire in forest, Indu and *ampi [20]
discussed an approach that calculated the probability of a
node being affected by rumor and modeled the rumor
propagation in a network. In the last few years, different
from the previous studies, scholars have begun to focus on
the perspective of individual. Afassinou [21] introduced the
education rate of the population as a factor to examine the
evolution of rumor, which proved that the improvement of
individuals education rate can promote the termination of
rumor propagation. Further, [22, 23] researched individual’s
awareness and debunking behavior, respectively, which
advocated restraining rumor propagation by improving user
awareness, imposing punishment on spreaders, and en-
couraging authoritative influencers to spread the truth.
However, they ignored that neighbors have a certain impact
on individuals. For example, a large number of stiflers in
neighbors may reduce the probability of individual
spreading rumor, and the spreader with big reputation may
also have a greater impact on propagation.

*rough the research studies of the above models
considering various mechanisms and factors, more com-
prehensive understanding and cognition of the rumor
propagation can be obtained. In reality, the propagation rate
of rumors usually tends to increase with people’s attention to
it. However, few existing models exhibit this characteristic.
*ey assume that the rumor propagation rate is a constant
throughout the whole propagation process, which ignores
the potential influence of ignorant’s neighbors [24] on the
ignorant when the ignorant turns into a spreader. *ere is
also such a social phenomenon, that is, the attitude of in-
dividuals towards rumor would change due to the percep-
tion from life. Inspired by the above, starting with the
individual’s attitude to rumors, the stiflers are divided into
weakeners and correctors based on the fundamental SIR

model. In this paper, a Corrector-Ignorant-Spreader-
Weakener (C-SIW) rumor propagation model considering
the variable propagation rate and perception mechanism is
proposed. In particular, spreaders, weakeners, and correc-
tors are defined as forwarding propagation, neutral prop-
agation, and negative propagation state, respectively. In
detail, the main research contributions of the paper can be
reflected in the following aspects:

(i) Considering the impact of social relations, the ru-
mor propagation rate of C-SIW model depends on
the comprehensive influence of neighbors and the
reputation of the spreader when the ignorant is
infected by a spreader.

(ii) Considering the possible situations in life, the paper
adds a link from the spreader and the weakener to
the corrector triggered by perception mechanism,
respectively. Besides, the perception mechanism
from the weakener to the corrector breaks the dy-
namic balance between the two states.

(iii) *e C-SIWmodel is simulated on the generated BA
and WS networks, and the experimental results are
compared with those of the real social network
Facebook.

*e rest of the paper is organized as follows. *e next
section details the proposed C-SIW model and related
mechanism. *e third section carries on the steady state
analysis to the model. *e experimental simulation is
generated in Section 4, and the results are explained sys-
tematically. Further, the last section covers the conclusions
and future work.

2. C-SIW Rumor Propagation Model with
Variable Propagation Rate and
Perception Mechanism

In this section, the fundamental SIR model and the C-SIW
model are presented in detail. Uniformly, the research en-
vironment social network of the model can be represented as
an undirected graph G(V, E) containing N individuals. All
the individuals in social networks act as nodes set V, and
different-connected edges set E contains the association
between different individuals.

2.1. SIR Model. Up to now, the epidemics SIR model has
made a great contribution to the development of rumor
propagation. Before introducing the proposed C-SIW
model, in this subsection, the basic SIR model is illustrated
firstly.

In the SIR model, the individuals in the system can be
divided into three categories: susceptible (the healthy in-
dividuals who may be infected, denoted as S), infected (the
individuals who are in a diseased state and are contagious,
denoted as I), and recovered (the individuals who recover
and gain immunity or die after infection, denoted as R). *e
specific infection process is shown in Figure 1. *e sus-
ceptible may contact an infected and then converts to an
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infected with the probability of β; and the recovered comes
from the infected people who recovered from disease or died
with the probability of c.

*en, to describe the above infection rules, the average
field equations can be established as follows:

dS(t)

dt
� − βS(t)I(t),

dI(t)

dt
� βS(t)I(t) − cI(t),

dR(t)

dt
� cI(t).

(1)

In equation (1), S(t), I(t), and R(t) represent the density
of the susceptible, the infected, and the recovered at time t,
respectively; and, in the system, S(t) + I(t) + R(t) � 1 is
maintained at any time.

2.2. Evolution Process of the C-SIW Rumor Propagation
Model. To further study the intrinsic conversion motiva-
tion of promoting rumor propagation, the C-SIW model
also follows the footsteps of predecessors and extends with
the SIR as the fundamental model. In the C-SIW model,
according to the different effects of each individual on
rumor spreading, each individual in the system is in one of
the following states at time t: the ignorant (who has not
heard the rumor yet, similar to the susceptible), the
spreader (who has heard the rumor and spread it, similar to
the infected), and the stifler (similar to the recovered) that
can be subdivided into the weakener (who has heard the
rumor and no longer spread it because he/she is not in-
terested or unsure about the truth of the rumor) and the
corrector (who can distinguish the rumor and suppress the
rumor spreading by disseminating the truth after he/she
has heard the rumor). Different from the previous re-
searches, in the process of rumor propagation, the state of
the weakener may spontaneously transform into the cor-
rector due to the effect of perception mechanism, rather
than not into another state.*e total propagation process is
carried out through the link edges between the nodes.
Specifically, the evolution process of the C-SIW rumor
model is shown in Figure 2.

Combined with the state transition of the nodes in
Figure 2, the rules for rumor propagation of the C-SIW
model are as follows:

(1) When the spreader in the system contacts an ig-
norant, there are three state transition options for
the ignorant. One is that no matter the ignorant will
believe or doubt the rumor spread by the spreader,
he/she will spread the rumor with propagation rate
β. *e second is that the ignorant has rich

knowledge to recognize the truth of the rumor and
spread the truth with a containment rate of α to
prevent the friends from being cheated, that is to
say, converts to a corrector. *e last possibility is
that the ignorant is not interested in rumor or does
not know whether the rumor is true or false, which
shows a negative attitude and he/she turns into a
weakener with the rate of η. Here, suppose that
α + β + η � 1.

(2) With the contact between individuals, the spreader
may convert to a weakener with the stifling rate c; or,
after being influenced by the weakener and the
corrector, the spreader doubts his cognition and
converts to a weakener with the immune rate θ.
Another situation is that the spreader himself/herself
is conscious of the inaccuracy of the rumor by the
perception of life and then converts to a corrector
with a certain probability, called spontaneous control
rate δ.

(3) Similarly, due to the perception from life experi-
ence, the weakener may realize that the rumor is
misleading. In this case, the weakener’s attitude
towards life, which is in the state of neutral
propagation at this time, transforms into a positive
way by spreading the fact with the probability of λ,
named fact transmission rate.

2.3. Average Field Equations. Based on the propagation
rules above, the average field equations of the C-SIW
model are established to describe the propagation pro-
cess. First, the proportions of ignorant, spreader,
weakener, and corrector in the whole system at time t,
that is, the density value, are marked as I(t), S(t), W(t),
and C(t), respectively. *e average degree of the network
is expressed by k in this paper. Consistent with most of
the former researches, the states in the system follow the
following normalization conditions:

I(t) + S(t) + W(t) + C(t) � 1. (2)

*en, the average field equations of C-SIW model are
shown as the following equations:

dI(t)

dt
� − kβS(t)I(t) − kαS(t)I(t) − kηS(t)I(t), (3)

dS(t)

dt
� kβS(t)I(t) − cS(t) − δS(t) − kθS(t)(W(t) + C(t)),

(4)

Susceptible Infected Recovered
β γ

Figure 1: *e infection process of the SIR model.
Ignorant Spreader WeakenerCorrector

δ λ

α β θ/γ

η

Figure 2: *e evolution process of the C-SIW rumor propagation
model.
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dW(t)

dt
� kηS(t)I(t) + cS(t) − λW(t) + kθS(t)(W(t) + C(t)),

(5)

dC(t)

dt
� kαS(t)I(t) + δS(t) + λW(t). (6)

Here, in order to satisfy the generality, there is only one
randomly selected individual spreading the rumor when
t � 0. *at is, the initial conditions for the evolution of the
model are set as follows:

I(0) �
N − 1

N
≈ 1,

S(0) �
1
N
≈ 0,

W(0) � 0,

C(0) � 0.

(7)

2.4. Propagation Mechanisms. After understanding the
propagation process of the model, the propagation mech-
anisms are introduced to explore the potential motives for
influencing the rumor propagation. In the subsection, the
variable propagation rate and perception mechanism are
explained in detail.

2.4.1. Variable Propagation Rate. To more closely express
that the propagation rate is not always constant, the
paper introduces a function to describe this character-
istic. As far as we know, the spread of rumors often
depends on social relations, which are a strong feature
performed by social networks. *erefore, particular re-
search on the role of social relations in rumor propa-
gation is conducted. As supposed in Section 1, both
weakener and corrector are negative parties for rumor
propagation. In such a situation, this paper considers
that when an individual is infected to spread the rumor,
social relationship is a comprehensive effect of potential
contact between individual and neighbors. Meanwhile,
the reputation of the spreader is also a critical factor
contributing to propagation. *e greater the reputation
of the spreader is, the easier it is to gain individual trust
in rumor. *at is to say, the propagation probability of
each individual is different by considering their situa-
tion. *erefore, for each individual i, such a function to
describe the rumor propagation rate β concretely at time
t can be defined as follows:

βi(t) � β0e
− Ci(t)+Wi(t)− Si(t)( )/toti(t)( )+(1− f)( )/2( ), (8)

where β0 represents the initial propagation rate; ((Ci(t) +

Wi(t) − Si(t))/toti(t)) is assumed as the comprehensive
influence of neighbors on individual i; Ci(t), Wi(t), and
Si(t) denote the number of correctors, weakeners, and
spreaders in the total neighbors toti(t) of individual i at
time t, respectively; f reflects the reputation of the
spreader; e means that the function is based on the irra-
tional number of 2.7182818. . .. For example, there is a
social network G as shown in Figure 3. Assume that nodes
2, 4, 7, and 9 are ignorant, and nodes 1 and 5 are spreaders.
Similarly, nodes 6 and 8 belong to the correctors, and node
3 is a weakener. For node 2, the neighbors’ influence on it
can be expressed as ((Ci(t) + Wi(t) − Si(t))/toti(t)) �

((1 + 1 − 1)/4) � 0.25.*erefore, assuming that f � 0.6 and
β0 � 0.7, βnode 2 � 0.7∗e− ((0.25+(1− 0.6))/2) ≈ 0.5317 when node
2 is infected by node 5 to spread rumor.

2.4.2. Perception Mechanism. In actual life, people are al-
ways impressed by the fact they have experienced, which
makes it easy to get them against the rumor. To prevent more
people from being deceived by rumor, they spread the fact
with strong motivation. *e above is the source of per-
ception mechanism and the perception mechanism will take
place on the spreader and weakener in the C-SIW rumor
propagation system. *is is reflected in the spontaneous
control rate δ and fact transmission rate λ, respectively,
when the spreader and weakener convert to the corrector as
described in Section 2.2. To be specific, the parameters
spontaneous control rate δ and fact transmission rate λ are
both assumed to be an adjustable constant between 0 and 1
in this paper.

*e above provides a general description of the proposed
C-SIW model. Since the obtained average field equations
(i.e., equations (3)–(6)) describe the propagation rules of the
C-SIW model, the next work is to analyze systematically the
dynamic propagation of rumor based on the average field
equations.

3. Steady-State Analysis

As time goes on, the influence of rumor will have a range,
which is the final size of the rumor. In a common way, the
paper uses an indicator R to measure it, that is,
R � limt⟶∞R(t) � R(∞). *ere are I � limt⟶∞I(t) �

I(∞), S � limt⟶∞S(t) � S(∞) � 0, W � limt⟶∞W(t) �

W(∞), and C � limt⟶∞C(t) � C(∞) when t⟶∞. In
addition, it is pointed out that the weakeners and the cor-
rectors are the components of the stiflers in Section 1.
*erefore, R � R(∞) � W(∞) + C(∞) � W + C � 1 − I −

S � 1 − I. Here, the final influence range R of rumor is
researched by making use of the average field equations.
First, dividing the sum of equations (5) and (6) by equation
(3), there is
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dR(t)

dI(t)
�
d(W(t) + C(t))

dI(t)

�
dW(t) + dC(t)

dI(t)

�
kηS(t)I(t) + cS(t) − λW(t) + kθS(t)(W(t) + C(t)) + kαS(t)I(t) + δS(t) + λW(t)

− k(β + α + η)S(t)I(t)

�
k(α + η)S(t)I(t) + (c + δ)S(t) + kθS(t)(W(t) + C(t))

− kS(t)I(t)

� − (α + η) −
c + δ
kI(t)

−
θR(t)

I(t)
.

(9)

Assuming that R(t) � y and I(t) � x, (dR(t)/dI(t)) �

− (α + η) − ((c + δ)/kI(t)) − (θR(t)/I(t)) can be expressed
as (dy/dx) � − (α + η) − ((c + δ)/kx) − (θy/x); i.e.,
(dy/dx) + (θ/x)y � − ((c + δ)/kx) − (α + η). According to
the solution of the first-order linear nonhomogeneous
equation, it can be obtained that

y � e
− 􏽚 (θ/x)dx

􏽚 −
c + δ
kx

− (α + η)􏼠 􏼡e
􏽚 (θ/x)dx

dx + C1
⎡⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎦

� e
− θ lnx

􏽚 −
c + δ
kx

− (α + η)􏼠 􏼡e
θ lnxdx + C1􏼢 􏼣

� x
− θ

􏽚 −
c + δ
kx

− (α + η)􏼠 􏼡x
θdx + C1􏼢 􏼣

� x
− θ

−
c + δ

kθ
x
θ

−
α + η
θ + 1

x
θ+1

+ C1􏼢 􏼣

� −
c + δ

kθ
−
α + η
θ + 1

x + C1x
− θ

.
(10)

*erefore,

R(t) � −
c + δ

kθ
−
α + η
θ + 1

I(t) + C1I(t)
− θ

. (11)

Theorem 1. 7ere exists propagation threshold βc � ((c +

δ)/k) in the C-SIW model, and only when β> βc can the
rumor be spread.

Proof. Taking the initial condition equation (7) into equation
(11), it can be obtained that R(0) � − ((c + δ)/kθ) −

((α + η)/(θ + 1))I(0) + C1I(0)− θ. After that, by solving the
above equation, C1 � ((c + δ)/kθ) + ((α + η)/(θ + 1)). At
this point, attention should be paid to the fact that all pa-
rameters are between 0 and 1 in the proposed model and it is
easy to know that C1 > 0. Further, by analyzing equation (11),
we can get that when t⟶∞,

6

7

9

8

2

1

4

3

5

I

S

W

C

Figure 3: A social network G.

Discrete Dynamics in Nature and Society 5



R � R(∞)

� −
c + δ

kθ
−
α + η
θ + 1

I(∞) + C1I(∞)
− θ

� −
c + δ

kθ
−
α + η
θ + 1

I + C1I
− θ

.

(12)

Taking I � 1 − R from R � 1 − I transformation into
equation (12), we can get

R � −
c + δ

kθ
−
α + η
θ + 1

(1 − R) + C1(1 − R)
− θ

. (13)

Arrange equation (13) and assume that

f(R) � −
α + η
θ + 1

(1 − R) − R + C1(1 − R)
− θ

−
c + δ

kθ
. (14)

*en, the final size of rumor is analyzed by the properties
of R in the domain interval (0, 1). *e derivation of function
f(R) onR is f′(R) � ((α + η)/(θ + 1)) − 1+ C1θ(1 − R)− θ− 1

and f″(R) � C1θ(θ + 1)(1 − R)− θ− 2. Because of C1 > 0, it is
obvious that f″(R)> 0. *erefore, f(R) is a concave
function. Besides, according to equation (14), there are
f(0) � 0 and limR⟶1− f(R) � C1(1 − 1− )− θ − ((c + δ)/
kθ) − 1 �∞. Under the circumstance, if f(R) has another
nonzero root R∗(0<R∗ < 1), it needs to satisfy that f′(0) �

((α + η)/(θ + 1)) − 1 + C1θ � ((α + η)/(θ + 1)) − 1 + (((c +

δ)/kθ) + ((α + η)/(θ + 1)))θ < 0; that is, β> ((c + δ)/k). At
the moment, there is a propagation threshold
βc � ((c + δ)/k). It is necessary to notice the condition that
the propagation probability β> βc must be met, so as to
make the rumor spread.

Recently, the strategy has been introduced to inhibit the
spread of rumors by immunizing some individuals. Here, at
the beginning of spreading, the individuals with the pro-
portion of p in the total individuals are randomly immu-
nized, which means that these individuals will not spread
rumor and will inhibit rumor spreading. In this case, the
initial conditions for rumor propagation are

I(0) � 1 − p,

S(0) � 0,

W(0) � 0,

C(0) � p.

(15)

Theorem 2. Considering the implementation of immune
strategy for the rumor model, the C-SIW model has an im-
mune proportion threshold pc � ((kβ − c − δ)/k(θ + β)). On
the basis of satisfying β> βc (i.e., βc � ((c + δ)/k)), only when
p<pc can the rumor be spread.

Proof. Bringing the initial conditions in equation (15) into
equation (11), there is

R(0) � −
c + δ

kθ
−
α + η
θ + 1

I(0) + C2I(0)
− θ

� −
c + δ

kθ
−
α + η
θ + 1

(1 − p) + C2(1 − p)
− θ

� W(0) + C(0)

� p.

(16)

From equation (16), C2 � p(1 − p)θ + ((c + δ)/kθ)

(1 − p)θ + ((α + η)/(θ + 1))(1 − p)θ+1. It can be observed
that C2 > 0. Furthermore,

R � R(∞)

� −
c + δ

kθ
−
α + η
θ + 1

I(∞) + C2I(∞)
− θ

� −
c + δ

kθ
−
α + η
θ + 1

I + C2I
− θ

� −
c + δ

kθ
−
α + η
θ + 1

(1 − R) + C2(1 − R)
− θ

.

(17)

Assume that g(R) � − ((α + η) /(θ + 1))(1 − R) − R +

C1(1 − R)− θ − ((c + δ)/kθ). Similarly, by deriving g(R),
there are g′(R) � ((α + η)/(θ + 1)) − 1 + C2θ(1 − R)− θ− 1

and g″(R) � C2θ(θ + 1)(1 − R)− θ− 2 > 0. *at is, g(R) is a
concave function. g(p) � − ((α + η)/(θ + 1))(1 − p) − p +

C2(1 − p)− θ − ((c + δ)/kθ) � 0 and limR⟶1− g(R) �

C2(1 − 1− )− θ − ((c + δ)/kθ) − 1 �∞. *en, under the
constraint of g′(p)< 0 (i.e., p< ((kβ − c − δ)/k(θ + β))),
g(R) will have two roots p and R∗(p<R∗ < 1). As a result, it
can be concluded that there exists an immune proportion
threshold pc � ((kβ − c − δ)/k(θ + β)) in the model, and the
rumor can spread when immune proportion p< pc.

4. Simulation Results and Analysis

In the section, utilizing the popularWS network [25] and BA
network [26], the paper simulates and analyzes the steady
state of the model. Furthermore, considering that the real
social network has more complex topological structure and
clustering characteristics than the generated network, the
characteristics of the model in the real-world network are
worth exploring. As a social platform, Facebook is closer to
people’s lives. *erefore, the paper investigates the dynamic
spread of rumors and makes a concrete comparison with the
results of the generated WS network and BA network
through the experiment on the real social network Facebook.
In detail, the employed Facebook network contains 4039
users and 88234 edges [27]. For the WS network and BA
network, the number of individuals N � 106 is generated to
avoid particularities. Besides, the random reconnection
probability p′ and average degree k of the BA network are 0.1
and 6, respectively, and the average degree k of the WS
network is also set to 6. All the presented results are the
average results of 70-time simulations by randomly selecting
different initial spreader.

4.1. Verification of the Model’s Steady State. First of all,
experimental simulation is conducted to discuss the pre-
conditions of rumor propagation. At the same time, the
theorems outlined in Section 3 are verified through the
analysis of system’s steady state.

Figures 4(a) and 4(b) reflect the change of rumor final
size R with β on WS network and BA network, respectively.
Since the rumor propagation rate considered by this paper
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fluctuates slightly with time, the rumor propagation rate was
taken as the average value of all values in the whole system
here. From Figure 4(a), we can make out the different
propagation threshold according to the different δ settings
through the position indicated by arrows, which is close to βc

mentioned in*eorem 1. However, the obvious difference is
that the propagation threshold in Figure 4(b) appears earlier,
which is caused by the hub node in BA network promoting
the spread of rumor. Besides, the reason leads to the increase
of R being faster than that on WS network with the increase
of β. Furthermore, in both BA network andWS network, the
position of the propagation threshold shifts backward and R

reduces with the increase of δ. It is caused by the perception
mechanism introduced, which is explained further in the
next section.

Figure 5 illustrates the trend of the final size R of rumor
and its components C and W with different immune pro-
portions p of nodes. Comparing Figures 5(a) and 5(b), it is
clear that the immune proportion threshold appears earlier
in the WS network than in the BA network. Increasing the
number of immune nodes is more convenient to control the
propagation of rumor in the WS network, which can be seen
from the decline range of R in the same time interval. *e
main reason is that the degree of nodes in the WS network is
more average, while most nodes in the BA network have
smaller degree. From the perspective of C, it is worth noting
that, in the WS network, the trend of C decreases slowly and
then rapidly, indicating that the improvement of immune
proportion can have an ideal effect. However, for the BA

network, the trend realizes that the rumor control reaches a
transition from slow to fast as p increases, not as ideal as in
the WS network. As the number of the correctors increases,
the probability of the spreaders touching the correctors and
then converting to the weakeners or correctors is increased,
which achieves that individuals will remain uninfected when
rumor disappears. In particular, after the immune pro-
portion threshold, W researches zero while C maintains
linear growth, which means that there are no weakeners in
the system when the rumor disappears. In general, from the
simulation on the BA network, *eorem 2 derived is also
feasible. In order to prevent people from being hurt by the
similar rumors that happened before, relevant staff can sort
out relevant data and inform people in advance of what may
happen when an event occurs, which can help achieve the
effect of early immunization.

4.2. Simulation of Model-Related Mechanisms. Due to the
gap between the generated network and the real social
network, the differences in the results obtained in different
networks cannot be ignored. From this point of departure,
the dynamic propagation process of the proposed model on
WS network, BA network, and Facebook social network is
further discussed by adjusting parameters.

4.2.1. Influence of Variable Propagation Rate on Propagation
Process. Figures 6(a)–6(d) demonstrate the effect of
neighbors’ influence and spreader’s reputation on rumor
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δ = 0.6
δ = 0.9
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Figure 4:*e relationship between the final size R and the propagation rate β under different δ on (a)WS network and (b) BA network.*e
parameters are θ � 0.1, α � η, r � 0.1, and λ � 0.05.
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Figure 5: *e relationship between the final size R and the immunization percentage p on (a) WS network and (b) BA network. *e
parameters are α � 0.2, β0 � 0.6, f � 0.7, η � 1 − β − α, θ � 0.1, r � 0.1, δ � 0.2, and λ � 0.05.
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Figure 6: Continued.
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propagation in the variable propagation rate function
βi(t) � β0e− ((((Ci(t)+Wi(t)− Si(t))/toti(t))+(1− f))/2).

First of all, Figures 6(a)–6(c) describe, respectively, the
role played by the different reputations of the spreader in
WS, BA, and Facebook network, where the reputation of the
spreader is assumed to be 0.3, 0.6, and 0.9 with the same
interval. *e parameters are α � 0.2, β0 � 0.6, η � 1 − β − α,
θ � 0.1, r � 0.1, δ � 0.2, and λ � 0.05. As shown in the
figures, the peak density of the spreader increases with the
increase of the reputation of the spreader, and the corre-
sponding final rumor size also increases, which shows the
famous celebrity effect [28]. *e higher the reputation is, the
more trust the spreader can gain by spreading rumor, thus
promoting the spread of rumor. Inspired by the experiment,
people with high reputation should improve their ability of
discrimination and exert their influence in suppressing the
spread of rumor.

*en, Figure 6(d) displays a comparison of neighbors
comprehensive influence on the individual in each network
with the change of initial propagation rate β0, in which the
measure is the final rumor size R. *e parameters are f � 0.6,
α � η, θ � 0.1, r � 0.1, δ � 0.2, and λ � 0.05. Independently,
a common feature is that no matter whether the compre-
hensive influence of neighbors in network is considered or
not, initially, with the increase of β0, the increased speed of
R shows that BA is the largest, Facebook is the second, and

WS network is the last. However, the final rumor size R is
BA >WS > Facebook in the end. Besides, it is also crucial to
understand how the final rumor size R changes when
considering the comprehensive influence of neighbors.
Different from the network without considering the
comprehensive influence of neighbors, the growth trend of
R in the network with considering the neighbors’ influence
presents an S-shaped curve when β0 increases, which is
described in a more detailed way rather than rapid rising
and rapid falling. Undeniably, the stage when the final size
R of the rumor grows rapidly is the entry point which can
be easy to control. By analyzing the trend of R, the
neighbors’ influence proposed can provide government
and relevant control personnel a better theoretical basis for
locating the entry point to take rumor control measures.

4.2.2. Influence of Perception Mechanisms on Propagation
Process. *e perception mechanisms are mainly the state
transition dominated by the individual’s subjective psy-
chological changes in the process of rumor propagation,
which is reflected in the probability δ and λ of turning from
the spreader and the weakener to the corrector.

As time goes by, the density of the spreader and the stifler
changes with the spontaneous control rate δ as shown in
Figure 7. In general, the larger δ is, the smaller the density of
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Figure 6:*e density trend of state with different β. *e density of spreader and stifler with different f on (a) WS network, (b) BA network,
and (c) Facebook. (d) *e relationship between the final size R and the initial propagation rate β0 with and without the comprehensive
influence of neighbors on WS, BA, and Facebook networks.
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the spreader and the termination time of rumor are, which
explains that the spreader’s perception of life and the
conversion to the corrector have a great influence on the
individual’s subjective choice in the face of rumor. Similarly,
when comparing the final rumor size under different δ, that
is, the density of the stifler when t⟶∞, the larger δ is, the
smaller R is. Furthermore outstanding is that, in WS and BA
networks, R has a similar interval change with the increase of
δ, while Facebook network has a smaller R. *erefore, it is
necessary to call on the corrector who is transferred from the

spreader for spreading his/her own perception experience
actively to the friends around him/her, which is helpful for
them to recognize the true face of the rumor.

Figure 8 shows the density trends of the spreader and the
stifler with different λ over time. Compared with Figures 8(a)–
8(c), it is obvious that the trends of density change are similar
under different networks. From the figures, the density of the
spreader decreases with the increase of λ. Correspondingly,
because λ is the probability that the perception mechanism
causes the weakener to be the corrector, there are more and
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Figure 7: *e density of the spreader with different δ on (a) WS network, (b) BA network, and (c) Facebook. *e parameters are α � 0.2,
β0 � 0.6, f � 0.6, η � 1 − β − α, θ � 0.1, r � 0.1, and λ � 0.05.
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Figure 8: *e density of spreader with different λ on (a) WS network, (b) BA network, and (c) Facebook. *e parameters are α � 0.2,
β0 � 0.6, f � 0.6, η � 1 − β − α, θ � 0.1, r � 0.1, and δ � 0.2.
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more correctors in the system with the increase of λ. When λ
increases to a certain extent, the components of stiflers will be
only correctors before the end of rumor propagation, and then
more and more individuals in the system will be infected to
correctors at the end of rumor propagation. *erefore, it ex-
plains that the density of the stifler in the figures shows an
inverse growth trendwith the increase of λ; that is, the density of
the stifler when λ � 0.3 is greater than that when λ � 0.1. In life,
weakener is a negative role of life attitude, and the actual
probability of the transformation from weakener to corrector is
relatively low in general. Due to the fact that the perception
mechanism reflects a kind of life phenomenon, it cannot be
ignored.*e existence of weakeners with high fact transmission
rate λ in the system can effectively inhibit the spread of rumor.

5. Conclusions

In this paper, the C-SIW rumor propagation model with
variable propagation rate and perception mechanism on social
networks is proposed to explore the intrinsic motivation of
state transformation. First of all, this paper employs a function
to express the propagation rate, in which the spreader with high
reputation can promote the spread of rumor. Besides, the
variable propagation rate takes into account the comprehensive
state of the neighbors contacted by individual, which further
positions the stage of rapid growth of rumor propagation. In
view of the possible influence of life on individuals, the paper
also considers the perception mechanism. Experiments show
that individuals with high perception probability including
spontaneous control rate δ and fact transmission rate λ can
facilitate the reduction of rumor influence.

*e paper proposes a theoretical model and verifies it by
experiments in WS network, BA network, and Facebook. In
actual life, when another event like rumor occurs, it may
cause a review of the previous event. At this point, the
constant parameter value of perception mechanism is not
applicable. *erefore, the future work will explore the im-
pact of the subsequent event on propagation process, no
matter whether the subsequent event occurs during or after
rumor propagation.
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Immunization strategies on complex networks are effective methods to control the spreading dynamics on complex networks,
which change the topology and connectivity of the underlying network, thereby affecting the dynamics process of propagation.
Here, we use a non-Markovian threshold model to study the impact of immunization strategies on social contagions, in which the
immune index greater than (or equal to) 0 corresponds to targeted (random) immunization, and when the immune index is less
than 0, the probability of an individual being immunized is inversely related to the degree of the individual. A generalized edge-
based compartmental theory is developed to analyze the dynamics of social contagions under immunization, and theoretical
predictions are very consistent with simulation results. We find that increasing the immune index or increasing the immune ratio
will reduce the final adoption size and increase the outbreak threshold, in other words, make the residual network after im-
munization not conducive to social contagions. Interestingly, enhancing the network heterogeneity is proved to help improve the
immune efficiency of targeted immunization. Besides, the dependence of the outbreak threshold on the network heterogeneity is
correlated with the immune ratio and immune index.

1. Introduction

In many fields, such as sociology and biology, the diffusion
mechanisms of some real spreading processes can be es-
sentially described as the spreading dynamics on complex
networks [1–6]. Unlike biological contagions, social con-
tagions, such as rumor diffusion [7], behavior spreading
[8, 9], information diffusion [10], the adoption of new
product [11], the diffusion of microfinance [12], and in-
novation diffusion [13, 14], have a social reinforcement
effect. )e credibility of behavior or information usually
needs to be confirmedmultiple times to reduce risks.)at is,
the adoption probability of a certain contact depends on the
amount of previous contacts. More specifically, for sus-
ceptible individuals, before the number of exposures to the
same information reaches the adoption threshold, the more
times the same information is received from different

neighbors, the greater the adoption possibility [15]. In the
linear threshold model [16, 17], the dynamics of social
contagions was regarded as a Markov process. In recent
years, researchers found that the social reinforcement effect
is based on the memory characteristic, and many distinct
non-Markovian models [18–28] have been proposed. Wang
et al. [18] proposed an edge-based compartmental (EBC)
theory to qualitatively analyze the steady state of the dy-
namics of social contagions with nonredundant information
memory characteristic and found that the change of some
structural parameters (e.g., the heterogeneity of the network
structure) or dynamic factors (e.g., the adoption threshold)
will cause the crossover phenomenon of the system.
Backlund et al. [19] found that sufficiently long time win-
dows promote the global cascade of adoption on temporal
networks. About the effects of community structure on
social contagions on temporal networks, Liu et al. [20] found
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that when the information transmission rate takes some
appropriate values, increasing the community strength can
promote the spreading of behavior in communities, and the
optimal community strength can maximize the final
adoption size. Besides, the heterogeneity of link weights [21],
heterogeneous adoption threshold [22–24], and time delays
[25] also affect the dynamics of social contagions.

In addition to proposing some more realistic propaga-
tion models, taking appropriate immunization strategies is
also an effective way to forecast and control the spreading
dynamics on complex networks. In the early years, re-
searchers proposed three classic immunization strategies on
complex networks, namely, random immunization [29],
targeted immunization [29], and acquaintance immuniza-
tion [30, 31]. From efficiency, acquaintance immunization is
more efficient than random immunization and is slightly less
efficient than targeted immunization. In another respect,
targeted immunization needs to know the degree of each
individual in the network, which is very difficult for a dy-
namically developing real network. However, acquaintance
immunization is based on the local information of the
network and does not need to identify hub individuals.
Based on the three typical immunization strategies, some
improving immunization strategies were proposed [32–35].
Considering that the underlying network plays an important
role in the spreading dynamics on complex networks, some
immunization strategies that take the role of the multiplex
network [36, 37], community structure [38, 39], weighted
network [40, 41] or time-varying network [42] into account
have been proposed. )e existing studies have found that
immunizing important nodes in the network can effectively
suppress or control the epidemic spreading.

However, there is still a lack of systematic theoretical and
numerical simulations to address how immunization
strategies affect the dynamics of social contagions. For this
purpose, we use the non-Markovian susceptible-adopted-
recovered (SAR) threshold model to study the effects of
different immunization strategies on social contagions, in
which we select different types of immunization strategies by
adjusting the value of the immune index α. )en, we develop
a generalized EBC theory to analyze the dynamics of social
contagions under immunization. )rough theoretical pre-
dictions and numerical simulations on scale-free (SF) net-
works, we found that (i) increasing the immune index will
reduce the final adoption size and increase the outbreak
threshold (threshold for short) when the immune ratio is the
same; (ii) increasing the immune ratio will decrease the final
adoption size and increase the threshold; (iii) when the
immune ratio is small, the threshold decreases as the net-
work heterogeneity increases (as cD decreases), but when the
immune ratio is relatively large and under targeted im-
munization, the threshold increases as the network het-
erogeneity increases.

)e remainder of the paper is organized as follows. In
Section 2, we describe the dynamics of social contagions.
Section 3 gives theoretical analysis through the EBC theory.
Section 4 presents numerical simulations. Finally, the
conclusions are presented in section 5.

2. Model Description

)enon-Markovian SAR threshold model is a general model
to describe the dynamics of social contagions with nonre-
dundant information memory characteristic; thus, we adopt
it to describe the dynamics of social contagions under
immunization and study the effects of different immuni-
zation strategies on the final adoption size and outbreak
threshold of social contagions. )ere are the following three
states of the individual: susceptible state (S), adopted state
(A), and recovered state (R). Susceptible individuals will not
adopt the behavior unless the amount of nonredundant
information received from neighbors is not less than the
adoption threshold. Adopted individuals have adopted the
behavior and can transmit the behavioral information to
their susceptible neighbors with probability λ. If the adopted
individual successfully recovers as the recovered individual
with probability c, then, in the subsequent social contagion
process, the recovered individual will not share information
with his/her neighbors and will always remain in the re-
covered state. Before the social contagion terminates, the
state of individuals will change dynamically.

)e immunization strategies in social networks refer to
selecting some individuals in the network to be immune to
social contagion.)at is to say, these selected individuals and
their links will be removed from the initial network; thus,
they cannot participate in social contagion, which plays a
significant role in the prevention and control of social
contagions. In real-world networks, the probability of an
individual being immune to social contagion is correlated
with the number of his/her links (the degree), and each
individual i with ki links is assigned a value Mα(ki), which
denotes the probability of individual i being immunized.
According to the family of functions [43–45], the expression
of Mα(ki) is

Mα ki( 􏼁 �
kα

i

􏽐
N
i�1 kα

i

, − ∞< α< +∞, (1)

where the value of immune index α determines the corre-
lation between an individual’s degree and the probability of
the individual being immune to social contagion. )e case
α> 0 represents targeted immunization (TI), which means
that individuals with higher degrees are more likely to be
immunized. Case α � 1, especially, corresponds to ac-
quaintance immunization (AI), which is a localized im-
munization; that is, random neighbors of random
individuals are chosen to be immunized. For α � 0, all in-
dividuals have the same probability of being immunized (i.e.,
M0(ki) � 1/N), which represents random immunization
(RI). Note that when α< 0, individuals with lower degrees
have a higher probability to be immunized, which is the
opposite of when α> 0.

In order to facilitate the analysis, the adoption threshold
of all individuals is set to T. In the initial stage, a fraction
1 − q individuals are selected to be immunized first, which
causes the topology of the underlying network to change. In
other words, the residual network consists of the remaining
q proportion individuals and their links, and these
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individuals can participate in the subsequent social conta-
gion. Specifically, we call the immunized individuals as
invalid individuals, and the remaining unimmunized indi-
viduals are called valid individuals. )en, a proportion ρ0 of
valid individuals are selected randomly as the adopted in-
dividuals for triggering social contagion, and the remaining
valid individuals are susceptible individuals and have not
obtained any behavioral information. At each time step, in
the residual network, each adopted individual j can transmit
the behavioral information to its susceptible neighbors with
probability λ in a nonredundant transmission way (i.e., a
piece of information can only be passed once through an
edge). Among valid individuals, if a random susceptible
individual i receives the information from individual j, the
amount mi of nonredundant information received by in-
dividual i will increase by one. When mi ≥T, individual i

adopts the behavior; otherwise it is still in the susceptible
state. Moreover, individuals in the adopted state try to re-
cover with probability c at each time step. If there are no
adopted individuals in the residual network after immuni-
zation, the social contagion ends.

3. Theoretical Analysis

In this section, based on the non-Markovian SAR threshold
model, a general EBC theory is developed to analyze the
dynamics of social contagion under immunization. )e
three variables S(t), A(t), and R(t), respectively, represent
the proportion of individuals in the susceptible, adopted,
and recovered states at time step t. If an immunization
measure is implemented before social contagion occurs (i.e.,
the immune ratio 1 − q≠ 0), these immunized individuals
will be removed from the network; thus,
S(t) + A(t) + R(t) � q< 1. When t⟶∞, the dynamic
process of social contagion reaches the final state (i.e., the
state of all individuals no longer changes), and R(∞)

represents the percentage of individuals who have adopted
the behavior (the final adoption size for short).

After the initial immunization, these immunized indi-
viduals and their links are removed from the initial network,
which results in a change in the degree of the neighbors of
these immunized individuals. )erefore, we first need to
calculate the degree distribution Pq(k) of the residual net-
work after immunization, where q is the ratio of valid
(unimmunized) individuals. According to the method in
[45, 46], we let Gq(k) denote the amount of valid individuals
with degree k, and the degree distribution Pq(k) of valid
individuals is given as

Pq(k) �
Gq(k)

qN
. (2)

When another individual is immunized and removed
from the network, by using (1), the expression of Pq(k)

changes as

G(q− 1/N)(k) � Gq(k) −
Pq(k)kα

〈kα(q)〉
, (3)

where 〈kα(q)〉 � 􏽐kPq(k)kα. In the limit of N⟶∞, (3)
can be written as the derivative equation of Gq(k),

dGq(k)

dq
� N

Pq(k)kα

〈kα(q)〉
. (4)

Taking the derivative of (2) with respect to q and
combining (4), we have

− q
dPq(k)

dq
� Pq(k) −

Pq(k)kα

〈kα(q)〉
. (5)

By direct differentiation and defining the function
Fα(ψ) � 􏽐kp(k)ψkα and variable ψ � F− 1

α (q) [46], we can
get the expressions of Pq(k) and 〈kα(q)〉 as

Pq(k) �
1
q

p(k)ψkα
, (6)

〈kα
(q)〉 �

ψFα′(ψ)

Fα(ψ)
, (7)

respectively.
After the immunization strategy is implemented, for a

random individual i with degree k, the probability that it
receives m pieces of nonredundant behavioral information
by time t is

π(k, m, τ(t)) � 1 − ρ0( 􏼁C
m
k τ(t)

k− m
[1 − τ(t)]

m
, (8)

where 1 − ρ0 is the initial fraction of susceptible individuals
after immunization and τ(t) represents the probability that
by time t, a random edge of individual j has not transmitted
the information to a susceptible neighbor i. According to the
condition of a susceptible individual adopting behavior (i.e.,
m≥T), the probability that individual i remains susceptible
at time t is

s(k, t) � 􏽘
T− 1

m�0
π(k, m, τ(t)). (9)

Considering all possible values of the degree k of valid
individuals, the fraction of susceptible individuals in the
residual network at time t is

S(t) � 􏽘
k

Pq(k)s(k, t). (10)

It is worth noting that the neighbor of individual i may
be in one of three states; therefore the expression of τ(t) is
defined as

τ(t) � χS(t) + χA(t) + χR(t), (11)

where χS(t), χA(t), and χR(t), respectively, represent the
probabilities that a neighbor of individual i is in the sus-
ceptible, adopted, or recovered states and has not trans-
mitted the information to its neighbors by time t.

Next, the evolution expression of τ(t) will be solved.
Individual i is assumed to be in the cavity state [47, 48], i.e., it
can only receive information from its neighbors but cannot
transmit information to its neighbors. )erefore, the sus-
ceptible neighbor j with degree k′ of individual i can only
receive information from its k′ − 1 neighbors except
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neighbor i. Similarly, the probability that individual j ac-
quires m pieces of information by time t is

μ k′, m, τ(t)( 􏼁 � C
m
k′− 1τ(t)

k′− m− 1
[1 − τ(t)]

m
. (12)

Consequently, the probability that individual j remains
in the susceptible state at time t is ψ(k′, t) �

􏽐
T− 1
m�0μ(k′, m, τ(t)). )e probability that individual i is

connected to a neighbor with degree k′ is k′Pq(k′)/〈k〉; thus,
we have

χS(t) �
1 − ρ0
〈k〉

􏽘

k′

k′Pq k′( 􏼁ψ k′, t( 􏼁. (13)

When the information fails to be transmitted through an
edge with probability 1 − λ and the connected adopted in-
dividual recovers with probability c, χR(t) increases. )us,
the evolution of χR(t) is obtained as

dχR(t)

dt
� c(1 − λ)χA(t). (14)

At time t, the adopted individuals transmit information
to their susceptible neighbors with probability λ; thus, the
evolution of τ(t) is

dτ(t)

dt
� − λχA(t). (15)

Combining (14) and (15), we have χR(t) � c(1 − λ)

[1 − τ(t)]/λ. )en, by substituting the expressions of χR(t)

and χS(t) into (11), we get the expression of χA(t). )us, (15)
is rewritten as

dτ(t)

dt
� − λ τ(t) −

1 − ρ0
〈k〉

􏽘

k′

k′Pq k′( 􏼁ψ k′, t( 􏼁⎡⎢⎢⎣ ⎤⎥⎥⎦

+ c(1 − λ)[1 − τ(t)].

(16)

As we know, susceptible individuals become adopted
individuals once they adopt the behavior, and adopted in-
dividuals recover with probability c; thus, the time evolution
of A(t) and R(t) is

dA(t)

dt
� −

dS(t)

dt
− cA(t), (17)

dR(t)

dt
� cA(t), (18)

respectively. By numerically integrating (10) and ((17)-(18)),
the pattern of R(t) versus t is given. When the process of
social contagion reaches a final state (i.e., t⟶∞), R(∞) is
the final adoption size.

4. Numerical Simulations and Analysis

In this section, we report the theoretical and numerical
simulations on SF networks [49] with degree distribution
p(k) ∼ k− cD , where cD denotes degree exponent, and the

structural heterogeneity of the network decreases as cD

increases. Unless otherwise specified, the network size,
maximum degree, average degree, initial seeds ratio,
adoption threshold, and recovery probability are set to be
N � 10000, kmax ∼

��
N

√
, 〈k〉 � 10, ρ0 � 0.1, T � 3, and

c � 1.0, respectively. )e outbreak threshold λc indicates the
critical value of information transmission probability. λc can
be determined by calculating the relative variance of R(∞)

[50], which is defined as

Δ �
〈R(∞) − 〈R(∞)〉〉2

〈R(∞)〉2 , (19)

where 〈· · ·〉 denotes ensemble averaging, and 103 inde-
pendent simulations on a fixed network are performed to
calculate the simulation value of the outbreak threshold. Δ
reaches its peak at λc.

Figure 1 shows the dependence of the final adoption size
R(∞) on the information transmission probability λ under
different immune ratio 1 − q, when the immune index α � 3,
0 and − 3, respectively. )e lines from the theory are very
consistent with these symbols representing the simulation
results. When α � 3 (see Figure 1(a)), individuals with large
degrees (hub individuals) in the network are given priority to
be immunized, and a small immune ratio 1 − q can have a
great impact on the network. )erefore, as 1 − q increases,
R(∞) versus λ pattern is first continuous and then becomes
discontinuous; finally, the social contagion ends.

Notably, under targeted immunization, a very small
immune ratio (e.g., 1 − q � 0.14) can effectively suppress
social contagion. When α � 0 (see Figure 1(b)), a number
of individuals are randomly selected for immunization. In
this case, with the increase of 1 − q, R(∞) first continu-
ously increases with λ, and a large immune ratio (e.g.,
1 − q � 0.6) can inhibit the outbreak of social contagion.
When α � − 3 (see Figure 1(c)), individuals with small
degrees are preferentially immunized. Immunizing some
individuals with small degrees has less impact on network
connectivity, so when the immune ratio is large (e.g.,
1 − q � 0.8), the connectivity of the residual network after
immunization still supports the spread of information. By
comparing Figures 1(a)–1(c), we note that targeted im-
munization has the strongest immune efficiency; that is,
the increase of α will induce a better inhibitory effect on
social contagions.

It can be seen from the above that the value of the immune
index α has a significant impact on social contagions. We
further investigate the effects of α on the final adoption size
R(∞) and threshold λc in Figure 2. As shown in Figure 2(a),
R(∞) shows a downward trend as α increases, while in
Figure 2(b), λc increases as α increases, and λc � 1 means that
social contagion cannot occur. In Figure 2(a), the theoretical
results (lines) agree well with the simulated results (symbols).
)is phenomenon can be understood as, with the increase of
α, a growing number of hub individuals are immunized,
which is not conductive to social contagion.

More specifically, when the network heterogeneity is
weak and a small number of individuals are immunized (i.e.,
cD � 4 and 1 − q � 0.05), the increase of α has little impact
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on the network structure; thus, as α increases, R(∞) is
basically unchanged and λc increases slowly (see the green
line in Figure 2). However, when the network heterogeneity
is strong (cD � 2.2), the increase of α has a great impact on
network connectivity, and especially when α> 0 and a rel-
atively large number of individuals are immunized
(1 − q � 0.2), R(∞) decreases sharply as α increases (see the
red line in Figure 2(a)) and λc increases rapidly as α increases
(see the red line in Figure 2(b)). In addition, we find from
Figure 2(a) that network heterogeneity and immune ratio
play a significant role in the effect of immunization strat-
egies. Specifically, for the same immune ratio, the targeted
immunization on the strong heterogeneous network has a
better immune effect than the targeted immunization on the
weak heterogeneous network, and the larger the immune
ratio, the better the immune effect.

To study the effects of the immune ratio 1 − q on social
contagion, we show the dependence ofR(∞) and λc on 1 − q

in Figure 3. In Figure 3(a), the lines from the theory are very
consistent with these simulation results (symbols). Obvi-
ously, the increase of 1 − q causes R(∞) to decrease (see
Figure 3(a)) and causes λc to increases (see Figure 3(b)).
Since increasing 1 − q means that a growing number of
individuals are immunized, it will greatly disrupt the con-
nectivity of the network. Specifically, when α � 4 (see the
black and green lines in Figure 3), the hub individuals are
immunized preferentially, as 1 − q increases, R(∞) de-
creases sharply and λc increases rapidly, and social contagion
cannot break out when 1 − q is approximately 0.2. When
α � 0 (see the blue and red lines in Figure 3), the individuals
in the network are randomly immunized, the connectivity of
the network is not seriously damaged, that is, there are still
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Figure 1: )e final adoption size R(∞) versus the information transmission probability λ on SF network with degree exponent cD � 3 for
(a) α � 3, (b) α � 0, and (c) α � − 3. )eoretical results (lines) agree well with simulated results (symbols).
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some individuals with large degrees in the residual network
after random immunization; thus, the behavior can be
spread on the residual network. In addition, the stronger the
heterogeneity of the degree distribution, the more the hub
individuals in the residual network after random immuni-
zation. As a result, when cD � 2.2 and α � 0 (see the blue
lines in Figure 3), the increase of 1 − q has relatively minimal
impact on the network structure; in other words, the system
is more robust and stable.

)e above studies have revealed that network hetero-
geneity has an important influence on the steady state of
social contagion, for which the effects of the degree exponent
cD and the information transmission probability λ on the

final adoption size R(∞) are studied in Figure 4. For
1 − q � 0.05, Figures 4(a) and 4(c) show the theoretical
results of R(∞) in the plane λ − cD for α � 0 and 4, re-
spectively. For 1 − q � 0.1, Figures 4(e) and 4(g) present the
theoretical results of R(∞) for α � 0 and 4, respectively.
Figures 4(b), 4(d), 4(f ), and 4(h) are the corresponding
simulation results of Figures 4(a), 4(c), 4(e), and 4(g), re-
spectively. )e white circles in Figure 4 are simulated results
of λc.

Overall, there is a remarkable agreement between theory
and numerics in terms of the value of R(∞). For the case
that 1 − q is small (e.g., 1 − q � 0.05), because only a small
proportion of individuals are immunized, nomatter whether
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Figure 2: )e effects of the immune index α on social contagions under different degree exponent cD and immune ratio 1 − q: (a) the final
adoption size R(∞) versus α when λ � 1 and (b) the threshold λc versus α.
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Figure 3: )e effects of the immune ratio 1 − q on social contagions under different degree exponent cD and immune index α, (a) the final
adoption size R(∞) versus 1 − q when λ � 1 and (b) the threshold λc versus 1 − q.
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α � 0 (random immunization) or α � 4 (targeted immuni-
zation), there are still a large number of hub individuals in
the remanent network after immunization; that is, the
structure of the network has not been greatly affected. Hub
individuals are conducive to social contagion, and the
smaller cD, the more the hub individuals in the network, so
λc increases as cD increases (see Figures 4(a) and 4(c)).
Nevertheless, as 1 − q increases to a relatively large value
(e.g., 1 − q � 0.1), the change trend of λc depends on the
value of α. To be specific, when a random immunization
strategy is adopted (α � 0), after selecting some individuals
for immunization with the same probability, there are still
some hub individuals in the residual network, so λc increases
as cD increases (see Figure 4(e)). Conversely, when a tar-
geted immunization strategy is adopted (α � 4), λc decreases
as cD increases (see Figure 4(g)). In this case, when cD is
relatively small, almost all hub individuals will be immu-
nized, which will seriously change the topology structure of

the network, so it is not conducive to the spread of behavior,
and even behavior cannot be spread (i.e., λc is approximately
1).

5. Conclusions

In summary, in this paper, we have systematically studied
the effects of degree-based immunization strategies on the
dynamics of social contagions. Using a non-Markovian SAR
threshold model, we described the dynamics of social
contagions under immunization, in which the adoption
threshold of all individuals is the same, and the immune
probability of each individual is related to its degree and the
immune index. )e type of immunization strategy depends
on the size of the immune index. To give a dynamical
analysis of social contagions under immunization, we de-
veloped a generalized edged-based compartmental theory.
)e predictions from theory are very consistent with these
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Figure 4: )e final adoption size R(∞) versus information transmission probability λ and degree exponent cD on SF networks. )e color-
coded values of R(∞) from theoretical solutions in the plane λ − cD for (a) α � 0, 1 − q � 0.05, (c) α � 4, 1 − q � 0.05, (e) α � 0, 1 − q � 0.1,
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simulation results on SF networks. Firstly, we found that
targeted immunization can produce the best immune effect
on social contagions. In addition, we found that increasing
the immune index or immune ratio will decrease the final
adoption size and increase the threshold. Furthermore, we
noted that when the immune ratio is small, increasing the
network heterogeneity will decrease the threshold. Con-
versely, when targeted immunization is adopted and the
immunization ratio is relatively large, the threshold in-
creases as the network heterogeneity increases. )is work
just provides a starting point to understand the effects of
immunization strategies on social contagions, which can
provide some implications for managing and controlling
social contagions. A more in-depth understanding of the
role of immunization strategies in social contagions still
needs further efforts to discover.
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,e recommendation algorithm can break the restriction of the topological structure of social networks, enhance the com-
munication power of information (positive or negative) on social networks, and guide the information transmission way of the
news in social networks to a certain extent. In order to solve the problem of data sparsity in news recommendation for social
networks, this paper proposes a deep learning-based recommendation algorithm in social network (DLRASN). First, the al-
gorithm is used to process behavioral data in a serializable way when users in the same social network browse information. ,en,
global variables are introduced to optimize the encoding way of the central sequence of Skip-gram, in which way online users’
browsing behavior habits can be learned. Finally, the information that the target users’ have interests in can be calculated by the
similarity formula and the information is recommended in social networks. Experimental results show that the proposed al-
gorithm can improve the recommendation accuracy.

1. Introduction

At present, the social network services composed of online
information flow not only have a huge number of users but
also accumulate a large amount of information data due to
the active online behaviors of users. For example, the well-
known domestic products, such as NetEase News, Tencent
News, and Headlines Today, are counted in billions of
monthly active users. Monthly active users of the well-
known foreign online video company, YouTube, exceeded 2
billion in 2019, and the number of videos on the site reached
millions. According to a report of 2012 by the International
Data Group (IDC), by 2020, the total global data are ex-
pected to be 22 times those of 2011, reaching 35.2 ZB [1]. In
these social networks composed of information flow ser-
vices, information is usually disseminated probabilistically
according to the topology structure of the social network.
However, these huge information data make the spread of

information in the social network become congested, and
a large amount of information cannot be browsed.,e direct
consequence to users is information overload. ,e recom-
mendation algorithm can not only break the limitations of
the traditional social network topology and enhance the
spread of information in the social network but also improve
the efficiency of obtaining information for multiple users
and solve the problem of information overload. ,erefore,
personalized recommendation technology has become an
important topic of common concern in academia and in-
dustry today.

,e core part of the recommendation system is the
recommendation algorithm. After years of research and
development, recommendation algorithms are mainly di-
vided into collaborative filtering algorithms and content-
based algorithms. ,e collaborative filtering-based algo-
rithm mainly does recommendation for users according to
their past history and ratings, while the content-based
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algorithmmainly depends on users’ preferences and content
information. ,ere are some shortcomings in both algo-
rithms. For example, when modeling users’ behavior data,
the real behavior data matrix tends to be very sparse,
resulting in poor accuracy of prediction. In order to alleviate
the sparsity of the behavior data matrix and improve the
recommendation accuracy, the traditional method is used to
improve the basic matrix decomposition. With the devel-
opment of the research, the natural language processing
model is used as a feature extraction method in the rec-
ommendation model. We have seen embeddings being
leveraged for various types of recommendations on the Web
[2–4], including item recommendation [5], advertising
recommendation [6], movie recommendations [7, 8], and
music recommendations [9]. Finally, similar extensions of
embedding approaches have been proposed for social net-
work analysis, where randomwalks on graphs can be used to
learn embeddings of nodes in graph structure [10, 11].

In short, the users’ browsing data used for online in-
formation flow recommendation often have a strong spar-
sity. Besides, most traditional models only focus on the
learning of shallow features of the interaction data, ignoring
the features of other browsing habits, which makes the
ability to express features inadequate, resulting in poor
recommendation results. In response to the above problems,
it is very important to find a new method to model user
interaction data for information recommendation in social
network services. In this paper, the users’ public data of news
browsing in Caixin.com are taken as the research object. On
the basis of the traditional content-based recommendation
algorithm and the idea of word embedding, this paper
proposes a deep learning-based recommendation algorithm
in social network (DLRASN). First of all, the Skip-gram
algorithm in Word2Vec is introduced into the information
recommendation field in social networks. Each successive
sequence of browsing information is treated as a sentence,
and each browsing action is treated as a word in the sen-
tence. Secondly, embedding operation is taken for the se-
rialized user browsing data. While the intermediate
sequence predicts the context sequence, the project click
feature is introduced as a global variable to form an impact
factor for the final result. Finally, a Top-N data recom-
mendation set is formed.,e experimental results show that
the proposed method optimizes the recommendation effect
to a certain extent and expands the application areas of
embedded model.

2. Related Research

2.1. Content-Based Recommendation Algorithm. ,e basic
principle of content-based recommendation algorithm is to
obtain user’s interest preferences according to his historical
behavior and then recommend similar items. ,e data to be
studied include item information (such as text description,
labels, user comments, and manually labeled information),
user information (such as age, gender, preference, region,
and income), and interaction behavior (such as comment-
ing, collecting, giving a like, watching, browsing, clicking,
adding to cart, and purchasing). ,ese data will be used to

extract features thereafter by constructing user interest
model, and thus it will be transformed into measurable
attributes, such as text represented by vectors, text types, and
release time. At last, some methods can be used to calculate
the similarity for recommendation [12].

,e content-based recommendation algorithm generally
depends on the user’s own behavior and the item’s own
attributes to provide recommendations and. It focuses on
analyzing extracted features and does not pay attention to
other users’ behavior. Once features of two items are found
similar, the algorithm will mark them as the same category.
,us, the algorithm has a good effect on the recommen-
dation for similar items. For example, after a user saw the
love movie “crazy call,” the content-based recommendation
algorithm may recommend the movie “love saint” for him
because the two movies have the similar characteristics.
Melucci [13] combined the vector space model (VSM) with
TF-IDF algorithm and used the model to calculate the news
text similarity. Blei et al. [14] used the correlation between
corresponding topics in the context to establish the LDA
model.

,ough the content-based recommendation algorithm
has obtained a good result, the sparsity existing in user
behavior data will affect the accuracy of recommendation to
a certain extent. In order to address this shortcoming, the
concept of embedding is introduced in the field of Web
Search, e-commerce, and marketplace. ,e researchers find
that one can train word embeddings by treating a sequence
of words in a sentence as context, and the same can be done
for training embeddings of user actions, e.g., items that were
clicked or purchased [5] and searches and rents that were
clicked [15], by treating sequence of user actions as context.
Ever since, embeddings have been applied to various types of
recommendations on the Web, including music recom-
mendations, house search, movie recommendations, etc.
However, there are few research studies on news recom-
mendation in social network.

2.2. Word Embedding Model. ,e embedded model is
a concept of the natural language processing (NLP). In the
traditional NLP, the classic bag-of-words model is the
earliest embedded model. However, it only considers the
word frequency in the article and ignores the word order
information of the sentence. When the corpus is huge, the
generated word vector is very sparse, which will affect the
accuracy of the semantic representation. Hence, the neural
network language model gradually replaces it [16]. But this
model can only handle fixed-length sequences and the
training speed will slow down when the vocabulary in the
corpus becomes too large. In order to solve these problems,
Mikolov et al. [17] proposed the Word2Vec model in 2013.
,e Word2Vec model first converts the words in the vo-
cabulary to one-hot codes.,en, the codes will be mapped to
low-latitude dense word vectors by using a classic three-layer
neural network. Word2Vec is very suitable for solving se-
quence problems because there is a very strong correlation
between the adjacent words and it can learn the hidden
features in the entire sequence. A typical one is the text
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sequence. ,e Word2Vec model mainly includes two
models: Skip-gram and continuous bag of words (CBOW).

Skip-gram model uses the central sequence to predict its
context sequence, as shown in Figure 1. W(t) is defined as
the central word, which can be represented by a V-di-
mensional vector and V is the length of the vocabulary.
W(t + 1) and W(t − 1) are defined as the relevant forward
looking and backward looking context (neighborhood) for
the central word. For example, for a sentence “,e quick
brown fox jumps over lazy dog,” if we select “fox” as the
central word to predict its two words nearby, the task of the
model is to calculate the occurrence probability of “quick,”
“brown,” “jumps,” and “over.”

,e CBOWmodel shown in Figure 2 predicts the central
sequence through the context sequence, W(t + 1) and
W(t − 1) represent the context sequence as the input vector,
and W(t) represents the center sequence as the output
vector, where the input vector is V-dimensional, and V is
also the length of the vocabulary.

As shown in Figure 2, after the model is trained, each
word will be used as the center word. So, the number of its
prediction is equal to the size of the entire vocabulary, and
the time complexity is O(V). However, the number of
predictions using the Skip-grammodel is more than CBOW.
,is is because when a word is used as the central word, the
model must predict the context once. ,erefore, the number
of every prediction is more than K times. K is the size of the
context window, so the Skip-gram model’s time complexity
is O(KV). Although the time complexity of Skip-gram is
higher than that of CBOW, the result trained by the Skip-
gram model will be more accurate. So, when the data are
small or sparse, the Skip-gram model can learn more in-
formation and obtain more precise word vectors. ,is is the
main reason of selecting the Skip-gram model in this paper.

3. The Proposed Approach

,e flow of the proposed algorithm is shown in Figure 3.,e
main work is to improve the word embedding model by
adding clicking list as global context and use the improved
model as the feature extractor of the content-based rec-
ommendation algorithm. ,e details are introduced as
follows.

3.1. /e Optimization of Word Embedding Model.
Suppose that the dataset S is composed of news browsing sets
collected from N users and each s � (li, . . . , lm) ∈ S is de-
fined as a continuous sequence of M news browsed by the
user. As long as the time interval between two consecutive
user browses is more than t days, a new browsing sequence is
generated. ,e goal of constructing this dataset is to learn
a d-dimensional representation for each browsing list li by
using the word embedding model, that is, to learn the
representations of browsing data using the Skip-grammodel
by maximizing the objective function L on the entire dataset
S. ,e objective function is defined as follows:

L � 􏽘
s∈S

􏽘
li∈s

􏽘
−m≥j≥m,i≠0

logP li+j

􏼌􏼌􏼌􏼌􏼌 li􏼒 􏼓⎛⎝ ⎞⎠. (1)

It needs to evaluate the probability P(li+j | li) of
a browsing list li+j which is represented as the contextual
neighborhood of browsing list li. P(li+j | li) is defined using
the soft-max as follows:

P li+j

􏼌􏼌􏼌􏼌􏼌 li􏼒 􏼓 �
exp vT

li
vli+j
′􏼒 􏼓

􏽐
|υ|
l�1exp vT

li
vli+j
′􏼒 􏼓

, (2)

where vl and vl
′ are input vector and output vector of browsing

list l, the parameter m is defined as the length of the sliding
window in the browsing list, and V is the ID set of all news. As
we can see from (1) and (2), the context of user browsing
sequences is modeled. ,e result is that browsing lists with
similar contexts will have similar embedded representations.

W (t + 2)

W (t + 1)

W (t – 1)

W (t – 2)

W (t)

Input Projection Output

Figure 1: Schematic diagram of skip-gram model structure.

W (t + 1)

W (t + 2)

W (t – 2)

W (t – 1)

W (t)

Input Projection Output

Figure 2: Schematic diagram of CBOW model structure.
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,e core principle of the objective function is to evaluate
the probability of the contextual neighborhood appearance
when the central sequence has existed, that is, to find the
value of P(l0 | li)∗ · · ·∗P(li+j | li) and P(l0 | li) + · · · +

P(li+j | li). It also follows the definition of the joint proba-
bility model. For example, a sentence “,e |weather| is |nice|
today” is given. If we select the target word as “weather,”
the sliding results are “the |weather,” “is |weather,” “nice
|weather,” and “today |weather.” Assume the contextual
sliding window is one word, and then only “the |weather and
is |weather” are the correct samples. For the original Skip-
gram model, this is a 4-class classification problem. When
we input “the |weather,” the probability of the four situations
is P (the |weather), P (is |weather), P (nice |weather), and P

(today |weather). ,e aim is to maximize the probability
P � P(the |weather)∗P(is |weather)∗P(nice |weather)∗
P(today |weather). It can be seen that the probabilities of
all the situations in the vocabulary need to be calculated at
the same time. Furthermore, when the backpropagation
optimization is conducted, all word vectors need to be
updated. If the vocabulary is too large, the amount of
calculation is very large. Assuming that the word vector is
100-dimensional, here it needs to update 500 parameters.
,us, a negative sampling method is proposed to optimize
the calculation method [16]. Firstly, P(li+j | li) will be
replaced by using the sigmoid function:

P li+j

􏼌􏼌􏼌􏼌􏼌 li􏼒 􏼓 � sigmoid vc ∗ vj􏼐 􏼑 � log
1

1 + evcvl

. (3)

Secondly, the browsing sequence of DP(l, c) is generated
in the original dataset, which is the news data that the user
browsed. And the browsing sequence of negative pair Dn(l, c)

is generated, which is the data randomly selected from the
unbrowsed data of the user. In the above example, the word
“weather” is entered, the probability of P (today |weather), P
(very |weather), and P (nice |weather) is output, and the 400
parameters are updated and the computation is reduced. ,e
objective function is changed into the following form:

argmax
θ

􏽘
(l,c)∈Dp

log
1

1 + e− vc
′vl

+ 􏽘
(l,c)∈Dn

log
1

1 + evc
′vl

, (4)

where parameters θ to be learned are vl and vc, l, c ∈ V. ,e
optimization is done via stochastic gradient ascent.

3.1.1. Views Are Used as the Global Context. Multiple words
are formed into sentence sequences in the NLP domain.
However, the browsing sequence data in social networks
are more complex than sentence sequences in NLP. Be-
cause first the user’s browsing behavior is generated, and
then the news view data are also generated. Users’ overall
behavior preferences are reflected not only by the number
of news views but also by their browsing behavior. So,
news views are used as an additional condition to influ-
ence the training process and to improve the model. In
other words, when users’ browsing habits are trained by
the Skip-gram model, the results are affected by the view
data. For example, “news 1, news 2, news 3, news 4, news
5” is used as a user browsing sequence, and “view 1, view 2,
view 3, view 4, view 5” is used as a view sequence. Firstly,
“news 4” is taken as the input item, secondly, the context
sliding window is 1, and the training process is opti-
mized by negative sampling. Finally, the probability of
P(News1 |News4)∗P(News3 |News4)∗ P(News5 |

News4)∗P(view4 |News4) is calculated. ,e objective
function is changed into the following form:

argmax
θ

􏽘
(l,c)∈Dp

log
1

1 + e− vc
′vl

+ 􏽘
(l,c)∈Dn

log
1

1 + evc
′vl

+ log
1

1 + e
− vlb
′ vl

,

(5)

where vlb
′ is the embedding of the page views lb.

,e improved Skip-gram model is shown in Figure 4.
,e model has a window of size 2n+ 1, and when the
window is slid from left to right, the context sequence and
views are predicted by the central sequence.

3.2./eResult of ItemSimilarity andList of Recommendations

3.2.1. /e Similarity of the Target Items Is Calculated by the
Model. First, the improved word embedding model is used
as a feature extractor for content-based recommendation
algorithms. Secondly, the user’s browsing behavior data are
trained by the model, and the user’s implicit features are
extracted. Assuming that there are m users and n texts, the
user-browse feature matrix is constructed as follows: user u’s
behavior of browsing text i is represented by the charac-
teristic result rui.

Start Data Serialize and
marking

Data are encoded
by the improved word

embedding model

End Recommended
list Calculated similarity �e similarity of the

data is calculated

Figure 3: Flowchart of DLRASN.
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S �

r11 r12 · · · r1n

⋮ ⋮ · · · ⋮

rm1 rm2 · · · rmn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (6)

Secondly, the cosine similarity is calculated according to
the user’s current browsing behavior and the candidate
vector in S, and the calculation formula is as follows:

sim(u, v) � cos(u, v)
u
→

· v
→

‖ u
→

‖ ×‖ v
→

‖
. (7)

Among them, the data of users u and v are represented
by vectors u

→ and v
→. It can be seen from sim(u, v) ∈ [−1, 1]

that the smaller the angle between the vectors, the higher the
similarity.

3.2.2. A List of Recommendations Is Generated. Finally, the
recommended K projects are calculated by the following
equation (the maximum number of recommended projects
is represented by K):

y � max
k<n

(sim(u, v)). (8)

4. Experimental Results and Evaluation

4.1. Dataset. ,e data in this article were collected from
Caixin.com; the data are a public dataset for users to browse
news data. ,e data include 116,225 interaction data from
10,000 users during March 2014. Each record includes user
ID, news ID, browsing time (counted in the form of time
stamp), news content, and news release time.

,is study made a preliminary analysis of user-news data
and learned that the basic distribution of the dataset as
shown in Table 1:

Table 1 shows that this dataset has a total of 10,000 user
interaction data, and each user has viewed about 12 news

articles on average. Among all users, the least read users only
browsed 5 news articles, 50% of users read more than 7 news
articles, and nearly 74% of users read less than 10 news
articles. ,e users who read the most news articles read
a total of 5354 news articles.

According to the reading statistics of the news reading
distribution in Table 2, there are 6183 news articles in this
dataset, and each news article has been viewed by an av-
erage of 19 users. ,e minimum number of news articles
browsed is 1, 50% of the news articles is only browsed by
one or two people, 75% of the news articles is browsed by
less than 8 people, and the most read news articles have
2000 records.

From the distribution statistics of the above browse data,
we can see that the browse data are sparse. ,e sparsity is
a mathematical index to calculate the sparsity of data, which
can directly calculate the sparsity of a data. (9) is used to
calculate the sparsity of user behavior data:

sparsity � 1 −
number of ratings

number of users × number of news articles
.

(9)

,e result is obtained according to the sparsity calcu-
lation formula (see Table 3).

Feature vector

Output layer

Hidden layer

Input layer

Click sequence

Window sliding direction

Li

Li – m Li – 1 Li + 1 Li + m

Projection

L10L0 L1 L11 Lb… … … …

{v1, v2, ···, vh}

Views list

Center click sequence

Figure 4: Schematic diagram of the model structure.

Table 1: User reading distribution statistics.

Statistical indicators Quantity
Count 10000
Mean 12
Std 59
Min 5
25% 6
50% 7
75% 10
Max 5357
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According to the above analysis, it is found that news
reading data are highly sparse, and users only browse few
news articles, and a large amount of news articles is not
used. For users who do not browse news, it does not mean
that users are not interested in the news. If you use
a recommendation system, it can allow users to find more
useful information more effectively and can help users
enhance their ability to perceive information. Even more
useful unpopular information is found, which proves the
importance of the recommendation system again from
the data side. It can also be found from the sparseness
data because the sparseness of the dataset is very high,
which leads to the limitations of the traditional interest
model.

4.2. Data Screening. ,e dataset in this paper does not di-
rectly represent users’ preference for news. For this problem,
this paper refers to the negative sampling technique in
reference [15] to overcome this problem.,e following rules
are followed when processing data:

(1) For each user, the data in the negative sample are
news data that the user has not read; (2) for each user, news
with more than 20 views in the dataset shall be taken as
negative sampling data, which shall account for 25% in the
dataset; (3) for each user, news with 2 to 20 views in the
dataset shall be taken as negative sample data, which shall
account for 75% in the negative sample dataset; (4) for each
user, each user contains the same amount of positive sample
data and negative sample data.

In this paper, the experimental dataset is divided into
training set and test set. First, the user data with 0 to 2 views
in the dataset are eliminated. Second, each user’s last
browsing history is used as a test set. Finally, the dataset
contains a total of 9,543 users and 5,768 news articles, and
the data sparsity is 99.81%.

4.3. Experimental Evaluation Criteria. In this paper, F1-
Score and Map are selected as the indexes for experimental
evaluation [18]. Among them, F1-Score is the weighted

average of recall rate and accuracy, which is mainly used as
the evaluation standard for the accuracy of the recom-
mendation system. F1_N represents the result of F1-Score
when N news articles are recommended. ,e calculation
method of F1-Score is as follows:

F1-Score � 2
recall × precision
recall + precision

, (10)

where recall represents the proportion of the positive
samples predicted by the algorithm in the original positive
samples and precision represents the ratio of the number of
correct recommendations to the total number of
recommendations.

Map is the average of calculating the average accuracy.
,e high value of Map indicates that the recommendation
algorithm has a better recommendation effect. Map_N
represents the result of Map when the algorithm recom-
mends N news articles. ,e calculation equation is as
follows:

Map �
1
N

􏽘

N

i�1
APi, (11)

where AP represents the average of accuracy.

4.4. Experimental Results and Analysis. We compare our
proposed DLRASN with the following baselines:

(i) Content-based recommendation (CR) has a good
effect in recommending similar projects and is the
most basic and classic recommendation algorithm.

(ii) WMD [19] combines the advantages of singular
value decomposition model and Word2Vec model.
It has good abstraction ability to extract user
characteristics.

(iii) RPE [15] uses the word embedding model to di-
rectly analyze the interactive data of users to
complete the recommendation work.

(iv) RPEW uses Word2Vec to process text features
based on RPE. ,e model combines the features of
news text information to train the recommendation
results.

,e experimental results of F1-Score are shown in Ta-
ble 4 and Figure 5. ,e experimental results of Map are
shown in Table 5 and Figure 6.

Experimental results show the following. (1) According
to the experiments of CR, RPE, and DLRASN, we can see
that Skip-gram is superior to traditional machine learning
methods. (2) According to the experiments of CR, WMD,
RPEW, and DLRASN, we can see that additional project
features or user features can affect the recommendation
accuracy of the recommendation model. (3) According to
the experiments of RPE, RPEW and DLRASN, we can see
that the recommendation algorithm containing click char-
acteristics is superior to the recommendation algorithm
containing text features.

Table 2: News reading distribution statistics.

Statistical indicators ct
Count 6183
Mean 19
Std 86
Min 5
25% 1
50% 1
75% 8
Max 2000

Table 3: Data sparse degree.

User News Numbers of ratings Sparsity (%)
10000 6183 91049 99.85
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Table 4: Experimental results of F1-Score.

F1_10 F1_20 F1_30 F1_40 F1_50
CR 0.015764 0.014894 0.014732 0.013846 0.013564
WMD 0.055231 0.033629 0.024226 0.020231 0.018235
RPE 0.056902 0.036284 0.02695 0.021704 0.018233
RPEW 0.057455 0.035139 0.026968 0.021462 0.018
DLRASN 0.05965 0.036972 0.02815 0.021801 0.018624
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0.05

0.04

0.03

0.02

0.01

0

F1
-S

co
re

F1_10 F1_20 F1_30 F1_40 F1_50
Top-N

CR
WMD
RPE

RPEW
DLRASN

Figure 5: Comparison of F1-Score values of various models.

Table 5: Experimental results of Map.

Map_10 Map_20 Map_30 Map_40 Map_50
CR 0.064215 0.065755 0.066313 0.066651 0.066844
WMD 0.17251 0.1759 0.1768 0.1789 0.1792
RPE 0.1915 0.195 0.1995 0.2 0.2007
RPEW 0.1918 0.2 0.2021 0.20311 0.198
DLRASN 0.1993 0.211 0.2061 0.20584 0.20645

F1_10 F1_20 F1_30 F1_40 F1_50
Top-N

CR
WMD
RPE

RPEW
DLRASN

0.4

0.35

0.3

0.25

0.2

0.15

0.1

0.05

0

M
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Figure 6: Comparison of Map values of various models.
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5. Summary

,is paper first introduces theories about Skip-gram and
then proposes DLRASN. ,is model adopts improved Skip-
gram to learn users’ behavioral habits and holistically builds
the recommendation model combined with ideas of the
content-based recommendation algorithm. On the one
hand, this algorithm copes with data sparsity faced with
recommendation algorithms. On the other hand, the rec-
ommendation of users’ information in social networks can
be improved by learning features of users’ preferences.
Simulation experiments show that the proposed DLRASN is
of higher accuracy and proved to be effective.

Despite the positive results that this model has achieved
in information recommendation, the positive and negative
information is not distinguished from each other. Hence,
how to enhance the recommendation of positive in-
formation and reduce that of negative information will be
our future work.
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Social networks are one of the main carriers of information diffusion. Changes in social ties will affect the quality of Device-to-
Device (D2D) communications especially the video transmission. For further improving the communication utility of users, it is
of great significance to effectively integrate D2D communications and social networks. To this end, this paper utilizes a stochastic
approach to modeling and analysis of dynamic social ties in D2D collaborative video transmission. Specifically, a stochastic
mathematical model is established and analyzed, in which the combined effect of many factors such as interest, geographical
position, career, social class, value system, and interaction is considered. Based on the Brownian motion theory, the strength of
social ties among social individuals with time is studied. Next, the reliability function and adaptive parameter estimation are
performed. Finally, some examples are conducted to illustrate the main results of this paper, from which one can see that the
proposed model has a good predictive ability of the changing trend of social ties.

1. Introduction

With the development of mobile Internet and wireless
communication technology, Device-to-Device (D2D)
communications have become one of the key technologies of
the future wireless communication and social networks have
become one of the main carriers of information diffusion [1].
)rough D2D communications and social networks, people
can not only communicate with friends but also share
pictures and videos faster and more conveniently. Since the
communication equipment are usually carried by people, the
dynamic social environment and a wide range of social
applications require D2D communications, especially the
D2D collaborative video transmission, to be more self-
adapting and to meet more general communication needs.
When users share videos locally through the wireless short-
distance D2D communications, if users successfully estab-
lish a D2D link, the video streams will spread rapidly over
social networks. However, there are users’ mobility and the

occurrence of random events in social networks, and
changes in users behavior will lead to dynamic interactions
between users, which will affect the success rate of users to
establish D2D links, thereby affecting the information dif-
fusion [2]. )erefore, it is essential to study the D2D col-
laborative video transmission in conjunction with social
networks.

In [3], a D2D communication-assisted caching frame-
work for video multicast was proposed, which considers the
social trust and social reciprocity to encourage effective
collaboration between users. Wang et al. [4] studied an
Expected Available Duration (EAD) indicator to measure
the chance of D2D users’ downloading video packets from
neighbors. Zhang et al. [5] considered the D2D pairing for
cooperative video transmission. )e social tie in previous
work was usually calculated according to the personal in-
formation of users and the interaction information among
different users. However, the social communication is af-
fected by many factors, including social topology, user
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behavior, and inherent content characteristics, and the social
ties are a dynamic process that changes with time.

)e study of social ties is conducive to understanding
human behavior, which can be applied in viral spread [6],
information recommendation [7], traffic planning, and
complex socioeconomic phenomena [8]. Granovetter [9]
first defined the social ties that are a combination of time,
emotional intensity, intimacy, and reciprocity, which pro-
vides a theoretical basis for many researchers to analyze the
linear combination of the four elements of social ties.

With the development of social network, the research of
modeling the structure of social ties has been paid attention
increasingly. In [10], the authors pointed out that strangers
established social ties based on shared interests, career, or
activities. Xiang et al. [11] proposed an unsupervised model,
in which the social ties between users were regarded as a
latent variable that caused interactive behaviors. Based on
this idea, Zhao et al. [12] presented a probabilistic generative
model, which considers life activities and moving patterns.
However, Xiang et al. and Zhao et al. [11, 12] neglect the
assignment of activity topics. Meanwhile, Xiong et al. [13]
proposed a general framework to measure social ties by
similarities, interaction activities, and the co-occurrence of
users’ names. In [14], the authors calculated social ties based
on users’ profile information and interaction activities in
different activity fields. In [15], a language model based on
sentiment classification, similarity, and interactivity was
applied to compute social ties before adopting K-means
clustering method to cluster the users. It is noteworthy that
Zhao et al. and Ju and Tao [14, 15] both assume that social
ties are a static constant, resulting that the dynamic behavior
of social network cannot be analyzed.

In addition to the above theoretical studies on social ties,
there are also some application scenarios that describe social
ties [16–19]. In traditional social networking websites,
modeling the social ties has a wide spectrum of applications
[16, 17]. In [18], a graphical probabilistic model and Topical
Affinity Propagation (TAP) approach were applied to study
social ties and social influence, respectively. In [19], the
spatiotemporal patterns of social ties were represented by the
factors of the tensors. Yi et al. [20] proposed a dynamic
model with social ties and self-confirmation mechanism,
and verified the key role of social connections in information
diffusion.

Inspired by the abovementioned work and based on the
fact that the real world is a dynamic environment and it is
difficult to gather accurate real-time date to track the
changes of social ties, this paper attempts to utilize stochastic
processes to study social ties. A stochastic mathematical
model, which incorporates the combined effect of many
factors such as interest, geographical position, career, social
class, value system, and interaction, is proposed and ana-
lyzed. Specifically, the reliability function and adaptive pa-
rameter estimation are conducted. To illustrate the main
results, some numerical examples are given at the end of this
paper.

)e subsequent materials of this paper are organized as
follows. Section 2 formulates the stochastic model. Section 3
makes a mathematical analysis of this model. Some

numerical examples are given in Section 4. Finally, Section 5
outlines this work.

2. Model Formulation

2.1. Scenario Description. Social tie is a key factor for the
successful spread of video streaming among users in D2D
communications. Since there are many influencing factors in
social networks that affect the social tie between users, the
social tie between users is dynamic, which will affect the
success rate of D2D link establishment between users,
thereby affecting communication performance. Based on the
above description, the purpose of this paper is to build a
dynamic model of social ties among social individuals for
better understanding the D2D collaborative video trans-
mission. As shown in Figure 1, considering a single-cell
cellular network, there are D D2D users
D � D1, D2, . . . , DD􏼈 􏼉 and M cellular users
C � C1, C2, . . . , CM􏼈 􏼉 in the coverage area of the base sta-
tion. At time t � tk, users D1 and D2 establish a D2D
communication link and reuse the spectrum resources of
cellular user C2. Between time t � tk and t � tk+1, if D1 and
D2 have a negative interaction, resulting that the strength of
the social ties decreases and is below the trust threshold of
user D1. )en, at time t � tk+1, users D1 and D2 cannot
successfully communicate. Similarly, at time t � tk, user D4
needs to obtain the required video resources from D3, and
user D3 is willing to share the data packet with D4 if the
physical conditions are met, then a trust relationship is
established between D4 and D3 at time t � tk+1. Based on this
background, starting from the social level of users, a model
of dynamic social ties between users is established. )e
strength of the social ties between any two users i and j can
be regarded as a set of random variables Sij(t), t≥ 0􏽮 􏽯 that
related to the time t.

2.2. Model Assumption. At any time t, Sij(t) can be defined
as a random representation of the strength of social ties
between individuals, then Sij(t), t> 0􏽮 􏽯 can be understood as
a random process of social ties strength between individuals.
To modeling and analysis of dynamic social ties
Sij(t), t≥ 0􏽮 􏽯 between users i and j at any given time t, the
following assumptions are imposed:

(A1) As the social ties between users i and j can be
regarded as a random variable Sij(t), then for τ > 0,
let ΔSij(t) � Sij(t + τ) − Sij(t) represent the
change of Sij(t) during the interval (t, t + τ] and
Sij(t) � 􏽐

t
l�1 ΔSij(l).

(A2) )e social ties are influenced by many random
factors, such as interest, geographical position,
career, social class, value system, and interaction.
Let a set of random variables ξm(t), m ∈ N+􏼈 􏼉

represent these random factors.
(A3) )e random variables ξ1(t), ξ2(t), . . . , ξm(t), m ∈

N+ are independent of each other. Let Δξm(t)

represent the change of ξm(t).
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(A4) Δξ1(t),Δξ2(t), . . . ,Δξm(t), m ∈ N+ obey the same
distribution. Let E[Δξm(t)] � μ, D[Δξm(t)] � σ2 >
0 and ΔSij(t) � 􏽐

m
k�1 Δξk(t).

Lemma 1. Sij(t), t> 0􏽮 􏽯 is a Markov process.

Proof. Assume that Sij(tk) � Stk
, for any time t � tk, k ∈ N+.

)en,

P Sij tk( 􏼁≤ Stk

􏼌􏼌􏼌􏼌􏼌 Sij t1( 􏼁 � St1
, . . . , Sij tk−1( 􏼁 � Stk−1

􏼚 􏼛

� P Sij tk( 􏼁 − Sij tk−1( 􏼁≤ Stk
− Stk−1

􏼌􏼌􏼌􏼌􏼌ΔSij t1( 􏼁, . . . ,ΔSij tk−1( 􏼁􏼚 􏼛

� P Sij tk( 􏼁≤ Stk

􏼌􏼌􏼌􏼌􏼌 Sij tk−1( 􏼁 � Stk−1
􏼚 􏼛.

(1)

According to the above formula, one can get that, given
the present state of the process, the future state is inde-
pendent of the past. From the definition of Markov process
in [21], the random variable Sij(t) satisfies the Markov
property, and Sij(t), t> 0􏽮 􏽯 is called the Markov process.
)us, the proof is complete. □

Lemma 2. 1e random variable ΔSij(t) obeys the normal
distribution.

Proof. From assumptions (A3) and (A4), the claimed result
follows from the central limit theorem [22].

Collecting the foregoing assumptions and Lemmas 1 and
2, at time t � tk, k ∈ N+, the social ties Sij(t) can be modeled
by the Wiener process with an adaptive drift, which can be
expressed by the following stochastic system [23]:

u tk( 􏼁 � u tk−1( 􏼁􏼈 + ηW tk( 􏼁,

Sij tk( 􏼁 � Sij tk−1( 􏼁 + u tk−1( 􏼁Δtk + αB Δtk( 􏼁,
(2)

where Δtk � tk − tk−1, W(tk) is a Brownian motion inde-
pendent of B(tk) (B(tk) is the standard Brownian motion)
and W ∼ N(0, Q), Q is a constant, u(tk) is the drift pa-
rameter at tk, and η and α are diffusion coefficients of the
adaptive drift and social ties, respectively. □

3. Model Analysis

3.1.ReliabilityFunction. )is section considers a liner model
of system (2) based on a Wiener process as follows:

Sij(t) � St0
+ ut + αBt, (3)

where St0
is the observed social tie at t � t0, u is the drift

parameter and utk
∼ N(uk, σk) at t � tk, k ∈ N+, and Bt is the

standard Brownian motion.
During the interaction, any two users i and j trust each

other whether their relationship reaches to a given threshold
ST

ij or not,T � t | Sij(t)≥ ST
ij􏽮 􏽯 is the time that users trust each

other for the first time. It is well known that the Probability
Density Function (PDF) of T follows inverse Gaussian
distribution [24]. )en, it can be expressed as follows [25]:

F
T
(t | u) �

ST
ij

������
2πα2t3

√ exp −
ST

ij − ut􏼐 􏼑
2

2α2t
⎛⎝ ⎞⎠. (4)

According to statistic characteristics and conditional
distribution of the Wiener process, the cumulative distri-
bution function (CDF) can be expressed as the following
reliability function [24, 25]:

R
T
(t | u) � 1 − P Sij(t)≤ S

T
ij􏼐 􏼑

� 1 −Φ
ST

ij − ut

α
�
t

√􏼠 􏼡 +Φ −
ST

ij + ut

α
�
t

√􏼠 􏼡exp −
2uST

ij

α2
􏼠 􏼡,

(5)

where Φ(·) expresses the CDF of the standard normal
random variable.

Combined the foregoing analysis, one of main results of
this paper can be obtained as follows.

Theorem 1. For the social tie process Sij(t), t> 0􏽮 􏽯 given by
system (3), the PDF and CDF can be expressed as equations
(4) and (5), respectively.

3.2. Adaptive Parameter Estimation. In this section, the
Kalman filtering [26] is applied to estimate the mean and
variance of drift parameter u. On this basis, parameters α
and Q are estimated by the expectation-maximization (EM)
algorithm [27].

For a given observation sample S � St1
, St2

, . . . , Stk
􏽮 􏽯,

the observation equation of drift parameter u forms a
Kalman filtering framework. Let utk

and σtk
stand for the

updated drift parameter and variance, respectively. Let
utk|tk−1

and σtk|tk−1
represent the estimated mean and var-

iance based on the previous moment, respectively.
)erefore, the mean and variance of drift parameter u can
be derived from the following Kalman filtering equations
for k ∈ N+:

utk tk−1| � utk−1
,

σtk tk−1| � σtk−1
+ η2Q,

Kk � σtk tk−1| + σtk tk−1| + α2􏼒 􏼓
−1

,

utk
� utk−1

+ σtk tk−1| Kk Stk
− utk tk−1|􏼒 􏼓,

σtk
� 1 − Kk( 􏼁σtk tk−1| .

(6)

D2{tk+1}D2{tk}

D1{tk}

D3{tk}

D4{tk+1}

D7{tk}

D8{tk}

D4{tk}
D5{tk}

D6{tk}

D8{tk}
D10{tk}

C1
C3

C2

BS

Figure 1: D2D collaborative video transmission scenario.
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With initial conditions ut0
� u0 and σt0

� σ0, Kk is the
Kalman gain.

)e EM algorithm includes E-step and M-step, and it is
necessary to take the expectation of the complete log-like-
lihood function in the first step, and then maximize the
expectation to obtain estimated parameters until a con-
vergence is achieved.

Let Θ � (u0, σ0, α, Q) and u � ut0
, ut1

, . . . , utk−1
􏽮 􏽯. )en,

the complete log-likelihood function for n points can be
expressed as follows [28]:

L(Θ, S; u) � log P ut0
;Θ􏼐 􏼑 􏽙

n−1

k�1
P utk

utk−1
;Θ

􏼌􏼌􏼌􏼌􏼌􏼒 􏼓 􏽙

n

k�1
P Stk

utk−1
;Θ

􏼌􏼌􏼌􏼌􏼌􏼒 􏼓⎡⎣ ⎤⎦,

(7)

where

ut0
∼ N u0, σ0( 􏼁,

utk
utk−1

􏼌􏼌􏼌􏼌􏼌 ∼ N utk−1
, Q􏼐 􏼑,

Stk
utk−1

􏼌􏼌􏼌􏼌􏼌 ∼ N Stk−1
+ utk−1

tk − tk−1( 􏼁, σ2 tk − tk−1( 􏼁􏼐 􏼑.

(8)

By ignoring constant terms, the function L(Θ, S; u) can
be rewritten as follows:

2L(Θ, S; u) � −log σ0 −
ut0

− u0􏼐 􏼑
2

σ0
− 􏽘

n−1

k�1
logQ −

utk
− utk−1

􏼐 􏼑
2

σ0
⎛⎝ ⎞⎠

− 􏽘
n

k�1
2 log α −

Stk
− Stk−1

− utk−1
Δtk􏼐 􏼑

2

σ2Δtk

⎛⎝ ⎞⎠.

(9)

Next, E(u2
tk

| S,Θ) and E(utk
utk−1

| S,Θ) are calculated by
the Rauch–Tung–Striebel (RTS) smoothing algorithm [29].
)e backward iteration rules are as follows:

Dtk−1
� σtk−1

σ−1
tk tk−1| ,

utk|n
� utk

+ Dtk
utk+1 | n

− utk
􏼒 􏼓,

σtk|n
� σtk tk| + D

2
tk

σtk+1 | n
− utk+1 tk|􏼒 􏼓,

(10)

where utk|n
, σtk|n

, and Dtk−1
are the RTS smoothing state es-

timation, variance, and gain function on the basis of the
current estimated parameters, respectively. )en,

E utk
| S,Θ􏼐 􏼑 � utk|n

,

E u
2
tk

| S,Θ􏼐 􏼑 � σtk|n
+ u

2
tk|n

,

E utk
utk−1

| S,Θ􏼐 􏼑 � Dtk−1
σtk|n

+ utk|n
utk−1|n

.

(11)

Let Eu L(Θ, S;u){ } denote the conditional expectation of
the complete log-likelihood function given utk

,
Ctktk−1|n � E(utk

utk−1
| S,Θ), and Ctk|n � E(u2

tk
| S,Θ). )en,

Eu L(Θ, S; u){ } � −log σ0 −
Ct0|n − 2u0u0|n + u2

0

σ0

+ 􏽘

n−1

k�1
log

1
Q

−
Ctk|n + Ctk−1|n − 2Ctktk−1|n

Q
􏼠 􏼡

− 􏽘
n

k�1
2 log α +

Stk
− Stk−1

􏼐 􏼑
2

+ tk − tk− 1( 􏼁
2
Ctk−1|n

α2 tk − tk−1( 􏼁
⎛⎝ ⎞⎠

+ 􏽘
n

k�1

2 Stk
− Stk−1

􏼐 􏼑 tk − tk−1( 􏼁utk−1|n

α2 tk − tk−1( 􏼁
.

(12)

Finally, the estimation of parameters can be obtained by
maximizing the complete log-likelihood function in (12).

4. Numerical Examples

Some numerical examples are given to illustrate the main
results of this paper in this section.

Example 1. Consider system (2) with initial conditions
u0 � 0.1, σ0 � 0.1, n � 50, and ST

ij � 0.7.)e social tie sample
S is randomly produced by obeying normal distribution.
Figure 2 shows the estimated mean and variance of the drift
parameter u and the square of diffusion coefficients α2 and
Q.

Example 2. Consider system (2) with initial conditions
u0 � 0.1, σ0 � 0.1, n � 3, and ST

ij � 0.7. )e social tie sample
S is randomly produced by obeying normal distribution.
Figure 3 displays the probability density function of
achieving social trust for the first time.

Example 3. Consider system (2) with initial conditions
u0 � 0.1, σ0 � 0.1, n � 3, and ST

ij � 0.7. )e social tie sample
S is randomly produced by obeying normal distribution.
Figure 4 shows the reliability of social tie over time. As time
increases, the reliability between users gradually increases
with time. In addition, at the same time point, the greater the
drift coefficient, the greater the reliability.

Example 4. Consider system (2) with initial conditions
u0 � 0.1, σ0 � 0.1, and n � 50. )e social tie sample S is
randomly produced by obeying normal distribution.
Figure 5 reveals the variation curve of the estimated social tie
strength under adaptive and fixed drift coefficient, respec-
tively. )e changes of social tie over time are not monot-
onous, and the interaction process is positive or negative.
)e estimated values obtained from the two methods have
the same trend as the observed values, and the model has a
good predictive ability. In addition, the predicted value
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Figure 2: )e estimated parameters for system (2) with initial conditions given in Example 1.
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obtained by updating the drift parameter is closer to the real
value than that of the fixed drift parameter.

5. Conclusions and Future Work

In this paper, a stochastic mathematical model describing
the social ties, which incorporates the combined effect of
many factors, such as interest, geographical position, career,
social class, value system, and interaction, has been proposed
and analyzed. )e reliability function and adaptive pa-
rameter estimation have both been determined. To illustrate
the main results, some numerical examples have been given
at the end of this paper. )is work contributes to the un-
derstanding of social phenomena.

As research based on the background of big data and ar-
tificial intelligence gradually enters people’s vision [30, 31], our
proposed model can also open up new research directions
under this background. For example, using artificial intelligence
methods to abstract and analyzemultidimensional features such
as network behavior, content attributes, positional relationships,
structural features, and privacy protection policies. In addition,
the data in the social network is dynamic and transmitted in the
form of data streams. )e linking and generation of relation-
ships are constantly changing, and the popularity of the video
will also change over time. For large-scale dynamic networks, it
is of great significance to further study efficient dynamicmodels
and algorithms for video transmission.
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