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Porous materials are used across a huge array of applied
sciences and engineering disciplines.

From biology to geoscience, chemistry to materials
science and civil engineering to environmental engineering,
the research of porous media represents a remarkable issue.
The understanding of the relationships between structures
and properties symbolise an ultimate step for traditional and
advanced applications as in chemical, food, petroleum, gas,
and nuclear industries.

Thanks to their significance and prevalence, the in-
vestigation of transport phenomena in porous materials has
emerged as a distinct field of study. Transport phenomena,
comprehended from the microscopic scale upward, en-
compass the general theories behind flow and transport in
porous media and form the basis of deterministic and
stochastic models that describe them. Research in the area
generally evaluates the role of porous media in single and
multiphase fluid flow, solid particle motions, heat con-
duction and convection, and electrical and acoustical
transport along with their biomolecular and chemical
composition.

This special issue has been dealt in seven high quality
papers that focused on theory and simulation in an en-
deavour to advance the understanding of heat and mass
transfer in porous materials, especially as a function of their
structure and properties.

The paper proposed by H. Singh and R. S. Myong, titled
“Critical Review of Fluid Flow Physics at Micro- to Nano-
Scale Porous Media Applications in the Energy Sector,”

pronounces the gas and liquid flow at micro- and nano-scale
and identified critical gaps to improve fluid flow modelling
in four diverse applications related to the energy sector. The
review for gas flow is primarily focused on gas flow at
rarefied conditions, the velocity slip and temperature jump
conditions. The review for liquid flow bestows fundamental
flow regimes of liquid flow and liquid slip models as a
function of key modelling parameters.

M. O. Dominguez et al., in the paper entitled “Modeling
of the Growth Kinetics of Boride Layers in Powder-Pack
Borided ASTM A36 Steel Based on Two Different Ap-
proaches” made use of two mathematical approaches for
determining the value of activation energy in the Fe,B layers
on ASTM A36 steel during the iron powder-pack boriding in
the temperature range of 1123-1273K (treatments times
between 2 and 8 h). The first approach was based on the mass
balance equation at the interface (Fe,B/substrate) and the
solution of Fick’s second law under steady state (devoid of
time-dependent). The second approach was based on the
same mathematical principles as the first approach for one-
dimensional analysis under non-steady state condition. The
measurements of the thickness (Fe,B), for different tem-
peratures of boriding, were used for the calculations.
Consequently, the boron activation energy for the ASTM
A36 steel was estimated to be 161kJ-mol*. This value of
energy was compared for both models and other literature
data. Experimental tests for characterising the Fe,B layers
grown on ASTM A36 are carried out by X-ray diffraction
(XRD), scanning electron microscopy (SEM), and energy
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dispersive X-ray spectroscopy (EDS). Finally, the experi-
mental value of the Fe,B layer’s thickness obtained at 1123 K
with exposure times of 2.5h was compared with the pre-
dicted thicknesses by using these two approaches. A good
agreement between the experimental data and the simulated
results has been noted.

Y. Luo et al,, in the work titled “Longitudinal Reservoir
Evaluation Technique for Tight Oil Reservoirs,” studied pore
structure at microscopic scale, fluid occurrence conditions,
start-up pressure gradient, and the content of clay minerals
in the longitudinal direction of tight reservoirs. Each pa-
rameter signified a physical property of the reservoir. These
parameters were independent of each other and did not
affect each other, so the assessment results obtained in this
way were objective. The longitudinal evaluation method for
tight reservoirs was proposed, and the optimal development
mode was selected in accordance with the reservoir as-
sessment results.

The paper titled “Molding of Polymeric Composite
Reinforced with Glass Fiber and Ceramic Inserts: Mathe-
matical Modeling and Simulation” by T. R. N. Porto et al.
carried out a numerical study of a polymer composite
manufactured by using liquid composite material moulding.
Simulation, by using the Ansys FLUENT®, of resin flow into
a porous media constituted by fibre perform (reinforcement)
inserted in a mould with pre-allocated ceramic inserts has
been done. Results of resin volumetric fraction, stream lines,
and pressure distribution inside the mould and mass flow
rate (inlet and outlet gates) of the resin, as a function of
filling time, have been presented and deliberated. Results
indicate that the number of inserts affects the filling time,
whereas the distance between them has no influence on the
process.

X. Zhu et al. proposed a paper titled “Entire Process
Simulation of Corrosion due to the Ingress of Chloride Ions
and CO, in Concrete” and studied a comprehensive
mathematical model capable of simulating the entire cor-
rosion process of reinforcement in concrete. The mutual
effect of carbonation and chloride ingress has also been
deliberated in the mass transport module. Nonuniform
corrosion distribution has been employed for studying the
mechanical damage in concrete. The association of ABA-
QUS with MATLAB has been adopted for the numerical
implementation of the developed model. The numerical
results of an illustrative example designate that the depas-
sivation time of reinforcement, corrosion rate and expansion
displacement, and cracking pattern of concrete can be
precisely predicted.

The paper entitled “Effect of Seepage Velocity on For-
mation of Shaft Frozen Wall in Loose Aquifer” byJ. Lin et al.
addressed the difficult closure of a frozen wall in a coal mine
shaft owing to excessive seepage velocity in an aquifer when
the aquifer is penetrated via artificial freezing method. Based
on hydrothermal coupling theory and bearing in mind the
effect of diminished absolute porosity on seepage during the
freezing process, a mathematical model of hydrothermal full
parameter coupling with a phase change is created. A shaft is
used as a prototype and COMSOL multi-physics finite el-
ement software is used to perform a numerical simulation of
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the shaft freezing process at numerous stratum seepage
velocities. The numerical simulation results are sub-
stantiated via a comparison with field measurement data.
Based on the numerical simulation results, the impact of
various underground water seepage velocities on the arti-
ficial frozen wall formation process with the seepage tem-
perature field coupling effect is investigated. Based on the
analysis results, the recommended principles of the opti-
mization design for a freezing plan are described as follows.
Firstly, the downstream area is closed to enable the water
insulation effect. Secondly, the closure of the upstream area
is accelerated to diminish the total closure time of a frozen
wall.

B. Wang et al. proposed a work titled “Study on the
Formation Law of the Freezing Temperature Field of
Freezing Shaft Sinking under the Action of Large-Flow-Rate
Groundwater.” It testified a numerical model of hydro-
thermal coupling using laws of conservation of energy and
mass. The model is substantiated by the results of large-scale
laboratory tests. By applying the numerical calculation
model to the formation of artificial shaft freezing temper-
ature fields under the action of large flow groundwater, we
conclude that groundwater with flow rates of less than 5 m/d
will not have a substantial impact on the artificial freezing
temperature field. The maximum flow rates that can be
handled by single-row freezing pipes and double-row
freezing pipes are 10 m/d and 20 m/d, respectively, during
the process of freezing shaft sinking. By analysing the
variation of groundwater flow rate during freezing process,
we found that the groundwater flow velocity can reach 5-7
times the initial flow velocity near the closure moment of the
frozen wall. Finally, in the light of the action characteristics
of groundwater on the freezing temperature field, we made
recommendations for optimal pipe and row spacing in
freezing pipe arrangement.

Conflicts of Interest

The editors declare that there are no conflicts of interest
regarding the publication of the special issue.

Acknowledgments

The guest editorial team would like to express gratitude to all
the authors for their interest in selecting this special issue as
a venue for disseminating their scholarly work. The editors
also wish to thank the anonymous reviewers for their careful
reading of the manuscripts submitted to this special issue
collection and their several insightful comments and
suggestions.

Giorgio Pia
Jianchao Cai
Zhien Zhang

Shimin Liu



Hindawi

Advances in Materials Science and Engineering
Volume 2019, Article ID 5985617, 12 pages
https://doi.org/10.1155/2019/5985617

Research Article

Hindawi

Modeling of the Growth Kinetics of Boride Layers in Powder-Pack
Borided ASTM A36 Steel Based on Two Different Approaches

M. Ortiz-Dominguez 0. A G(’)mez—Vargas,2 G. Ares de Parga,3 G. Torres-Santiago,2
R. Velézquez—Mancilla,2 V. A. Castellanos-Escamilla,’ J. Mendoza-Camargo,2

and R. Trujillo-Sanchez’

"Universidad Auténoma del Estado de Hidalgo, Escuela Superior de Ciudad Sahagiin-Ingenieria Mecénica,
Carretera Cd. Sahagiin-Otumba s/n, CP. 43990, Hidalgo, Mexico
“Instituto Tecnolégico de Tlalnepantla-ITTLA. Av., Instituto Tecnoldgico, S/N. Col. La Comunidad, Tlalnepantla de Baz,

CP. 54070, Estado de Mexico, Mexico

*Instituto Politécnico Nacional-ESFM, U.P. Adolfo Lopez Mateos, Zacatenco, CP. 07738. Cd, De Mexico, Mexico

Correspondence should be addressed to M. Ortiz-Dominguez; martin_ortiz@uaeh.edu.mx

Received 11 October 2018; Accepted 7 July 2019; Published 7 October 2019

Academic Editor: Giorgio Pia

Copyright © 2019 M. Ortiz-Dominguez et al. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

An indispensable tool to choose the suitable process parameters for obtaining boride layer of an adequate thickness is the
modeling of the boriding kinetics. In this work, two mathematical approaches were used in order to determine the value of
activation energy in the Fe,B layers on ASTM A36 steel during the iron powder-pack boriding in the temperature range of
1123-1273 K for treatment times between 2 and 8 h. The first approach was based on the mass balance equation at the interface
(Fe,B/substrate) and the solution of Fick’s second law under steady state (without time dependent). The second approach was
based on the same mathematical principles as the first approach for one-dimensional analysis under non-steady-state condition.
The measurements of the thickness (Fe,B), for different temperatures of boriding, were used for calculations. As a result, the boron
activation energy for the ASTM A36 steel was estimated as 161 kJ-mol . This value of energy was compared between both models
and with other literature data. The Fe,B layers grown on ASTM A36 steel were characterized by use of the following experimental
techniques: X-ray diffraction (XRD), scanning electron microscopy (SEM), and energy dispersive X-ray Spectroscopy (EDS).
Finally, the experimental value of Fe,B layer’s thickness obtained at 1123 K with an exposure time of 2.5 h was compared with the
predicted thicknesses by using these two approaches. A good concordance was achieved between the experimental data and the
simulated results.

1. Introduction

Nowadays and due to the increasing technological devel-
opment, it is necessary to have metallic materials with
specific features that must be maintained in critical service
conditions: for example, the metal dies are used in the
different hot and cold working metallurgical processes,
which given the working conditions require high toughness
and high surface hardness. The thermochemical treatments
applied to steel are those in which the composition of the
surface of the workpiece is altered by the addition of carbon,

nitrogen, sulphur, boron, aluminium, zinc, chromium, or
other elements. The most common treatments in the in-
dustry are carburization, nitriding, carbonitriding, and
boriding. Boriding is a thermochemical treatment controlled
by the diffusion of boron atoms, which modifies the
properties of the material generating hard surfaces. Likewise,
the boriding process has a positive effect on the tribological
applications: abrasive, adhesive, fatigue, and corrosion wear
in acid and alkaline media. The process involves heating a
ferrous or nonferrous alloy for a temperature range of 700°C
to 1000°C with a treatment time of 1 to 12 hours for powder-
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pack methods. When boron diffuses in a substrate, a
monolayer (Fe,B) or a double layer (FeB-Fe,B) can be
formed, depending on the chemical composition of the
substrate and the chemical potential of boron. These phases
consist of orthorhombic and tetragonal lattices (body-
centred), respectively. One basic advantage of boride layers
is that they can reach high hardness values (between 1800
and 2000 HV), kept at high temperatures [1-4]. Abrasion
and adhesion wear are forms of wear by contact between a
particle and solid material, being the characteristic result of
almost all types of mechanical stress. Borided steels are
resistant to abrasion because of their extreme hardness on
the surface; this characteristic makes them suitable to be
applied in pneumatic conveying systems; dies for stamping;
components of plastic processing machines, such as ex-
trusion screws; bearings for oil extraction pumps; ball
valves; plungers for use in manufacturing glass; and
components in textile machinery. In practice, there are
many techniques of surface modification by boriding, such
as powder-pack boriding [5], paste boriding [6], gaseous
boriding [7], plasma boriding [8], plasma paste boriding
[9], and laser boriding [10]. However, the most frequently
used method in industry is the powder-pack boriding,
which demands a low investment cost of equipment and an
easy handling. From a kinetic point of view, several ap-
proaches [3, 5-7, 11-33] were developed in the objective of
optimizing the thicknesses of borided layers in order to
meet the functional requirements during industrial use of
borided steels. Some of these models that estimate the
thickness of the monolayer (Fe,B) or a double layer
(FeB-Fe,B) are based on the solution of Fick’s second law
without time dependent (VZCFEZB (x) = 0 —> steady state)
[3, 6,7, 16-18, 20-22, 24-26, 30] and some others on the
solution of Fick’s second law with time dependent (0Ck,,
B(x,t)/ot = DFeZBBZCFeZB(x, t)/0x* — non-steady  state)
[5, 24, 27, 28, 31, 33].

The ASTM A36 steel has a good machinability with an
acceptable wear resistance. ASTM A36 steel has the fol-
lowing applications:

(i) It is used in bolted, riveted, or welded construction
of bridges, buildings, and oil rigs

(ii) It is used in forming tanks, bins, bearing plates,
fixtures, rings, templates, jigs, sprockets, cams,
gears, base plates, forgings, ornamental works,
stakes, brackets, automotive and agricultural
equipment, frames, and machinery parts

(iii) It is used for various parts obtained by flame cutting
such as in parking garages, walkways, boat landing
ramps, and trenches

In the present work, two different models were suggested
for simulating the growth kinetics of monolayer (Fe,B) on
ASTM A36 steel in the range of boriding temperature
1123-1273 K. The parabolic growth constants of Fe,B were
determined. The boron diffusion coeflicient in the boride
layers was estimated from these two approaches based on the
conditions of the boriding process in the Fe-B system. X-ray
diffraction (XRD), scanning electron microscopy (SEM),
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and energy dispersive X-ray spectroscopy (EDS) were
conducted on material borided to characterize the presence
of the Fe,B layer and the distribution of heavy elements in
the surface of the ASTM A36 steel. Finally, the experimental
value of Fe,B layer’s thickness obtained at 1123 K with an
exposure time of 2.5h was compared with the predicted
result from these two approaches.

2. Mathematical Approaches

One basic parameter that characterizes the Fe,B layers is the
thickness, since the properties of the coating depend on it,
such as resistance to wear, fatigue, hardness, and dynamic
loads, as well as to a large extent determining the grip with
the substrate. Having an expression that allows estimating
the layer thickness during the boriding process facilitates the
appropriate selection of the technological parameters in
order to guarantee the desired properties. The layer thick-
ness exhibits a time dependent such that

Layer thickness v = 72, (D

2.1. Derivation of the Parabolic Growth Law. In diffusion in
solid, parabolic kinetics occurs when the mass gain on a
sample is proportional to the square root of time. In general,
parabolic kinetics indicates that diffusion of reactants (such
as boron) through a growing layer is rate-determining. If the
diffusion of B atoms is rate-determining, the layer rate is
proportional to the flux through the substrate:

d
& = Tren (1) (2)

El flux, ]FeZB(x, t), can be written as
dx
]FeZB(x’ t) = CFeZB(xa t)<dt>’ (3)

where Cp, g (x, ) is the boron concentration profile in mol/
m® and dx/dt is the velocity of Fe,B layer in m/s, and
Je,s (%, 1) giving units of mol/m?s. The velocity of a particle

is proportional to the force, F, on the particle:

dx

a Bge,pF’ (4)
where By, g is the mobility of the boron atoms. Writing the
chemical potential as yr, p, this force is written as

_aAuFezB (5)

F = X
ox

for a Fe,B layer with thickness x. If combining equations (4)
and (5), then equation (3) can be written as

—Cre, (%, 1)Bg pOtige
) = e, e, e, - (6)
Jre,8 (X, 1) Ox
From the relationship,
Ure,p = Hre,p + kT Inag, p, (7)

where kj is the Boltzmann’s constant, we can write
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Opire,B _ a(ngzB +kgT In aFezB) 3 Taln Are,B (8)
ox 0x B ox
In an ideal system, the concentration, CFeZB(x, t), is
equivalent to activity, a (x, t). Substituting equations (8) into
(6), we get

0InCy, 5(x,1)
]FezB (x,1) = _CFeZB (x, t)BFeZBkBT —

0x
o () 9)
x,t
- _B kT Fe,B
Fe,BB1 — 5
As shown in equation (2),
d
d—): = (constant)Jg, 5 (x, 1), (10)
so that a combination of equations (2) and (9) gives
d aC x,t
g —(constant)BFeszBTﬂ. (11)

dt ox

If we assume that the potential is fixed at each boundary
of the Fe,B layer, we can replace dCy, g (x,t)/0x in equation
(11) with the slope (=ACg, p/x). We then introduce the
parabolic growth constant kg, g, and set

kge,p = —(constant) By, gkpTACk, p. (12)

Combining equations (11) and (12) gives

d_x _ kFezB (13)
dt x
Equation (13) can be rewritten as
xdx = kg pdt. (14)
Upon integration of equation (14),
x=v t=t
xdx =iy |t 15
j b J s (15)

We arrive at the parabolic growth law (with v, = 0):

VP = 2kg, p(t = t0™") = 2kp, gt (16)

where v represents the Fe,B layer thickness.

2.2. First Approach: Steady-State Diffusion Model. The first
approach is based on the diffusion model proposed by Flores-
Renteria et al. [3], where a mathematical model has been
applied based on the mass balance equatlon at the (Fe,B/
substrate)  interface ((CFez +C :‘i -2C,/2)dx/dt, |,
= —Dg pdCr g (x)/dx|,_,) by assuming a linear boron
concentration  profile  through  the Fe,B  layer

(Cpe,(x) = (CIF:; CE;ZB)x/V + CE;ZB — steady state).

This approach was used to simulate the kinetics of formation
of Fe,B layer on ASTM A36 steel with the presence of boride

incubation time. Steady state means that there will not be any
change in the composmon profile with time. C'® = 60 x
10° mol-m™ and C;2° = 59.8 x 10> mol-m™ denote the
upper and lower boron concentrations in the Fe,B phase
[3, 34, 35]. C, represents the boron solubility in the matrix
and can be neglected [3, 34, 35]. The assumptions made
during the mathematical formulation of the diffusion model
are given in the reference work [3].

The mass balance equation [3], describing the evolution
of displacement of growing interface with respect to the
time, is given by

< cFeB | oFeB _

up low

dCFezB (x)

2C, ) dx
Fe,B dx

dt

vix=v xX=vV

(17)

The linear boron concentration profile [3], through the
Fe,B layer, is given by the solution of Fick’s second law
without time dependent (V2 Cpe,p(x) = 0 —> steady state
(V2 = d*/dx? (is called the Laplace operator or Laplacian in
one dimension)) and is rewritten as

Fe,B FezB)
( low Cup

Cre,p (%) = x+CLt, (18)

By substituting equations (18) and (16) into equation

a7,
Che + g’ - 2C,
DFCZB - E CEEZ B CFeZB kFezB' (19)

low

2.3. Second Approach: Non-Steady-State Diffusion Model in
One Dimension. The second approach [5] was applied to
analyze the kinetics of formation of the monolayer (Fe,B)
generated at the surface of pack-borided AISI 1045 steel. In
the present work, this mathematical model was adopted for
studying the boriding kinetics of ASTM A36 steel. Likewise,
the mass balance equation [5], describing the evolution of
displacement of growing interface with respect to the time, is
given by

< Fe2 CPe2 aCFeZB (x’ tv)

Fe,B Ox

low

2C, ) dx
dt

vix=v

The linear boron concentration profile [5], through the
Fe,B layer, is given by the solution of Fick’s second law with
time dependent (0Cy p(x,t,)/0t, = Dy, Bache p(x,t,)/
0x* — non-steady state) and is deduced as follows:

(Cifvzv CFEZ ) erf X .
erf<1//2w |Dre, st ) 24/ Dre,pt,

(21)

Crepp(x,t,) = C?® +

By substituting equations (21) into (20), the following
equation is obtained:



<CF€2 + ClFoevzv - 2Co> dv. [Dgep CE?B - CIF;@B

2 dt, \J ity erf(v/zw |Dye st )
V2
+ €X] - 5
P 4DFe2Btv

Substituting the expression of the parabolic growth law
obtained from equation (16) (v = (ZkFeZBtv)I/ %) into equation
(22), we have

CFez + Cll::‘ir CO (2k )1/2 _ DFeZB
4 Fe,B - o

Cﬁ;z - CIFOeVZVB oxp ( kee,n )
erf( \Kte./2Dres ) 2Dyep

The diffusion coefficient (Dy, ) can be estimated nu-
merically from equation (23) by the Newton-Raphson
method. An illustrative representation of the parabolic
growth law of Fe,B layer thickness (v* = 2kpe,pt =
2kp 5 (t, + tO 2%)) is represented in Figure 1. In addition,
t,(=t- to %) is the effective growth time of the Fe,B layer
and ¢ is the boriding time [3, 5].

(22)

(23)

3. Materials and Methods

3.1. Powder-Pack Boriding Process. ASTM A36 steel was
used for investigation. It had a nominal chemical compo-
sition of 0.25-0.29% C, 0.20-0.28% Si, 0.85-1.35% Mn,
0.15-0.20% Cu, 0.035-0.040% P, and 0.050% S. The steel
samples were sectioned into small cubes with the following
dimensions: 10 mm x 10 mm x 10 mm. Prior to the boriding
process, the steel samples were grinded with SiC abrasive
paper up to grit 2500 and cleaned using a multistage ul-
trasonic bath with n-heptane and ethanol for 20 min. The
mean hardness of the substrate was 170 HV. The ASTM A36
steel samples were immersed in a closed cylindrical case
made of AISI 316L steel as shown in Figure 2, using Ekabor 2
as a boron-rich mixture.

The thermochemical process was carried out in a con-
ventional furnace model Nabertherm N 250/85 HA (this
type of furnace is gas-tight; it is equipped with direct heating
depending on the temperature. It is excellent for main-
taining an atmosphere defined by an inert gas), maintaining
a pure argon atmosphere, to eliminate the oxidation of the
boron released in the chemical reaction of the boriding
medium [1]. The thermochemical treatment was carried out
at boriding temperatures of 1123, 1173, 1223, and 1273 K for
a variable time (2, 4, 6, and 8 h). The treatment temperatures
were selected according to the Fe-B phase diagram.

3.2. Microscopical Observations of Boride Layers. The hard-
ened samples were sectioned and prepared metallographi-
cally (the samples were polished using a diamond
suspension with a particle size of 6 ym, finishing with a
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particle size of 3 um), using a GX51 Olympus equipment.
Likewise, the borided samples were analyzed through
scanning electron microscope. The equipment used was the
Quanta 3D FEG-FEI JSM7800-JOEL. Figure 3 shows the
cross sections of Fe,B layers formed on the surfaces of ASTM
A36 steel at different exposure times (2, 4, 6, and 8 h) and for
1173 K of boriding temperature. The mechanical properties
of borided alloys depend on the composition and structure
of the boride layer. The images obtained from the scanning
electron microscope (Figure 3) present a sawtooth mor-
phology; this characteristic is typical of ARMCO pure iron,
and low and medium carbon steels [24, 36].

When the alloying elements and/or the carbon content
of the steel increases, the layer thickness tends to favor the
formation of iron borides with flat growth fronts. The
alloying elements have obvious effects on the formation of
the layer thickness, restricted diffusion of the boron atoms,
thus forming a diffusion barrier. Because of the diffusion of
boron atoms, there is a segregation of the alloying elements
from the surface to the (Fe,B/substrate) interface. Some
alloying elements tend to form compounds with the boron
atoms and others cannot interact with them. Boron has some
weird and wonderful chemistry. The alloying elements
cannot form compounds and tend to concentrate at the tips
of boride columns, decreasing the layer thickness [36].

Figure 3 shows that the boride layer thickness increases
with respect to the boriding time for a predetermined
temperature. For simulating the growth kinetics of the Fe,B
layer grown on ASTM A36 steel, an average measurement of
the boride layer thickness was made, where the longest tips
of the sawtooth morphology were taken into account (see
Figure 4), and the software used was MSQ Materials
Analysis. Fifty measurements were collected from the boride
surface to the longest tips of boride columns of the borided
ASTM A36 steel, as plotted in Figure 4 [3, 5]. The identi-
fication of phases formed on the surface of the borided
sample was conducted through the X-ray diffraction tech-
nique (XRD). The equipment used for the study was an INEL
EQUINOX 2000 X-ray diffractometer, using CoK, radiation
of 0.179 nm wavelength, operated at 30 mA and 20kV.

Likewise, Match version 3.3 was the software for phase
identification. In addition, the elemental distribution of the
transition elements within the cross section of boride layer
was determined by using scanning electron microscopy-
energy dispersive X-ray spectroscopy (SEM-EDS). The
equipment used for the study was a Quanta™ 3D FEG
scanning electron microscope, with an accelerating voltage
of 200 V-30kV and a magnification of 30X-1280kX in
“quad” mode.

4. Results and Discussion

4.1. SEM Observations and EDS Analysis. The metallography
of coating/substrate formed in ASTM A36 borided steel at
different exposure times (2, 4, 6, and 8h) and for 1123 K of
boriding temperature is shown in Figure 5.

The EDS analysis obtained by SEM is shown in
Figures 5(a) and 5(b). The results show in Figure 5(a) that the
manganese (Mn) negatively affects the boride layer thickness
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FIGURE 1: A schematic diagram of the parabolic growth law of Fe,B layer thickness against boriding time [3, 5].
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FIGURE 2: Schematic view of the stainless steel AISI 316L container for the pack-powder boriding treatment (1: lid; 2: powder boriding
medium (B,C + KBF, +SiC); 3: sample; 4: container) (millimeter scale) [29, 32].

and morphology. Likewise, as can be seen in Figure 5(b),
carbon (C) and silicon (Si) do not dissolve and diffusive
through the boride layer. During the boriding process,
carbon is transmitted from the boride surface to the matrix
and forms, together with boron, borocementite Fe;(B, C)
(or, more appropriately, Fe;(Bg 67Co.33)) [21, 32]. In addition
to carbon, silicon is also not soluble in the boride layer. This

element is expelled from the surface by boron atoms to the
growth interface (Fe,B/substrate), forming iron-silicobo-
rates (FeSiy 4By ¢ and FesSiB,) [37].

4.2. X-Ray Diffraction Analysis. Figure 6 shows the dif-
fractogram recorded on the surface of the borided ASTM
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FIGURE 3: SEM micrographs of the cross sections of ASTM A36 steel samples borided at 1123 K during different exposure times: (a) 2 h, (b)
4h, (c) 6h, and (d) 8h.
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FIGURE 4: A schematic diagram illustrating the procedure for estimation of boride layer thickness in ASTM A36 steel [3, 5].
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A36 steel at a temperature of 1123 K for a treatment time of
8h. The X-ray diffraction patters (see Figure 6) show the
intensity of X-rays scattered at different angles by a
borided sample, where the presence of the Fe,B phase is
confirmed.

4.3. First Approach: Estimation of Boron Activation Energy
with Steady-State Model. To study the growth kinetic of Fe,B
on ASTM A36 steel, a simple diffusion model inspired from
the mass balance equation at the (Fe,B/substrate) interface
and the solution of Fick’s second law under steady-state
condition for one-dimensional analysis was applied
[3, 6, 7, 16-18, 20-22, 24-26, 30]. The Fe,B layer thickness
(v) obeys the parabolic growth law given by equation (16),
with the presence of boride incubation time (tgezB ~ 30 min
after transferring the sample to the furnace) associated with
the formation of the Fe,B layer. Figure 7 displays the time
dependent of the squared value of Fe,B layer thickness for
different temperatures, the slopes of each of the straight lines
supply the values of the parabolic growth constants
(= ZkFezB)'

Table 1 summarizes the experimental values of parabolic
growth constants at the (Fe,B/substrate) interface in the
temperature range of 1123-1273 K with the associated bo-
ride incubation time. Also, the plots presented in Figure 7
demonstrate a diffusion-controlled process (Brackman et al.
(21]).

The value of activation energy (is the energy required for
a reaction to proceed) for boron diffusion in Fe,B
(Qpe, =161.00061 kJ-mol™') and preexponential factor
(D, =1.361592 x 10> m?*/s) can be calculated after a linear
fitting of these data according to Arrhenius relationship
from the slope and interception of the straight line, re-
spectively, shown in coordinate system (see equation (24)):
In Dy, g vs 1/T, it is displayed in Figure 8:

5 ~161.00061 kJ-mol ™ )
Dy, p = 1.361592 x 10~ exp [m?s7!],

RT
(24)

with R=8.314Jmol "K' and T the absolute temperature in
Kelvin.

4.4. Second Approach: Estimation of Boron Activation Energy
with Non-Steady-State Diffusion Model. The values of the
growth constants (2kg, ) at each temperature reported in
Table 1 are also used in the second approach and in Table 2,
the values of the boron diffusion coefficients (Dg, ) for Fe,B
are gathered, which were calculated by the Newton-
Raphson method using equation (23).

In Figure 9, the In Dy, g vs 1/T is plotted, the values of
activation energy and pre exponential factor for boron
diffusion in Fe,B from the second approach were
Qpe,p=160. 9922kJ:mol™" and D, =1.35914x10">m?/s,
respectively. Equation (25) was deducted from a fitting of
data according to the Arrhenius relationship with the co-
efficient of determination close to unity.
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2 -1
m’s1],

(25)

5 ~160.9922kJ-mol ™!
D, 5 = 1.35914 x 10 exp <7 [

with R=8.314Jmol "K' and T the absolute temperature in
Kelvin.

4.5. The Two Diffusion Models. This section describes the
differences between the two diffusion models that have been
used to compute the growth kinetics of boride layers. It is
noticed that the estimated values of boron activation energy
(QFeZB ~ 161kJ-mol™!) for ASTM A36 steel from the first
approach (see equation (24)) and the second approach (see
equation (25)) is approximately the same value for both
diffusion models. Likewise, in the estimated values of pre
exponential ~ factor  from  the  first  approach
(Dy=1.361592x10 >m?*/s) and the second approach
(Dy=1.35914 x 10> m?/s), there is a small variation. To find
out how this similarity is possible in the diffusion coefficients
obtained by two different models, we first focus our attention

on equation (23). The error function erf (/kg p/2Dp ) is a

monotonically increasing function of |k, p/2Dgp. Its

Maclaurin series (for small /kg. 3/2Dg. ) is given by
[38, 39]: o
3
kFezB _ (kFezB/ZDFeZB)

erf Krep ) _ 2
2DFeZB - ﬁ \JZDFeZB 3-1

5
( \’kFezB/ZDFeZB )

5.2!

(26)

+

According to the numerical value of the /kg p/2Dg p,

equation (26) can be rewritten as
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TasLE 1: Experimental values of parabolic growth constants at the (Fe,B/substrate) interface in the range of 1123-1273 K and estimated
values of boron diffusion coeflicients in the Fe,B layers by using the first approach.

Temperature (K) Type of layer

Growth constants 2kr, g (m%™")

B CFeZB)

low

Dy p = (1/2) (CEeP + C02° — 2C, /CEe:®
kFezB equation (19) (m%™)

1123 2.810%x107"
1173 6.120x 107
1223 Fe,B 12.80x 107!
1273 20.89x107"

4.28x107"!
9.32x107!
1.95x1071°
318 x1071°

In Dy, = -19365T 7! - 6.5991

R%>=0.9957

-21.5
o)
22 4
T 2251
(o]
£
a,
&
A 234
=
-23.5 +
-24 t +
7.8 8 8.2

8.4 8.6 8.8 9

Inverse of temperature (x1074H K!

FIGURE 8: Arrhenius relationship for the boron diffusion coefficient (Dy, ) from the first approach in the Fe,B layer.

TaBLE 2: Estimated values of boron diffusion coeflicients in the Fe,B layer using the second approach (non-steady-state diffusion model).

Temperature (K) Type of layer

(CI™ + Gl = 2C,/4) (ko)™ = Dy (CL5”

- CIFS@B/ erf (y/Kge,8/2Dre,p ))eXp (—Kge,p/2Dge, )

equation (23) (m%™)

4.28076 107!
9.3056 x 107!
1.9467 x1071°
3.1822x1071°

1123
1173
1223 FeB
1273
k k
erf| y|—2P ) = o | 22P 4 (27)
2DFeZB 2DF62B
Similarly  for the real exponential function

exp (—Kkge,p/2Dp,p): R —> R can be characterized in a va-
riety of equivalent ways. Most commonly, it is defined by the
following power series [38, 39]:

kge,n B (1 _(kFeZB/ZDFeZB)) +(_kFe2B/2DFe2B)2
P 2Dg.p) 2!

3
n (_kFezB/zDFeZB) n
3!
(28)

Thus, equation (28) can be modified in the following
manner:

kFeZB
- =1L
exp( 2Dy s (29)

By substituting Equations (27) and (29) into equation
(23), we have

Fe,B Fe,B Fe,B _ ~Fe,B
<CuP2 + C|low 2C0>(2kFezB)1/2 _ \JDFCZB CUP2 Clow (1))

4 T 2[kge,p/2Dpe,pm
(30)
where
5 1 <c§;zB +Cr® - 2C0>k G
Fe,B =~ 5 Fe.B Fe,B Fe,B*
AR

The result obtained by equation (31) is the same as that
obtained in equation (19) estimated by a steady-state
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F1gure 9: Arrhenius relationship for the boron diffusion coefficient (Dy, p) from the second approach in the Fe,B layer (non-steady-state

diffusion model).

TaBLE 3: Reported values of activation energies for boron diffusion in ASTM A36 steel with other borided Armco iron and steels.

Boron activation energy (k]-mol ') Temperature range ('C) Method of calculation References

Material Boriding method

. 73.08 (FeB)
Armco iron Gaseous 12065 (Fe,B)
Armco iron Powder 157.5
AISI M2 steel Paste 2215 07 05 ((liezl;))
AISI 1018 steel Electrochemical 172.75+ 8.6
AISI 1026 steel Powder 178.4
AISI 1045 steel Powder 180.0
AISI 8620 Plasma paste boriding 124.7-138.5
AISI 4340 steel Salt bath 234.0
AISI D2 steel Salt bath 170.0
AISI 1018 steel Powder 159.3 (Fe,B)
AISI D2 steel Powder 201.5 (Fe,B)
AISI P20 steel Powder 200 (FeB + Fe,B)
ASTM A36 steel Powder 161.00 (Fe,B)

800-1000 Diffusion model (7]
850-1000 Diffusion model [27]
920-1000 Diffusion model [6]
850-1000 Parabolic growth law [40]
850-1000 Diffusion model (3]
850-1000 Diffusion model [5]
700-800 Parabolic growth law [41]
800-1000 Parabolic growth law [42]
800-1000 Parabolic growth law [42]
850-1000 Diffusion model [31]
850-1000 Diffusion model [33]
800-950 Parabolic growth law [43]
850-1000 Diffusion models  This work

diffusion model. The result from equation (19) would appear
to imply that the non-steady-state diffusion model is su-
perior to the steady-state diffusion model and so should
always be used. However, in many interesting cases, the
models are equivalent as in this case.

Table 3 presents the values of activation energies for
boron diffusion in some different alloys and Armco iron
along with the estimated value of boron activation energy in
ASTM A36 steel. From Table 3, it is seen that the estimated
value of activation energy in ASTM A36 steel is consistent
with the literature data [3, 5-7, 27, 31, 33, 40-43].

4.6. Experimental Validation of the Kinetic Models. The
suggested models were validated by comparing the exper-
imental value of Fe,B layers’ thickness with the theoretical
result. By substituting equation (19) into (16), we have

BED-C 20.0kV WD11.0mm High-P.C. 30.0 X500
HighVac. UAEH

50 um

FIGURE 10: Scanning electron microscopy (SEM) image of the
microstructure of boride layer (Fe,B) formed on the ASTM A36
steel during powder pack at 1123 K with an exposure time of 2.5 h.
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TaBLE 4: Estimated value of ASTM A36 boride layer thickness (v) obtained at the 1123 K of boriding temperature with an exposure time of

2.5h.

Temperature (K)  Type of layer

(32)

Boride layer thicknesses (#m) estimated by equation

Experimental boride layer thickness (um)
for an exposure time of 2.5h

1123 Fe,B

Exposure time of 2.5h
v=46.081 yum

v=42.066 £ 6.9947 ym

Fe,B
v=\4D Co” o (t-1"").  (32)
P\ cieb g P - ac, 0

low

Figure 10 shows the SEM micrographs of the cross
sections of borided ASTM A36 steels at 1123 K for 2.5h.
Table 4, presents the values of the theoretical result of Fe,B
layers’ thickness with the experimental data. A good con-
cordance was the observed value between the experimental
result and the simulated value for the given boriding
condition.

5. Conclusions

In this work, the ASTM A36 steel was pack-borided in the
temperature range of 1123-1273 K for a variable exposure
time ranging between 2 and 8 h. The kinetics data on treated
ASTM A36 steel by the powder-pack boriding were used to
estimate the value of activation energy for boron diffusion in
the boride layer (Fe,B) by means of two different mathe-
matical approaches. In the first approach, the mass balance
equation was formulated by assuming a linear boron con-
centration profile in the boride layer (Cg, 5(x) = ¢;x + ;)
for an upper boron content in Fe,B of 60 x 10° mol-m . The
second approach was based on the same mathematical
principles as the first approach for one-dimensional analysis
under non-steady-state condition by assuming the solution
of Fick’s second law of diffusion when the bulk concen-
tration is greater than the surface concentration
(Cre,p(x,t,) = A+ Berf (x/2 (DFethv)l/z)), was successfully
applied to the boriding kinetics of ASTM A36 steel by
considering the effect of boride incubation time. As a main
result, the estimated value of activation energy for boron
diffusion in the Fe,B layer by the two approaches was es-
timated as 161 kJ-mol . In a future prospect, these diffusion
approaches are in general not identical, both are equivalent
models, and this fact can be used as a tool to select optimum
values of layers’ thicknesses for practical utilization of any
borided steels to produce boride layers with sufficient
thicknesses that meet the requirements during service life.
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Taking into account moisture migration and heat change during the soil freezing process, as well as the influence of absolute
porosity reduction on seepage during the freezing process, we construct a numerical model of hydrothermal coupling using laws
of conservation of energy and mass. The model is verified by the results of large-scale laboratory tests. By applying the numerical
calculation model to the formation of artificial shaft freezing temperature fields under the action of large-flow groundwater, we
conclude that groundwater with flow rates of less than 5m/d will not have a significant impact on the artificial freezing
temperature field. The maximum flow rates that can be handled by single-row freezing pipes and double-row freezing pipes are
10 m/d and 20 m/d, respectively, during the process of freezing shaft sinking. By analyzing the variation of groundwater flow rate
during freezing process, we find that the groundwater flow velocity can reach 5-7 times the initial flow velocity near the closure
moment of the frozen wall. Finally, in light of the action characteristics of groundwater on the freezing temperature field, we make

suggestions for optimal pipe and row spacing in freezing pipe arrangement.

1. Introduction

Artificial ground freezing is currently the main method for
the construction of shafts in water-rich soft soil layers. This
method involves the construction of one or more loops of
freezing pipes around a shaft wellbore; through continuous
heat exchange between the low-temperature refrigerant in
the freezing pipe and the frozen soil, the circulation of fluids
results in a frozen wall with a certain strength and good
sealing performance, providing a stable environment for the
construction of the wellbore [1-4]. However, the increase of
the groundwater flow velocity in the soil layer when the
traditional freezing pipe arrangement scheme is adopted can
lead to increased closure times or even failure to close. This
leads to large economic losses when soil excavation and the
construction of the wellbore cannot be carried out as
scheduled [5-7]. As a result, it is of great interest to study the
formation law of the artificial shaft freezing temperature
field under the action of groundwater with a large flow rate.

Our work builds on past research. Zhou et al. [8] studied
the influence of seepage and pipe spacing on the closure time
of saturated sand in the conventional brine freezing process
and obtained the development law of temperature field in
different regions using the double-pipe freezing orthogonal
model test. Huang et al. [9] carried out a model test on a
single freezing pipe under seepage conditions and found that
the action of water flow resulted in different degrees of
reduction in the frozen area upstream and downstream of
the freezing pipe compared with nonseepage conditions. Lao
et al. [10] obtained a mathematical model of a three-pipe
freezing temperature field under the action of groundwater
with different flow rates through model testing. Wang et al.
[11] studied the effect of groundwater flow rates on the
freezing temperature field under liquid nitrogen (-80°C)
freezing conditions. The results showed that flowing water
with a flow rate of 10 m/d or more had a significant influence
on the liquid nitrogen freezing effect. Vitel et al. [12]
designed a mathematical model of hydrothermal coupling


mailto:chxrong@aust.edu.cn
http://orcid.org/0000-0001-8332-717X
http://orcid.org/0000-0003-1548-045X
http://orcid.org/0000-0002-5420-2236
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2019/1670820

that was completely consistent with thermodynamic prin-
ciples. A three-dimensional freezing test under high-
permeability flow conditions provided a key parameter ba-
sis for the study of hydrothermal coupling in phase transitions
of porous media. Anagnostou et al. [13] summarized previous
scholars’ models describing the formation of freezing tem-
perature fields under the action of groundwater and designed
new experimental devices on the basis of previous solutions to
problems of freezing-cold volume loss. Large-scale model
tests of artificial ground freezing under seepage conditions
with flow rates of 0, 1, 1.5, 2.0, and 2.1 m/d were performed.
The test results provide an important basis for the numerical
calculation and engineering application of the freezing
method.

The large similar model test has limitations. Most no-
tably, it can only partially restore the development law of the
freezing temperature field. However, numerical calculation
can solve this problem. As a result, the numerical calculation
has always been an important technical means to study the
hydrothermal coupling problem.

Along these lines, Yang and Pi [14] established a math-
ematical model for the development of the frozen peak surface
of a single frozen pipe under the action of groundwater using
the theory of heat transport in porous media and Darcy’s law
and analyzed variations in the temperature field and
groundwater flow field during the freezing process. Gao et al.
[15] and Liu et al. [16] used the finite element method to study
the evolution of temperature fields in vertical and horizontal
tunnel freezing under the action of groundwater. Vitel et al.
[12, 17, 18] constructed a hydrothermal numerical model
consistent with thermodynamics to simulate the artificial
ground freezing of saturated nondeformable porous media
under seepage conditions. This numerical model has been
well verified by the results of three-dimensional ground
freezing experiments under high seepage velocity conditions.
Alzoubi et al. [19, 20] conceived and developed a controlled
laboratory scale AGF experimental rig and developed a three-
dimensional conjugate mathematical and numerical model of
the bayonet freeze pipes and porous ground structure using
enthalpy-porosity method. The model was further validated
against global heat balance and local temperature distribu-
tions from experiments at various operating conditions. This
study provides an important reference for design and opti-
mization of industrial AGF system. Lin et al. [21] addressed
the difficult closure of a frozen wall in a coal Mine shaft due to
excessive seepage velocity in an aquifer when the aquifer is
penetrated via the artificial freezing method. Huang et al.
[22-24] developed a hydrothermal coupling model to sim-
ulate the influence of water flow on the freezing process by
considering the water/ice phase transition and combined the
model with the Nelder-Mead simplex method based on the
COMSOL Multiphysics platform. The position of the freezing
pipes around the circular tunnel was optimized. Ahmed et al.
[25] used the “ant colony algorithm” to optimize the layout of
the freezing pipes under the action of low-flow groundwater,
thereby shortening the closure time of the frozen wall and
making the strength of the frozen wall more uniform. This
method led to new ideas for the optimal design of the layout of
freezing pipes.
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By studying moisture migration and heat changes in the
soil during the freezing process and considering the influ-
ence of the absolute porosity reduction on seepage during
the freezing process, we construct a numerical calculation
model for hydrothermal coupling based on the laws of
conservation of energy and mass. Then, we verify the model
using large-scale laboratory tests. Finally, we calculate and
analyze the formation law of the artificial frozen wall
temperature field under the action of large-flow ground-
water and propose an optimal freezing pipe arrangement.

2. The Coupled Hydrothermal Model

2.1. Temperature Field Equation. In the porous medium, a
control body is taken and simultaneously subjected to a
seepage field and a temperature field. According to the
conservation of energy,

QOut + Qin = 65 + Gi + 6[ + Qph’ (1)

where Q,, and Q;,, are the heat supplied to the control body
by an external heat source and the heat generated by the heat
source inside the control body, respectively; Q,, Q;, and Q
are the heat that needs to be consumed to change the
temperature of the solid skeleton, ice, and water, re-
spectively; and Q,, is the heat generated during the water-ice
phase transition.

The heat from the external heat source flowing into the
control unit per unit time is

Quu = Jo-vq’ da , (2)

where q is the heat flux density vector, which satisfies the
Fourier heat transfer law

q = -AVT. (3)

Regardless of the source influence inside the porous
medium,

Qin =0. (4)

The amounts of heat required to change the temperature
of the solid skeleton and ice per unit time are expressed as

— oT
Qs = JQ(I _¢)PSCSEdQ > (5)

— aT
Q= Jng(l —w)piCiE dQ. (6)

Considering the convective heat transfer of water, the
amount of heat required to change the temperature of water
of per unit time is expressed as

_ oT
Q= J0¢wplc@ +p,C W (VT) dQ, (7)

where ¢ is the porosity of the porous media; w is the vol-
umetric content of unfrozen water in the frozen soil; and o
is the relative velocity vector of the fluid; p and C are density
and specific heat, respectively; and subscripts s, i, and 1
represent solid skeleton, ice, and water, respectively.
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During the freezing process, when the temperature of the
control body drops to the freezing point, the water in the
control body is gradually converted into ice. During this
process, the temperature remains just above freezing point,
and no significant temperature change occurs. This is the
water-ice phase transformation. Water will release latent
heat continuously in the stage.

06,
Qi = JQP1L—l dQ, (8)

where 0, is the content of liquid water and L is the latent heat
of the water-ice phase transition.

Substituting equations (2)-(8) in equation (1), we obtain
the differential equation of heat conduction for low-
temperature porous media:

oT oT oT
[ a=opc+ o0 -wipcS+ dupCis

9)

Since the control body selection is arbitrary, convert
equation (1) to

cef%f + plL? +V[-AVT +pCW (T)] =0, (10)

where C is the equivalent heat capacity.

During the phase-change process, the proportion of
water to ice in the control body changes continuously. We
assume that the content of unfrozen water is only a function
of temperature T. The water-ice phase transformation
process only occurs in the interval [0, —1]°C. To reasonably
describe this process, we introduce the Heaviside function:

0, T-Ty<-AT,
H T—Tef,AT)z{ (11)
1, T-Ty>AT,

where T is the temperature at a certain location, Ty is the
phase transition temperature (and generally T, = 0°C), and
AT is the radius of the phase-change interval.

Tests show that when the geotechnical temperature
drops below the freezing temperature, a small amount of
unfrozen water remains inside [7]. The variation of the
unfrozen water content in the space of the control body with
temperature can be expressed as

w(T) = (1-y)H(T) +v. (12)

The water content of the whole control body Q can be
expressed as

0, =ow(T) =¢[(1-yv)H(T) + yl. (13)

Furthermore, the ice content of the whole control body
Q can be obtained:

b =¢[1-w(D)] =¢(1-y)[(1-y)H(T)]. (14)

The content of solid particles is as follows:

0, =1-¢. (15)

The distribution of water, ice, and solid particles in the
control body during the freezing process is shown in
Figure 1.

According to the volume-averaging method, the
equivalent heat capacity of the soil can be obtained as
follows:

C=1-¢)C+ ¢[(1-yv)H (T) + vIC
+¢(1L-y)[(1-yH(DIC;
The thermal conductivity K refers to the heat passing
through the unit area soil per unit time under the unit

gradient. The thermal conductivity inside the porous media
by the volume weighted average method [7, 22, 23] is

Kef = KSQS + Klel + Kiei. (17)

(16)

Again, subscripts s, i, and | represent the solid skeleton,
ice, and water, respectively.

2.2. Water Flow Field Equation. The surface element dS is
taken on the outer surface S of the control body ), and the
fluid mass passing through the surface of Q per unit time is
expressed as

m, = USPVW ds = jQV(pV) 4o, (18)

where V is the flow velocity through the section dSand 7 is
the outer normal direction of the section unit dS.

In the control body , for any volume unit d(Q selected, a
change in the ratio of water to ice causes the density of the
medium to change with time, causing the mass of the entire
control body to change. The process can be described as

_ [ 9pd) [ 9(pwg) Ip(1-w)¢
m = [ Fardn= [ FEEL I aq. 9

Regardless of the internal source of the porous medium,
using conservation of mass, we can obtain

= d(pwe) op(l-w)p
jQV(pV)dQ+JQ O a0 -0, (20)

Water seepage in porous media is assumed to satisfy
Darcy’s law. And the rate of water seepage V in porous
media is [21-23]

— Kr
V= —;_K) Vpi-pig)- (21)

— kK, 0. . e ..
where k¥ = [ OS N ]15 the intrinsic permeability matrix, in
S

which «, is the permeability of saturated porous media
before freezing; p, is the water pressure; and g is the
gravity acceleration vector.

1 is the viscosity of liquid water which could be expressed
as a function of freezing temperature [22, 23]:

1808.5 )

e (22)
273.15+ T

n=21x 10°° exp(

«, is the relative permeability which could be expressed as a
function of water saturation S [12, 22, 23]:
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FIGURE 1: Schematic of a control body of a saturated porous
medium.

k= VS [1-(1-8")"T’, (23)

where m is the material constant. The water saturation S is
equal to unfrozen water content w(T) during the freezing
process of porous media [12, 22]; then, we can derive the
expression of relative permeability combining with equation
12):

ke = Vw(D[1-(1-w(®")"]. (24)

When the temperature of the frozen soil drops to the
freezing temperature, the liquid water in the soil turns into
ice, and the relative porosity of the soil approaches zero;
from equation (21) we can find that the seepage velocity
becomes zero at this time too. This method that reflected the
change mechanism of the seepage velocity in the freezing
process by relative permeability is called apparent-heat
capacity method. The existing research results are based
on the apparent-heat capacity method for mathematical
modeling when using Comsol Multiphysics for hydrother-
mal coupling calculation [12, 15, 17, 21-24]. The main
difference between them is the expression of unfrozen water
content; however, Vitel et al. discovered through research
that the influence of the w(T) function shape is very limited
and can be neglected, and reasonable results can be obtained
by using the Heaviside function to smoothly approximate
the curve of unfrozen water content [17], and this processing
method can effectively improve the calculation efficiency.
Therefore, we chose this method to express the unfrozen
water content in this study, as shown in equation (12).

Substituting equation (21) in equation (20), the con-
tinuous equation of the seepage field is obtained:

J' 0 P1w¢)+aPi(1‘w)¢ 40
Q

ot ot
(25)

k,—
+ JQV<—P1ﬂ k Vp —P1_9))> dQ =0.

It should be noted that when performing hydrothermal
coupling numerical calculations, there is another commonly
modeling methodology called the enthalpy-porosity method
[19, 20], where the water-ice phase-change interface is
modeled as a mushy zone. The transformation from water to
ice in this zone is considered as a porous medium, where a
modified Darcy source term is used to simulate motion in
the phase-change region. The main difference between

Advances in Materials Science and Engineering

enthalpy-porosity method and apparent-heat capacity
method which is used in this paper is the mechanism that is
going to force the velocity to a value of zero in the freezing
zone. The mechanism of the seepage velocity change of
enthalpy-porosity method is described as follows.

The conservation equation of momentum is [19, 20]

L5067 o)

1 — —T
= aV[,u(VV +VV )] —VP+Sp +Sg +Sg+ S,

(26)

where Sp, Sg, Sp, S, are the Darcy, inertial, buoyancy, and
mushy source terms, respectively. They are given as

U=
Sp=—-=V,
b7 K
C —_—
SE:—K—52P1|V|V’
(27)
SB :pl?ﬂl T_Tref)’
1— )2
5. = -ve, ! ]W
Y

The Darcy term Sy, and inertial term S; make up the
total resistance to the flow. At no-seepage, or low seepage
velocity, the inertial term is so low that can be safely
neglected [19, 20]. Cy is the Ergun coefficient. The
buoyancy source term Sy is used to induce the natural
convection within the voids, where g is the gravitational
acceleration, and f; is the thermal expansion coeflicient.
The mushy source term S, is a modified Darcy source
term that is introduced to control the freezing process
within the mushy zone [19, 20]. As the temperature of the
soil gradually decreases, the liquid fraction y within the
pore fluid gradually reduces to 0, and mushy source term
S, dominates all other terms in the momentum equation
(26) and forces the superficial velocity close to zero
[19, 20].

In this paper, all numerical calculations are implemented
by Comsol Multiphysics, so the apparent-heat capacity
method that depends on the relative permeability approach
was chosen in mathematical modeling.

2.3. Numerical Implementation. In this study, the hydro-
thermal coupling numerical calculation model was con-
structed by the PDE module in COMSOL Multiphysics, and
this model was solved by the fully coupled solver. The so-
lution process is shown in Figure 2.

In Figure 2, «, is the relative permeability of the frozen
soil. Since «, changes with the content of unfrozen soil
during the freezing process, the change of the relative
permeability affects the flow field, so x, acts as an in-
termediate variable to couple the seepage field to the
temperature field.
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FiGURE 2: Flow chart of the numeral calculations.

3. Model Validation

3.1. Design of Large Similar Model Test. The test device
consists of a test chamber, a freeze simulation system, a
groundwater simulation system, and a data test system. The
test chamber has a length of 2,400 mm, a width of 1,500 mm,
and a height of 800 mm. Among them, the length of the
intermediate sand layer test area is 2000 mm. The test device
system is shown in Figure 3.

The geometric similarity ratio selected in the experiment
is C; = 5. According to the similar model test theory, the
main parameters in the test are shown in Table 1.

The arrangements of the freezing pipes and the temper-
ature measuring points are shown in Figure 4. The two pipes on
the axis ML2 are used to simulate conventional freezing pipes,
and another pipe located on the axis ML1 is used to simulate an
auxiliary freezing pipe in an optimized freezing pipe ar-
rangement. This paper mainly studies the development law of
the freezing temperature field under the action of groundwater,
so only the two freezing pipes located on ML2 are functioning.

Medium-coarse sand (particle size range: 0.25mm-
0.5 mm) was used to simulate the porous medium. The tank
was filled with a 50 mm thick sand layer each time, which
was vibrated and compacted to ensure uniformity. When the
sand layer was filled to an intermediate position of the height
of the tank, the temperature measuring points were
arranged. To facilitate the accurate positioning of the
measuring points and prevent the position of the measuring
points from changing due to the flow of water during the
test, the thermocouple strings were tied to fine bamboo
sticks, and the sand layer of the specified plane was leveled.
The thermocouple string was laid out as shown in Figure 5.
The minimum distance from the measuring points (nos. 23 and

25) to the boundary of the box reaches 510 mm, which is 4.25
times the distance between the freezing pipe and the measuring
points (nos. 23 and 25), and the test is carried out in winter, the
indoor temperature being stable at 6~8°C, so the interference of
the external environment on the test results can be ignored.
The test system after assembly is shown in Figure 6.

3.2. Establishment of Numerical Calculation Model. The
geometric model in the test is three-dimensional. If we
neglect freezing pipe deflection during the vertical freezing
process, the axially uneven distribution of the freezing pipe
wall temperature, and the heterogeneity of the soil, the
model becomes two-dimensional. Therefore, the tempera-
ture measurement surface is selected for this research.

The transient analysis capabilities of the porous media
and subsurface flow module and the hear transfer in porous
media module of the COMSOL Multiphysics package are
used in this study. The parametric variables are brought into
the equation to realize the transient solution of the hy-
drothermal coupling mathematical model during the
freezing process.

The geometric model of the numerical calculation is
shown in Figure 7.

We obtain the physical parameters experimentally as
follows: the latent heat of the water/ice phase transition is
334kJ/kg, and the freezing temperature of the sand is —1°C.
The relevant physical quantity values involved in the calcu-
lation are shown in Table 2.

3.3. Comparison of Numerical Calculation Results and Model
Tests. To study the formation law of freezing temperature
field under the action of groundwater under different flow
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TaBLE 1: Main parameters of the test.
Parameter In engineering In test
Size of freezing pipe 110 mm 22 mm
Distance between frozen pipes 1,200 mm 240 mm
Groundwater flow rate 5m/d 25m/d
Freeze time 1d 57.6 min
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FIGURE 4: Location of the freezing pipes and measurement points.

rates, the two freezing pipes in the downstream direction  3.3.1. Comparison of Typical Position Measurement Data.
are opened in both the test and numerical calculation. =~ Measuring point no. 13 is located at the midpoint of the area
The accuracy of the hydrothermal coupling numerical ~ where the two freezing pipes are located. Changes in the
calculation model constructed in this paper is judged by =~ temperature measured at this measuring point with time
two comparison methods: typical position and frozen  reflect the formation of the frozen wall formed by the ad-
range. jacent freezing pipes.
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FIGURE 7: Geometric model and boundary conditions for nu-
merical calculation based on experimental conditions.

It can be seen from Figure 8 that the temperature var-
iations at point no. 13 calculated by the model presented in
this paper closely match the experimentally observed vari-
ations for a groundwater flow velocity of 0m/d. More
specifically, (1) the temperature changes are consistent—that
is, both experience the first rapid temperature drop phase,
the phase transition phase, the second rapid temperature
drop phase, and the stable freezing phase—and (2) the time
corresponding to each stage is basically the same—the first

7
TaBLE 2: The values of the main calculation parameters.
Densit Thermal Specific heat
Material (k _m,Z) conductivity, capacity, Porosity
i W-(m-K) (kg K)™!
Water 1,000 0.56 4.2
Ice 918 2.24 2.1
Sand 1,800 3.22 0.7 0.25
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F1GURE 8: Comparison of simulation and test data for point no. 13
under a flow rate of 0 m/d.

rapid temperature drop phase lasts for about 100 minutes,
the closure of the frozen column formed by adjacent frozen
pipes occurs at 250 minutes, and the end of the subrapid
temperature drop phase occurs at 600 minutes. The test data
showed slight fluctuations in the later stage, but the overall
change law remained consistent with the simulation results.
The comparison between the numerical calculation results
and the experimental data of other measuring points is
shown in Figure 9. It should be noted that the position of the
measuring points around the two freezing pipes is sym-
metrically distributed along the axis ML1. Therefore, only
the data of the measuring points around one of the freezing
pipes are analyzed in this part, and the overall distribution
law of the freezing temperature field will be presented in the
following section by the form of an isotherm. By compar-
ison, it can be found that the numerical calculation results
have a high consistency with the overall development law of
the test data of most of the measuring points under the
condition that the seepage velocity is zero, and only the
difference between the numerical calculation result and the
experimental result of the no. 15 measuring point is obvious,
the reason for the difference may be that the detection data
of the measuring point are inaccurate due to some uncertain
factors. Since the sand layer is not completely uniform
during the test, there are some slight differences in the test
data of the measuring points symmetrical on both sides of
the axis ML2.

It can be seen from Figure 10 that the overall devel-
opment trend of the temperature at measuring point no. 13
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F1Gure 9: Comparison of simulation and test data for measuring point of (a) the inner ring circle, (b) the middle ring circle, (c) the outer ring

circle, and (d) the axis ML2 under a flow rate of 0 m/d.

is consistent between the numerical calculation and ex-
perimental tests. However, the calculated value is generally
slightly higher than the test result, and the calculated end
moment of the phase change is delayed by about 20 min.
There are several reasons for this. First, in the test, the water
flow velocity is controlled by the pressure of the inlet section,
and the sand layer is assumed to be uniform in each cross
section. However, due to the large size of the test box, the

uniformity of the sand layer cannot be guaranteed during the
process of sand filling and compaction. Therefore, there is a
discrepancy between the actual flow rate of the water flowing
between the two adjacent freezing pipes and the rate used in
calculations. When the control flow rate is slightly smaller
than the design value, the experimentally obtained closure
time will be earlier than the numerical calculation result. The
comparison between the numerical calculation results and
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F1Ggure 10: Comparison of simulation and test data for point no. 13
under a flow rate of 5m/d.

the experimental data of other measuring points is shown in
Figure 11. By comparison, it can be found that the numerical
calculation results of most measuring points have a high
consistency with the overall development law of the test data
under the condition that the seepage velocity is 5 m/d except
the measuring point no. 15, the reason for the obvious
difference between the numerical calculation result and the
experimental result of the only one measuring point may be
that the detection data of the measuring point are inaccurate
due to some uncertain factors. Due to the action of the water
flow, the temperature of the measuring point on the right
side of the axis ML2 is significantly lower than that of the left
side.

3.3.2. Comparison of Frozen Range. Figure 12 shows that the
frozen wall formed by the two freezing pipes has been closed
when the freezing time reaches 350 min. In addition, the
—1°C isotherm at the upstream position has a pronounced
concave shape in the middle of the action zone of the two
frozen pipes. Due to the action of the water flow, the frozen
area on the right side of the axis ML2 is significantly larger
than the frozen area on the left side. As the freezing time
continues to increase, the frozen area gradually expands.
When the freezing time reaches 500 min, the —1°C isotherm
at the upstream position is smoother, but the middle of the
action zone of the two frozen pipes still has a concave shape
along the direction of water flow. After 650 min, the frozen
range was further expanded, but the overall shape of the
frozen area did not change significantly.

In order to further verify the accuracy of the numerical
calculation model, we compare the frozen range obtained by
numerical calculation after 350, 500, and 650 minutes under
the action of groundwater moving at 5m/d with the frozen
range obtained by the test (Figures 13 and 14).

When the freezing time was 350 min, 500 min, and
650 min, the differences between the frozen range calculated
by the numerical calculation and the frozen range obtained
by the test were only 2.4%, 4.2%, and 6.2%, respectively, and

the shape of the frozen area obtained by the two was more
consistent. This shows that the mathematical model and the
selected solution method meet the actual needs of the
project. The numerical calculation model can provide strong
support for the study of the formation of an artificial freezing
temperature field under the action of groundwater.

4. Engineering Applications

4.1. Study of the Freezing Rule for Single-Row Pipes under the
Action of Groundwater. The central wind shaft of Panyi
Mine in Huainan Mining Area was constructed by the
freezing method. The wellbore passes mainly through Ce-
nozoic alluvium and Permian Shihezi coal-bearing strata.
The thickness of the Cenozoic alluvium is 205.8 m, and it is
composed mainly of clay and sand. The sand layer is rich in
groundwater and is the key control layer of the whole
freezing project. The freezing parameters of the central wind
shaft in Panyi Mine are shown in Table 3.

We now apply the numerical calculation model estab-
lished in the previous section to the arrangement of pipes
found in the central wind shaft of the Panyi Mine. And the
sand-permeable stratum at a depth of 200 m is selected for
analysis. The numerical calculation model of stratum
freezing under the action of groundwater is constructed as
shown in Figure 15.

In this model, the calculated control range is
28 m x 28 m. The initial temperature of both the ground-
water and the formation is 20°C. The axis L1 is parallel to the
direction of the water flow, the axis L2 is perpendicular to the
direction of the water flow, and the intersection of L1 and L2
coincides with the center of the freezing pipe arrangement
circle. For the convenience of analysis, the left and right
intersections of the L1 and the freezing pipe arrangement
circle are, respectively, defined as the “upstream position”
and “downstream position,” and the intersection point of L2
and the freezing pipe arrangement circle is defined as the
“side position.”

According to test results of freezing temperature of
saturated sand, an effective frozen wall is formed when the
temperature of the frozen sand layer reaches —1°C; this
means that the —1°C isotherm is the contour of the frozen
wall. The distributions of the freezing temperature field
under the action of different flow rates at 30 d, 60 d, and 90d
are plotted in Figure 16.

Using the data in Figure 16, we can analyze variations in
the artificial freezing temperature field under the action of
groundwater with different flow rates. We find that, due to
the convective heat transfer of the water flow, part of the
cooling capacity of the upstream freezing pipes is carried by
the water flow to the downstream region. The end result is
that the closure time of the downstream position of the
frozen wall is earlier than that of the upstream position. For
t=30d, under the action of groundwater less than 10 m/d,
the downstream area of the frozen wall has completed the
intersection, while the upstream position of the frozen wall
has not been closed. For =60 d, the downstream area of the
frozen wall has been closed, and the upstream position can
only be closed under the condition that the flow rate is less
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FiGure 11: Comparison of simulation and test data for measuring point of (a) the inner ring circle, (b) the middle ring circle, (c) the outer

ring circle, and (d) the axis ML2 under a flow rate of 5m/d.

than 7m/d. For t =90 d, the frozen range of the downstream
area has formed a distinct convex shape along the direction
of the water flow, and the frozen range on both sides has
expanded to the intended excavation position, while the
upstream position can only be closed if the groundwater flow
rate is less than 9 m/d.

Numerical calculation shows that groundwater flowing
at less than 5 m/d has little effect on the freezing temperature
of single-row pipes. As a result, in this paper, only the in-
fluence of groundwater with a flow rate greater than 5 m/d is

studied. Figure 17 shows that the closure time of the frozen
wall formed by the single-row freezing pipes increases with
the flow rate. The closure time under the action of 5m/d
water flow is 30 d, while the closure time under the action of
11 m/d water flow is 171 d.

Whether the downstream area can be closed plays a
decisive role in the formation of the entire frozen wall. After
the frozen wall of the downstream zone is closed, there is no
longer movement of water throughout the frozen zone in-
side the circle of the freezing pipe arrangement; as a result,
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F1GURE 13: Comparison of numerical calculation frozen range with test results when the freezing time is (a) 350 min, (b) 500 min, and

(c) 650 min under the action of groundwater moving at 5 m/d.

the effect of water flow on the freezing temperature field is
weakened. Therefore, as long as the frozen wall in the
downstream position can complete the intersection, the
entire frozen wall will be closed. Through numerical cal-
culation, we find that the closure time of the frozen wall at
the downstream location shows a parabolic relationship with
the water flow velocity. When the water flow velocity is less
than 7m/d, the closure time of the frozen wall in the
downstream region decreases with increasing flow velocity;
when the flow velocity is greater than 7 m/d, the closure time
increases with increasing flow velocity. The reasons for this
phenomenon are as follows: due to convective heat transfer,
part of the cooling released by the freezing pipes is used to
reduce the temperature of the water flow. When this part of
the low-temperature water flows through a higher tem-
perature region, part of the cooling capacity is transferred to
this area, and the water flow becomes the flow medium of the
heat. This realizes the process of transferring the cooling
capacity of the upstream freezing pipes to the downstream

area. Therefore, when the water flow velocity is within a
certain range, the increase of the flow velocity promotes the
process of energy transfer. However, as the flow rate is
further increased, the replenishing cold from upstream
cannot compensate for the energy loss caused by the con-
vective heat transfer of the water stream to the downstream
region. The effect of this part of the heat from the upstream
on the freezing process in the downstream area is weakened.
When the groundwater flow rate is further increased, the
closure time of the frozen wall in the downstream area
increases.

In fact, when the flow rate of groundwater is large, the
unfrozen area in the upstream position is still subjected to
the impact of a large water flow after the downstream frozen
wall is closed; this position will not be closed until the in-
ternal extent of the freeze pipe arrangement circle is frozen.
This process requires continuous cooling for a long time,
resulting in large energy losses. During actual construction,
the soil inside the pipe arrangement is not allowed to
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TaBLE 3: Freezing parameters of central wind shaft in Panyi Mine.

Parameters Value Unit
Inner diameter of the wellbore 6 m
Diameter of the excavation boundary 8 m
Diameter of the arrangement area 14 m
Quantity 38 1
Freezing pipe Spacing 1.15 m
Temperature -32 °C
Size of freezing pipe 159x6 mm
i Adiabatic
Adiabatic i boundary
boundary i 2 -
| Impervious
Water supply ! boundary
boundary L{'
|
|
|

28m

I

i

": Adiabatic
Adiabatic | boundary
boundary | li)ermzame

i = 20° oundar
Impervious : Ty = 20°C y
boundary :

28m

FIGURE 15: Geometric model and boundary conditions for nu-
merical calculation based on the freezing parameters of central
wind shaft in Panyi Mine.
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completely frozen, in order to prevent adverse effects on the
excavation of the soil and the construction of the wellbore.
Therefore, it is necessary to comprehensively consider the
above factors in determining the water flow rate allowed by
the freezing method. In the calculations herein, we find that
for single-row freezing pipes, the maximum flow rate is
10 m/d.

Figure 18 shows the development law of the thickness of
the frozen wall under different flow rates at a freezing time of
90d. Through comparative analysis, we find that the
groundwater flow rate has the most significant effect on the
thickness of the frozen wall at the upstream position; the
thickness of the frozen wall of this position decreases sharply
with the increase of the water flow velocity. When the water
flow velocity is greater than 9m/d, the thickness of the
frozen wall at this position is 0, indicating that the frozen
wall in the upstream position cannot be closed within 90 d.
The frozen wall on both sides is less affected by the flow rate.
When the groundwater flow rate is increased from 5 m/d to
12 m/d, the thickness of the frozen wall in this area decreases
with the increase of the flow velocity, but the decrease is not
obvious. Due to the superposition effect of the cold volume
from the upstream and downstream regions, the thickness of
the frozen wall in the downstream region is always greater
than the thickness of the frozen wall at other locations when
the freezing time reaches 90 d.

It can be seen from Figure 19 that when the initial flow
rate of groundwater is large, the flow rate will undergo the
following changes as the freezing time increases: (1) In the
first stabilization phase, the frozen area and the resistance to
water flow are small. The groundwater flow rate will stabilize
near the initial flow rate. Since the placement of the freezing
pipes has a certain influence on the permeability of the soil,
the initial flow rate in the middle position of the adjacent
freezing pipes of the downstream region is slightly larger
than the design rate. (2) The second stage involves a rapid
increase in flow rate. Since the permeability of the frozen
area is small, the water flow can only pass through the
unfrozen area in the middle of the two adjacent freezing
pipes. Therefore, under a constant pressure head, the smaller
the seepage area, the greater the water flow rate. (3) The next
stage is a slow growth phase. When the frozen wall formed
by the adjacent freezing pipes is about to be closed, the water
flow rate at the midpoint of the line connecting the two
freezing pipes increases with the increase of the freezing
time. As can be seen from Figure 20, once the water flow
speed increases to a certain value, it decreases sharply to 0,
and this turning point is the closure time of the frozen wall.
The reason for this change in the flow rate is that as the
volume of the frozen column formed by the adjacent two
freezing pipes increases, the permeable region of the cross
section decreases continuously, but the water pressure from
the upstream does not change, resulting in a gradually in-
creasing water flow. Through the calculations in this paper,
we find that groundwater with an initial flow rate of 10 m/d
can reach 7 times the initial flow rate at the moment of
closure.

We now analyze the closure time of the frozen wall for
different pipe spacings (Figure 21). Through comparative
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(e)

FIGURE 16: The variation of freezing temperature field of single-row pipes with time under the action of groundwater with a flow rate of
(a) 5m/d; (b) 7m/d; (¢) 9m/d; (d) 10m/d; (e) 11 m/d.
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freezing time is 90 day.

analysis, we find that the spacing of the freezing pipes has a
significant influence on the final closure time of the frozen
wall. Under the action of groundwater with a flow rate of
5m/d, when the spacing of the freezing pipes is reduced
from 1.15m to 1.05m, the closure time of the entire frozen
wall is decreased by 11d, and when the spacing of the

freezing pipes is increased from 1.15 m to 1.30 m, the closure
time of the entire frozen wall is increased by 20 d. With the
increase in the flow rate, the influence of the change of the
freezing pipe spacing on the freezing efficiency of the frozen
wall becomes more apparent. Under the action of
groundwater with a flow rate of 9 m/d, when the spacing of
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FIGURE 20: The variation of temperature and groundwater flow rate
in the middle position between the two freezing pipes with time
during the freezing process of porous media.

the freezing pipes is reduced from 1.15m to 1.05m, the
closure time of the entire frozen wall is decreased by 52d,
and when the spacing of the freezing pipes is increased from
1.15m to 1.30 m, the closure time of the entire frozen wall is
increased by 34d. When the flow rate of groundwater
reaches 10 m/d, the frozen wall formed by the freezing
scheme with the freezing pipe spacing of 1.30 m cannot been
closed within 180 d. Therefore, when there is a large flow rate
of groundwater in the local layer, the spacing of the freezing
pipes should be reduced in the design of the freezing scheme
to improve the freezing efficiency of the entire region. We
conclude that when the single-row pipe arrangement is
adopted, the spacing of the freezing pipes should not be
greater than 1.3m. However, considering the possible
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FiGURE 21: Variation law of closure time of frozen wall corre-
sponding to different freezing pipe spacing.

TaBLE 4: Freezing parameters of wind well in Zhangji Mine.

Parameters Value Unit
Inner diameter of the wellbore 7 m
Diameter of the excavation boundary 9 m
Diameter of the arrangement
13 m
area
Auxiliary freezing Quantity 18 1
pipe Spacing 2.27 m
Temperature -32 °C
Size of freezing pipe 159 x6 mm
Diameter of the arrangement 17
m
area
. . . Quantity 42 1
Main freezing pipe Spacing 127 m
Temperature -32  °C
Size of freezing pipe 159x6 mm
Row spacing 2 m

existence of freezing pipe deflection, the spacing of the
freezing pipes should not be less than 1 m. Therefore, the
spacing of the freezing pipes can be set to 1-1.3m.

4.2. Study on the Freezing Law of Double-Row Pipe under the
Action of Groundwater with Different Flow Rates. The wind
well in the north area of Zhangji Mine in Huainan Mining
Area was constructed by the freezing method. The wind well
intersects Quaternary sediments to a depth of 271.25 m and
Permian strata from 271.25~1067.80 m; the total thickness of
these Permian sediments is 796.55m. The bedrock weath-
ering zone has a bottom boundary of 317 m and a thickness
of 45.75m, and the strong weathering zone has a depth of
293.25m and a thickness of 22 m. At the depth range of
380 m-430m is a water-rich sand layer, which is the key
control layer of the whole freezing project. The freezing
scheme design parameters are shown in Table 4.
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FIGURE 22: Geometric model and boundary conditions for nu-
merical calculation based on the freezing parameters of central
wind shaft in Zhangji Mine.

Based on the design parameters of the freezing scheme,
the sand-permeable stratum at a depth of 400 m is selected
for analysis, and the numerical calculation model of the
double-row pipes stratum freezing under the action of
groundwater is constructed as shown in Figure 22.

In this calculation model, the calculated control range is
34 m x 34 m. The initial temperature of the groundwater and
the formation is 20°C. The temperature of the freezing pipe is
—32°C. The axis L1 is parallel to the direction of the water
flow, the axis L2 is perpendicular to the direction of the water
flow, and the intersection of L1 and L2 coincides with the
center of the freezing pipe arrangement circle. For the
convenience of analysis, the left and right intersections of the
L1 and the main freezing pipe arrangement circle are, re-
spectively, called the “upstream outer ring position” and the
“downstream outer ring position,” and the left and right
intersections of L1 and the auxiliary freezing pipe ar-
rangement circle are, respectively, the “upstream inner
position” and “downstream inner ring position.”

Using Figures 23 and 24, the variation law of temper-
ature field formed by double-row freezing pipes under the
action of groundwater with different flow rates can be
analyzed.

In the case that there is no significant difference in the
spacing of the main freezing pipes, since a circle of auxiliary
freezing pipes is arranged inside an arrangement ring of the
main freezing pipes, the resistance of the entire frozen area
to groundwater is significantly improved. Groundwater with
a flow rate below 10 m/d does not have a significant effect on
the freezing time of the frozen wall formed by double-row
freezing pipes, and when the groundwater flow rate reaches
20m/d, a frozen wall can still form successfully. When the
freezing time reaches 30 d, the outer ring area of the frozen
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wall downstream under the action of groundwater with a
flow rate less than 20 m/d has already been closed, and the
frozen wall formed by the side inner-ring freezing pipes has
been connected to the frozen wall formed by the outer-ring
freezing pipes. Increases in the flow rate have a significant
effect on the frozen wall in the downstream area, but the
frozen walls on both sides do not change significantly.

When the freezing time reaches 60d, the frozen area
under the action of groundwater with a flow rate of less than
14 m/d has been closed, and the extent of the frozen wall is
close to the intended excavation boundary. When the flow
rate is greater than 14 m/d, the frozen wall of the upstream
region is not closed, and as the flow rate increases, the
unfrozen region increases. When the freezing time reaches
90 d, the frozen area under the action of groundwater with a
flow rate of less than 16 m/d has been closed, and the extent
of the frozen wall has exceeded the control boundary of the
proposed excavation area. Under the action of groundwater
with a flow rate greater than 16 m/d, the frozen area of the
upstream position is not closed, but the frozen range on both
sides has developed to the inside of the boundary to be
excavated.

Figure 24 shows the closure times of different positions
of the frozen wall. We find that the closure time of the
downstream outer ring position is earlier than that of the
downstream inner ring and the upstream position. When
the water flows through this position, it has passed the
precooling action and the blocking action of the three rows
of freezing pipes, and the convective heat transfer effect of
the water flow with the frozen area is weakened, so the
closure time of the position is less affected by the flow rate.
When the water flow rate is less than 14 m/d, the closure
time at this position remains unchanged at 17 d. When the
groundwater flow rate is greater than 14 m/d, the closure
time increases with increasing flow rate. When the
groundwater flow rate reaches 20 m/d, the closure time of
the downstream outer ring position is 34 d. The closure time
of the position of the outer ring and the inner ring upstream
maintains the same development trend throughout the
freezing process. When the flow rate is low, the influence of
the water flow on the freezing efficiency is small. Since the
spacing of the auxiliary freezing pipes is larger than that of
the main freezing pipes, the closure time of the upstream
outer ring position is earlier than that of the inner ring
position. With increasing flow rate, the convective heat
transfer of the water flow causes the cooling capacity of the
freezing pipes at the outer ring position upstream to be
largely lost, while the cooling loss of the frozen region at the
upstream inner ring position is small. Therefore, the closure
time of the position of the upstream inner ring is earlier than
that of the outer ring area.

However, since the row spacing between the freezing
pipes is small, after the frozen wall formed by the inner ring
pipes is closed, the water flow bypasses the frozen zone and
flows to the downstream zone, and the influence of the water
flow on the action area of the freezing pipes of upstream
outer ring is weakened. Therefore, the frozen wall at this
position is closed in a short time after the closure of the
frozen wall of the upstream inner ring. When the
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FIGURE 23: The variation of freezing temperature field of double-row pipes with time under the action of groundwater with a flow rate of (a)
10 m/d, (b) 14 m/d, (¢) 16 m/d, (d) 18 m/d, and (e) 20 m/d.
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ring of frozen wall to be closed and the time for reaching the
excavation boundary under the action of groundwater with dif-
ferent flow rates.
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F1Gure 25: The closure time of the frozen wall and the time to reach
the excavation boundary with different row spacings.

groundwater flow rate is greater than 10m/d, the in-
tersection time of the downstream inner ring position is
earlier than that of the upstream position. After the frozen
wall is closed, the unfrozen area inside the frozen wall is no
longer affected by flowing groundwater; therefore, the time
when the frozen area reaches the intended excavation
boundary will not change significantly under the flow ve-
locity within 15 m/d. When the flow rate is further increased,
the interval between the closure time of the frozen wall of the
upstream position and downstream area is longer. Therefore,
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before the frozen wall in the upstream position is closed, the
frozen areas on both sides and downstream have developed
to the position to be excavated. In this case, the closure time
of the frozen wall of the upstream outer ring is basically the
same as the time when the entire frozen wall extends to the
boundary to be excavated.

To study the influence of the row spacing of the freezing
pipes on the development law of the freezing temperature
field, the row spacing is adjusted to 2.5m and 1.5 m while
keeping the number of auxiliary freezing pipes unchanged.
The closure time and the time when the frozen wall develops
to the boundary to be excavated corresponding to the two
cases are compared with those of the original freezing
scheme (Figure 25; the curve formed by the solid figure
represents the variation of the time required for the frozen
wall to reach the excavation boundary with the flow rate, and
the curve formed by the hollow figure represents the vari-
ation law of the closure time of the frozen wall with the flow
rate).

According to Figure 25, the influence of the row spacing
on the closure time of the frozen wall can be found. Under
the action of groundwater with a small flow rate, when the
row spacing increases, the time to complete freezing be-
comes longer. The reason is that when the groundwater flow
rate is small, the time when the frozen wall formed by the
main freezing pipes and the freezing wall formed by the
auxiliary freezing pipes are integrated is the main factor
affecting the final closure time of the entire frozen wall.
When the spacing of the rows is increased, intersection of
the two takes longer, which leads to a longer closure time of
the entire frozen wall.

Under the action of groundwater with a large flow rate,
when the row spacing increases, the closure time of the
entire frozen wall becomes shorter. The reason for this is that
as the groundwater flow rate increases, the intersecting time
of the frozen wall formed by the upstream main freezing
pipes becomes the main factor affecting the closure time of
the entire frozen wall. The increase of the row spacing leads
to the reduction of the pipe spacing of the auxiliary freezing
pipes, and the intersection time of the frozen wall formed by
the auxiliary freezing pipes becomes shorter. After that, the
impact of the water flow on the frozen zone of the main
freezing pipes is weakened, thereby increasing the freezing
efficiency of the main freezing pipe and shortening the
closure time of the entire frozen wall.

It can be seen from Figure 25 that the larger the row
spacing, the shorter the time required for the frozen wall to
develop to the excavation boundary. The reason is that after
the row spacing is increased, the distance between the
auxiliary freezing pipe arrangement circle and the excava-
tion boundary is shortened, so the time required for the
frozen wall to expand to the excavation boundary is reduced.

Further analysis shows that when the row spacing of the
freezing pipes is large, it takes a long time for the frozen wall
formed by the auxiliary freezing pipes to intersect with the
frozen wall formed by the main freezing pipes, resulting in
the excessive expansion of the frozen wall to the interior of
the excavation boundary in the late stage of freezing. At the
same time, due to the large spacing between the rows, the
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temperature of the frozen soil between the main freezing
pipe arrangement ring and the auxiliary freezing pipe ar-
rangement ring is relatively high, and the overall strength of
the frozen wall cannot meet the design requirements, which
adversely affects the later excavation. When the row spacing
of the freezing pipe is small, the cooling capacity will be
concentrated near the freezing pipe arrangement circle, and
the time required for the freezing wall to reach the design
thickness becomes long, which causes waste of energy and
delays the construction period of the excavation.

In order to achieve a reasonable distribution of cooling
capacity and ensure that the strength and thickness of the
frozen wall meet the design requirements, the row spacing of
the freezing pipes should be controlled within a reasonable
range. Through calculation, the reasonable range of the row
spacing of the double-row freezing pipe design scheme is
2~2.5m.

5. Conclusions and Recommendations

We constructed a numerical calculation model of hydro-
thermal coupling based on the law of conservation of energy
and mass. This model considers groundwater flow, heat
change during the freezing process, and the influence of the
absolute porosity reduction on seepage during the freezing
process. The accuracy of the model was verified by large-
scale laboratory tests. Based on the actual layout scheme of
the frozen pipes, numerical calculation models of the
freezing temperature field of the single-row pipes and
double-row pipes under the action of groundwater were
constructed. The conclusions drawn from this research are
as follows:

(1) Groundwater with a flow rate of less than 5m/d does
not have a significant effect on the artificial freezing
temperature field. The layout scheme of single-row
freezing pipes is suitable for the formation of freezing
under the action of the groundwater with a flow rate
of less than 10m/d, while the layout scheme of
double-row freezing pipes is suitable for formation
freezing under the action of the groundwater with a
flow rate of less than 20 m/d.

(2) During the development of the freezing temperature
field of the single-row pipes, the groundwater flow
rate increases as the range of the unfrozen area
decreases because groundwater flows through the
middle of the frozen area between the adjacent two
freezing pipes. When the frozen wall is about to be
closed, the groundwater flow rate at this position can
reach 5 to 7 times the initial flow rate, resulting in
slower expansion of the freezing range just before
closure.

(3) During the freezing process, the frozen range up-
stream is most affected by the water flow; increasing
water flow will cause the frozen area upstream to
decrease sharply, while the frozen wall areas on both
sides are less affected by the water flow. Therefore, in
the design of the arrangement of the freezing pipes,
the installation density of the freezing pipes in the
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upstream regions should be appropriately increased,
thereby improving the freezing efficiency of the
entire freezing pipe action area.

(4) The pipe spacing and the spacing of the rows have
significant effects on the formation of the entire
frozen wall. In the design of the single-row pipes, a
reasonable range of pipe spacing is 1-1.3m. In the
design of the double-row pipes, a reasonable range of
the row spacing is 2-2.5m.

(5) A “group-pipe effect” will occur, when the three
freezing pipes are arranged in a triangle. In the future
research, we will study the formation law of this
“group-pipe effect” by changing the row spacing and
the pipe spacing under the action of groundwater
with different flow rates.
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Reservoir evaluation is a method for classifying reservoirs and the description of heterogeneity quantitatively. In this study,
according to the characteristics of longitudinal physical properties of tight oil reservoirs, advanced experimental techniques such
as nuclear magnetic resonance, high pressure mercury intrusion, and X-ray diffraction were adopted; the flow capacity, reservoir
capacity, ability to build an effective displacement system, and the ability to resist damage in reservoir reconstruction were
considered as evaluation indexes; average throat radius, percentage of movable fluid, start-up pressure gradient, and the content of
clay minerals were taken as the evaluation parameters. On the above basis, a longitudinal evaluation technique for tight oil
reservoirs was established. The reservoir was divided into four categories by using this method. The reservoirs with a depth
2306.54 m-2362.07 m were mainly type I and II reservoirs, and the reservoirs with a depth of 2362.07 m-2391.30 m were mainly
reservoirs of type II and III. The most effective development was water injection in the upper section and gas injection in the

lower section.

1. Introduction

China has large reserves of tight oil, and the tight oil reserves
in the onshore basin are about 20.0 x 10%t, which are mainly
distributed in the Ordos, Songliao, Junggar, and Sichuan
basins [1-3]. At the end of the “12th Five-Year Plan,” the
major oil fields have been explored for the large-scale de-
velopment of tight oil reservoirs. During the “13th Five-Year
Plan” period, the tight oil reservoirs will become an im-
portant substitute energy source in China [4]. The primary
problem that constrains the effective development of tight
oil was how to accurately describe the heterogeneity of tight
oil reservoirs. The physical properties of tight oil reservoirs
in different oil fields in China were significantly different,
and the reservoir porosity and permeability were extremely
low [5, 6]. In the evaluation of low-permeability and tight oil

reservoirs, Chinese scholars have done a lot of research.
Yang et al. and Zhang et al. used a five-parameter method to
evaluate the low-permeability reservoirs [7, 8]. Xiao used a
six-parameter method to evaluate the tight oil reservoirs [9].
Jia et al. put forward 10 geological parameters to evaluate the
tight oil reservoirs [10]. Zou et al. presented the six-property
method for the evaluation, considering the geological and
engineering factors of the reservoir [11]. The above research
studies mainly focused on the differences among reservoirs
in different oil fields or blocks. The evaluation parameters are
generally calculated based on the mean values of reservoir
physical properties, without taking the physical property
parameter variations of the tight reservoirs in the longitu-
dinal section into consideration. Therefore, the accurate
description of the tight reservoirs can hardly be obtained.
In this study, the multiparameters that reflect the most
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significant longitudinal heterogeneity of the tight reservoirs
were adopted to evaluate the tight reservoirs. The throat
radius curve was plotted to describe the change of reservoir
seepage capacity, the percentage curve of the movable fluid
was plotted to show the change of fluid storage capacity, the
pressure gradient curve was used to present the variation of
reservoir displacement capacity, and the clay percentage
curve was employed to explain the variation of difficulty in
the reservoir energy supplement. Based on the compre-
hensive reservoir evaluation result, the development mode
was determined, and the development “sweet spot” [12]
areas in the tight reservoirs were preferred. Different types of
reservoirs are suitable for different injection media. Hence, it
is very important to study reservoir properties. For example,
Jia et al. evaluated the effects of CO,, CH,, and N, injection
on shale oil recovery [13].

2. Materials and Methods

2.1. Rock Samples. In this study, taking the tight sandstone of
K1q4 of Jilin Oilfield in Songliao Basin as the research object,
the rock cores were collected from the same layer of three
adjacent wells (namely, No. 1 well, Qian262 Well; No. 2 well,
Qian 246 Well; and No. 3 well, Qian21 Well), with the coring
depth of 2,309 m, 2,321 m, and 2,371 m, respectively. Rock
samples have a porosity of 13.14%-15.20% and a perme-
ability of (0.39-1.86) x 10> um?, which was typical for the
tight reservoir.

2.2. Experimental Methodology. Scanning electron micros-
copy (SEM) was often used to capture high-resolution
images that recognize rock structural features, mineral
types, and reservoir spatial characteristics. It can not only
observe the microscopic characteristics of rock samples
under high magnification, but can also qualitatively and
semiquantitatively analyze different components in the
sample. A Zeissbeam-540 FIB scanning electron microscope
(Zeiss, Germany) was employed to study the pore and
mineral characteristics of tight rock samples, with a mag-
nification of 100 times. Electron microscopy was used for
visual observation of pores.

Pore distribution characteristics of tight rock samples
were studied using an ASPE 730 rate-controlled mercury
intrusion instrument manufactured by US Coretest. These
tests were conducted with a mercury-injection pressure of
0-1000 psi (about 7 MPa), a mercury-penetration speed of
0.00005 mL/min, a contact angle of 140°, an interfacial
tension factor of 485dyn/cm, and a physical size of ap-
proximately 1.5cm®. During rate-controlled mercury in-
trusion, mercury can be injected into pore volumes of rocks
under extremely low mercury-penetration  speed
(0.00005 ml/min) without changing the surface tension or
contact angle to ensure quasistatic mercury intrusion pro-
cesses [14, 15]. In accordance with changes in mercury-
penetration pressures, data related to pore structures could
be acquired. With the distribution of pore throats and
quantities of pores known directly, pore radius, pore throat
radius, and other characteristic parameters of microscopic
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pore structures in rocks could be obtained. Rate-controlled
mercury intrusion was used to quantitatively describe the
size of the pores.

The fluid distribution of pores in tight rocks was studied
using the RecCore 2500 NMR instrument independently
developed by the Institute of Porous Flow and Fluid Me-
chanics, Chinese Academy of Sciences. These tests were
conducted with a resonance frequency of 2.38 MHz, an echo
time of 0.3 ms, a recovery time of 6000 ms, an echo number
of 2048, and an experimental temperature of 25°C. Since the
oil or water was rich in hydrogen nuclei and had a nuclear
magnetic moment, the nuclear magnetic moment would
generate energy-level splitting in the applied static magnetic
field. If a specific radio frequency magnetic field was applied,
the nuclear magnetic moment would undergo an absorption
transition, resulting in a nuclear magnetic resonance phe-
nomenon. NMR was used to retrieve pore structure in-
formation of tight reservoirs by testing T, (transverse
relaxation time) spectrum of saturated oil or water in rock
cores. We used a paramagnetic substance dissolved in water
to eliminate the water signal in NMR. This method could
distinguish water and oil in tight reservoirs. NMR was used
to describe the law of fluid occurrence in pores.

3. Results and Discussion

3.1. Development Characteristics and Evaluation Difficul-
ties of Tight Reservoirs. Because tight oil reservoirs were
characterized by source generation and source accumulation
in situ and it had short-term migration, the heterogeneity of
the pore distribution was relatively strong [5, 8, 16]. The
results of the permeability test using different gases were
significantly different [17]. In keeping with the conventional
test method, in this paper, the permeability was tested using
N,. According to the SEM images of tight rock cores (shown
in Figure 1; the porosity and permeability were tested using
industry standard methods), it was found that the lower the
porosity of the core, the more microscopic pores the rock
contains and the poorer the pore connectivity, and the cement
was mainly composed of an illite-smectite mixed layer and
was mixed with a small amount of chlorite. With the increase
in permeability, the core structure loosened increasingly, large
pores appeared gradually, the number of pores increased
significantly, and the connectivity became better.

The difference between reservoirs was relatively small in
the horizontal plane in the same depth. Through comparison
of the tight cores collected from different depths, the dif-
ference between reservoirs was significant in the longitu-
dinal plane. As shown in Table 1, the variation of rock
porosity ranges from 0.33% to 2.52%, with an average of
1.32%; the variation of permeability ranges from 7.14% to
27.96%, with an average of 16.39%. As shown in Table 2, the
variation of rock porosity ranges from 11.20% to 13.27%,
with an average of 12.19%; the variation of permeability
ranges from 68.66% to 79.03%, with an average of 73.11%.
The difference between tight reservoirs in the longitudinal
direction was much larger than that in the horizontal di-
rection; it was therefore inapplicable to evaluate the tight
reservoir using porosity and permeability.
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FIGURE 1: Scanning electron microscope images of tight reservoirs.

TaBLE 1: Variation of porosity and permeability of tight reservoirs in the horizontal direction.

Horizontal porosity Horizontal porosity Horizontal permeability Horizontal permeability

Depth (m) average (mD) variation (%) average (mD) variation (%)
2,309 13.33 2.52 0.40 7.14
2,321 14.27 1.12 0.66 14.08
2,371 15.18 0.33 1.54 27.96
TaBLE 2: Variation of porosity and permeability of tight reservoirs in the longitudinal direction.
Longitudinal porosity Longitudinal porosity Longitudinal permeability Longitudinal permeability
Well no. o .. .
average (%) variation (%) average (%) variation (%)

1 14.16 13.27 0.80 68.66

14.30 12.11 0.95 79.03
3 14.32 11.20 0.84 71.63

In order to study the pore distribution of the tight res-
ervoir, the core samples of Qian262 Well was continuously
collected for mercury intrusion experiments. According to the
mercury intrusion test results, the pore distribution curves at
different scales were plotted, as shown in Figure 2(a), and the
pore size was divided into five intervals using nuclear mag-
netic and centrifugal methods in the literature [18]. Namely,
the first was nanopores with radius less than 25nm, whose
fluid cannot be developed; the second was nanopores with
radius of 25-50 nm, whose fluid can be exploited by osmotic
and displacement; the third was nanopores with radius of
50-100 nm, whose fluid can be mined by gas injection; the
fourth was submicron pores with radius of 0.1-1 ym, whose
fluid can be developed by a water injection-mixed surfactant;
and the fifth was micropores with radius larger than 1 pum,
whose fluid can be exploited by water injection. As seen from
Figure 2(a), the pore distribution of the tight reservoir varies
sharply; the third type of pores with radius of 50-100 nm
has the largest variation, with the lowest content of 1.5% and

the highest content of 44.6%; the content of the first type of
pores with radius less than 25nm accounts for 20%-40%;
the reservoir also contains considerable amounts of the fourth
type of pores with radius of 0.1-1um, and there was an
extremely small amount of the fifth type of pores with radius
larger than 1 um.

Nuclear magnetic resonance (NMR) tests were carried
out to measure the fluid content in different sizes of the pores
[19, 20]. The result is shown in Figure 2(b). It was observed
that the difference in fluid distribution in the reservoir was
also obvious. The fluid in the nanopores accounts for about
60%, and it is as high as 90% in some depths. In addition,
about 10% of the fluid exists in the micropores and 30% fluid
in the submicron pores. It can be seen from Figure 2 that it
was difficult to describe accurately the distribution of pores
and fluids in tight reservoirs by a simple number. Since the
formation of tight reservoirs mainly depends on self-
generation and self-storing or short-term migration [18],
the physical properties of tight reservoirs were not as
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FIGURE 2: Pore distribution characteristics of tight reservoirs at different scales. (a) Pore distribution at different scales. (b) Fluid distribution

in different pore spaces.

uniform as those of conventional sandstone reservoirs,
causing dramatic changes in reservoir pores and fluid.
Therefore, multiparameter evaluation of tight reservoirs
with different depths was necessary.

3.2. Longitudinal Multiparameter Comprehensive Evaluation
for Tight Oil Reservoirs. Four parameters were selected to
characterize the longitudinal changes of reservoirs: (1)
Average throat radius, whose distribution presents the
change of reservoir seepage capacity [16]; (2) Percentage of
movable fluid, whose distribution explains the change of
occurrence characteristics of the reservoir fluid and de-
termines the development potential of the reservoirs [21-
23]. The movable fluid of the tight reservoir corresponds to
the amount of fluid measured by nuclear magnetic reso-
nance at a centrifugal force of 417 psi; (3) The start-up
pressure gradient, whose distribution characterizes the
difficulty degree in establishing an effective displacement

system for the reservoir [24, 25]; and (4) The content of clay
mineral, whose distribution shows the reservoir damage
suffered from water injection [26-28]. In the reservoir
evaluation in different blocks, some scholars introduced
parameters such as brittleness index and pressure coefficient.
However, for the same reservoir, these parameters have little
change in the longitudinal direction and cannot well reflect
the physical properties of the tight reservoir. Therefore, this
study did not consider these evaluation parameters.
According to the test and analysis results of tight
sandstone cores collected from K1q4 of the Songliao Basin,
the classification evaluation intervals of each parameter
were divided into four categories, as shown in Table 3. The
conventional reservoir evaluation methods only obtain the
evaluation results based on the single parameter, ignoring
the comprehensive evaluation and the influence of various
parameters on the comprehensive evaluation results. In this
study, selecting the appropriate parameters [13] for eval-
uation the comprehensive evaluation results were divided
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TaBLE 3: Longitudinal evaluation interval of tight reservoirs.

Movable fluids

Classification interval Throat radius (y4m)

Starting pressure Comprehensive

Clay minerals (%)

saturation (%) gradient (MPa/m) evaluation
I 0.6-0.8 60-75 0-0.3 0-5.0 >5.0
1I 0.4-0.6 45-60 0.3-0.6 5.0-10.0 3.5-5.0
111 0.2-0.4 30-45 0.6-0.9 10.0-15.0 1.5-3.5
v 0-0.2 15-30 0.9-1.2 15.0-20.0 0-1.5

into four categories accordingly, and a comprehensive
evaluation grading calculation formula was formed as
follows:

1)

D= ln(oc % (ro/rsta) * (SO/Ssta) )

()LO/Asta) * (mO/msta)

where D was the comprehensive evaluation result; r, was
the average throat radius, ym; r, was the evaluation limit
of average throat radius, ym; s, was the percentage of the
movable fluid, %; sy, was the evaluation limit of the
percentage of the movable fluid, %; A, was the start-up
pressure gradient, MPa/m; Ay, was the evaluation limit of
the start-up pressure gradient, MPa/m; m, was the content
of clay mineral, %; mgy, was the evaluation limit of the
content of clay mineral, %; and « was the reservoir in-
fluence factor.

In order to compare the changes of each parameter in the
reservoir, the graded evaluation results of each parameter
were normalized, as shown in formulas (2) and (3).

When the evaluation parameters were positively cor-
related with the comprehensive evaluation results,

Py

Dy=—0
Pmax - Pmin

(2)
When the evaluation parameters were negatively cor-
related with the comprehensive evaluation results,

Py

7)
Pmax - Pmin

Dy=1- (3)
where Dy was the normalized evaluation result of single
parameter; P, was the single parameter value; P, was the
upper limit of single parameter evaluation; and P,;,, was the
lower limit of single parameter evaluation.

The classification results of the evaluation parameters
were placed in the same coordinate system to analyze the
changes between the parameters. The sampling cores were
collected from the tight sandstone of K1q4 of Jilin Oilfield in
Songliao Basin, with a depth of 2,306.5-2,391.3m, and
mercury intrusion test, nuclear magnetic resonance test,
percolation curve test, and X-ray diffraction measurement
were carried out. The parameters that vary with reservoir
depth were obtained, including the throat radius, the per-
centage of movable fluid, the start-up pressure gradient, and
the content of clay mineral. Longitudinal subsection pa-
rameter evaluation results and comprehensive evaluation
results of tight oil reservoirs were plotted according to
formulas (1)-(3), as shown in Figure 3.

It can be seen from Figure 3 that the throat radius
values in the longitudinal direction of the tight reservoir

min

were mainly categorized into type IV reservoir, and the
fluctuation range was small, indicating that the reservoir
was relatively tight, the pore throat was small, and the
seepage capacity was poor. The percentage values of the
movable fluid were mainly categorized into type III, type
II, and type I reservoirs, and the fluctuation range crosses
three intervals, indicating that the occurrence difference
of the reservoir fluids was large. The start-up pressure
gradient was dominated by type III, II, and I reservoirs,
indicating the difficulty degree of reservoir development
was relatively higher, and attention should be paid to
water channeling and gas channeling when replenishing
energy. Clay mineral content was mainly dominated by
type III and type II reservoirs, and attention should be
paid to reservoir damage during development. There
were five reservoir types (I-IV) in the longitudinal
comprehensive evaluation of the tight reservoir, and
the fluctuation range was extremely large. In the de-
velopment of tight reservoirs, a rational plan and the
development modes should be made according to the
longitudinal comprehensive evaluation curve of the
reservoir.

3.3. Optimization of Development Modes Adopting Longitu-
dinal Evaluation of Tight Oil Reservoirs. The longitudinal
distribution of tight oil reservoirs varies a lot. The re-
covery of reservoirs with different evaluation results was
also quite different using water injection or gas injection,
as shown in Figure 4. Figure 4(a) shows the time-
dependent recovery curve of four different types of res-
ervoirs with water injection. The recovery of the four
types of reservoirs increased rapidly in the early stage but
remained stable in the later period. Type I reached the
final recovery first, and type IV was the slowest.
Figure 4(b) presents the time-dependent recovery curve
of four different types of reservoirs with nitrogen in-
jection. The evaluation results showed that the recovery
degree of the reservoirs with better evaluation results
increased rapidly in the early stage and then gradually
slowed down after a certain period of development. In the
later period of development, the recovery degree of poor
reservoirs with poorer evaluation results was larger than
that of the reservoirs with better evaluation results. The
type IV reservoir had the highest recovery degree, the type
I reservoir had the lowest recovery degree, and type II and
IIT reservoirs were in the middle.

It can be seen from Table 4 that the recovery ratios of
the different types of reservoirs adopting different devel-
opment modes vary significantly. In the case of all reservoir
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FiGUure 3: Comprehensive evaluation results and longitudinal grading evaluation results of tight reservoirs.

types involved, type I reservoir was most suitable for water
injection development, and type IV reservoir was most
suitable for gas injection development. Taking the tight oil
reservoir studied in this paper as an example, the reservoirs
with a depth of 2,306.54-2,362.07 m were mainly domi-
nated by type I and II reservoirs, and the reservoirs with a
depth of 2,362.07-2,391.30 m were mainly dominated by
type II and III reservoirs. Through comparison of water
injection in the whole reservoir, gas injection in the whole
reservoir, water injection in the upper reservoir and gas
injection in the lower reservoir, and gas injection in the
upper reservoir and water injection in the lower reservoir,
the final recovery ratio of the tight oil reservoir under

different development modes can be obtained according to
formula (4), as shown in Table 5:

4

i=1

where Ey was the recovery of the tight oil reservoir, %; Ep,
was the recovery corresponding to type I, type II, type III,
and type IV reservoirs, %; h; was the effective thickness
corresponding to type I, type II, type III, and type IV res-
ervoirs, m.

In the case of all reservoir types involved, the highest
recovery (70.66%) can be obtained under the development



Advances in Materials Science and Engineering

80
70
60 x*
501 x om
40 .

30
20
10

Recovery ratio (%)

5000 10000 15000 20000 25000 30000
Time (s)

S)
=)
R e

x Type I reservoir 8 Type III reservoir

¢ Type II reservoir

(a)

Type IVreservoir

90
80 [ |
70 | ¢
60 + 4

50 +
40 +
30 | *m X

20 :’
0| ®
F
0

Recovery ratio (%)

5000 10000 15000 20000 25000 30000
Time (s)

0

x TypelIreservoir — m Type III reservoir

¢ Type II reservoir

(b)

Type IVreservoir

FIGURE 4: Recovery curve of tight reservoirs with water injection/gas injection. (a) Time-dependent recovery curve of tight reservoirs with
water injection. (b) Time-dependent recovery curve of tight reservoirs with nitrogen injection.

TaBLE 4: Recovery of different types of reservoirs.

Development Type Type Type Type
mode I (%) 11 (%) III (%) IV (%)
Water injection 69.23 59.48 56.15 50.97
Gas injection 45.43 67.17 80.72 86.16

TaBLE 5: Recovery of reservoirs under different development
modes.

Different Water Gas Upper Upper gas/
development . " " . 770 water/lower

injection 1injection lower water
mode gas
Recovery ratio 6395 5962 70.66 52.94

(%)

mode of water injection in the upper reservoir and gas
injection in the lower reservoir; the recovery was 63.98%
using the water injection method and the recovery using the
gas injection mode or gas injection in the upper reservoir
and water injection in the lower reservoir were both lower
than those of the previous two modes.

4. Conclusions

Microscopic pore structure, fluid occurrence conditions,
start-up pressure gradient, and the content of clay minerals
in the longitudinal direction of tight reservoirs were ana-
lyzed in this study. Each parameter represented a physical
property of the reservoir, and these parameters were in-
dependent of each other and did not affect each other, so the
evaluation results obtained in this way were objective. The
longitudinal evaluation method for tight reservoirs was
proposed, and the optimal development mode was selected
according to reservoir evaluation results. Three innovations
of this study are summarized as follows:

(1) The longitudinal variations of the microscopic pore
structure were bigger than the horizontal varia-
tions. The longitudinal variations of porosity and

permeability were 12.19% and 73.11%, respectively.
The horizontal variations of porosity and permeability
were 1.32% and 16.39%, respectively. In tight oil res-
ervoirs, the nanopores dominate and control about
60% of the flow space, the submicron pores account for
about 30% of the flow space, which is the main part in
the development, and the micropores were few.

(2) Four parameters, including average throat radius, the
percentage of movable fluid, start-up pressure gra-
dient, and the content of clay mineral, were applied to
evaluate the reservoir. Seepage capacity, development
potential of the reservoirs, the difficulty degree in
development, and the reservoir damage suffered from
water injection, and the four-parameter evaluation
results were normalized to obtain the influence degree
of different factors on the reservoir physical property.
The depth-dependent comprehensive evaluation re-
sults and grading evaluation results were plotted.

(3) The recovery of tight reservoirs under different de-
velopment modes was compared. According to the
longitudinal comprehensive evaluation curve and
the recovery, the most appropriate development
method for each type of reservoir would be chosen. It
can be known that the highest recovery was obtained
when the mode of water injection in the upper
reservoir and gas injection reservoir was adopted.
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While there is a consensus in the literature that embracing nanodevices and nanomaterials helps in improving the efficiency and
performance, the reason for the better performance is mostly subscribed to the nanosized material/structure of the system without
sufficiently acknowledging the role of fluid flow mechanisms in these systems. This is evident from the literature review of fluid
flow modeling in various energy-related applications, which reveals that the fundamental understanding of fluid transport at
micro- and nanoscale is not adequately adapted in models. Incomplete or insufficient physics for the fluid flow can lead to
untapped potential of these applications that can be used to increase their performance. This paper reviews the current state of
research for the physics of gas and liquid flow at micro- and nanoscale and identified critical gaps to improve fluid flow modeling
in four different applications related to the energy sector. The review for gas flow focuses on fundamentals of gas flow at rarefied
conditions, the velocity slip, and temperature jump conditions. The review for liquid flow provides fundamental flow regimes of
liquid flow, and liquid slip models as a function of key modeling parameters. The four porous media applications from energy
sector considered in this review are (i) electrokinetic energy conversion devices, (ii) membrane-based water desalination through
reverse osmosis, (iii) shale reservoirs, and (iv) hydrogen storage, respectively. Review of fluid flow modeling literature from these
applications reveals that further improvements can be made by (i) modeling slip length as a function of key parameters, (ii)
coupling the dependency of wettability and slip, (iii) using a reservoir-on-chip approach that can enable capturing the sub-
continuum effects contributing to fluid flow in shale reservoirs, and (iv) including Knudsen diftusion and slip in the governing
equations of hydrogen gas storage.

1. Introduction

World’s energy demand is expected to grow approximately
by 25-37% between 2014 and 2040 per some estimates [1, 2].
In order to secure the future energy supply while also re-
ducing the global carbon footprints, new avenues are being
explored to produce energy that is efficient and clean. Some
major technologies that are either already contributing to
this objective or can potentially contribute in the future
include (i) electrokinetic energy conversion devices that
power wide variety of applications, (ii) water desalination
using synthetically created nanosized membranes, (iii) ex-
traction of hydrocarbons from ultra-tight shale formations,
and (iv) storage of hydrogen. Optimum utilization of these

technologies requires understanding of fluid transport at
micro- to nanosized pores and developing theoretical
models that capture the physics of fluid flow at these scales to
predict their performance. Understanding the material of
the medium together with the physics of fluid flow is im-
portant because they are often coupled together in addition
to the importance of their role independently; for instance,
properties of a rock matrix (material) are important in shale
to locate regions with hydrocarbons as well as in designing
a hydraulic fracturing job that is strongly affected by the
rock’s material properties. As another example, properties of
the material are used to control the performance of elec-
trokinetic devices. While it is evident from the literature that
more emphasis is given to studying the material of these
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systems, similar emphasis must be given to study the physics
of fluid flow. Incomplete or insufficient physics for the fluid
flow can lead to untapped potential of these applications that
can be used to increase their performance.

This paper reviews the current state of research for the
physics of gas and liquid flow at micro- and nanoscale and
identified critical gaps to improve fluid flow modeling in
four different applications related to the energy sector. The
review for gas flow focuses on fundamentals of gas flow at
rarefied conditions, the velocity slip, and temperature jump
conditions. The review for liquid flow provides fundamental
flow regimes of liquid flow, and liquid slip models as
a function of key modeling parameters. The four applica-
tions from energy sector considered in this review are (i)
electrokinetic energy conversion devices, (ii) membrane-
based water desalination through reverse osmosis, (iii)
shale reservoirs, and (iv) hydrogen storage, respectively. The
structure of this paper is divided into three sections: gas flow,
liquid flow, and relevant applications in the energy sector,
respectively.

2. Gas Flow

The flow of gas in micro/nanoscale medium is usually
a function of the ratio of the molecular mean free path of
a gas molecule to characteristic length of the medium; this
function is referred to as the Knudsen number. In such
mediums, collisions between a molecule and wall dominate
over intermolecule collisions, which causes each molecule to
act independently and control the gas properties [3],
a condition often referred as rarefied gas flow. As a result, gas
slips over the wall surface in case of flow, whereas in case of
heat transfer this leads to jump in temperature. Knudsen’s
pioneering experimental and theoretical work [4, 5] on
rarefied gas flows showed that the compressible form of the
Navier-Stokes-Fourier (NSF) model [6-8] is inadequate in
describing rarefied gas flows subject to the no-slip boundary
condition. One of the challenges in modeling these systems
is that the assumption of continuum scale does not apply
because the characteristic length scale of the medium ap-
proaches the mean free path (MFP) of the molecules.

2.1. Fundamentals

2.1.1. Rarefaction and Slip Effect. Rarefaction effect in
microsystems is a function of mean free path (MFP) of the
gas. Usually the degree of rarefaction effect is characterized
by the Knudsen number, which is defined as the ratio of the
molecular mean free path (MFP) of a gas molecule to
characteristic length of the medium:

A
Kn = -,
S
T (1)
A=MFP=—=2"
\2ra?p

where s is characteristic length of the medium, ¢ is diameter
of a molecule, ky is the Boltzmann constant, T is absolute
temperature, p is pressure, and A is MFP.
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The Kn provides a direct indication whether the con-
tinuum approach for a flow of gas in a medium is applicable
or not. Beyond the continuum approach, the flow is no
longer near equilibrium; the assumptions of the no-slip
boundary condition, thermodynamic equilibrium, and lin-
ear relation between the stress and the rate of strain fail. As
the Kn increases, the rarefaction effect becomes more
prominent which results in the following:

(i) Flow slippage at the wall
(ii) Flow is no long in thermodynamic equilibrium

(iii) Transfer of momentum from the bulk fluid region to
the walls

(iv) Increase in mass flow rate

(v) The appropriate flow and heat transfer models
depend on the range of Kn

2.1.2. Compressibility Effect. A change in pressure causes the
gas properties to change in order to satisfy mass balance. For
example, if the density of the gas decreases due to decrease in
pressure, then it causes the gas to accelerate. Colin [9] rec-
ommended that compressibility effect is important for gas
microflows when Mach number (Ma) is greater than 0.2, while
Li and Guo [10] demonstrated experimentally that for an
average Ma < 0.3 the effect of compressibility is negligible. The
compressibility and rarefaction phenomena in gas microflows
are generally coupled together, and they can have an opposite
effect on each other in the slip flow and early transition re-
gimes based on the magnitude of Reynolds number (Re):
Kn=c v %, (2)
2 Re
where y is the ratio of specific heats of a gas. In the above
expression, ¢ = 1 as given by Colin [9], whereas ¢ = A/s in
Zhang et al. [11].

Tang et al. [12] demonstrated experimentally that the
compressibility effect causes the gas flow characteristics to
deviate from conventional laminar flow at high Re regime
(about Re =2000). In general, it has been demonstrated
[13, 14] that the compressibility effect results in negative
curvature of the pressure distribution, while the rarefaction
effect weakens the negative curvature.

2.1.3. Flow Regimes. On the basis of the Knudsen number,
different flow regimes with their physics and applicable
models can be defined as shown in Table 1. In the case of
rarefied gas flow, continuum models are applicable for
Kn <0.01, and for Kn > 10 free-molecular models should be
used. However, neither continuum models nor free-molecular
models can be used for Kn lying in the intermediate range
between the continuum and free-molecular flow regimes.
Using the general definition of the Knudsen number that
is defined as the ratio of the MFP of a gas molecule to
characteristic length of the medium, and the mathematical
formulation of MFP, we can write Kn as a function of the
characteristic length of the flowing medium (s) and the
average flowing pressure in that medium (p) as follows:
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TasLE 1: Different flow regimes as a function of Knudsen number.

Kn
Lower Upper rfl(i)Xe Physics Applicable models
bound bound &
0 10-2 Continuum  Thermodynamic equilibrium and no-slip at the (1) Navier-Stokes equations, (2) Euler equations,
(no slip flow) boundar (3) LBM
P Y
Nonequilibrium effects dominate near the walls. M Nawer—Stok.es equations with slip .V.eloc1ty and
Assumptions of no-slip boundary condition temperature jump boundary conditions, (2)
107 107! Slip flow . ey . > . Boltzmann gas-kinetic equation, (3) DSMC, (4)
thermodynamic equilibrium, and linear stress-strain . Kineti
relationship fail Burnett equations, (5) LBM, (6) gas-kinetic
scheme, (7) method of moments
Rarefaction effects dominate and slip models ) Nav1er—Stokf:s equations with slip .v.eloc1ty and
Transition become more complex. Assumptions of no-slip temperature jump boundary conditions, (2)
107! 10 .. ’ . et Boltzmann gas-kinetic equation, (3) DSMC, (4)
flow boundary condition, thermodynamic equilibrium, . .
. . . . . Burnett equations, (5) LBM, (6) gas-kinetic
and linear stress-strain relationship fail
scheme, (7) method of moments
Collisions between gas molecules and boundary
Free- . surface becorn.e'dommant comp ared to . (1) Boltzmann gas-kinetic equation, (2) DSMC
10 0 molecule intermolecular collisions. Assumptions of no-slip method
flow boundary condition, thermodynamic equilibrium,

and linear stress-strain relationship fail

Flow regimes as a function of medium and flow parameters.

kT

n=m=f(5>}’)- (3)

The Kn is estimated from the above equation for various
characteristic lengths and average flowing pressures, and the
corresponding flow regimes using the values of Kn are
plotted as a function of characteristic lengths and flowing
pressures as shown in Figure 1.

Another measure of Kn was proposed by Tsien [15] that
was based on thickness (§) of the boundary layer on the
flowing medium as Kn = A/, where & oc s/+/Re. Here Re is
Reynold’s number for the characteristic length s and is
defined as Re = pus/u, where p,u, and y are fluid’s density,
velocity, and viscosity, respectively. Using these relation-
ships, Kn for the boundary layer thickness (§) can be defined
in terms of the freestream Mach number (M) and Reynold’s
number as follows:

A M M
“3 Re, VRe

The Kn is estimated from the above equation for various
M and Re, and the corresponding flow regimes using the
values of Kn are plotted as a function of M and Re as shown
in Figure 2.

It must be noted that Tsien’s parameter (Kny) reduces to
the ordinary Kn defined for the characteristic length in the
free-molecular flow regime where Re « 1, such that § = s
that results in Kny = Kn.

For flows with large amounts of nonequilibrium,
modifying boundary conditions of continuum equations to
account for slip will not eliminate all sources of errors. For
example, the pressure tensor in more rarefied flows turns
anisotropic, whereas the derivation of continuum equations
assumes an isotropic pressure field [16, 17]. In those cases, it
is recommended to use higher-order equations such as
Burnett [18] equations and super-Burnett equations [19].

Kng (4)

However, in some specific cases N-S equations with slight
correction can be used to match data for a high Kn number
regime (0.04-8.3) as shown by some authors [20, 21].

2.1.4. Accommodation Coefficients. The accommodation
coefficients describe the macroscopic estimate of the fraction
of momentum and energy transfer between the impinging/
incident gas molecules and the boundary wall surface; there-
fore, their values vary between unity (complete accommoda-
tion of gas molecules with no reflection) and zero (complete
reflection of gas molecules with no accommodation on the
solid surface). These two accommodation coefficients for
momentum and energy transfer [22] are key parameters in the
estimation of slip velocity and temperature jump, respectively.
A smaller value of accommodation coefficient would lead to
higher velocity slip and temperature jump, because in that case
the gas molecules are less affected by the solid surface.

(1) Tangential Momentum Accommodation Coefficient. This
coefficient defines the fraction of momentum transfer between
the incident gas molecules and the boundary wall surface:
T, T T
Oy = : t=1 _J’ (5)

T Tj

where o, is tangential momentum accommodation coefficient
(TMAQ), 7, is the tangential momentum of the incident gas
molecules, and 7, is the tangential momentum of the reflected
gas molecules. It can be seen that o, =1 if the reflected
component of the tangential momentum of the gas molecules is
zero (or fully diftusive), and o, = 0 if the tangential momentum
of the reflected molecules is equal to the tangential momentum
of the incident molecules (or fully reflective/specular).
Agrawal and Prabhu [23] presented the values of TMAC
as a function of gas rarefaction magnitude (Kn) by using the
data reported by various researchers in the literature for both
monoatomic and diatomic gases. By fitting a curve to this



Advances in Materials Science and Engineering

Kn Flow regimes
45
30
1
10 15
_ 0 =
= 0 g
2 2
2 10! &
] 3
9] [
- -
] 102 &~
1073
1 10 100 1000 1 10 100 1000

Pore size (nm) Pore size (nm)

(a) (b)

FIGURE I: (a) Variation of Kn values as a function of channel height and pressure, and (b) graphical representation of corresponding gas flow

regimes. Here, Cont., Slip, Trans., and Mol. represent continuum flow regime, slip flow regime, transition flow regime, and molecular flow
regime, respectively.
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FIGURE 2: (a) Variation of Ma/+/Re values as a function of Re and Ma, and (b) graphical representation of corresponding gas flow regimes. Here,

Cont,, Slip, Trans., and Mol. represent continuum flow regime, slip flow regime, transition flow regime, and molecular flow regime, respectively.

data, they obtained and proposed the following expression
for the TMAC:

(8)
o, = l—log(l + Kn0'7). (6)

where T}, T,, and T are the temperatures of the incident gas

(2) Thermal Accommodation Coefficient. This coefficient
defines the fraction of kinetic energy transfer between the
incident gas molecules and the boundary wall surface. For
a molecular beam type measurement, thermal accommo-
dation coefficient is defined as follows:

E,—E,

op = ——,
! Ei_Es

(7)
where o is thermal accommodation coefficient (TAC), E; and
E, are the kinetic energies (for the normal component of
velocity) of incoming and reflected gas molecules, re-
spectively, and E; is the kinetic energy that would be produced
by a diftusive reflection at the temperature of the solid surface
(T,). Another definition of TAC that is directly related to
measurement of temperatures is defined as follows:

molecules, reflected gas molecules, and solid surface,
respectively.

Song and Yovanovich [24] presented the values of TAC
as a function of gas molecular weight (M,) and T by using
the data reported by various researchers in the literature for
both monoatomic, diatomic, and polyatomic gases. By fitting
a curve to this data, they obtained and proposed the fol-
lowing expression for the TAC:

T.-T M;
— C s 0 g
o =exp 6o "5 )](CﬁMg)
T.-T 2.4
+{1‘e""[c"( T, 0>]H<1+z>2}’

©)




Advances in Materials Science and Engineering

where C, = —0.57 (dimensionless), C, = 6.8 (g/mole), M is
molecular weight of solid, u = Mg/Ms, T, = 273K, and M;
is defined as follows:

i M,, for monoatomic gas,
= (10)

& 1.4M,, for dia/polyatomic gases.

2.1.5. Knudsen Layer. As the flow deviates from the con-
tinuum regime, a sublayer with thickness of few mean free
paths (MFPs) starts to develop from the wall of the medium
such that it starts to become dominant between the bulk of
the fluid and the wall of the medium (Figure 3). The mol-
ecules within the KL collide more with the boundary wall
than with other molecules [25], and this results in fluid (i)
having nonzero velocity at the boundary surface and (ii)
exhibiting non-Newtonian properties, thus introducing
discontinuity in fluid properties between the bulk fluid and
the KL.

The flow in the Knudsen layer (KL) cannot be analyzed
with conventional N-S equations, which does not account
for certain slip and jump conditions expressing conservation
of momentum, mass, and energy. The flow within the KL is
typically regarded as being governed by the linearized
Boltzmann gas-kinetic equation (LBE) [26-29] or by direct
simulation Monte Carlo (DSMC) method [30-32]. Velocity
slip results in increasing the mass flow rate by approximately
70%, and about one-third of this increase in flow rate is
contributed by the non-Newtonian structure of the KL [33].
Therefore, accurate characterization of the KL is important
in modeling of gas flow through microsystems.

(1) Description of Flow in Knudsen Layer. Accurate simu-
lation of rarefied flow effects requires accurate description and
modeling of the KL. For this, it is important to know the
performance of parameters at the nonequilibrium state within
the KL. The flow within the KL can be described by three
different approaches: (i) wall-function method, (ii) higher-
order continuum method, and (iii) power-law method.

The wall-function [33-35] is independent of the ac-
commodation coefficient and is valid for planar surfaces up
to Kn of 0.1. This function predicts the velocity gradient at
the wall to be 1.7.

Higher-order continuum models [33, 36] derived from
the linear Boltzmann equation (LBE) [18, 19, 33] and trun-
cated at disparate orders have been used to describe the flow
in KL. One of the motivations for the development of these
higher-order hydrodynamic models to simulate rarefied flows
was to reduce the prohibitive computational demand of the
DSMC method [37, 38]. However, there are questions re-
garding validity of these models [39] and in accurately
capturing the KL [33, 40]. Additionally, these models cannot
treat the boundary conditions at the wall [41, 42].

Power-law model proposed by Lilley and Sader [40, 43]
can be used to accurately describe the flow within the
KL, and they suggest that this method describes a general
physical phenomenon. The power-law model was derived
by using the solution of LBE and DSMC, and it depicts
the physics of velocity gradient not captured by the

Bulk fluid flow
(in equilibrium)

Knudsen layer (KL)
(in nonequilibrium)

Boundary wall/surface

FIGURE 3: Schematic of the Knudsen layer near a boundary wall.
The property in KL is discontinuous across which certain slip and
jump conditions expressing conservation of momentum, mass, and
energy are applied. The KL region is in nonequilibrium, whereas
the bulk fluid flow region is in equilibrium.

wall-function method [44] and the higher-order contin-
uum method [33].

(2) Thickness of Knudsen Layer. Lockerby et al. [33] presented
the thicknesses of KL calculated from eight different models
that used three different solution approaches of kinetic theory,
higher-order continuum models, and molecular dynamics
(MD) simulation. The thickness of KL obtained from these
eight models varied between 0.9 A and 4.9 A. Gusarov and
Smurov [45] presented the following expression to estimate
an approximate value of KL thickness (I.):

kT

—%’ (11)

C

where kp is the Boltzmann constant, T is the absolute
temperature, and p is the gas pressure.

2.2. Slip and Jump. Knudsen’s pioneering experimental and
theoretical work [4, 5] on rarefied gas flows showed that the
compressible form of the Navier-Stokes-Fourier model
[6-8] is inadequate in describing rarefied fluid flows subject
to the no-slip boundary condition. A common way to model
the flow of rarefied gas is to modify the no-slip and no-jump
boundary conditions in continuum models by revising the
basic equations of momentum, mass, and heat transfer.
There have been a number of approaches to account for slip
boundary conditions through the Maxwell slip (1878),
second-order slip [46], and Langmuir slip [47-49]. Maxwell
boundary slip condition is the first-order approximation
from kinetic theory of gases that has been widely used along
with its derived forms in the past 135 years. One challenge in
most gas flows at micro- and nanometer scale is the wide
range of Knudsen numbers and the lack of a general slip
model that can be applicable from the slip regime to the
transition regime. Under this scenario, a different approach
using molecular models that simulate the gas flow at the



molecular level can be adopted. For example, one of most
commonly used molecular simulation models is the Boltz-
mann gas-kinetic model [26-28], as well as many approx-
imate methods based on particle and moments [50] like
direct simulation Monte Carlo (DSMC) method and Burnett
equations set [18, 26], respectively.

Several studies on theory [16, 46, 51-53], Zhang et al. [11],
and experimental data [54-57] of gaseous slip flow have
cumulatively added to the knowledge base of gaseous slip.
Below, we briefly review the fundamentals of velocity slip and
temperature jump in terms of their governing equations and
provide references for further discussions on these topics.

2.2.1. Velocity Slip. Although the concept of slip was first
proposed by Navier in his model in which the magnitude of
the fluid velocity is proportional to the magnitude of the flow
shear rate, Maxwell [58] was the first person to quantify the
slip length of a gas flowing over a solid boundary surface.
According to Maxwell [58], for a dilute, ideal monoatomic
gas, the first-order slip condition can be described as follows:

2-0, . (0u 3 pu (0T
Cmu—u, = ) v E () a2
Helip = "t =5 ( 0z )w "1 pT (8x)w (12

u

where g, is TMAC, uy;, is the gas slip velocity at the wall, u,
is the gas velocity in the tangential direction, A is the mean
free path of the gas molecules, u,, is the velocity of the solid
wall, p and T are the density and temperature of the gas,
respectively, and subscript w represents wall surface. The
directional axes are represented as x, y, and z with respect to
the direction of the flow. The second term on the right hand
side represents the effect of thermal creep due to an axial
temperature gradient, and it provides slip to the velocity at
the wall in the presence of varying temperature.

In case of a medium with curvature, the gas slip velocity at
the wall can be expressed by adding an additional derivative of
the gas velocity in z-direction as follows [59, 60]:

e _2—au)L 8ut+auz +3[/l or
tip = M T = oz o0x ), 4pT'\ox)

(13)

Colin [61] suggested that for significantly rough surfaces,
expression for slip velocity on curved surfaces is equally
applicable. Other authors who studied the effect of roughness
on rarified gas flow through microchannels [62, 63] made
three important conclusions regarding the impact of surface
roughness on the flow behavior of gas: (i) the flow behavior in
the transition regime is more sensitive to the roughness height
than that in the slip flow regime, (ii) influence of roughness
height on the flow behavior is more significant than that of
fractal dimension, and (iii) presence of surface roughness
reduces the gas slip at the boundary wall irrespective of the
flow regime. Pelevi¢ and van der Meer [64] studied the effect
of surface roughness on heat transfer in microflows and
reported that the roughness has a marginal effect in increasing
heat transfer in microflows. For further readings on various
approaches to model gaseous slip flow, readers can refer to the
reviews by Cao et al. [16] and Zhang et al. [11].
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(1) Measurement of Gas Slip Velocity. Despite the presence of
different correction coefficients [9] to account for slip flow at
the boundary, there is no consensus on the most appropriate
equation that can account for gas slip [65]. Additionally,
accurate values of TMAC are generally not well known in the
literature as it is a function of type of gas, material, and
degree of rarefaction. These limitations are usually
accounted by experimental data on slip length of rarefied gas
flows that is defined by Maxwell’s equation in its simplest
form for an isothermal surface as follows:

_2-0y,(0u\ _ [Ou
=) ), o

where b = ((2-0,)/0,)A, which is called as the slip length
of rarefied gas flow. Maali et al. [65] reviewed the exper-
imental techniques used to measure the slip length and
TMAC for gas flow on isothermal surface. These techniques
are Millikan experiment, rotating body techniques, mass
flow rate measurements, and atomic force microscopy
method, respectively. The gas slip is measured indirectly
from these experimental techniques by using slip length,
which is deduced from the measurement of the velocity of
the drop in the Millikan method, the deflection of the
cylinder in rotating body technique, the mass flow rate in
rarefied gas flow through microchannels, and the force in
atomic force microscopy method, respectively. For detailed
discussion on these experimental techniques and their use
in measuring gas slip, readers can refer to the review by
Maali et al. [65].

2.2.2. Temperature Jump. Similar to the velocity slip ex-
pressions presented above, temperature jump boundary
conditions can be written as follows:

2-0p 2y A [OT
T =To-Ty=——"—"—"—=—1], 15
jmp 8 W g y+1Pr\oz/, (15)
where o7 is thermal accommodation coefficient, T}, is the

temperature jump at the wall, T, is the gas temperature, T',
is the temperature of the solid wall, y is specific heat ratio,
and Pr is the Prandtl number. For further discussions on
temperature jump, readers can refer to the reviews by
Sharipov [56] and Colin [61].

2.2.3. Second-Order Velocity Slip and Temperature Jump.
The linear velocity slip equation (12) and temperature jump
equation (15) were obtained from the original (nonlinear)
models in which the velocity slip and temperature jump are
assumed directly proportional to the degree of non-
equilibrium near the wall surface [60]:

uslip U~ Uy = A = +— — | >
o v/, 4 yIPr \'p ),

_2-0r 2y /\(Qz>.

T, T,-T

jump = fg T Lw

op y+1Pr

k
(16)
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Only after the degree of nonequilibrium is taken as linear
with the first-order accuracy (that is, shear stress II~
(0u,/0z), tangential heat flux Q, ~ (0T/0x), and normal heat
flux Q, ~ (0T'/0z)), the models are reduced to the well-known
first-order models (Equations (12) and (15)). Therefore, if the
linear constitutive relations are replaced by higher-order
relations like the second-order constitutive relations, the
resulting models become a second-order velocity slip and
temperature jump. Such models were recently developed by
Myong [66] and were applied to the theoretical analysis of the
gaseous Knudsen layer in Couette flow. It was shown that the
velocity gradient singularity in the Knudsen layer can be
explained within the continuum framework, when the
nonlinearity of the constitutive model is morphed into the
determination of the velocity slip in the second-order slip and
jump model. Also, the smaller velocity slip and shear stress are
shown to be caused by the shear-thinning property of the
second-order constitutive model, that is, vanishing effective
viscosity at high Knudsen number.

2.3. Knudsen Diffusion. Diffusive transport in micro- and
nanoscale mediums can occur through three different
mechanisms: (i) molecular bulk diffusion, (ii) surface dif-
fusion (sorption), and (iii) Knudsen diffusion [67]. The
proportion of each of this mechanism depends on the
magnitude of the Knudsen number (Kn), and Knudsen
diffusion is an important mode of diffusion for large Kn such
that the molecules interact more often with the walls of the
medium than with each other.

The molar flow rate of gas molecules in one direction of
an axis (n*) is defined from ensemble averaging Einstein’s
equation over a large enough number of molecules [68], and
it is given as follows [69]:

At =+ AV—. (17)

The entire molar flow rate (r)) from the two opposite
directions across an axis would be

= gavae |-
6

1. _oc 1. _oc
Ix AAV) = g)tAv—, (18)

6 ox Ox
where A is the mean free path, A is the cross-sectional area, v
is the average velocity of gas molecules, and ¢ is the gas
concentration in mole per unit volume. Now, the diffusive
flux of the gas would be
:7:7A_7:_D7’ 19
J A 3" ox Oox (19)
where D (= (1/3)AV) is the coeflicient of diffusion that varies
with the kind of diffusion mechanism; for Knudsen diffu-
sion, D would be equivalent to diffusion coefficient for

Knudsen diftusion if A is replaced by characteristic length of
the medium (s) and v follows Maxwellian distribution equal

to / (8RT/nM):
Dy, = %sx/ (8RT/nM), (20)

where M is the molar mass of gas, R is the universal gas
constant, and T is the temperature.

The resistances of these three diffusive fluxes exist in
series, so the effective diffusive flux as a result of these three
mechanisms is the harmonic average [70, 71]:

1 1 1 1

]eff_]m+m+m, (21)

where ] is the effective flux that is the harmonic average of
flux due to molecular diffusion (J,), flux due to Knudsen
diffusion (Jx,), and the flux due to sorption (Jp)-

3. Liquid Flow

3.1. Fundamentals. Unlike the well-developed kinetic theory
for gases, no such molecular level transport theory exists for
liquids because of which it is difficult to predict molecular
effects in liquids. Even though a detailed molecular theory for
the thermal conductivity of monatomic liquids was developed
more than half a century ago [72], the means to implement it
for practical calculations have not been developed. As a result
of that gap, some rough theories and empirical estimation
methods are used instead [73], and one that is generally used
quite often was proposed by Bridgman [74] to predict the
energy transport in pure liquids. Bridgman [74] assumed the
molecules of a liquid are arranged in cubic lattice, with
a center-to-center spacing (J) given by

V 1/3
‘“(m) ’ 22

where V is the molar volume and N, is Avogadro’s number.
He further hypothesized that the energy transfers from one
lattice plane to the next plane with a sonic velocity v, for
a given liquid, and by rearranging the thermal conductivity
from the rigid-sphere gas theory he derived the following
equation that is known as Bridgman’s equation:

213
k= 3(%) KV, (23)

The above equation shows good agreement with ex-
perimental data even for polyatomic liquids, but later it was
suggested that a slightly lower coeflicient value of 2.80 in-
stead of 3 gives a better agreement with the data. Here, the
velocity of low-frequency sound is given as follows:

C
v, = P<ap), (24)
Cy\0p/x

where C,/Cy, is the ratio of heat capacities that is nearly unity
for liquids (except near the critical point) and (dp/dp) can
be determined from isothermal compressibility measure-
ments of change in density (p) with the corresponding
change in pressure (p) of the liquid.

3.1.1. Flow Regimes. The flow regimes in gases are based on
the concept of Kn, which is the ratio of the mean free path of
a molecule to the characteristic length of the medium. The
spacing between molecules in liquids is much smaller than
the spacing between molecules in gases, so the concept of
mean free path and the flow regimes based on Kn are not



valid in liquids. Because of the lack of a well-developed
molecular theory for liquids, no flow regimes have been
proposed for liquids in the literature. However, there is one
study by Liu and Li [75] that talks about the liquid flow
regimes in nanochannels. Liu and Li [75] investigated the
liquid motion as a function of four parameters (fluid-fluid
binding energy &g, fluid-solid wall binding energy e,
temperature of the system T, and external driving force F,
corresponding to the pressure drop along the channel) by
using nonequilibrium molecular dynamics simulations
(NEMDs). They define two dimensionless numbers to un-
derstand the competing effect between the liquid-liquid
interaction and liquid-surface interaction as [eg/kgT]
and [(eg,/kgT) % (&g,/F.0g,)], respectively, where ky is the
Boltzmann constant and o, is the collision diameter
(separation) at which the potential vanishes. They compute
the flux using liquid argon and liquid helium flowing
through a channel made of silver walls at temperatures
varying from 100 K to 300 K and pressure difference varying
from 33 MPa to 132 MPa. They find liquid flux values as
a function of these two dimensionless numbers and illustrate
their results by dividing them into different regimes, each
associated with a distinct mechanism. The authors noted that
the relation of the four parameters was not clear if the slip
length was used instead of flux. The reason why slip length
may not directly relate to the flow is because the density and
viscosity of the confined fluid are nonuniform.

Using the data from the study of Liu and Li [75], we
graphically illustrate the flow regimes in liquid in Figure 4
and summarize them theoretically in Table 2.

3.2. Liquid Slip. Fundamental understanding of the mech-
anisms that control liquid slip is still elusive. Unlike gases,
the concept of mean free path is not useful for liquids be-
cause the average distance between liquid molecules is
comparable to the molecular diameter. Even though it is
believed unanimously that the flow enhancement in
nanoscale systems is caused by liquid slip velocity at the solid
surface [76, 77], the debate on understanding its mecha-
nisms mostly revolves around four key parameters. Many
theories have been developed to associate liquid slip length
(L,) as a function of liquid properties [78, 79], interaction
strength between the fluid and wall material [80-84], wet-
tability of the medium [77, 85-89], surface roughness
[90-95], and liquid shear rate [81, 86, 96-100].

3.2.1. Physical Mechanisms of Liquid Slip. The physical
mechanisms behind the slip are still elusive, though there are
few studies [101-107] that conjecture the reasons behind the
liquid slip as due to the presence of either (i) a depleted water
layer or (ii) an effective air gap at the wall formed by the
nanobubbles. Another approach to hypothesize liquid slip is
based on intermolecular forces affecting the momentum
transport from the liquid to the wall [16]. Barring two studies
[81, 108], there are no molecular-based theories to char-
acterize this process [109, 110]. Lichter et al. [81] and Martini
et al. [108] attribute the slip mechanism to hopping of liquid
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atoms from one equilibrium site to another, which follows
Arrhenius dynamics based on the rate of hopping.

3.2.2. Slip Length. The slip velocity of the liquid at the
surface boundary is characterized by an averaged property of
all the liquid molecules called slip length (L), which is
defined as the linearly extrapolated perpendicular distance
from the surface boundary where fluid velocity becomes
zero. In other words, slip length is the perpendicular distance
from the solid boundary, outside the region of liquid flow,
where the no-flow boundary condition is achieved. Figure 5
shows a schematic to illustrate the concept of slip for liquid
flow; this figure shows three types of flow from left to right
that indicate flow with no slip, flow with partial slip, and flow
with full slip, respectively.

Navier first introduced the linear boundary condition
that is considered to be the standard and most basic
characterization of liquid slip. Theoretically, liquid slip ve-
locity (v,) is defined as follows:

B dv,(z) (dv.(z) r
VS-LSn.[ : +( s )](1—;«:«). (25)

Pressure gradient-driven fluid velocity (v,) in the
presence of slip can then be theoretically calculated as fol-

lows [111]:
I (1+%> (26)
* T 12p\ dx h /)

where L, is the slip length, n denotes the normal to the
surface along the z direction, v, is the slip velocity at the
surface, v, is the liquid velocity in a channel, # is liquid shear
viscosity, (dP/dx) is the pressure gradient along x-direction,
and h is the height of the channel.

Research on liquid slip started with a focus on slip over
smooth and hydrophobic surfaces [79, 105, 112, 113], but
there has been an increasing evidence of liquid slip at dif-
ferent types of surface, including rough surface [90, 114] and
hydrophilic surface [88, 115, 116]. Recent progress in liquid
slip has broadened to various other parameters that have
shown to influence liquid slip, and as a result, there is
a continuous effort in developing appropriate models to
characterize the slip on different types of surfaces and under
different conditions. Below, we review the progress of liquid
slip models as a function of (i) surface wettability, (ii) surface
property, (iii) shear rate, and (iv) surface roughness.

(1) Effect of Surface Wettability. The liquid slip at nanoscale is
greatly affected by the surface wettability of the medium.
Macroscopically, the wettability of a surface is classified as
wetting, nonwetting, or neutral depending on the contact
angle formed by a liquid droplet with the surface. A surface
forming contact angles larger than 90° with a liquid is termed
as nonwetting, whereas a surface forming contact angles
smaller than 90" with a liquid is termed as wetting fluid. A
surface forming contact angle equal to 90° with a liquid
is termed as neutral. Nonwetting surfaces are known to
have a high disposition towards introducing liquid slip
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FIGURE 4: (a) Variation of flux values as a function of fluid-wall interaction and fluid-fluid interaction, and (b) graphical representation of

corresponding liquid flow regimes.

TaBLE 2: Different flow regimes as a function of liquid/solid binding force.

Interaction between

o o ) Flux Flow regime Physics
Liquid-liquid Liquid-solid
Flux independent of solid-fluid ~ Surface effects are weak with no liquid adsorption. Flux
Low Low High binding force and increases with is dominated by the temperature-driven friction
decreasing temperature between the solid and the liquid
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binding force density close to the solid surface
Flux independent of solid-fluid ~ Surface effects are weak with no liquid adsorption. Flux
High Low Intermediate  interaction and increases with is dominated by the temperature-driven friction
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Surface effects become strong and liquid adsorption
Flux independent of solid-fluid starts to take place that results in increasing fluid
High High Low interaction and increases with  density close to the solid surface. Flux is enhanced with
increasing temperature increasing temperature as it results in desorption of the
fluid molecules that merge together with the bulk liquid
No slip Partial slip Full slip slip is not as straight forward as it is for the nonwetting
M, surfaces. There are reports [118] that suggest wetting sur-
. T @i rm faces are neutral in their disposition to introduce liquid
u;;un; Sfeieerrin\félolxy LI 7 slip, whereas others [88] have demonstrated that the wet-
el - e tability factor alone is not necessary to attain liquid slip
-0 L - el s and that it should be combined with the strength of the

FIGURE 5: Schematic to illustrate liquid slip on a stationary solid
surface.

[77, 86, 87, 117]. For example, hydrodynamic slip length of
simple liquids flowing on smooth nonwetting surfaces (also
referred as hydrophobic surfaces in the context of water as
a liquid) is typically 20 nm in mediums with size varying
from one to several hundreds of nanometers [112]. On the
other hand, disposition of wetting surfaces in introducing

solid-fluid interactions. For example, if there is favorable
sorption sites that are separated from each other by well-
defined sub-nanometer distances, no slip takes place.
However, liquid slip can occur if those favorable sorption
sites are close to each other, provided liquid-solid attractions
are not too strong. That is because nonwetting surfaces such
as graphite are usually characterized by uniform distribu-
tions of fluid molecules, while the wetting surfaces such as
crystalline silica are characterized by discontinuous sorp-
tion sites with high affinity for adsorbing fluid molecules.
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Voronov et al. [89] found that the slip length grows if the
surface’s wettability is turned into more wetting by modi-
tying the fluid-wall interfacial energy through affinity
strength parameters. Gao and McCarthy [119] demonstrated
experimentally that static contact angle of a fluid on a surface
should not be the sole criteria to characterize the nature of
wettability in order to determine the tendency of a liquid to
slip. Instead, they suggested that contact angle hysteresis
should be used to determine the nonwetting vs. wetting
behavior of a surface.

It is believed that Tolstoi [87] was the first person to
propose the liquid slip by linking the macroscopic ther-
modynamics concept at the molecular scale. He quantified
the mobility of liquid molecules with the surface energies
(= d%y) through spreading coefficient (=y(1-cos#f)) as
follows:

L 2y (1 -
_SNeXp[(xay( cos 0) 1 (27)

kyT

where « is a dimensionless geometrical parameter of first
order that represents the microcavity area within the solid, o
is molecular diameter, y is the surface tension between the
liquid and the surface, 0 is the equilibrium/static contact
angle, T is the absolute temperature, kg is the Boltzmann
constant. Another theory [85, 120, 121] that describes liquid
slip at the molecular level with thermodynamic equilibrium
uses the Green-Kubo relation and fluctuation-dissipation
theorem (linear regression of fluctuations) and is given by
the following equation:

L D

o Sicispo®

S

(28)

where D* = (DP/DO), D, is the collective molecular diffu-
sion coefficient, D, is the bulk diffusion coeflicient, S, is
a factor that represents first molecular layer structure, p, is
the fluid density at the first molecular layer, o is the mo-
lecular diameter, and ¢; g is the dimensionless coefficient for
solid-liquid Lennard-Jones potential.

Huang et al. [122] and Sendner et al. [116] studied the
slip length of shear-driven water on various hydrophobic
surfaces using nonequilibrium molecular dynamic simula-
tions (NEMDs). They show that the slip length as a function
of different surfaces (both organic-like silane monolayers
and inorganic-like Lennard-Jones models) can be charac-
terized using the static contact angle (0) of the surface as
shown below, which they describe as the crucial parameter in
controlling the water slippage:

L o< (1+ cos 0). (29)

The authors demonstrate that their formula can also be
obtained from the linear response theory by using the L]
fluid-solid energy parameter and the Young-Laplace
equation. Their estimated slippage length varies from
a few nanometers to tens of nanometers. They also pro-
posed the following scaling expression for slip length as
a function of liquid depletion length, which they define as
the layer between the water and the solid surface occupied
by the gas:
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L o8, (30)
where ¢ is the thickness of liquid depletion and given by
8=J [1—@—"‘(5)](1@ (31)
0 Ps Pl

where p, (z) and p, (z) are the densities of the solid and liquid
along the height of the channel, whereas p° and p are the
bulk densities of the solid and liquid, respectively.

Bakli and Chakraborty [123] presented a constitutive
model to describe the nanopore imbibition characteristics of
water as a function of the dynamic slip length using NEMDs.
Their derived slip length depends on the contact angle and
an acceleration parameter that comes from the pressure
gradients due to capillary forces. They show that for low
acceleration values, their model approaches the model given
by Huang et al. [122]:

_ A1 (a) _
ST 1+ cos(0)]? A (@),
. ycos(@)’
PRL
. ycos(0) (32)

@ T L(dL/dty
a:ough = a:mooth ta,
a = 0.35exp (—0.6N),

where L is the capillary imbibition length at time ¢, N is the
parameter representing the surface roughness (lower value
represents higher roughness), a is the imbibition driving
acceleration parameter, a* is the dimensionless form of a, a
is a deceleration parameter to mimic flow hindrance due to
surface roughness, and A, (a) and A, (a) are functions of a.

(2) Effect of Shear Rate. The effect of shear rate on slip length
has been investigated experimentally by many researchers
[90, 96, 97, 99, 100] and observed to depend on the shear
rate. In such a scenario where slip length is found to depend
on the shear rate, the slip boundary condition proposed by
Navier, and presented earlier, shows a nonlinear behavior
with shear rate. Although several slip length relationships
have been proposed as a function of shear rate, the re-
lationship proposed by Priezjev [98] is an important one as
it accounts for the solid-fluid interaction strength that is
crucial in micro- or nanoporous media. Priezjev [98]
proposed slip length for smooth surfaces as a function of
shear rate that predicts that the slip length increases
nonlinearly with the shear rate for weak solid-fluid in-
teractions provided that the solid-liquid interface forms
a discrete structure, whereas if the solid-fluid interaction
increases, the slip length becomes linearly proportional to
the shear rate:

(33)
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The above equation can be normalized in terms of the
no-slip flow rate as follows:

L
Qslip = Qno—slip(1 +6 2h> (34)

where f is an externally applied force in the x direction, p is
the fluid density, /4 is the distance between the confining solid
walls, u is the fluid viscosity, V; is the fluid velocity at the
confining parallel walls that can also be written as V =
v(=h) = v(h), and Qg;, and Q,,_g;, are the flow rates due to
slip and no-slip boundary conditions, respectively. The term
2hV ¢ in the above equation represents the correction to the
flow rate due to slip boundary conditions. Priezjev [98] re-
ported that the fluid viscosity, shown below, was found to
be shear rate (y) independent in the range of y<0.1677",
where 7 is the characteristic Lennard-Jones (L]) time:

u=(2202)ero ", (35)

where ¢ and o represent the energy and length scales of the
fluid phase.

(3) Effect of Surface Roughness. Even though most of the
solids are naturally rough at micro- to nanoscale, slip length
of liquid as a function of surface roughness is not well
studied [16, 124]. The problem of calculating slip as
a function of surface roughness is challenging [16, 125, 126]
because of four reasons: (i) controlling surface roughness in
a natural and a realistic manner at nanometer scale is not
easy, (i) surface roughness can introduce changes to some
interfacial properties such as interfacial forces, wettability,
and trapped gases, which may be undesirable, (iii) rough
surface will introduce undulating boundaries that will in-
troduce complexities in making correct interpretations with
respect to varying boundary positions, and (iv) there is no
analytical characterization for the nonperiodic and natural
randomness of surface roughness.

Although several slip length relationships have been
proposed as a function of surface roughness, two relation-
ships by Lund et al. [127] and Misra and Bakli [128] are
discussed here because of their simplicity and effectiveness.

Lund et al. [127] derived an expression of effective slip
length on a surface with periodic roughness in terms of in-
trinsic slip length and contact area of the surface, using steady-
state Stokes flow and homogenization method. Their derived
effective slip length represents the harmonic mean weighted
by the area of contact between surface and fluid as follows:

eff_<\/1+52 (36)

where L is the intrinsic slip length, s is the slope, and
V1+s2=(1/L) Io V1 + s?dx is the arc length of the surface
function over one period, normalized by the length of the
period (L). For a flat surface (s = 0), the above expression
reduces to the intrinsic slip length. Their result is applicable
for rough surfaces where L < (L) in-

Misra and Bakli [128] recently proposed an expression of
effective slip length for slippage of water considering coupled
effect of the surface chemistry and surface roughness by
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performing molecular dynamics simulations. They found
that the slip length without surface roughness match closely
with the result of (1 + cos 6)* proposed by Huang et al. [122]
for smooth surface, while the presence of surface roughness
always reduces the effective slip length as follows:

k

(1+cos0)*(1+a*)?

Leff =
(37)

o ) - T
_ - ,

where k is the constant of proportionality and a* is a pa-
rameter that characterizes the roughness of a surface
through its amplitude N and roughness function f (x, y)
that modifies the attractive part of the Lennard-Jones (L])
potential.

(4) Electrokinetic Effects. The amount of liquid slip on
a surface is found to be affected by the presence of a charged
surface and/or liquids with charged ions such as electrolytes.
The presence of charge leads to attraction of oppositely
charged ions and repulsion of similarly charged ions, and in
the presence of a charged surface, this leads to the formation
of a charged interfacial layer near the surface. The fluid flow
in the presence of charge (also referred to as electrokinetic
phenomenon) is centrally connected to the key concept of
electrical double layer (EDL) that is made up of a stern layer
and a diffuse layer as illustrated in Figure 6. Stern layer is the
width of a layer close to the surface where the underlying
solid surface charge (cations or anions) attracts the opposite
charge of the solvent/liquid to form a layer of highly con-
centrated ions, whereas the diffuse layer is the width of
a layer starting from the stern layer and ending where the
electrokinetic potential goes to zero.

The electrokinetic effects result in enhanced solid-fluid
interaction close to the surface, which may also influence the
liquid slip flow and consequently the overall fluid transport.
Two examples of electrokinetic flows relevant here are
electro-osmosis (liquid flow induced by application of an
electric field) and streaming currents (electric current in-
duced by application of a pressure gradient).

The surface-fluid interaction due to electrokinetic ef-
fects is more complex than the surface-fluid interaction
without any charge. Research on this area is sparse due to
limited applications that have surface charge present. Out
of the few models that exist in the literature, models
proposed by Joly et al. [129] and Choudhary et al. [130] are
discussed here because of parameters that are directly
related to the electrokinetic effects and solid-fluid in-
teraction compared to other models where the parameters
are not that apparent.

Joly et al. [129] explored the effect of surface charge to
solid-liquid interfacial friction and its effect on the slip
length boundary condition. They study the hydrodynamics
of liquid coupled with electrostatics within the EDL using
molecular dynamics simulations. Their study found that the
presence of surface charge on the solid-liquid interface
enhances the frictional force between the solid-liquid and as
a result decreases the slip length.
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FIGURE 6: Schematic of a flow in a channel with electrokinetic
effects.
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1+ (1/a) ((od?)/e)* (Iy/d?)L,

Leff = (38)

where L, is the slip length without considering surface charge,
a(=1) is a numerical factor, o is the surface charge density, d
is the equilibrium distance of Lennard-Jones potential, e is the
elementary charge, and I/ (~0.7 nm in water at room tem-
perature) is the Bjerrum length that represents a length scale
below which electrostatic interactions dominate thermal
effects.

Choudhary et al. [130] studied the liquid slip for
electro-osmotic flow through a nanochannel with hy-
drophobic walls of sinusoidally varying slippage using an
asymptotic theory that uses the ratio of pattern amplitude
(perpendicular to the applied electric field) to the average
slip as a parameter. They proposed the following analytical
expression for effective slip that can be used to design
slip through engineered variations in topography and/or
chemistry:

e .
2 2{cosh( ) +L

+ cos 0)
smh(k )}

(39)
cosh(Es) (1-cosb)

2{sinh(Es) + fS.Escosh(Es)} ] )

where L is the dimensionless effective slip length due to
electrokinetic effects and L is the dimensionless average sli
length (= L (x)/h) that is equal to Lso{l + acos (kX + 6)?
and Lso{l + & cos (ksi)} on the top and bottom walls of the
channel with height 2h, respectively. Here, L, is the average
slip length without electrokinetic effects, « is the dimen-
sionless amplitude (= a/Ly,) of the pattern on either walls
charged to facilitate electro-osmosis flow, k; is the wave-
number, and 6 is the phase angle between the slip waves on
the two walls.

4. Porous Media Applications in the
Energy Sector

In this section, the above-reviewed knowledge on gas and
liquid flow at micro- to nanoscale is used to critically
examine the modeling gaps in four different porous media
applications from the energy sector and how that can be
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improved. Specifically, for each application we provide
a brief introduction in context of its importance, a brief
literature review on that application with the present state
of progress, followed by identification of critical gaps and
proposed approach to improve modeling at micro- and
nanoscale in each application. The four applications from
energy sector considered here are (i) electrokinetic energy
conversion devices, (ii) membrane-based water desalina-
tion through reverse osmosis, (iii) shale reservoirs, and
(iv) hydrogen storage, respectively.

4.1. Energy Conversion through Electrokinetics

4.1.1. Introduction. Increasing demand for energy has led to
harnessing of energy from various forms such as mechanical,
chemical, internal, electrical, thermal, etc. and various other
combinations. To utilize these various sources of energy,
micro- and nanofluidics provide the capability of converting
energy from one form to another form to cater to different
applications. Energy conversion is possible through elec-
trokinetics, which is a term used to describe different
transport mechanisms in the presence of an electric field
and liquid flow through a medium. Electrokinetics can be
used for energy conversion in four different ways: (i) drive
liquid by applying an electric potential (electro-osmosis),
(ii) transport and separate particles by applying an electric
potential (electrophoresis), (iii) generate electric potential
by pressure gradient-driven liquid flow (streaming poten-
tial), and (iv) generate electric potential by movement
of charged particles under gravitational or centrifugal
force (sedimentation potential). In particular, micro- and
nanofluidics have found application in converting energy
from heat, electrical, chemical/biochemical, pressure, etc.
to electrical energy using micro- and nanoscale technol-
ogies with a wide range of efficiencies varying from 3% for
streaming potential devices [131] to 60% for micro-fuel
cells [132].

4.1.2. Literature Review. Electric double layer (~1nm
thickness) is a common phenomenon in small energy
conversion devices that are increasingly based on nano-
structured materials. As an example to illustrate the scale at
which fluids flow in electrokinetic devices, Figure 7 shows
transmission electron microscope images of carbon com-
posites [133, 134] with application in electrochemical energy
conversion.

The electrokinetic effects at confined scales result in
enhanced solid-fluid interaction close to the surface, which
may also influence the liquid slip flow and consequently
the overall fluid transport. The amount of liquid slip on
a surface is found to be affected by the presence of a charged
surface and/or liquids with charged ions such as electro-
lytes. Two examples of electrokinetic flows relevant here
are electro-osmosis (liquid flow induced by application of
an electric field) and streaming currents (electric current
induced by application of a pressure gradient).

(1) Key Challenge. One of the key challenges in the design
of electrokinetic energy conversion devices is their low
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FIGURE 7: Transmission electron microscope images of carbon composites for application in electrochemical energy conversion [133, 134].

conversion efficiencies. The maximum efficiency of energy
conversion (#,,,,)> which is defined as the ratio of the output
power to the input power, is given as follows:

Power

output
Mmax =

(40)

Power;

(2) Governing Equations. The mathematical theory used to
model the transport in the presence of chemical potential (due
to surface charge and charged ions in the solution), externally
applied electric potential, and hydrostatic potential is briefly
reviewed below. The chemical potential and ionic concen-
trations in the diffuse part of the EDL are governed by the
Poisson-Boltzmann equation as follows:

1 e ez;y(y)
VZV/(}’) = —EP()’) = T ; Zic; eXp(_kB—Tﬂ’

(41)

where () is the potential in the EDL due to surface charge
and the charged ions in the solution, y is the radial distance
from the surface of the channel, p(y) is the volume charge
density of all the ions present in the neighborhood of the
surface, e is the unit charge, ¢ is the permittivity of the liquid,
¢; and z; are the concentration and the ionic valence of the it
ionic species, respectively, ky is the Boltzmann constant, and
T is the absolute temperature.

The Poisson-Boltzmann equation does not have a gen-
eral analytical solution, but its solutions are available for
specific cases [135]. For our interest, we consider the so-
lution for a flat surface with a low potential (yy,sc.) at its
surface for which the above equation can be linearized based
on the Debye-Hiickel approximation to obtain the following
solution:

‘/’()’) = Vsurface €XP (‘K)’)’
Ap =« = _ kT 42)
N b
NABZZ,»=1 (z%¢;)

where ! is called the Debye length (A},) that gives a measure
of the EDL and N, is the Avogadro number. The Debye
length is independent of the charge on the solid surface and
increases as the solute ion concentration in the solution
becomes dilute such that A, for a solution without electrolytes
can be considered as infinitely thick. Typical values of A, can
vary from ~ 3nm to ~ 300nm for electrolytes with ionic
concentration of 107>M and 107°M, respectively [135].

The above-defined definitions are finally used to describe
the solvent and solute transport in the presence of hydro-
static, chemical, and electric potential within a micro- or
a nanochannel of width 24 as follows.

(i) Solvent Transport. The solvent flux across the channel due
to hydrostatic potential and electric potential is the sum of
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the average of the fluxes due to these two potentials and
given as follows [136, 137]:

1 h
<Vs> = ﬁ JO Vs (y)dy’

1("[1 dp
<vs>=zj [E(yz—ﬂly)a] dy

0

flow due to (43)
hydrostatic potential

h d
il [ wvon ] ar

flow due to
electric potential

where (v,) is the average solvent velocity, { is the electric
potential at the slipping plane (also called zeta potential),
v (y) is the potential in the EDL, 7 is the solution viscosity, &
is the permittivity of the solution, and ¢ is an externally
applied electric potential.

(ii) Solute Transport. The solute flux across the channel is
given as the averaged sum of the flux due to hydrostatic
potential, flux due to diffusion, and flux due to electric
potential. The solute transport in the presence of these three
mechanisms is also called the Nernst-Planck equation and
given as follows [137-139]:

1 (" 1L(h[ . d
D=y com) dy- | [D c(”]dy

h 0 ® dx

flux due to
hydrostatic potential flux due to
diffusion

h kyT dx

flux due to
electric potential

h
_lJ' [zeDOOC(y) d¢] dy,
O\__,—_4

(44)

where (J) is the area-averaged solute flux, D, is the dif-
fusion coeflicient of the solute in the free solution, ¢ ( y) is the
solute concentration at distance y from the surface, and ze is
the ionic charge.

(iii) Solute Partitioning. Solute ions experience electric,
chemical, and surface forces that vary in magnitude based on
the size and charge on the ions; therefore, this leads to
nonuniform distribution of ions along the width of the
flowing medium. This partitioning of the solute ions can be
characterized through the ratio of the average solute con-
centration ({c)) to the bulk concentration (c,) in the so-
lution, which is also referred to as the partitioning coeflicient

ﬁpart [140]:

1 E
I S e

where B, is the solute partition coefficient that is the
measure of ion permeability-selectivity of the pore, r is the
radius of the spherical solute, and E is the electrostatic
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interaction potential. It should be noted that when the
confinement width becomes comparable to the Debye
length, the overlapped EDL gets deformed significantly due
to steric effects and in that case the modified Poisson-
Boltzmann equation must be employed [141]. When the
transport of solute through the medium is strongly de-
pendent on solute size and independent of frictional and
hydrostatic (convective) forces, in that case [137, 142],

r
/';part =1 _z' (46)

(iv) Conversion Efficiency. The maximum efficiency of energy
conversion (7,,,,,) is defined as the ratio of the output power
to the input power; however, some researchers [143-145]
also use an alternate measure for the conversion efficiency
using a measure called electrokinetic figure of merit [146],
which is based on phenomenological transport equations.
The following equation is an alternate form for the maxi-
mum efficiency in terms of figure of merit (f5):

Y1+ B-1
ﬂma—m, (47)

where B = ((+?0)/ky;). Here, v, 0, and ky; are the streaming
potential coefficient, the ion conductivity, and the hydraulic
permeability, respectively.

4.1.3. Critical Gaps and Proposed Approach. About a decade
ago it was hypothesized [147, 148] that the efficiencies of the
energy conversion devices based on electrokinetic effects can
be optimized by enhancing the liquid slip. A theoretical
study by Davidson and Xuan [143] showed that the efficiency
of electrokinetic energy conversion devices is almost a linear
function of slip length for small values of zeta potentials.
Even though there is a consensus that liquid slip plays
a strong role in the device efficiency among the electrokinetic
energy research community, some issues remain in regard to
understanding of slip length as a function of key device
parameters and its relationship with flux.

(1) Slip Length as a Function of Device Parameters. In the
electrokinetic energy research community, performance of
the device is predicted by either completely neglecting the
slip [149, 150] or an assumed value of slip length used by
others [143, 148, 151, 152] that is independent of the surface
and flow conditions. Further, some researchers [153, 154]
suggested that the slip length increases as the surface be-
comes slippery, or in other words slip length increases on
surfaces with low friction coefficient. However, this sug-
gestion is contrary to the observations reported by re-
searchers [155-158] in the field of liquid slip who reported
that the surface friction results in increase in the effective
viscosity that consequently increases the liquid slip length
[156]. This result, even though counterintuitive in nature, is
supported by experimental observations [90, 96, 99, 159].
Therefore, as noted by others [160], there is a lack of un-
derstanding about the liquid slip length when it comes to
predicting the conversion efficiencies. Developing the
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fundamental understanding of liquid slip as a function of key
device parameters presents an opportunity of increasing the
efficiency of energy conversion devices by exploiting their
potential of developing large slip lengths. For instance, we
discussed many slip length models earlier as a function of
surface wettability, surface friction, shear rate, surface
roughness, and electrokinetic effects that can be used to
either estimate the slip lengths for a given device or design
the device parameters for a given slip length.

(2) Slip Length vs. Flux. Following theoretical considerations
initiated by some studies [143, 147, 148], it is now believed
by most researchers that the efficiency of energy conversion
devices can be increased by increasing the liquid slip length.
In this regard, some comments were made on how to op-
timally exploit this potential. Having said that, the argu-
ments made in favor of slip are theoretical in nature, and
there are no experimental studies specific to energy con-
version devices that verify the amplified values of conversion
efficiencies predicted theoretically and usually cited by many
authors [137, 153]. The objective of this note is to caution
that a theoretical definition of liquid slip where flux is
proportional to the slip length (v, oc 1 + 6L,/h) may not be
universally true. To support this hypothesis, we refer to the
experimental study of Liu and Li [75] who measured the flux
and slip length for liquid argon and liquid helium in
nanochannels of various widths and noted that the relation
of slip length to flux was not clear from the data. They
attributed this reason to nonuniform distribution of density
and viscosity of the confined fluid.

4.2. Membrane-Based Water Desalination

4.2.1. Introduction. Currently, there are 4 major sources of
water that can be used for water desalination and treatment,
i.e, produced water from oil and gas wells, brackish
groundwater, municipal wastewater, and seawater, re-
spectively. Out of these, seawater is a source with continuous
and large amounts of saline water that can be potentially
desalinated and supplied to various applications on large
scale as illustrated in Figure 8.

Desalination using the membrane-based reverse osmosis
process is a potentially attractive technology that can be used
to desalinate enormous amount of seawater. Reverse os-
mosis (RO) is considered to be a leading technology for
desalination primarily because of its relatively low cost (one-
half to one-third of the cost of distillation) due to relatively
low energy consumption (1.8 kW-h/m?) that contributes to
about 44% of production capacity in the world [161]. RO
uses a semipermeable membrane to stop the contaminants at
the level of 0.1 nm to 1 nm by applying hydrostatic pressure
to overcome osmotic pressure, which is a chemical potential
developed due to salinity difference of the solvents that
drives the solvent from an aqueous solution of low salt
concentration to an aqueous solution of high salt concen-
tration. In the RO, the movement of solvent from low
concentration to high concentration due to chemical po-
tential is reversed by applying an external pressure.
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FIGURE 8: Role of water in the energy sector.

4.2.2. Literature Review. The study by Nair et al. [162] was
the first to discover that graphene oxide has the membrane
properties suitable for desalination, i.e., unique water per-
meation pathway and retention for other gases and
ions/solutes. The water flows through the multiple layers of
graphene oxide through two-dimensional capillaries formed
by closely spaced graphene sheets where the salt ions are
retained on the sheets as shown in Figure 9.

Conventional understanding of the flow fluid through
pores suggests that this dual-task is paradoxical in nature,
but development of nanomaterials such as carbon nanotubes
(CNTs), boron nitride nanotubes (BNNTs), and graphene
that show unconventional fluid transport behavior due to
their smallest possible pore volumes combined with ionic
dehydration [163], electrokinetic effects [164], and size ex-
clusion [165] properties provide opportunity for their ap-
plication in optimizing two coupled tasks of desalination
mentioned above. Specifically, high selective-solute re-
tention and high permeability to water is achieved by drilling
sub-nanometer holes through the solid-state nanomaterials
such as graphene by using focus ion beam [166, 167] or
oxygen plasma etching process [168]. The water molecules
are too big to pass through graphene’s fine mesh without
making holes/pores in the graphene sheet and poking these
sub-nanometer holes uniformly is another challenge. Ad-
ditionally, in order to drive satisfactory magnitude of water
flux through these nanopores, a large pressure difference is
required that cannot be solely achieved by osmotic pressure.
However, compared to the fine mesh of nanoporous gra-
phene, Nair et al. [162] proposed graphene oxide membrane
as an alternate to the graphene because graphene oxide relies
on its naturally occurring tortuous path to flow out water
(Figure 9), unlike the challenging task of artificially poking
holes through graphene for creating a path to flow out water.
Other than this major advantage of graphene oxide, there are
several other reasons as presented by You et al. [169] that
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FIGURE 9: Graphene oxide membrane with nanopores [162].

make graphene oxide a preferred choice over nanoporous
graphene.

(1) Key Challenge. One of the key design challenges in the
desalination technology using RO membranes is the binding
of the following two conditions: (i) increasing retention for
selective solutes through sieving using small nanometer-
sized apertures, and (ii) allowing large flux of pure water to
pass through the membrane by increasing membrane per-
meability. These two challenges can be visualized through
a schematic [170] in Figure 10 that shows the nanosized
pores of the graphene membrane and water molecules with
salt are comparable to each other.

Finally, a recent study by Werber et al. [171] questioned
and critiqued the coupled-importance of a high selective-
solute retention, and high water permeability in the de-
salination performance. They suggest that increased water
permeability seems to have little impact on the efficiency and
that increased retention of selective solutes should be the
most important measure for desalination efficiency. The
water/salt selectivity tradeoff relationship is based on em-
pirical relationship [172] that is still continued to be used
[173] because of incomplete theoretical understanding of
many physical/chemical processes that occur during de-
salination through membrane-based RO.

(2) Governing Equations. Most of the studies use the simple
convective flux and diffusive flux to model the transport of
water and solute, respectively, through the nanoscale
membranes as reviewed by Werber et al. [174]:

Jw = A(AP-Am),

J. = BAc (48)

where A = (P,V,/6,,R,T) and B = (Py/J,,). Here, AandB
are the permeability coefficients for water and solute, re-
spectively, P, and P, are the diffusive permeability for water
and solute, respectively, V., is the molar volume of water, R
is the gas constant, T is the absolute temperature, AP is the
applied hydraulic pressure difference across the membrane,
Am,, is the osmotic pressure difference across the active
layer, and &, is the active layer thickness of the membrane.
Werber et al. [174] suggest that the coeflicients A and B
together define the selective layer performance of nonporous
membranes.

4.2.3. Critical Gaps and Proposed Approach. Despite the
rapid progress made in developing nanomaterials for
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FiGuUre 10: Schematic of RO membrane with nanopores [170].

membranes, very little research has been performed in
modeling the flow of water and solute retention through
graphene-based membranes. Based on above discussions of
liquid flow at nanoscale, water and solute transport in
graphene-based membranes should be a strong function of
wettability and slip length. The strong effect of membrane
wettability and slip length on water permeability and vol-
umetric flux was shown recently by Shahbabaei et al. [175]
and Chen et al. [176], respectively, through molecular dy-
namics simulations. Werber et al. [174] reviewed important
polymeric membrane materials as a measure of controlling
the wettability from an experimental perspective. Therefore,
in this regard it is important to understand how wettability
may affect the slip length and a method to model the effect of
their coupled behavior on flux.

(1) Coupled Effect of Slip Length and Wettability. Bakli and
Chakraborty (2012) presented a constitutive model to de-
scribe the liquid filling of water in nanopores as a function of
the dynamic slip length that changes with the contact angle
and the fluid acceleration due to pressure gradient as follows:

A (a)

M reos@f 2@
a= y;(;:L(e) (49)
. y cos (0)

@ T yL(dLidty

where L is the slip length, L is the water filling length at time
t, N is the parameter representing the surface roughness
(lower value represents higher roughness), a is the imbibition
driving acceleration parameter, a* is the dimensionless form
of a, and A, (a) and A, (a) are functions of a.

Parobek and Liu [177] reviewed the wettability of gra-
phene and found that the intrinsic wettability of graphene
based on advancing contact angle measurements suggests
that graphene is a nonwetting (hydrophobic) material and its
wettability is independent of the substrate underneath
graphene and the number of graphene layers. Based on our
earlier discussions, it is known that slip lengths on the order
of tens of nanometers are observed on hydrophobic (non-
wetting) surfaces that can go up to hundreds of nanometers
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[178, 179] for super-hydrophobic surfaces. Therefore, the
hydrophobic nature of graphene further emphasizes the
need to incorporate the slip length in modeling the flux of
water, which can be obtained using the Hagen-Poiseuille
(HP) equation for cylindrical-shaped capillary or using the
HP equation modified for geometric corrections and slip
flow through capillaries of different shapes:
4 3
:Cﬂ(r +4r LS).L, (50)
8 Ly

where ¢ is a geometry correction factor [180] to account
for different shapes and eccentricity of capillaries (k = 1,
1.43, and 1.98 for capillaries with circular, square, and
equilateral triangle cross-sections, respectively), r is the pore
radius, g is the water viscosity, L, is the slip length, and L, is
the capillary length within the membrane.

4.3. Shale Reservoirs

4.3.1. Introduction. Shales are unconventional rocks that
are both the source and the reservoir for oil and gas re-
sources. Economical production from shale formations
requires creating hydraulic fractures by pumping large
volume of water (~2-6 million gallons) at high pressure.
Shale rocks are predominantly composed of consolidated
clay-sized particles with a high organic content [181, 182]
that result in extremely small pore sizes with 80% of pores
in the range of 2nm to 15nm [183, 184]. Because of their
extremely small pore sizes, shale rocks present an oppor-
tunity to apply the fundamentals of nanoscale fluid flow
physics over existing conventional theories of porous
media fluid flow.

4.3.2. Literature Review. The typical characteristics of a shale
reservoir include low porosity, low permeability [185, 186],
complex network of matrix-fracture systems [187-191], and
heterogeneous mineralogy [181, 182, 192-195], and the
combination of these characteristics presents a unique
challenge in understanding the fluid flow and fluid-rock and
fluid-fluid interactions in these reservoirs. Following theo-
retical considerations, some studies explored the fluid flow
in these reservoirs as a function of convection, slip flow,
Knudsen diffusion [196-201], surface diffusion/sorption
[202-210], rock-mechanics [189, 211-215], and osmosis
[216-218]. Unlike conventional reservoir rocks, shales are
typically oil-wet or mixed-wet as discussed in a review by
Singh [218] for various shale rocks across the world [219-
222]. The wettability of shales cannot be characterized by the
macroscopic method of measuring contact angle because of
the nontrivial effect of line tension in nanopores, and to
account for this effect, a modified contact angle method was
discussed in a review by Singh [218].

Other areas that have recently caught interest due to
their importance in understanding the fluid behavior in
shale or increasing the productivity are (i) spontaneous
imbibition in shales [218, 223-225], (ii) thermodynamic
phase behavior of fluids inside shales as a function of
pressure drawdown during production [226-231], (iii)
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alternate fracturing fluids [232-237] for better reservoir
stimulation and to avoid water usage, and (iv) enhancing oil
recovery by injection of fluids [238-240].

(1) Key Challenge. The knowledge about fluid flow in shale
reservoirs is still at its infancy compared to our knowledge of
fluid flow in conventional oil and gas reservoirs that has been
rigorously tested over several decades. The key challenge in
production from shale reservoirs is developing verifiable
theories that describe flow and mechanics from these ex-
tremely tigh pore spaces, which are heterogeneous in terms
of the mineralogical composition and pore structure.

4.3.3. Critical Gaps and Proposed Approach. Even though
the importance of shale reservoirs as a source of hydro-
carbon production continues to increase with time, the
production of fluids from these reservoirs remain poorly
understood at the pore level and that drives many re-
searchers to look at these problems from continuum per-
spective at the reservoir scale [241]. From a theoretical
perspective, there are many transport mechanisms that seem
to be contributing to the hydrocarbon production from the
shale rocks. A better understanding to characterize those
mechanisms in terms of their contribution to the flow, the
period for which they remain activated, and their likely place
of origin in the reservoir can be useful to optimize the
production from these reservoirs. In this regard, we can
elaborate this into three specific questions: (i) What is the
contribution of each transport mechanism in the total
production? (ii) At what point of time and for how long
during a reservoir’s life do these mechanisms remain acti-
vated? (iii) What is the contribution of different sections of
reservoir, such as matrix, natural fractures, and hydraulic
fractures, in the transport of hydrocarbons?

(1) Reservoir-on-Chip Approach. It is clear from the dis-
cussions in the literature that ultra-tight nanopore structure
of the shales plays a major role in controlling the transport of
fluids and their production, but despite this consensus most
of the experimental studies focus on investigating the fluid
transport from a continuum perspective using core-scale
experiments [219, 242-246]. The core-scale investigations
can be employed to explore the flow due to interaction
between matrix and fractures; however, the appropriate way
to investigate nanoscale transport mechanisms would be
through the nanofluidics (e.g., chip-based models) frame-
work. Recently, there has been some effort [159, 226,
247-252] in investigating the transport from nanopores
using some innovative ideas that mimic the heterogeneous
nanopore and fracture network through the reservoir-on-
chip approach as illustrated in Figure 11. A more realistic
network of matrix and fracture mimicking actual core im-
ages can be developed synthetically using micro-CT images,
characterizing the fracture and matrix system in those
images using an image processing software and fabricating
the processed images using standard lithography techniques
[247, 253]. The features of fracture network from the CT
images can be patterned and etched using deep reactive ion
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FIGURE 11: Schematic illustrating (a) a reservoir-on-chip framework and (b) a micromodel with a network of fractures and heterogeneous

pores (inset) (adapted after [252] and [248], respectively).

etching. An innovative and sophisticated reservoir-on-chip
model was developed by Gerami et al. [247] to study coal
reservoirs, and a similar approach can be adopted to develop
a reservoir-on-chip model for shale rocks.

(2) Contribution of Liquid Slip to Total Flow. Discovery of
slip flow’s contribution in enhancing performance in other
micro- and nanoscale applications, for instance, energy
conversion devices [143, 148], has been acknowledged with
great enthusiasm by others [153] in their field. However,
similar interest has not been visible in the research com-
munity studying flow from shale reservoirs, despite some
theoretical studies that illustrated the importance of gas slip
in shale [196, 206, 254]. Until now, there have been no
experimental studies to investigate the theoretical contri-
bution of gas slip to the total flux. Theoretical studies
considering slip flow of oil and its contribution to total flux
are still evading. Perhaps, the major reason why micro- and
nanoscale transport mechanisms such as slip flow have not
been experimentally investigated by shale research com-
munity is because of the general inclination to perform
experiments using continuum scale cores that are not
suitable to investigate the fluid slip. Therefore, it is suggested
that to study the micro- and nanoscale transport mecha-
nisms in shale rocks, an emphasis must be given to employ
the reservoir-on-chip approach discussed earlier. Following
that, a systematic approach can be adopted to study the

effect of gas and liquid slip on the total flow. As a starting
point, well-established theories on liquid slip can be used to
verify their applicability in shales; for instance, it can be
investigated whether slip length (L) for oil varies as L, o<
(1+cos0)? in synthetically fabricated chips mimicking
shale rock structure by varying its wettability (6). If the
surface of the fabricated chip has been characterized with
some roughness function f (x, y), then a modified expres-
sion for slip length accounting for roughness [128] can be
used as follows:

k
1+ cos 0)* (1 + a*)?’

o = 2 ()= f(xp)l
- < i

S

(51)

where k is the constant of proportionality and a* is a pa-
rameter that characterizes the roughness of a surface
through its amplitude N and roughness function f (x, y).
Now, the flow rate as a function of slip length would be given
as follows:

L
Qslip = Qno—slip<1 + 627;1>) (52)
where F is the distance between the confining pore walls and
Qgip and Q,,,_g;, are the flow rates due to slip and no-slip
boundary conditions, respectively.
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(3) Contribution of Evaporation to Water Loss. Hydraulic
fracturing requires injecting large volume of water (~2-6
million gallons); however, on average, only 6-10% of the
injected water is recovered in the US across all shale plays
[255]. This abundant retention of fracturing fluid inside the
shale formations is a cause of major concern because it keeps
the hydrocarbons from flowing out of the reservoir by re-
ducing the relative permeability of the hydrocarbons inside
the formation. Singh [218] reviewed the process of water
uptake by shales and suggested evaporation as one of the
possible mechanisms that may be contributing to loss of water
in shales. To support their hypothesis, they provided three
characteristics associated with shale formations that could
facilitate evaporation of water: (1) gas expansion, (2) water
droplets formed at asperities or cavities in fractures, and (3)
pore confinement. Since the hypothesis of water loss in shales
due to evaporation has not been investigated before, it can be
tested using the reservoir-on-chip approach with the network
of small pores and fractures. Among the three characteristics
noted above that could be facilitating evaporation, gas ex-
pansion seems to be the most intuitive source and can be
mimicked by injecting gas into the water saturated chip with
a network of matrix pores and fractures under reservoir
conditions. The process of fabricating such a chip and other
experimental devices needed to test this process can be set up
based on the reservoir-on-chip model developed by Gerami
et al. [247] to study coal reservoirs and shown in Figure 12.

Keeping track of water saturation and its phase change
with time can indicate whether expansion of gas as it moves
from pores to fractures results in evaporating some water. The
phase change can be studied using direct visual observation of
water phase behavior due to light scattering, a method that
has been reliably tested for vapor detection by Yang et al.
[256] and more recently in the context of shales by Ally et al.
[227] to study the fluid phase behavior in nanopores.

4.4. Hydrogen Storage

4.4.1. Introduction. Hydrogen-based energy is one of the
promising sources of energy [257] because hydrogen is
a zero-emission fuel and can provide solutions to many
versatile problems such as predictable supply that is not
dependent on weather conditions, its capability to integrate
within existing infrastructure developed for other forms of
energy, and its applications in many different industries
[258, 259]. As such, hydrogen-based energy solutions have
versatile applications, such as sources of power [260] (fuel
cells [261]) in transportation [262, 263] and as a commodity
in many industrial processes [264]. Figure 13 shows a gen-
eral illustration of a hydrogen energy system with sources,
production, storage, and its applications. Among all sources
of hydrogen production worldwide, 95% of the hydrogen
production comes from nonrenewable sources [265] such as
natural gas, coal, gasoline, diesel fuels, etc.

Among various steps in the hydrogen energy system,
hydrogen storage is a major challenge and a key enabling
technology for the advancement of the hydrogen energy-
based applications.
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4.4.2. Literature Review. Hydrogen can be stored either
physically (as compressed gas or liquid) or chemically (on
the surfaces of solid materials by adsorption or within the
solid materials by absorption). Exploiting hydrogen energy
on commercial scale as planned by the US Department of
Energy through portable power sources, fuel cells, and
transportation requires a compact system that can store
hydrogen on these applications. The fundamental difficulty
in achieving this task is low energy density per unit volume
of hydrogen, which means hydrogen needs relatively larger
volume to pack same amount of energy compared to other
fuels. The storage of hydrogen can be divided in three sectors
[266-269], namely: (i) high-pressured gaseous state, (ii)
cryogenic liquid state, and (iii) solid state. Because of the low
storage efficiency of liquid and gaseous hydrogen, research
efforts to develop storage technologies have focused towards
increasing the density of hydrogen either through chemical
storage technology using new materials [270-273] or
through physical storage using compression [274-276].

Even though some researchers [271] suggest that the
chemical method is more efficient in storing hydrogen than
the physical method, they do not provide a comparison or
areference to support such a claim. However, Petitpas et al.
[275] provided an objective comparison between the two
storage methods, i.e., physical storage and chemical stor-
age, which suggested that at low pressures the density of
stored hydrogen through the chemical method is signifi-
cantly higher than the density of hydrogen stored through
the physical method. As the pressure is increased, the
density of hydrogen through the chemical method starts to
flatten, whereas the density of hydrogen through the
physical method continues to increase, eventually over-
taking the density of hydrogen stored through the chemical
method at a breakeven pressure beyond which the density
of hydrogen stored through the physical method remains
larger than the hydrogen stored through the chemical
method (Figure 14). They reported that this breakeven
pressure strongly depends on temperature.

Since the choice of hydrogen storage technology would
depend on the end application, Petitpas et al. [275] suggested
that the conditions relevant to a specific application may
supersede the chemistry and physics required to enhance the
hydrogen density. For instance, the added mass of the ad-
sorbent for chemical storage may discourage the use of this
storage technology in the case of weight-sensitive applica-
tions, whereas in the case of storage by compression the use
of higher pressures may discourage its use for some ap-
plications where high pressure is a safety concern. Addi-
tionally, the cryogenic temperature needed for both
techniques could be discouraging in the absence of liquid
hydrogen (or liquid nitrogen for 80 K fueling). Petitpas et al.
[275] also compared the use of a “hybrid” system that can
store hydrogen by both compression and adsorbent and
found that they can store 10% to 20% (with metal-organic
framework as the sorbent) more hydrogen compared to
storage by compression alone.

Despite the variation in density of stored hydrogen by
the two approaches, the research on hydrogen storage in past
few years has mostly focused on chemical storage by
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FIGURE 12: Reservoir-on-chip model used to depict the fracture structure in a coal reservoir [247].
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FIGURE 13: Schematic representing a hydrogen energy system. About 95% of the hydrogen currently produced across the world comes from
nonrenewable sources.

adsorbents because of its expected use in many commercial (1) Key Challenge. Increasing the efficiency of hydrogen
and portable applications that may have safety concerns  storage is one of the major challenges in the application of
related to high pressure. Therefore, below we review the  hydrogen for consumer applications such as trans-
modeling scheme to store hydrogen by adsorption on po-  portation. Figure 15 shows a schematic comparing the
rous and deformable materials. volumetric scale of storage space required for 4kg of



Advances in Materials Science and Engineering 21
100 10
90|+ SRR 19

... Fueling

80| - P D g
o 70 7 \,&f
\é 60 'Gaﬁ‘_"‘“,‘s “l 6 é
g 50 Discharging s

L

el
g 40 : "‘I/erling' e b d]'i 4 §
= 30 " Discharging. -~ .. ... . Absorbed Hyf | z

20 7 < Fueling: 12

wof 1

0k 0

0 50 100 150 200 250 300 350

Pressure (bar)

FiGure 14: Comparison of physical and chemical storage capacities [275].

LaNiH,

H, (iquid) (200 bar)

FIGURE 15: Schematic representation of the volumetric scale of storage space required for 4 kg of hydrogen with different modes of storage
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hydrogen storage in different materials and storage
methods.

(2) Governing Equations. The governing equations for the
storage of hydrogen follow the conservation of mass and

energy.
Mass balance:
o(¢p s,
(atg + V((/)pgu) = - ﬁ)

(53)

as_m — a[(l _(/))Ps] _ %_a((bps)
ot ot ot ot

where p, is the hydrogen gas density, ¢ is the porosity of the
adsorbent, u is the hydrogen gas velocity that is computed
using either Navier—Stokes equation or Darcy’s law, s, is the
mass of hydrogen adsorbed or desorbed per unit volume of
the sorbent, and p; is the density of the sorbent.
Energy balance:
d(pc. T Js
% + V.(pgcp’guT) = V. (ksVT) + a—tT, (54)

where pc,, is the effective heat capacity, kg is the effective
thermal conductivity [277], T is the temperature, and sy is
the product of the enthalpy change (as a result of
sorption).

4.4.3. Critical Gaps and Proposed Approach. Even though
the experimental research on developing superior nano-
structured adsorbents [271, 273, 278, 279] for hydrogen
storage continues to increase with time, the same effort has
not been devoted to model the transport of hydrogen in
these nanostructured porous materials. For instance,
transport of hydrogen is modeled using only the continuum
scale transport [277, 280-283] with no contribution of
nanoscale transport mechanisms despite the role of nano-
confinement [273, 284] as an effective strategy in modifying
the hydrogen storage performance. From a theoretical
perspective, transport of hydrogen in nanoporous mediums
is controlled by two more mechanisms (Knudsen diffusion
and slip flow) other than viscous/convective flow, heat
transfer, and sorption (surface diffusion). A better un-
derstanding to characterize the transport mechanisms at
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nanoscale in terms of their contribution to the storage and
the operating conditions for which they remain activated can
be useful to optimize the storage of hydrogen in nano-
structured materials. In this regard, we discuss two transport
mechanisms of Knudsen diffusion and slip flow at nanoscale
and how they can be added in the governing equations to
model hydrogen storage.

(1) Accounting for Slip Flow and Knudsen Diffusion in Total
Flux. The flow behavior at the continuum regime is governed
by the Navier-Stokes equations; however, as Kn increases
beyond the range of the continuum regime, the no-slip
boundary conditions start to break such that the N-S equa-
tions should be modified to account for slip boundary con-
ditions or molecular models should be employed. Another
transport mechanism that plays an important role when the
mean free path of the gas molecules is larger than or equal to
the pore size is the form of diffusive transport called Knudsen
diffusion. Diffusive transport in micro- and nanopores can
occur through three different mechanisms: (i) bulk diffusion,
(ii) surface diftfusion (sorption), and (iii) Knudsen diffusion
[67]. The proportion of each mechanism depends on the
magnitude of the Knudsen number (Kn), and for large Kn,
the molecules interact more often with the pore walls than
with each other. Typical nanoporous materials for storing
hydrogen have pore size that can vary from less than 1 nm to
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about 10nm [270, 271, 273, 285, 286] for varied materials
ranging from carbons, zeolites, metal-organic framework
(MOEF), complex hydrides, etc., whereas mean free path of
hydrogen molecules at ambient conditions estimated from
kinetic theory is about 160 nm. Therefore, it is evident from
this comparison that Knudsen diffusion may have an im-
portant role to play in the transport of hydrogen.

(i) Slip Flow and Knudsen Diffusion: The convective mass
flow in the presence of slip boundary conditions and dif-
fusive mass flow in the presence of Knudsen diffusion is
given as follows [69]:

_MuA&
MCETRT 1
0 =D (MAAp)_ 1 |8RT (MAAp)
o = ke o 7 ) T\3 N )\ R 1) (55)

4h
- channel shaped pores,

N

2r, tube shaped pores.

The solution of the Navier-Stokes equation and slip flow
boundary conditions are used to solve for hydrogen velocity
due to convective flux for two pore shapes of channels and
tubes, respectively, as follows:

'ijlapﬂ v, )d hannel-shaped
- — = c c , channel-shaped pores,
h _h 2# axy ly 2 y p p
u = <
1 ("[10
o Jo |i4‘u %rz +¢In(r) + 64]2ﬂrdr, tube-shaped pores,
(56)
2- 0
0“A<—u) , channel-shaped pores,
0y ay y=h
uslip =
2-o0,,(0u
M =— , tube-shaped ,
. (ar)r_r* ube-shaped pores
1?"1 = mc + mD,
where m1, is the diffusive mass flow, Dy, is the Knudsen
diffusion coeflicient, s is the characteristic length, p is the ) MuA p, MA Ap
pressure, u is the hydrogen velocity due to convective flux, o, =m= ( RT T) + (DKnﬁ T>’
is TMAGC, A is the mean free path, p,, is the outlet pressure, M
is the molar mass, A is the cross-sectional area of the me- m (57)

dium, h is the height of the channel-shaped pore, r* is the
radius of a cylindrical-shaped pore, [ is the length of the
medium, R is the universal gas constant, T is the temper-
ature, and c¢;,¢,,¢;, and ¢, are constants from integration
of the Navier-Stokes equation.

The total flux is the sum of the mass flow due to con-
vective flux (including slip flow) and diftusive flux (from
Knudsen diffusion), eventually leading to an effective ve-
locity of hydrogen molecules (u.4) that can be substituted in
place of u in the mass balance equation for hydrogen:

Uetf = — 5
pgA

M
=— Dy . Ap).
Uesr PgRTl (uPO + Dkn p)

5. Conclusions

While there is a consensus in the literature that embracing
nanodevices and nanomaterials helps in improving the
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efficiency and performance, the reason for the better per-
formance is mostly subscribed to the nanosized material/
structure of the system without sufficiently acknowledging
the role of fluid flow mechanisms in these systems. This is
evident from the literature review of fluid flow modeling in
various energy-related applications, which reveals that the
fundamental understanding of fluid transport at micro- and
nanoscale is not adequately adapted in models. Incomplete
or insufficient physics for the fluid flow can lead to untapped
potential of these applications that can be used to increase
their performance. This paper reviewed the current state of
research for the physics of gas and liquid flow at micro- and
nanoscale and identified critical gaps to improve fluid flow
modeling in four different applications related to the energy
sector. The review for gas flow focused on fundamentals of gas
flow at rarefied conditions, the velocity slip, and temperature
jump conditions. The review for liquid flow provided fun-
damental flow regimes of liquid flow, and liquid slip models as
a function of various parameters at micro- and nanoscale.
Regarding porous media applications in the energy sector,
this review identified critical gaps to improve fluid flow
modeling in each of the four different applications. The four
applications from the energy sector considered in this review
are (i) electrokinetic energy conversion devices, (ii)
membrane-based water desalination through reverse osmosis,
(iil) shale reservoirs, and (iv) hydrogen storage, respectively.
For electrokinetic energy conversion, it was found that further
improvements can be made in terms of modeling slip length
as a function of key device parameters and its relationship
with flux. For membrane-based water desalination, it was
found that further improvements can be made if water and
solute transport in graphene-based membranes are modeled
by coupling the dependency of wettability and slip length in
addition to typical flux from convective and diffusive flows.
For shale reservoirs, it was found that researchers explore the
issue at continuum scale than at pore scale, which can
generally mask the phenomena contributing to flow from
micro- to nanoscale; in that regard, we proposed using
a reservoir-on-chip approach that can enable capturing the
subcontinuum effects contributing to fluid flow in shale
reservoirs. Additionally, the reservoir-on-chip approach can
be used to estimate the contribution of liquid slip to total flow
and the role of evaporation in the loss of fracturing water in
shales. For hydrogen storage, it was found that further im-
provements can be made by including Knudsen diffusion and
slip in the governing equations of hydrogen storage.

While many experiments have been conducted to un-
derstand the contribution of some mechanisms (e.g., slip
length) at micro- and nanoscale, there are just few studies
that have looked at the combined effect of material prop-
erties and the size of the flowing medium on fluid flow. The
coupled effect of material properties and the flow at micro-
to nanoscale is important in shale rocks and electrokinetic
devices where the amount of fluid flux, important for
performance, is controlled by the properties of the material
in addition to the scale of the flowing medium. Future work
on coupled impact of material properties and flowing me-
dium size would be an important contribution for these two
applications.
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This work provides a numerical study of a polymer composite manufacturing by using liquid composite material molding. Simulation
of resin flow into a porous media comprising fiber perform (reinforcement) inserted in a mold with preallocated ceramic inserts has
been performed, using the Ansys FLUENT® software. Results of resin volumetric fraction, stream lines and pressure distribution inside
the mold, and mass flow rate (inlet and outlet gates) of the resin, as a function of filling time, have been presented and discussed. Results
show that the number of inserts affects the filling time whereas the distance between them has no influence in a process.

1. Introduction

Composite is a material originating from the joining of two
or more different component materials, exhibiting specific
properties that are not observed in the constituent phases,
acting separately [1].

Most of composites are described as having a matrix
phase and a dispersed phase (reinforcement). The matrix is
the continuous phase, which is responsible to transfer the
stresses exerted on the part. Polymeric matrices are the most
used in the composite material production.

Polymers are called thermosets when, after cure reaction,
they have a molecular structure that does not allow process
reversibility and thermoplastics, when the molecular
structure, presented before cure, can be achieved as the
polymer is remelted. The epoxy resin is a thermosetting
polymer that has better thermal, electrical, and mechanical
properties than the other polymer matrices, working in the
range of —60 to 180°C [2].

The reinforcement of the composite may consist of
continuously disposed, discontinuous, aligned or random
fibers, particles, with different sizes and structures, either
laminated or in sandwich-panels [1, 3].

Due to the ability of the composites to merge different
properties in a single material, they have various applica-
tions. In the aeronautical and naval sector, there is a great
demand for materials that present lightness associated with
high mechanical resistance. Thus, the application of polymer
composites to structural components of aircraft and vessels
is constantly increasing. Currently, internal, external, wing
ribs, landing gear doors, flaps, structural parts, and aircraft
leading edges are being made of composite materials con-
sisting of continuous fibers in a thermoset polymer matrix
[4]. Vessels are able to associate low weight and maintenance
cost with high wear resistance when they are manufactured
by composites reinforced. In the scope of the armored
structures, composites are processed from the union of
ceramic inserts and reinforcing fibers, imbedded in a poly-
mer matrix. This composition promotes to the armored
equipment, both structural properties, sufficient to support
high loads, as well as protection against ballistic attacks and
reduction on the equipment weight [5-8].

The fiber-reinforced composites constitute a porous
medium. Interconnected voids between the fibers are dis-
tributed along the preform through which the resin flows
during the filling mold. The pore geometry and its
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FIGURE 2: Reinforcement configuration with 0 (a), 1 (b), 5 (¢), and 9 (d) ceramic inserts 2 mm apart and in the case of 9 inserts, with 15 mm

apart (e) and 25 mm apart (f).

distribution, described by the porosity and permeability of
the medium, measured empirically, the density and viscosity
of the resin, and the pressures and velocities, established at
the inlet and outlet of the mold, characterize the flow in the
porous medium and its mechanical properties [9-13].
Historically, the composites were produced by the
manual lamination process. In this process, laminated
layers are manually produced using reinforcements pre-
viously impregnated with the matrix material [14]. Due to
the high costs and the operator’s ability dependence, as-
sociated with the manual lamination process, de-
velopments in manufacturing with the aim of promoting
reductions in process costs and in the number of failures
are increasing. For this, the technique of liquid composite
molding (MLC) was developed. In this technique, liquid
resin is injected into a closed mold, where the re-
inforcement is preallocated, under specific conditions of
pressure, velocity, and temperature. As the resin fills the
mold cavity, impregnating the preform and cure process

are finished, the composite is produced [15]. In general, the
liquid phase (polymer) is mixed with a chemical hardener
before to be injected into the mold. In addition, the shape of
the part, the mold temperature, and the maximum in-
jection time depend on thermal and mechanical properties
of the matrix. In order to adapt the different specifications,
required by the manufacturing projects, the MLC tech-
nique was subdivided in resin transfer molding (RTM),
vacuum-assisted resin transfer molding (VARTM), resin
transfer molding light (RTML), and compressed resin
transfer molding (CRTM) [16-19].

During the molding process, a multiphase flow is ob-
served along the mold. A resin-air interface develops inside
the mold as the liquid resin is injected into the mold and air,
which previously occupied the entire porous volume is
repelled through the strategically projected outlets. In the
course of the process, the interface extension decreases as air
is removed from the mold and phase mixture regions are
observed to promote dispersed air bubbles in the polymer



matrix. After the curing process, these bubbles correspond to
voids in the solidified part, which give rise to cracks in the
composite, drastically reducing the composite mechanical
strength. Thus, the transient control of the fluid flow and the
pressure distributions along the molded part are directly
associated with the quality of the composite. These fluid
dynamics parameters are dependent on the composite ge-
ometry, the reinforcement and the resin physical properties,
the distribution of injectors and air outlets, and their relative
pressures and velocity that potentiate the flow [16].

Experiments have shown that undesired results, such as
voids inside the mold, high injection times, mold de-
formations, displacement and deformation of the preform,
in locations near the injection points, are influenced by the
flow behaviour. In this way, an accurate knowledge of the
transport phenomena associated with the flow type to
currently control the process is necessary in order to have
a structure with desired mechanical properties.

In the search for optimize industrial processes, nu-
merical simulation is characterized as a fundamental tool.
From the discretized physical conservation equations, the
fluid dynamics aspects of processes such as composite
molding can be described and analyzed in order to predict
the best operating conditions and the physical implications
of the mold and reinforcement geometries used. The prior
knowledge of how the flow occurs significantly reduces the
logistical venture and costs that would have been used to
obtain experimental results. As the computational tool is
validated, numerical results are enabling to guiding the
industrial processes.

In this sense, the present work carries out a computa-
tional study of the resin transfer molding process during the
manufacturing of a composite composed by an epoxy resin
polymer matrix, reinforced with glass fiber and ceramic
inserts. As contribution in this research area, the description
of the multiphase flow fronts, rate relative results of the resin
and air volume fractions over the time, the resin mass flow at
the mold inlet, and the pressures and velocities distributions
inside the mold are numerically obtained. In addition, the
numerical study allowed to evaluate the influence of the
number of inserts and the distance between them in the
mold filling process.

2. Mathematical Modeling

2.1. The Physical Problem and the Geometry. As shown in
Figure 1, the physical problem consists of the filling, by
injection of resin, of a square closed mold, with 250 mm of
side and 13 mm thickness; the mold is composed by three air
outlets with 5mm diameter, distributed symmetrically on
one side of the mold lower surface, 112.5 mm apart; one inlet
on the opposite side, on the mold upper surface, with 5 mm
diameter. A preform of glass fibers is allocated in the mold
cavity, forming a porous medium, through which the resin
passes during filling process.

The influence of the square-base prismatic ceramic in-
serts, with 50 mm of side and 4 mm of thickness, placed
between the fibers and centered on the mold thickness, on
the multiphase flow behaviour, will be analyzed. Figure 2
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(1) Update the values of
physical properties

(2) The momentum conservation
equation is sequentially solved for
the velocity

(3) Solve the mass conservation
equation and the pressure
correction

(4) Update the values of
pressure, velocity, and mass
flow rate

(5) Solve the energy equations,
species transfer, turbulence, or
other dependent variables

Converged?

FIGURE 4: SIMPLE pressure-based solution method.

TaBLE 1: Simulated cases.

Case Number of inserts Distances between the inserts (mm)

1 9 25
2 0 —
3 1 2
4 5 2
5 9 2
6 9 15

TaBLE 2: The two physical properties of the fluid phases at 25°C and
1atm.

Properties Viscosity (Pa-s) Density (kg/m’)
Air 1.7984¢ % 1.2257
Resin 0.35 1200
illustrates ~ different configurations of composite re-

inforcements, relative to the number of inserts and the
distances between them. The cases referring to the 0, 1, 5, and
9 inserts, with a distance of 2 mm between them, are pre-
sented in Figures 2(a)-2(d), respectively. The cases referring
to the variations in the distance between the inserts of 15 and
25mm for 9 inserts are shown, respectively, in Figures 2(e)
and 2(f).

2.2. The Mathematical Model. Among the mathematical
models used to describe the multiphase flow, the volume of
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305 (43.9%)

505 (68.4%) 805 (97.9%)

FIGURre 5: Distribution of the resin volumetric fraction inside the mold containing 0, 1, 5 and 9 insert spaced 2 mm apart, at different

instants of process.

Fluid (VOF) model is suitable for composite molding
processes. This model, through the solution of the conser-
vation equations of mass and momentum, is able to trace the
interfaces of a flow composed of two or more immiscible
fluids with great accuracy. As the mold is filled with liquid
resin, this model is able to specify the air and resin flow rates
and the interface location between these fluids. In this way, it
is possible to identify the resin front in the mold and the
regions with air bubbles during the injection process.

2.2.1. Mass Conservation. In the mass conservation equation
(Equation (1)), the transient, convective, and source terms
are related to the volumetric fraction of the secondary phase
“q.” Making the calculation for the secondary phases present

in the flow, by volumetric completion, the conservative
values for the primary phase “p” are obtained:

i M+V-(lxqpq_1’;) =Socq+ i(mpq_qu) ?
Pq ot p=1
(1)

where ¢ is the time variable, S, is the source term relative to
“q” phase and its respective volumetric fraction «, and this
term is related to the generation or mass sink of phase q. The
terms 1, and m,, are related to mass transfer from phase
“p” to phase “q” and from phase “q” to phase “p,” re-
spectively, which occurs when there is phase transformation

associated to this physical problem.



2.2.2. Momentum Conservation. From the momentum
equation solution, the velocity and pressure fields, described
along the flow, are obtained, which depend on the instant of
analysis, the interactions of the fluid with the geometric
structure, as well as the external and internal surface and
field forces, to the control volume.

2PV (pTV) = p

+V- [y(V7 +V7T> +p§>+f)].
(2)

In Equation (2), F is the external force vector, g is the
gravity acceleration vector, and p is the pressure distributed
on the volume control surface. The physical properties
inserted in Equation (2) correspond to the mixture of phases,
in each control volume. These are measured by a weight
average between the constituent phase properties of the flow,
described in Equation (3), for example, to density:

p =gy +(1=ag)py 3)

In this way, the properties and appropriate variables are
weighted in each region of the multiphase flow.

2.2.3. The Porous Media Flow. The term of momentum
conservation equation, relative to the pressure variation in
a physical domain, for fluid flowing through an isotropic
porous medium is described by Darcy’s empirical law
(Equation (4)). In this analysis, the Reynolds number
(Equation (5)), a dimensionless value, describing the re-
lationships between the inertial forces in relation to the
viscous forces, is calculated as a function of the pore size or
the particle diameter (dp) that constitutes the porous me-
dium, and consequently, their value is very small [12].

A

VP = —“KS, (4)
v.d

Re :’%. (5)

In the Equations (4) and (5), u is the viscosity of the fluid,
7, is the fluid superficial velocity vector, which is determined
by considering the porous medium as continuous and
neglecting the effects of the geometric details of the porous
medium structure, and K is the porous media permeability
and can be calculated through Equation (6). This parameter is
dependent on the porosity ¢ and the parameter “a” which is

related to porous geometric microstructure:

3 72
k=% ©)
a(l1-¢)

The approach applied in the Ansys Fluent 15.0 software
does not treat the porous medium through its geometric
variations, but as described in Equation (7), considering the
resistance to the flow (¢) that the porous medium represents

o= % (7)
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FiGUre 6: Total volumetric fraction of resin as a function of the
filling time (inserts spaced apart with 2 mm).

2.3. Numerical Solution

2.3.1. Numerical Mesh. The molds were described in different
meshes, the most refined containing 297,942 elements. The
number of elements was enough to describe the process, with
considerable precision and physical coherence, presented in
the results. Figure 3 illustrates one grid used is this work,
produced by the ANSYS ICEM® CDF 15.0 software, with
particular emphasis for the inserts surfaces and resin inlet,
which was the same used to and air outlets. To reduce the
number of elements and consequently the simulation time,
the mesh was developed considering only the surfaces of the
inserts. No element was treated within its volumes.

2.3.2. Spatial Discretization. In order to obtain the nu-
merical solution of the conservation equations presented,
discretization of the governing equations is necessary, that
work within differential limits. Therefore, we transform the
partial differential equations in algebraic equations, defined
for the finite three-dimensional limits of the numerical
mesh. Taking @ as a representative of the transport variables,
velocity or pressure, referring to conservation equations of
mass and momentum, we have the discretization of the
transport general equation, as follows:

9(p®)
ot

Ny - Ny -
VY pr®V Ap= ) To VO Ap+5,4V,
f=1 f=1

(8)
where T, is the general term relative to the characteristic
physical properties of each conservation equation, A ; is the
area vector corresponding to the faces (f) of the control vol-
ume, S, is the source term per unit of its volume (V'), and N f
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FIGURE 7: Streamlines with velocities (m/s) inside the molds containing 0, 1, 5, and 9 inserts spaced apart with 2 mm, at different instants of process.

is the number of faces in which the conservative equation is
analyzed. Knowing the value of the variable @ in the centroids
(cg> €15 - - - €,p) Of the cells and their values (O f) on each cell
faces, solutions of conservation equations can be obtained
along the physical space. Herein, we use the least squares cell-
based method [20] to determine the gradient V®, the quadratic
upwind implicit differential convective kinematics (QUICK)
method [21] for discretization of the volumetric fraction
(continuity), the second-order upwind method [22] for dis-
cretization of the continuity equation and the PRESTO [23] for
pressure numerical model discretization.

2.3.3. Temporal Discretization. Taking the temporal differ-
ential of the general transport equation

0D

— =F(D), 9

3 (D) (9)
where F(®) incorporates all discretized spatial variables.

Using the implicit method [23] for temporal dis-

cretization, Equation (9) can be rewritten as follows:

ch+l — "

PR, (10)
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6.5mm for different filling times of the molds containing 0, 1, 5, and 9 inserts,

FIGURE 8: Pressure fields, measured (Pa), in the plane y
spaced apart with 2 mm, for different instants of time.

2.3.4. Solution Procedure. Concerning the fluid flow problem
treated here, a pressure-based solution method SIMPLE (semi-
implicit method for pressure linked equation) by [24], which is

traditionally used in incompressible flow simulations that
develop at low velocities, is applied. This method is described

by the following solution steps presented in Figure 4.

where @™ refers to the value of the variable @, in the

central mesh position of the cell, in the later time step and
®", in the current time step. The discretized variables in
relation to space are treated in future or later time, F (®™*!).

Thus, in conjunction of specified initial and boundary
conditions, numerical iterations are performed at each time

step, and the transient behaviour of conservation equations

is obtained.

From the solution of conservation equations, it is pos-
sible to describe how the flow occurs during the molding
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FIGURE 9: Resin mass flow rate as a function of time at the inlet of the mold containing 0, 1, 5, and 9 inserts, spaced apart with 2 mm.
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FIGURE 10: Resin mass flow rates in the outputs of the mold containing 0, 1, 5, and 9 inserts, spaced apart by 2 mm.

process of a fiber-reinforced polymer composite. With this
procedure, the pressure fields, velocities, and volume frac-
tions are obtained in each time step time.

2.3.5. Simulated Cases. The 6 cases, described in Table 1, were
simulated in a commercial computational program (Ansys
FLUENT® 15.0), and the results are presented in the next
section. In all situations, the mesh with 297942 elements,
a time step of 0.05 seconds with the maximum number of 100
iterations per time step, and convergence criterion for all
variables as 10™> were used.

2.3.6. Initial and Boundary Conditions and Fluid Properties.
For the solution of the cases, the following initial and
boundary conditions were applied:

(a) Prescribed pressure at the resin inlet: 101325Pa
(normal to inlet).

(b) Vacuum pressure at the air outlet: —30397 Pa
p
(normal to outlets).

(c) Resin volumetric fraction in the inlet: 1.

(d) Resin volumetric fraction in the outlet: 0.
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FiGure 11: Distribution of the resin volumetric fraction inside the molds containing 9 inserts spaced apart with 2, 15, and 25 mm at different

instants of process.

(e) Local gravitational acceleration: 9.81 m/s>.

(f) Permeability of the porous medium in the x, y, and z
directions: 3.89-10 °m”. ‘The porous medium
structure consists of superimposed glass fibers layers
within the mold cavity. Considering that the fibers
are traced and that the distances between the layers
are small, the permeability in the porous medium is
treated as isotropic.

(g) Homogenous porosity: 0.82.

(h) Nonslip condition on the mold and insert walls and
top, lateral, and bottom surfaces; this condition can
be found as no casting occurs in the mold and the
ceramic inserts are impermeable. The roughness of
the surfaces was not considered because the flow
inside the mold was laminar.

(i) Constant process temperature: 27°C.

In this research, it was considered that the mold is fully
filled at room temperature before the curing process de-
velopment. Under these conditions, the viscosity and
temperature variations due to the resin hardening process
are neglected. Thus, the fluid properties used on the sim-
ulation are described in Table 2.

3. Results and Discussion

In this research, fluid flow in porous media, with emphasis to
polymer composite reinforced with fiber and ceramic inserts,
is analyzed. Figure 5 illustrates the resin flow fronts at dif-
ferent times. These results show the contours of resin volu-
metric fraction on y = 0 mm plane and the resin-air interface
traced throughout the mold volume during filling. From the
analyses of this figure, we can see that the porous medium
resists to the resin flow into the mold, but this resistance is
overcome, due to the high vacuum pressure condition im-
posed, allowing the mold to be completely filled at 345s of
processing. From Figure 6, it can be seen that, within 80 s, the
resin filling rate occurs in intensified way, causing the mold to
be filled more than 90% of its capacity. After this period, the
resin reaches the air outlets and is expelled from the mold,
slowly loading the trapped air fractions, identified by the
existence of resin-air interface within the mold, which is
reduced in size between ¢ = 200s and t = 345 s of process.
The variation of the insert number in a fixed mold
volume promotes two effects: (a) resistance to the flow due to
the insert barriers; and (b) reduction in the useful cross-
sectional area through which the fluid flows, which under
small pressure variations promotes the increase in fluid
velocity, and thus, the resin advances faster in to the mold.
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FIGURE 12: Pressure field in the y = 6.5 mm plane of the molds containing 9 inserts, spaced apart with 2, 15, and 25 mm at different instants of

process.

Qualitatively in Figure 5 and quantitatively in Figure 6, it can
be seen that inserts application strongly influences the resin
advancement in the interval between 10 and 90, a period
ahead resin flow takes to pass inserts, centralized in the
mold. Thus, it can be observed in Figures 5 and 6, for the case
with one insert, the resin velocity is reduced because of the
flow resistance effect overriding the geometry effect. For five
inserts, there is an increase in the geometric reduction effect
compared with the resistance effect, making the 5-insert
curve present a higher filling velocity than the case with 1
insert and closing the case with 0 insert. In this sense, when
applying nine inserts in the mold cavity, the greatest filling
velocity is observed. The number in parenthesis corresponds
to percentage of resin into the mold at different process
times.

The streamlines describe the intensity, orientation, and
direction of a specific flow. Figure 7 shows the results obtained
in this research. In order to distinguish the regions of the plane
with different levels of flow intensity, the velocities’ magnitude

was fixed in a range between 0 and 0.01 m/s, described in the
single legend of the figure. In these streamlines, regions with
velocities’ magnitude higher than the 0.0l m/s are not dis-
tinguished. However, the maximum velocity at each time,
which is above the described range, is presented next to each
figure. Thus, the velocity differences between the mold regions,
which lie within the given range, indicate important physical
characteristics of the flow. In 1s of process, a streamline
structure intensifies towards the mold outputs. This flow comes
from the air reaction to the resin injection at the inlet, which
occurs from the set pressure conditions at the inlet and outlet.
Then, follows the resin advancement from the mold inlet at
considerably lower velocities due to its higher viscosity and
density. In parallel to that, recirculation of air regions are
performed around the mold outputs due to the narrow space
that air is confined as the resin advances on the mold. When
the mold volume is about 90% filled with the resin, the
recirculation regions are extinguished, which occurs because
the resin reaches the outlets in this period.
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FIGURE 13: Streamlines with velocities (m/s) inside the molds containing 9 inserts and spaced apart at 2, 15, and 25 mm at different instants

of process.

With the ceramic insertion structures in the composites,
it is observed that, as the number of inserts is increased, the
streamlines are affected by the reduction effects on the cross
section area of the mold and the flow resistance. An increase
in the recirculation intensity is observed as the inserts are
added into the mold until 50 s of processing. Already at 80,
the velocities of the resin flow are becoming smaller, due to
the resistance effect coming from the inserts overlapping at
that moment.

Figure 8 illustrates the pressure distribution inside the
mold at different moments of molding process. In this figure,
the pressure distribution along the central plane of the mold
is observed as the mold is being filled by the resin. Initially,
the effect of the vacuum pressure (—30386.73 Pa), established
at the outputs and homogeneously distributed throughout
mold, causes the entering of the resin. It is found that the
reddish-toned contours advance in the mold over time, as far
as the filling occurs. The advancement of the higher-pressure
contours becomes linear (¢ > 10 s) with a small distance from
the inlet, due to the effect of the flow resistance increasing,
already mentioned. Upon reaching 90s of processing, the
variation of amount of resin into the mold, has been

relatively low and, thus, pressure contour profile remains
constant until the full-filling the mold. Pressure conditions
with small variations are observed when inserts are applied
in the mold, which can be observed on the pressure contours
legends. This pressure conditions associated with the re-
ductions in the flow areas, due to de presence of inserts into
the mold, promoting the different filling times in for each
described case.

Resin injection into the mold with constant pressure
promotes a reduction in resin flow rate at the mold inlet over
time as shown in Figure 9. This is due to the fact that the
resistance to scaling increases as the volume of resin, which
needs to be moved inside the mold, increases. Because of the
low viscosity and density, the air does not offer a high in-
jection resistance, and therefore, the resin flow in the mold
inlet at the initial times is relatively high. Subsequently, it
decreases, due to the addition of resin, with high viscosity
and density, in the porous cavity. This falling rate period
occurs, until reaching the permanent regime, around 80s,
when the amount of resin present in the mold is almost
constant, as can be observed comparing Figures 9 and 10. In
the process, it possible to observe that the resin mass flow
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rates in the inlet and outlet are close to 0.006 kg/s. Quan-
titatively, Figures 9 and 10 also describe the influence of the
ceramic structures application on the resin mass flow rates at
the mold inlet and outlet along the filling process. It will be
seen for the same time that, as the number of inserts is
increased in the mold volume, the resin mass flow rate at the
mold inlet is reduced. This is due to the increase in the flow
resistance imposed by impermeable ceramic structures.
Figure 10 illustrates that the resin achieves the mold outputs
more rapidly as the number of inserts increases, due to the
geometric reduction of the porous volume inside mold,
under few variations on the pressure conditions, as the
inserts number is varied. In the same figure, it is also ob-
served that the levels at which the resin mass flow rates
remain constant at the outputs are greater for the smaller
number of inserts inside the mold.

Figure 11 shows the influence of the distance between
the inserts in the mold filling time. It is noted that, as the
distance between the inserts is reduced, there is a small
increase in the resin volumetric fraction at the same in-
stant of time as compared with previous case. This is due to
the reducing effect on the cross section area through which
multiphase flow occurs, under pressure conditions not
sensitive to the geometric variations, as shown in Figure
12, thus increasing the fluid velocity in these narrower
regions.

Figure 13 shows that, for the same time, as the distances
between the inserts are increased, an increase in the max-
imum velocity, measured in the plane y = 6.5mm, is ob-
served. What can be seen in streamline structures are small
increases on the flow intensity, especially in the initial times,
10 and 30s, these variations do not influence the filling
process because the mass flow rate at the inlet and outlets has
no changes as the distances between the inserts are varied, as
described in Figures 14 and 15.

4. Conclusions

In the work, fluid flow in porous media has been studied
with particular reference to resin flow in a glass fiber pre-
form. From the presented results, the following can be
concluded:

The multiphase VOF model, used by Ansys FLUENT®
software, is suitable for studying the resin transfer molding
process.

The adaptation of the mesh, placing voids instead of the
solid ceramic inserts, promoted a reduction in the com-
putational time that does not interfere in the results, since
the fluid dynamics process is affected only by the surfaces of
the inserts.

Ceramic inserts influence the flow behaviour during the
filling of the mold. An increase in the mold filling velocity
was verified, as the number of inserts is increased.

The resin mass flow rate at the mold inlet is reduced as it
is being filled by resin. In about 80 s of processing, the resin
touches the mold outlets and the resin flow in this region is
increased until reaching the value of the inlet resin mass flow
rate. Both the resin fluxes at the mold inlet and at the mold
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Ficure 14: Mass flow rates at the mold inlet with the mold con-
taining 9 inserts spaced apart with 2, 15, and 25 mm at different
instants of process.
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FiGure 15: Mass flow rates at the mold outlets with the mold
containing 9 inserts spaced apart with 2, 15, and 25 mm at different
instants of process.

outlet are inversely proportional, affected as the insert
number is increased and are not affected considerably when
the distances between them are varied.
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This paper addresses the difficult closure of a frozen wall in a coal mine shaft due to excessive seepage velocity in an aquifer when
the aquifer is penetrated via the artificial freezing method. Based on hydrothermal coupling theory and considering the effect of
decreased absolute porosity on seepage during the freezing process, a mathematical model of hydrothermal full-parameter
coupling with a phase change is created. A shaft is used as a prototype, and COMSOL multiphysics finite element software is
employed to perform a numerical simulation of the shaft freezing process at various stratum seepage velocities. The numerical
simulation results are verified via a comparison with field measurement data. Based on the numerical simulation results, the
impact of various underground water seepage velocities on the artificial frozen wall formation process with the seepage-
temperature field coupling effect is analysed. Based on the analysis results, the recommended principles of the optimization design
for a freezing plan are described as follows: first, the downstream area is closed to enable the water insulation effect, and second,

the closure of the upstream area is expedited to reduce the total closure time of a frozen wall.

1. Introduction

Due to core advantages, such as water insulation and temporary
support, the artificial freezing method has been extensively
applied in geotechnical engineering and become a common
method for penetrating an aquifer in a coal mine shaft [1-3].
However, frozen wall closure failure due to excessive aquifer
seepage velocity is common in engineering practice [4].
Many researchers have conducted extensive in-
vestigation of the freezing problem with high flow velocity.
First, based on the Harlan [5] hydrothermal coupling
model, a large amount of extension research was con-
ducted. Lietal. [6], Liu et al. [7] and Kurylyk and Watanabe
[8] elaborated differences among numerous studies. Vitel
et al. [9] suggested that only two studies [9, 10] have
performed experimental validation for high flow velocity.
Second, based on hydrothermal coupling theory, Yang and
Pi [11] created a mathematical model for single-hole
freezing front development considering underground
water flow and performed a comparative analysis of

numerous influencing factors of single-pipe freezing via
numeric calculation. Liu et al. [12] performed a qualitative
analysis of the effect of horizontal underground water flow
on horizontal freezing in a rectangular tunnel. Zhou and
Lan [13] briefly analysed the variation of seepage and
temperature fields during freezing via the numerical
simulation of the artificial freezing process in a seepage
stratum. Based on the proposed mathematical model,
Marwan et al. [14, 15] employed an ant colony algorithm to
optimize the tunnel freezing-hole layout in seepage con-
ditions. However, the theoretical models of this numerical
analysis were not validated by experiments, and the re-
lationship between permeability variation and soil state
during freezing was not explained. These numerical ex-
amples failed to summarize the common law for the effect
of a seepage velocity increase on the formation of a shaft
artificial frozen wall based on a detailed freezing plan.
Therefore, based on hydrothermal coupling theory and
considering the effect of an absolute porosity decrease on
seepage during freezing, a mathematical model for
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hydrothermal full-parameter coupling with a phase change
is created. The combined programming of MATLAB and
COMSOL is employed to provide a numerical solution for
a coupling mathematical model. A mine shaft double-circle-
piped freezing plan is employed as a prototype to perform
a numerical simulation and investigate the effect of un-
derground water seepage velocity on frozen wall formation.
The focus is the analysis of the effect of the underground
water seepage velocity on the seepage field, temperature
field, frozen wall closure time, and maximum thickness
during freezing. An optimization principle for a high-flow-
velocity shaft freezing plan is proposed, which has a sig-
nificant theoretical and engineering value for solving the
problem of the difficult closure of a shaft frozen wall in
a loose aquifer with high flow velocity.

In Section 1, the mathematical model for hydrothermal
tull-parameter coupling with a phase change is created. In
Section 2, a mine shaft double-circle-piped freezing plan is
employed as a prototype; a combined programming method
of MATLAB and COMSOL is employed to obtain a numerical
solution. The results are verified with field measurements. In
Section 3, based on this model, development patterns of
a seepage and temperature field during freezing with different
initial seepage velocities (at the step of 1 m/d) are quantita-
tively investigated. The effect of initial seepage velocity on the
frozen wall closure time and effective thickness is analysed.

2. Mathematical Model

Generally, soil in freezing construction is a multiphase
system that consists of a soil skeleton, water, air, and ice [16].
As this paper focuses on the effect of shaft underground
water seepage on the freezing of a sandy soil layer, the soil is
assumed to remain saturated during freezing. Considering
the research focus and primary influencing factors, the
following assumptions for the mathematical model deri-
vation are presented:

(1) The effect of temperature variation and solute
transport-induced density gradient and temperature
gradient on the transport of unfrozen water is dis-
regarded. The heat transfer loss of a freezing pipe
wall is disregarded.

(2) Unfrozen water transport always satisfies the water
flow continuity condition and Darcy’s law. The initial
state is steady seepage.

(3) A soil layer is a continuous, homogeneous and
isotropic porous medium, which satisfies the basic
assumption of mixture theory.

(4) The soil skeleton gap is a constant that is unrelated to
thermodynamics parameters, ignoring the influence
of temperature and pressure on viscosity coeflicient
of fluid.

2.1. Mathematical Expression for Content of Soil Composition
during Freezing. The porosity of the unfrozen state is ¢;
assume that the pore water volume is y; the volumes of soil
compositions are listed in Table 1.
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TaBLE 1: Volume of soil composition.

Ice 6, Water 6,
b (1-x) box

After soil freezes, it always contains some liquid water,
and the content maintains a dynamic balance with tem-
perature [16]. Based on considerable experimental analysis,
the content is determined via formula (1) [16]. Therefore, the
pore water volume is represented via formula (2):

Te\b
- —f) (1)
“u wO(T)
1, T>T,,
X =3 /T, (2)
— 1, T<T,,
<T) f

where wj, is the initial water volume content in soil; w,, is the
volume content of unfrozen water in frozen soil; T'is the soil
temperature, ‘C; T is the initial soil freezing temperature, °C;
and b is a constant determined by soil property.

2.2. Creation of Hydrothermal Coupling Control Equation
during Freezing. The temperature variation during freezing
is a transient heat conduction problem. Based on the basic
assumption, ice, water, and soil skeleton coexist in soil
during freezing and exhibit different heat transfer charac-
teristics. In addition to heat transfer by conduction, ice heat
transfer also includes phase change heat transfer. Water heat
transfer includes convective heat transfer, which is induced
by liquid water flow. Based on the heat transfer and seepage
theory, the temperature and seepage field control equation
during freezing that considers a phase change is expressed as
(17]

oT oy oT oT —
Gicipig + ¢0LwP1£ FTR 91C1P15 +pio(u - VT)
(3)
aT
+ gscspsg =V ((0ik; + 61k, + 0,k)VT) + Q,
op —
plod +a, (1= L v- (o) = pa @
— K’
u =—-——->Vp, (5)
Y P

where t is the time; ¢;, ¢}, and ¢, are the specific heat ca-
pacities of ice, water, and the soil skeleton; k;, kj, k, are the
thermal conductivities of ice, water, and the soil skeleton; p;,
p1» Ps are the densities of ice, water, and the soil skeleton; L,
is the phase change latent heat of the unit mass of water; s
the relative velocity vector of water; Q is the strength of the
equivalent heat source; o is the compression rate of water; o,
is the equivalent compression rate; ¢ is the absolute porosity;
p is the seepage pressure; and g is the flow rate.

Based on the relation between permeability and absolute
porosity from the servo permeability test [18] and Darcy’s law,
the hydraulic conductivity during freezing is represented as
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where K' is the hydraulic conductivity, K, is the hydraulic

conductivity for the unfrozen state, and p is the viscosity

coeflicient of water.

In saturated soil, the absolute porosity is equal to the
volume of liquid water. Therefore, disregarding the variation
of the water viscosity coeflicient during the cooling period,
formulae (4) and (6) are represented as

3

d -
Pl[“191+“s(1—91)]a—f+v' (P ) = pig. (8)

The temperature boundary at the water inlet is the
temperature of the water inflow, i.e., equal to the initial soil
temperature. The temperature boundary at the freezing pipe
wall is the actual temperature measured at the external wall
of the freezing pipe. Assume that the convective flux is at the
water outlet. The boundary condition is

ng- (-kVT)|,_, =0, 9)

where g, is the horizontal coordinate of the outlet boundary,
and n, is a vector along the inner normal direction at the
water outlet.

As the heat transfer of other boundaries is not consid-
ered, other boundaries are treated as adiabatic boundaries.
The boundary condition is

=1+ (=kVT)lyp 4, = 0, (10)

where b,, b, are the boundary vertical coordinates and # is
a vector along the inner normal direction of the boundary.

In the calculation, assume that an initial water flow only
has a flow velocity from left to right and perpendicular to the
boundary, as shown in Figure 1. To form a directional and
steady flow velocity in the initial state, the initial condition is

Pli=o = Po> (11)

where p,, is the initial hydraulic pressure distribution, which
is obtained via the seepage velocity formula.

Both the inlet and outlet are set to boundaries with
a fixed pressure. The corresponding values are determined
by the initial pressure distribution. Other boundaries are set
as the boundaries without flow:

1+ (U P)lyee = 0, (12)

where 7 is a vector along the inner normal direction of the
boundary.

Formulae (3), (5), (7), and (8) and the boundary con-
ditions comprise the mathematical model for hydrothermal
coupling during freezing.
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FIGURe 1: Geometrical model and grid.

3. Numerical Example

The mathematical model considers the variation of each
composition, absolute porosity, and permeability for the
seepage-temperature coupling effect during freezing. This
model also considers the time-dependence of the temper-
ature boundary of the freezing pipe wall. Therefore, the
control equation and boundary condition are highly non-
linear. In this paper, based on the interpolation function and
the coupling equation developed by MATLAB script lan-
guage and the combined programming of MATLAB and
COMSOL, the transient state solution of the mathematical
model for hydrothermal coupling during freezing is ob-
tained by substituting the variables and boundary conditions
in the field equation.

Extensive engineering experience reveals that the effect
of seepage on freezing is substantially dependent on
a freezing plan. Therefore, a main shaft freezing project of
a mine in Shangdong is presented as an example in this
paper. First, the freezing temperature field for this condition
is analysed to validate the mathematical model and solution.
Second, based on the effect of different seepage velocities on
the freezing process, the effect of the seepage velocity and
variation on the closure time and frozen wall thickness
during freezing are quantitatively analysed to obtain the
critical seepage velocity and common law for the freezing
plan. Last, the optimal path of the freezing-hole layout is
proposed based on the simulations.

3.1. Engineering Background and Geometrical Model. In the
main shaft of a mine in Shangdong, the artificial freezing
method is employed to penetrate a 457.78 m thick alluvium;
the shaft net diameter is 4.5 m, and the excavation diameter
is 7.8 m [19]. The designed active freezing period is 150 days.
The diameter of the primary pipe freezing hole is 159 mm;
the circle diameter is 16.5m; 40 holes exist; and the hole
spacing is 1.295m. The secondary pipe freezing-hole



diameter is 133 mm; the circle diameter is 11 m; 10 holes
exist; and the hole spacing is 3.45m [19].

In shaft freezing construction, the geometrical model for
frozen wall formation is three-dimensional. If the freezing
pipe deflection, nonuniform axial distribution of the freezing
pipe wall temperature, and soil heterogeneity during shaft
freezing are disregarded, the model is simplified to a two-
dimensional model. Therefore, a horizontal section at
a depth of 342.5m is selected for investigation. The shaft
centre is defined as the origin; both the model length and the
model width are set to 36 m; the seepage direction is per-
pendicular to the vertical boundary and extends from left to
right. The constructed geometrical model and grid for
calculation are shown in Figure 1. In the figure, 03, C1, C2,
C3, and C4 represent the temperature measurement points
with equivalent distance to the shaft centre. Of these points,
03 is the actual temperature measurement hole; C2 and C3
are the intersection points of the freezing-hole boundary
with its axial plane for the primary pipe and secondary pipe,
respectively; C1 and C4 are the two positions in the axis
planes of two secondary pipe freezing holes along the
boundary and close to the primary pipe; and CO is the
downstream velocity measurement point, which is the in-
tersection of the axis and the boundary of two freezing holes
in the downstream primary pipe.

3.2. Calculation Parameters. Based on actual engineering
hydrological data, the seepage velocity is set to 0.5 m/d in the
calculations. The initial hydraulic conductivity is 3.656 m/d.
The initial soil temperature is 22°C. Assume that the freezing
pipe wall does not experience any heat transfer loss and the
temperature at pipe outer wall is the brine temperature in the
pipe. In the numeric calculation, therefore, the pipe wall
temperature is based on the field measurement of the brine
temperature. The average field measurement of the brine
temperature at the outlet and inlet versus time is shown in
Figure 2.

Based on corresponding physical test results and re-
search conclusions in reference [16], the physical parameters
are listed as follows: the phase change latent heat of unit
mass of water is 334 kJ/kg; the initial freezing temperature of
saturated soil is —0.02°C; and the constant b determined by
the property of saturated soil is 0.61 [16]. Values of other
physical parameters in formulae (3) and (6) are listed in
Table 2.

3.3. Comparison and Verification of Numerical Calculation
Result versus Field Measurement. To validate mathematical
model and numerical solution method proposed in this
paper, primary pipe closure time, effective frozen wall
thickness after active freezing, and field temperature mea-
surement are compared and analysed.

When primary shaft freezes for 150 d, actual measure-
ment of frozen wall thickness is 6.6 m; actual measurement
of primary pipe closure time is 22 days [19]. As shown in
Figures 3 and 4, from numerical calculation result, the
average thickness of the effective frozen wall is 6.54 m after
the crude diameter is deducted, and the primary pipe closure
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FIGURE 2: Time dependence of brine temperature.

time is 22 days, both match well with field measurement.
Due to limitation of paper length, only 03 measurement
point is selected to compare with actual temperature mea-
surement. Comparison curve of actual measurement data
versus numerical simulation is shown in Figure 5. Figure 5
shows that the simulation result and field measurement
result have similar temperature variation pattern and
amplitude.

Comparison results indicate that three numerical cal-
culation results are consistent with the field measurements,
which indicates that the numerical calculation results are
accurate and valid for extension research.

4. Analysis of Frozen Wall Formation
Pattern under Seepage

To investigate the effect of seepage velocity on frozen wall
formation, based on the model, the effect of seepage field,
temperature field, seepage velocity on the frozen wall closure
time, and the effective thickness for different initial seepage
velocities (at a step of 1 m/d) during freezing is quantitatively
investigated.

During freezing, with the formation of a frozen area, the
roundabout flow induced by the water insulation effect of
the frozen area along the freezing front will change the
seepage velocity and direction. These changes in seepage
characteristics affect the coupling with the temperature field.
Coupling of the seepage and temperature fields is the main
influencing factor of different characteristics of frozen wall
formation. To investigate the effect of seepage velocity on
frozen wall formation, the characteristics of two fields in
seepage-temperature field coupling during freezing should
be separately analysed.

4.1. Analysis of Seepage Field during Freezing. Prior to
freezing, with the exception of the freezing hole with the
roundabout flow, other regions are located in the seepage
field with uniform velocity. As freezing continues, the frozen
area gradually forms around the freezing hole and the
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TaBLE 2: Physical parameters.

Composition Density (kg~m’3 ) Heat conductivity, W-(m-K)! Specific heat, ]~(kg~K)’1 Initial volume fractions (1)
Water 1000 0.55 4179 —
Ice 918 2.25 2052 —
Soil 1800 2.08 720 0.34

V=0.5m/d time=22d surface: temperature (°C)

-15  -10 -5 0 5 10 15
FIGURE 3: Temperature nephogram when primary pipe closes.

V=0.5m/d time=150d surface: temperature (°C)
T T T T T T T

-15  -10 -5 0 5 10 15

FIGURE 4: Temperature nephogram after freezing for 150d.

roundabout flow occurs along the freezing front. Then, the
frozen regions between the midstream freezing holes are
separately connected. In the hole deployment area, a “win-
dow” with a wide top and narrow bottom exists. Water flows
from the wide “window” and aggregates at the narrow
“window”, which causes an increase in the flow velocity at
the point. When the downstream “window” closes, the
seepage velocity at this point rapidly decreases to zero.

30 +

20

10 A

-10 A

-20 4

Temperature at the measurement point (°C)
IS

-30

0 20 40 60 80 100 120 140 160
Freezing duration (d)

—s— Numerical simulation
—e— Field measurement

FIGURE 5: Variation curve of temperature at measurement point
versus time.

50 1

Seepage velocity at the measurement point (m/d)
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—— 2m/d —— 6m/d —— 9m/d

—— 3m/d —— 7m/d —— 10m/d

—— 4m/d

FIGURE 6: Variation curve of flow velocity at velocity measurement
point CO versus time.

As shown in Figure 6, as freezing continues, the seepage
velocity at the downstream velocity measurement point
gradually increases. Then, the seepage velocity rapidly ap-
proaches the peak value. Subsequently, the velocity gradually
increases to the peak value and significantly decreases to
zero. With an increase in the initial seepage velocity, this
pattern changes to a certain extent. As listed in Table 3, the
flow velocity duration downstream increases; and both the
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TaBLE 3: Comparison of maximum seepage velocity and duration at velocity measurement point.

Initial seepage velocity Maximum seepage velocity — Viyax

Maximum seepage velocity ~Peak duration Downstream flow velocity

vy (m/d) vmax (m/d) vy increase (m/d) (d) duration (d)
1 7.18 7.18 6.18 1 21
2 16.41 7.21 12.41 2 25
3 20.29 6.76 17.29 3 26
4 24.68 6.17 20.68 7 32
5 28.98 5.80 23.98 9 41
6 32.57 5.43 26.57 13 52
7 36.65 5.24 29.65 18 66
8 40.65 5.08 32.65 22 87
9 43.74 4.86 34.74 29 122
10 44.54 4.45 34.54 51 —

peak seepage velocity and its duration at the downstream
velocity measurement point increase. The rate of increase of
the peak value gradually increases; however, the ratio be-
tween the peak seepage velocity to the initial seepage velocity
gradually decreases. When initial seepage velocity is 10 m/d,
a decrease in the seepage velocity in the calculation period is
not exhibits.

As shown in Figure 7, when the downstream “window”
closes, a semicircular water insulation frozen area is formed
in the hole area. At this moment, the water flow by passes the
freezing-hole area, and the seepage velocity in the freezing-
hole area is almost zero. The seepage velocity in upstream
and downstream areas significantly decreases, which in-
dicates that the water insulation effect of freezing con-
struction is formed.

However, in the midstream area along the tangential
direction of flow velocity, the flow velocity exceeds the initial
seepage velocity and is approximately two times the initial
seepage velocity. The amplitude of the flow velocity increases
with an increase in the initial seepage velocity, as listed in
Table 4.

This phenomenon indicates that during freezing of
a double-circle-piped shaft, the maximum seepage velocity
downstream of the freezing-hole deployment area signifi-
cantly exceeds the initial stratum seepage velocity. The
downstream “window closure” and water flow that cir-
cumvents the freezing-hole deployment area almost si-
multaneously occur. After the downstream “window
closure”, the effect of the seepage velocity on freezing is only
reflected in the outward expansion rate of the midstream
freezing front. The effect on frozen wall formation in the
freezing-hole deployment area is insignificant.

4.2. Effect of Seepage Velocity on Freezing Temperature Field.
The frozen wall formation process is the frozen area ex-
pansion process induced by the variation in temperature
field. The essence of the formation rule is the variation rule of
the freezing temperature field. Therefore, an analysis of the
effect of seepage velocity on frozen wall formation requires
turther analysis of the effect of seepage velocity on the
freezing temperature field.

An analysis of the temperature field calculation results
indicates that when seepage velocity is not considered, the
frozen area expands along the freezing pipe in the outer

-15 -10 -5 0 5 10 15

v 1.64 x 10728

FIGURE 7: Velocity distribution after 40 d of freezing when initial
seepage flow velocity is 5m/d.

TaBLE 4: Comparison of midstream peak surface seepage velocity
after 150d of freezing.

Maximum

Initial seepage seepage Velocity
velocity (m/d) velocity (m/d) ratio (1)
1 1.52 1.52
2 3.21 1.61
3 5.02 1.67
4 7.43 1.86
5 9.47 1.89
6 11.97 2.00
7 16.12 2.02
8 16.28 2.04
9 21.79 2.42

normal direction in the form of a concentric circle prior to
the frozen wall closure. After the frozen wall closure, the
frozen area expands along the boundary until a homoge-
neous frozen wall is formed. Due to the seepage-temperature
field coupling effect, as heat transfer between freezing holes
changes to the superposition of fluid heat transfer and solid
heat transfer, the freezing temperature field demonstrates
inhomogeneity. Inhomogeneity increases with seepage flow
velocity. As freezing continues, inhomogeneity gradually
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decreases after the frozen wall closure. At a particular
moment when the seepage velocity increases, the frozen wall
undergoes the following sequential states: formation of the
entire frozen wall, midstream and downstream “window
closure”, and frozen wall midstream closure.

To intuitively analyse the effect of the initial seepage
velocity in different strata on the freezing temperature field,
the calculation results for four key nodes with the same
freezing duration are compared and analysed, as shown in
Figure 8.

As shown in the nephogram in Figure 8, for the same
freezing duration, when the initial stratum seepage velocity is
0 m/d, the primary pipe is closed and closure of the primary
and secondary pipes starts, the temperature field is symmetric
and homogeneous in the frozen area. When the initial stratum
seepage velocity is 5m/d, the frozen area demonstrates
a pattern that displays a thin top and a thick bottom. The
temperature of the lower part of midstream is significantly
lower than the temperature of the other part. As the seepage
velocity increases, the frozen area shrinks, the temperature in
the hole area rises and inhomogeneity increases.

The temperature curve in Figure 8 demonstrates the
following results. (1) When the flow velocity is zero, two
measurement points in the midstream area have identical
temperature variation patterns; the temperature variation
patterns for the measurement points upstream and down-
stream are identical. As the measurement points are located
in different positions, the temperature of two measurement
points in the midstream area is lower than the temperature
of the measurement points upstream and downstream. The
difference gradually increases when the primary and sec-
ondary pipe closure starts and gradually disappears when
closure is completed. (2) When the seepage velocity is
a nonzero value, the temperature variation at each mea-
surement point demonstrates four distinct phases as follows:
(a) before formation of the frozen area around the freezing
hole near the measurement point, the temperature rapidly
decreases. (b) after formation of the frozen area around the
freezing hole near measurement point and before closure of
the frozen area, temperature at the measurement point
gradually decreases. (c) after the downstream “window
closure” and before total frozen wall formation, the tem-
perature at the measurement point rapidly decreases. (d)
after total frozen wall formation, the rate of temperature
decrease at the measurement point decelerates; the differ-
ence between two temperatures at different measurement
points is minimal; and the temperature at the downstream
measurement point gradually becomes lower than the
temperature at other measurement points. The temperatures
at the measurement points maintain the following order:
C4 < C3 <C1<C2.(3) As the seepage velocity increases, the
durations of phases b and ¢ are prolonged. During a long
period, the temperatures at different measurement points
maintain the following order: C3 <C2<C4<Cl. (4) The
interval for the temperature at each measurement point to
decrease to the phase change temperature increases. How-
ever, the increase for each interval at the upstream and
downstream measurement points is insignificant. For dif-
ferent seepage velocities, following the order C3, C2, C4, C1,

the patterns of temperature variation curve at each mea-
surement point becomes more distinct.

The seepage and temperature field analysis results are
described as follows: the seepage-temperature field coupling
effect, the primary pipe at the lower part of the midstream
area closes. The primary and secondary pipes also closed at
the primary surface of the lower part of the midstream area,
and the closure expands to the upstream and downstream
area as freezing continues. After downstream closes, the
impact of the seepage velocity on the freezing process in the
freezing-hole deployment area is insignificant. The tem-
perature in the frozen area rapidly decreases, and the dif-
ference among the temperatures at different points gradually
decreases.

4.3. Variation Pattern of Closure Time for Different Initial
Seepage Velocities. Analysis of the individual characteristics
of two fields with the seepage-temperature field coupling
effect during freezing reveals that the seepage-temperature
field coupling effect causes a loss of cooling energy and
nonuniform temperature field distribution. As the initial
stratum seepage velocity increases, the frozen wall in-
homogeneity increases. Midstream freezing holes are
gradually connected, and the closure expands towards the
downstream and upstream areas until the frozen area be-
tween the upstream freezing holes closes to form the entire
frozen area. Therefore, the upstream frozen wall closure time
is used to represent the formation of the entire frozen area.
The variation curve of the frozen wall closure time versus the
initial stratum seepage velocity is shown in Figure 9.

As shown in Figure 9, when the initial stratum seepage
velocity is within 7 m/d, the increased closure time is always
less than 10% of the active freezing period for each 1 m/d
increase in the initial stratum seepage velocity. However,
when the initial stratum seepage velocity increases from
8m/d to 9m/d, the increased closure time is 27% of the
active freezing period. When the initial stratum seepage
velocity is 10m/d, the frozen wall cannot close. The up-
stream and downstream frozen wall closure times increase
with the initial stratum seepage velocity and both demon-
strate a quasiexponential relation. However, the interval
between the upstream closure time and the downstream
closure time is not distinct.

The cause of this phenomenon is described as follows:
after the midstream frozen area is formed, the downstream
frozen area closes, and the resultant water insulation effect
reduces the loss of cooling energy in the freezing-hole de-
ployment area and facilitates closure of the entire frozen wall.

4.4. Variation Pattern of Maximum Thickness of Frozen Wall
during Active Freezing Period. Due to the underground
water seepage effect, before the frozen wall closure, the
upstream, midstream, and downstream frozen wall thick-
nesses along the seepage direction demonstrate a pattern
with a thin top and a thick bottom. As the seepage velocity
increases, the effective frozen walls in the upstream, mid-
stream, and downstream areas become thinner, which
causes an upstream closure failure, and the effective frozen
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wall cannot be formed. After the frozen wall closure, due to
the water insulation effect by the frozen wall, the seepage
velocities in the frozen wall interior area and the frozen wall
exterior upstream and downstream areas are significantly
lower than the initial stratum seepage velocity. However, the
seepage velocity in the frozen wall exterior midstream area is
approximately two times the initial stratum seepage velocity.
Therefore, the freezing front expansion in the frozen wall
interior area and the as frozen wall exterior upstream and
downstream areas are not affected by the seepage velocity.
The freezing front line at the frozen wall interior gradually
forms a regular circle. The freezing front expansion in the
frozen wall exterior upstream and downstream areas ex-
hibits a similar pattern. However, the frozen wall exterior
midstream area remains affected by high flow velocity and
expansion decelerates.

Two completely different freezing front expansion pat-
terns before and after the frozen wall closure cause a change
in the frozen wall thickness growth trend with an increase in
the seepage velocity and freezing time. To reflect the effect of
the seepage velocity on freezing, the relation between the
frozen wall maximum thickness without removing the crude

diameter and the seepage velocity during the active freezing
period are analysed in this paper, as shown in Figure 10.

As shown in Figure 10, when freezing progresses to 150
days, with the exception of a seepage velocity of zero, the
average thickness of the entire frozen wall linearly decreases
with an increase in the seepage velocity. The maximum
thickness of the downstream frozen wall always exceeds the
maximum thickness of the upstream and midstream frozen
walls. The difference between the upstream thickness and the
midstream thickness is maintained within 0.5 m. The dif-
ference between the downstream value and the upstream
and midstream values range from 1.63 to 2.69m. The
maximum thickness of the downstream frozen wall initially
increases with the seepage velocity and then decreases; the
peak is attained when the seepage velocity is 2m/d. The
maximum thicknesses of the upstream and midstream
frozen walls decrease with an increase in the seepage ve-
locity. When the seepage velocity is less than 7m/d, the
thickness of the upstream wall is slightly greater than the
thickness of the midstream wall. When the seepage velocity
exceeds 7m/d, the thickness of the midstream wall exceeds
the thickness of the upstream wall.
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The cause of this phenomenon is described as follows:
during the same period, the cooling energy that is removed
by the seepage effect is positively related to the seepage

velocity. Prior to the frozen wall closure, due to the un-
derground water seepage effect, the temperature of the water
flow gradually reduces through upstream and midstream.
The disturbance of low-temperature water in the down-
stream area is beneficial for increasing the frozen wall
thickness. However, as the seepage velocity increases, the
cooling energy removed from the frozen area increases;
meanwhile, the decreasing trend of low-temperature water is
also limited. Therefore, the beneficial effect gradually di-
minishes, and the seepage velocity eventually becomes an
unfavourable factor for the downstream frozen wall thick-
ness. An increase in the seepage velocity has the following
effects: prior to the frozen wall closure, the frozen wall has
a thin top and a thick bottom; after the frozen wall closure,
the frozen wall closure time increased and the expansion
period of the freezing front in the frozen wall interior and
exterjor in the upstream area decreases. However, when the
seepage velocity exceeds 7m/d, offsetting the difference
between the thin top and the thick bottom prior to the frozen
wall closure is difficult.
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Due to the seepage-temperature field coupling effect, as
the seepage velocity increases, the maximum thickness of the
downstream frozen wall initially increases and then de-
creases; however, the average thickness of the frozen wall
linearly decreases. In this freezing plan, the critical seepage
velocity is 7 m/d.

5. Conclusions and Suggestions

In this paper, the hydrothermal coupling process is analysed.
Based on previous research, a hydrothermal full-parameter
coupling equation is derived; its solution is provided via the
combined programming method of MATLAB and COM-
SOL. First, a mine project is investigated to validate the
mathematical model and solution. Second, the effect of the
initial stratum seepage flow velocity on frozen wall for-
mation is investigated and the following conclusions are
obtained.

(1) During freezing, the maximum seepage velocity
that the downstream hole area should resist is
significantly larger than the initial stratum seepage
velocity. The maximum seepage velocity decreases
with an increase in the initial seepage velocity. At
the end of the active freezing period, the maximum
seepage velocity at the midstream peak surface is
approximately two times the initial seepage
velocity.

(2) Due to the seepage-temperature field coupling effect,
at the lower part of the midstream area, the primary
pipe closes, which is the same case for the primary
and secondary pipes. After the downstream closure,
the frozen area temperature rapidly decreases. The
differences among the temperatures at different
positions gradually decrease.

(3) As the initial stratum seepage velocity increases, the
freezing temperature field inhomogeneity increases.
The maximum thickness of the downstream frozen
wall initially increases and then decreases. How-
ever, the average thickness of the frozen wall lin-
early decreases. The upstream and downstream
frozen wall closure time and initial stratum seepage
velocity follow a quasiexponential relation and
variation of closure time interval is not conspic-
uous. In this freezing plan, the critical seepage
velocity is 7 m/d.

Therefore, to reduce the frozen wall closure time and
improve the efficiency of the total freezing construction, the
recommended design principles of the freezing plan are as
follows: first, the downstream area should be closed to enable
the water insulation effect to reduce the outflow of cooling
energy; and second, the upstream closure should be expe-
dited to reduce the closure time of the entire frozen wall.
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A comprehensive mathematical model which can simulate the entire corrosion process of reinforcement in concrete is proposed
in this paper. The combined effect of carbonation and chloride ingress is also discussed in the mass transport module. Nonuniform
corrosion distribution is employed for the study of mechanical damage in concrete. The link of ABAQUS with MATLAB is
adopted for the numerical implementation of the developed model. The numerical results of an illustrative example indicate that
the depassivation time of reinforcement, corrosion rate and expansion displacement, and cracking pattern of concrete all can be

accurately predicted.

1. Introduction

Reinforced concrete (RC) structure is widely applied in the
modern building construction area because of its advantages
in structural stability. With the promotion of sustainable
development strategy, great concern has been attached to the
durability and longevity of reinforced concrete. Due to the
alkaline environment of concrete, a spontaneous process
called passivation can initiate. When the pH value ranges
from 12 to 13 [1, 2], a protection oxide layer on the surface of
steel reinforcement is gradually formed. This oxide layer can
prevent the RC structure from corrosion. However, because
concrete is a porous material, the protective layer can be
damaged by the penetration of aggressive agents. In addi-
tion, through the air in pores, carbon dioxide can also diffuse
in concrete. They both can reduce the service life and cause
deterioration of the RC structure severely.

The main factors causing chloride-induced corrosion are
the prevalent usage of deicing salt and marine moisture
containing aggressive agents. And the carbonation process
also appears in concrete because of the diffusion of carbon
dioxide. In most cases, carbonation occurs with the chloride
transfer process. According to experimental data, it was

found that carbonation has obvious influence on chloride
diffusion [3, 4]. Hence, the study on this combined durability
is of great significance.

After the depassivation of steel reinforcement, a mac-
rocell corrosion with a larger cathode area and smaller anode
area is formed [5, 6]. The corrosion product of steel re-
inforcement will expand 3 to 6 times in volume [7, 8], which
generates tensile stress on the inner surface of concrete. As
a brittle material, the compressive stress of concrete is
greater than that of tensile strength [9]. If the tensile stress of
concrete is greater than the tensile strength, cracks are
propagated and developed. When the cracks reach the
concrete cover, more aggressive agents including oxygen,
carbon dioxide, and moisture will penetrate into the RC
structure, which accelerates the corrosion process [9-11].

Spalling and deterioration caused by the expansive
cracks have significant damage on the mechanical perfor-
mance of the RC structure. Because cracks can reduce the
confinement between concrete and rebars the bond behavior
of the RC structure declines drastically [12]. The carrying
capacity of the RC structure is also impaired by the
corrosion-induced reduction of cross-sectional area of the
steel reinforcement [9, 12-15]. Therefore, the research
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studies on the corrosion rate, corrosion product distribu-
tion, and cracks pattern are attached to the utmost im-
portance. An accurate model is needed to predict the service
life and durability.

Many scholars studied the corrosion process and me-
chanical damage in the RC structure. For simplicity, these
works all assume that the corrosion products are uniformly
distributed [1, 16, 17]. However, that case is only suitable for
the laboratory condition, in which the external current is
attached to accelerate the corrosion process [9, 13, 18, 19].
According to actual observations, it was found that most of
the corrosion distribution patterns are nonuniform [15, 20].
In terms of calculation results, recent studies have verified
that errors of uniform distribution cannot be neglected [21].
The service life and bearing capacity are overestimated in
evenly distributed models [14, 22]. Hence, those uniform
distribution models are very limited.

Additionally, numerous scholars regarded the corrosion-
induced expansive displacement as the swelling displacement
of the concrete layer [1, 22-27], which is applied to the
mechanical part directly. However, this method is in-
compatible with the actual cases. Note that Young’s modulus
of concrete is approximately 30 GPa, while Young’s modulus
of rust merely varies from 60 MPa to 100 MPa which is far
smaller than that of concrete. Therefore, the deformation of
rust layers increases dramatically with the rise of compression
stress of the concrete cover. As a consequence, the expansive
displacement and displacement of concrete should be con-
sidered independently [21]. Furthermore, there are few
comprehensive models depicting the whole process from
corrosion initiation to cracks reaching the concrete cover.
Establishing a simplified full-scale model is attached to great
importance.

In this paper, a comprehensive model for the entire
process of corrosion-induced concrete deterioration is
proposed. After this introduction, the transport of various
harmful masses and the determination of depassivation time
are described in Section 2. Then, Section 3 presents the
process of the electrochemical reaction and mechanical
damage. Experimental verification is presented in Section 4.
Numerical implementation and an illustrative example are
provided in Section 5. The conclusion is given in Section 6.

2. Transport of Various Harmful Masses

2. 1. Process of Carbon Dioxide Diffusion and Carbonation.
Because the diffusion process of carbon dioxide in the air is
four times faster than that in water diffusion in the porous
water can be neglected. Therefore, the equation depicting
carbon dioxide diffusion can be drawn by

a¢a CC02

at +V'ICO2 = _Qc, (1)

where ¢, is the volume fraction in the pore of the concrete;
Cco, is the molar concentration of gaseous carbon dioxide in
concrete; Jo, is the flux of carbon dioxide; and Q¢ is the
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depletion rate of carbon dioxide, and Q. can be determined
in literature [28].

Based on literature [29-31], parameters mentioned in (1)
can be defined by the following equations:

¢a = ¢ - ¢we’ (2)
Jco, = ~$.Dco,VCco,» (3)
D5, = 1.64 x 10~°¢ (1 - )™, (4)

where ¢ is the porosity of concrete, D is the diffusion
coefficient of carbon dioxide (m?/sec), and ¢, is the porosity
of hardened concrete. More details to formulate ¢, . can be
found in literature [32].

2.2. Chloride Penetration considering the Effect of
Carbonation. In the combined case, we consider that there
are three forms of existence of chloride in the concrete. The
first form is chloride ions in the pore solution of concrete;
the second is the bond chloride which is depicted by the
isotherm; and the last form of existence is chlorine salt which
can be turned into chloride ions through the reaction with
carbon dioxide. Therefore, the total chloride content in the
unit volume of concrete can be drawn by

ch = ¢weCfc + Cbc + Ccs’ (5)

where C,,. is the whole concentration of chloride per volume
of the concrete, ¢, is the volume fraction of volatile water in
pore volume, Cy, is the concentration of free chloride ions,
C,,. is the bound chloride, and C_ is the concentration of
chloride salts. Note that chloride salts can be turned into
chloride ions through reaction with carbon dioxide. Con-
sequently, with the consideration of convective term, the
governing equation can be depicted by

0C,.
ot

=V-D'V¢,.Ci + V- D"

h Fwe

C.Vh, (6)

where Dg" is the diffusion coefficient of free chloride ions
and Dp* is diffusion coefficient of moisture. Di*" varies with
the degree of carbonation.

Based on the employment of isotherm between bound
chloride and chloride ions, (1) can be arranged according to
chloride ions, which can be given by

a(/)wecfc + acbc aCfC + aCcs
ot oc, ot | ot

=V D?srv¢wecfc

(7)
+V. Dﬁdr(pwecchh’
which can be then expressed as
a(p Cfc
we T 4 VI =Q,., 8
ot + Ifc Qrc ( )

where Ji. is the flux of chloride ions; Q,. is the source term
which shows shifts from Friedel’s salts to free chloride ions
because of carbonation. Additionally, variables used in (4)
can be depicted more explicitly by the following equations:
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1
Jie =~ 1+ (1/¢we) (acbc/acfc) (9)
. (D?ca‘rV(/)weCfC + (pWeCfCD}Clath),
Qe =~ 1 Lo 10
14+ (1/¢ye) (0C,/0C,) Ot (10)
aactcs = -k, (l - OCC)CCS, (11)

where «, is the rate of the releasing from chloride salts to
chloride ions, and we regard it as the same with the rate of
concrete binding which is 1x 107 sec™".

Due to the fact that carbonation has an obvious effect on
porosity of concrete and pore structure, the chloride dif-
tusion process is combined with the process of carbonation.

Hence, the governing equation can be given by
Dgcal‘ = chfp (Q’ 6)’

(12)
Di* = Dy f,(©,9),

where Dy, and D, are the initial diffusion coeflicients of
chloride and moisture, D and D;*" are the diffusion co-
efficients of chloride and moisture with the consideration of
carbonation, and f,(€,6) is the function depicting the
effect of change of pore structures due to carbonation.
According to literature [33, 34], the most significant features
that influence ions transfer process are () tortuosity and &
constrictivity, which can be determined in literature [33, 34].
Besides, function depicting the carbonation effect on
chloride diffusion can be given by

0
fP(Q’(S):@_%’ (13)
0

where Q) is the initial tortuosity and §, is the initial
constrictivity.

2.3. Transport of Moisture. Based on sections mentioned
previously, moisture has a significant impact on the diffusion
process of carbon dioxide and chloride, so the study about
the transfer of moisture is of great importance. The gov-
erning equation can be given by

0¢,.. Oh

M1 = 14
= at+v Jh = Lyer (14)

_ xI,M (H,0)
P

I (15)

we

where J, is the flux of moisture, I, is the water production
because of the carbonation process, and « is the correction
factor which is taken as 1 for the sake of simplicity.

2.4. Corrosion Initiation. When ignoring the impact of
carbonation, the corrosion of steel reinforcement begins
once chloride content reaches a certain threshold. However,
the carbonation can reduce the threshold. According to

literature [35, 36], the threshold varying with the carbon-
ation degree can be given by

car _ Cch,d
th —
[Cch)d]o

where [Cy, 4], is the molar concentration of dissolved calcium
hydroxide without considering carbonation, Cy, is the chloride
threshold without considering carbonation, and Cg, 4 is the
molar concentration of dissolved calcium hydroxide.

Once the pH value is lower than 11 [21], the depassi-
vation process initiates. Hence, the pH value can be cal-
culated based on the content of dissolved calcium hydroxide:

oH = { 14 +10g(2 x 1072Cypy), Copa21x1073,

8.3, otherwise.

Cth’ (16)

(17)

3. Mechanical Damage Process

3.1. Formula of Corrosion Rate on Steel Reinforcement.
There are various models of the steel corrosion rate, most of
which do not consider the change of the corrosion rate after
the concrete cover is cracked. In this article, a comprehensive
forecast model mentioned in literature [37] is employed. It
proposes methods to determine the parameters and simplify
equations. It also takes full account of the change of the
corrosion rate before and after cracking of the concrete surface.
The model divides steel corrosion into two situations: high
humidity (relative humidity greater than 90%) and general
humidity (relative humidity less than 90%). Under high
humidity conditions, the corrosion rate of reinforcement steel
is controlled by the diffusion of cathode oxygen, which follows
Fick’s first law. As for the RC structure in marine environ-
ments, their environment conditions match high humidity
conditions. Before the longitudinal cracks penetrate the
concrete cover, the corrosion current density of the steel

reinforcement can be expressed by

L.[0,]°

IO |tgt1 =a-n FDCO%’
(18)

DC() =2.183. 10—9 (W/C)2.346T(C)4423H;34247, (19)

where D, is the initial O, diffusion coefficient in the
concrete cover in high humidity environment; « is the O,
solubility in water, and the value is generally 0.025-0.028;
n.=4 is the number of electrons for the cathodic reaction
unit of oxygen; F=96500 C/mol is the Faraday constant,
[0,]° is O, concentration in the external environment, and
the value is 8.67 mol/m’ in normal atmospheric conditions;
d is the diameter of the steel reinforcement; c is the thickness
of the concrete cover; W/C is the concrete water-cement
ratio; T, is the ambient temperature; H,, is environmental
relative humidity; # is the time from the corrosion process
initiating to concrete surface cracking; and L. is the length of
oxygen permeable range on steel reinforcement.

The length range of the central rebars where oxygen is
permeable can be defined as



s<2c,

L~ { L., =(s+2r), (20)

L., =Q2c+2r), s>2c

where r is the radius of steel reinforcement (m) and s is the
spacing of longitudinal steel reinforcement.

The length range of the angle rebars where oxygen is
permeable can be defined as

c

L. =(s+2c+4r), s<2c,
={ ce (21)

L. = (4c +4r), s> 2c,

After the longitudinal cracks penetrate the concrete
cover, the corrosion rate is mainly controlled by macrocell
corrosion due to differences in oxygen concentration
[32, 38]. Hence, the corrosion rate is related to the width of
longitudinal cracks. According to the experimental data
[39], the corrosion current density along the longitudinal
cracks is given by

Iylisr, = (4.65w +0.95)* - Iy |, , (22)

where w is the width of the corrosion crack.

Literature [40] shows that the corrosion rate of steel
reinforcement first decreases. Then, the corrosion rate
reaches a steady state before cracking of the concrete surface.
After the cracking of the concrete cover, the corrosion rate
first increases rapidly and then reaches a stationary state.

In order to simplify the formula, based on the experi-
mental results, the corrosion rate when the crack width is
0.2 mm is adopted. It is regarded as the average corrosion rate
after the cracking of the concrete surface. In the analysis of
rust swelling and cracking, we assume that when the crack
width reaches 0.2mm, the crack will completely penetrate
through the concrete cover. When the crack width reaches
0.8 mm, the concrete cover will be completely destroyed [40].

In the general humidity environment, the corrosion rate
of steel reinforcement is controlled by factors such as the O,
diffusion rate and the concrete resistivity. For the inland RC
structures, most of them are in the general humidity en-
vironment. Before the longitudinal cracks penetrate the
concrete cover, the corrosion current density of the steel
reinforcement is given by

AEI,
AE + (1,p0,/300r)

Iy |rst1 =

AE =127+ 1.58 x10°T,,

Lc [02]0

I,=a-n.-F-D - e

>

(23)

c >

o/W 2.346
D, =2.578 x 10 9(5) T4

Peon = [k + (Ci = 1.8) + 100 (H,, - 1)° + 40]

1 1
cexp[ 3000 ———-——|,
=P [ (TC+273 298)]
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where AE is the voltage of steel reinforcement; I, is the
standard current density; D, is the initial value of O, diffusion
coeflicient of the concrete cover before corrosion, in general
humidity environment; p_, is the resistivity of concrete; k is
a coefficient associated with the water-cement ratio W/C,
when W/C=0.3~0.4, k=-11.1, and W/C=0.5~0.6.

When longitudinal cracks penetrate the concrete cover,
the corrosion current density of the steel reinforcement can
be calculated by (5). According to Faraday’s law, from the
initiation of corrosion to f time, the loss of corrosion of steel
reinforcement can be defined as

28S. !
mg = a J I, dt,
E - Jo (24)
Sa + SC = AS = Zﬂr)

where S, is the corrosion area of the anode zone, S. is the
corrosion area of the cathode zone, and A, is the total
corrosion area. The ratio of anodic and cathodic corrosion
areas can be determined as follows [41, 42]:

-2.82PS +161.9, PS <59,
-(PS-59.5 —(PS-59.2
i: 1.78 + 1.14 exp ¥ +0.945 exp Q , 59<PS<75,
S, 0.838 10.672
2, PS>75,
(25)

where PS is the concrete pore moisture content.

In real cases, the temperature T, and humidity H,, vary
with time, so the current density I is related to the time ¢. In
order to simplify the calculation, the mean value of tem-
perature and humidity is taken in this paper, and the change
of time is not considered. So the current density is in-
dependent of time.

3.2. Formula of Corrosion Expanding Displacement.
Currently, there are mainly three models depicting corro-
sion distribution on the cross-sectional area, namely, the
linearly decreased model [43], ellipse model [44, 45], and
Gaussian model [22, 46], respectively. According to ex-
perimental data, the ellipse model and Gaussian model have
relatively higher correspondence with the corrosion distri-
bution pattern in real cases.

Exponential formula and elliptical formula depicting the
corrosion distribution pattern are given in literature [47, 48].
By comparison, there are no distinct differences between
experimental results and these two models. Here, given
difficulties in determining variables and integral calculation
of the exponential formula, the ellipse model is employed in
this article.

According to the displacement distribution theory of the
elliptical model, distribution of the corrosion product on
cross section is shown in Figure 1. Hence, the thickness of
the corrosion layer at any polar angle can be calculated by
the following equations: before cracks penetrating concrete
cover,
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Corrosion layer
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Ficure 1: Oval rust expansion displacement theoretical model.

T 2&_dJ , (0<0<m),
202
ALg(0) |y, = \/(r —d,) cos? 6 +r?sin* 0
o (n<f<2n),
(26)

where d, is the maximum thickness of the corrosion layer.
After cracks penetrating concrete cover,

r(r—d, +d,)

T > , (0<f<m),
ALg(0) |, = \/(r —d, +d,) cos? 0 + r?sin? 6
Ao (n<@<2n),
(27)

where d,, is the thickness of the corrosion layer at the side far
away from the cover, and it can be defined as d, =m - d, and
m is a fitting parameter. Through comparison between
experimental results of [42] and [49], we regard m as 0.25.

Because the diffusion rate of Fe>* and Fe®" is far less than
that of OH™ we assume that the corrosion product all oc-
curred at the anode area of rebars. Therefore, the thickness of
the corrosion product on the original reinforcement surface
can be calculated by the following equations: before cracks
penetrating concrete cover,

r[r+(B-1)d,]

-r, (0<0<m),
ALg(0) <, = \/[r +(B- l)da]ZCOSZ 0+ r2sin’ 0
o (m<f<2m),
(28)

after cracks penetrating concrete cover,
rlr+B-D(d, - dy)]

AL (O = VI + (B=1)(d, —dy)Pcos? 0+ 12 sin 6

+(B-1dy-r, (0<0<n),

(B=1)dy,

(m<0<2m),

(29)

where f is the volume expansion ratio of the corrosion
product, which varies with different corrosion products.

Here, due to corrosion products being regarded as Fe(OH)s,
we adopt 4.20 as the volume expansion ratio.

Because the only unknown parameter is d,, the re-
lationship between d, and m can be drawn by following
formulae: before cracks penetrating concrete cover,

m |tst1

Ps

-r-d,, (30)

a

_ J AL (O) ey -7 =
0

A

after cracks penetrating concrete cover,

my |tstl + 1y |tst1

=J AL.(O)],., -7 -d6
P, 0 <

2n
+J AL(O)l -r-do D

3 1
:<—.m+_>.n.r.da’
2 2

where p, is the density of steel reinforcement. Substituting d
into (13)-(16), we can get the formula depicting relationship
between AL, (0), AL, (8), and time .

As for the corner rebars, Zhao et al. presumed that it can
be derived by deflecting the corrosion displacement model
of central rebars. By experimental results comparison, when
there is little difference between concrete cover thicknesses
of the two directions, this model can simulate the corrosion
distribution pattern of corner rebars with little errors. When
the cover of the side direction is far thicker than that of the
forward direction, this model tends to be irrational with lots
of errors, which cannot be applied. Therefore, when cor-
rosion occurs on the side near the concrete cover, the
corrosion expansive displacement can be calculated by
superimposing displacements at different angles. Then, the
corrosion expansive displacement is obtained.

Compared with the radius of steel reinforcement, the
corrosion layer is thinner. The elastic modulus of the cor-
rosion layer is about 100 MPa. It is far less than that of
concrete. Consequently, we simply regard corrosion dis-
placement expansion thickness AL, (6) as the displacement
of the concrete in the radial direction. In this paper, we adopt
an elliptical model to depict the corrosion distribution
pattern. We discretize expansion thickness of corrosion
AL, (0) and corrosion thickness AL,(6) along the polar
angle. For each microelement df, we can assume that it
complies the formulae of the ring structure, as shown in
Figure 2. In Figure 2, u () is the radial direction dis-
placement of concrete; u, (0) is the displacement of corro-
sion products due to pressure of concrete; and ALﬁff (6) is the
expansive thickness of the equivalent corrosion products on
the original surface of reinforcement, which can be drawn as

AL (0) = AL, (6) - 6, (32)

According to previous studies, corrosion products can
diffuse in concrete internal void and the interface between
reinforcement and concrete. Hence, when corrosion
thickness is less than a certain constant &, there is no ex-
pansive pressure on the concrete cover. In the calculation,
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FIGURE 2: Rust expansion displacement relationship diagram.

we adopt &, as 20 wm [50], and ALT(6) equals 0 when
AL, (0) is less than &,.

As shown in Figure 2, we can draw the relational ex-
pression between u, (6) and u_(6) as follows:

AL (6)
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u, () +u,(0) = AL (6). (33)

Formula depicting the radial direction displacement of
concrete is

1+v. q(0)r? C?
u (6) = B .gﬁ_r2<1—2yc+r§‘, (34)

where Cjy is the thickness of the concrete cover, E. is the
elastic modulus of concrete, v. is the Poisson ratio of
concrete, and g (6) is the radial pressure on contact interface
between concrete and corrosion.

Formula depicting radial direction displacement of
corrosion can be given by

q(0)(1+,)
E

r

u, (6) = (AL (O +AL(6),  (39)

where E, is the elastic modulus of the corrosion product and
v, is the Poisson ratio of corrosion.

Substituting (20) and (19) into (18), we can get a com-
prehensive formula about u_ (6):

u.(0) =

3.3. Definition of Concrete Cracking and Initial Cracks Setting.
After obtaining the radial displacement of the concrete layer,
the development of cracks in concrete can be predicted by
the fictitious crack model in expanding finite element
method (XFEM). Here, the material is supposed to be linear
elastic. Once the maximum tensile stress reaches the tensile
strength of concrete, f,, cracks initiate and develop. The
crack expansion is always perpendicular to the maximum
tensile stress direction.

Note that there is a virtual fracture area behind the tip of
the crack. In this area, the stress of the surface area is not 0,
whereas the stress is a function monotonically decreasing
with the crack opening displacement. This is called material
softening. The softening curve of the concrete material is
controlled by its fracture energy G, When the crack
opening displacement reaches a threshold, the stress of the
surface area decreases to 0. Therefore, this point is the tip of
the crack in real cases, so the crack surface behind this point
is called free surface.

In the XFEM model, initial cracks need to be set in
advance. Then, the development of cracks can be simulated
more accurately. In our model, 8 initial cracks are set
uniformly along the interaction surface between the steel
reinforcement and the concrete. After the beginning of
calculation, 2 or 3 fastest-developed main cracks are se-
lected, and they can develop freely. Then, under the ele-
ment birth and death control, the initial cracks are closed
when the changes are not obvious, for the sake of
simplicity.

[1+((uE (CI-72) - (1+%) - (AL (6) + AL(0)))/ (E,r* - (1+v.) - (1-2v,+(C3/r))))]

(36)

4. Experimental Verification

4.1. Verification of the Influence of Carbonation on the
Chloride Penetration. Based on the numerical model
established by the theoretical model mentioned above, the
transfer process of chloride in fully carbonized concrete can
be stimulated. In most cases, the chloride transfer process
and carbonation alternate. This more complicated situation
can also be stimulated precisely. In the alternate experiment
of carbonation and chloride penetration, concrete specimens
are placed in an accelerated carbonation tank and the
chloride tank alternately. Hence, the transfer process of
chloride ions with carbonation can be determined. Because
the alternate experiment is very close to the actual use of the
RC structure, we employ alternate experiment testing data
for the verification.

In literature [28], the influence of carbonation on the
chloride transport properties in ordinary Portland concrete
and fly ash concrete was tested, respectively. Concrete
specimens were immersed in 5% NaCl solution for one week
at the temperature of 25°C. In the next week, they are placed
in an accelerated carbonation tank. In the carbonation tank,
the temperature is 25°C, and humidity is 60%, and carbon
dioxide content is 10%. A 56-week circulation is adopted.

As for the coupled effect of carbonation and chloride
ions, the comparison of results obtained by the experiment
and numerical model is shown in Figure 3. It is obvious that
carbonation accelerates the chloride ions transfer rate sig-
nificantly, and the chloride ions content is increased.
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FiGure 3: Concentrations of free chloride ions with respect to the depth of the specimen for (a) fly ash concrete and (b) Portland concrete.

Besides, the reaction between carbon dioxide and Friedel salt
can cause the free chloride ions release effect. It can lead to
an obvious jump of free chloride ions content at the edge of
carbonation front (the interface between carbonized area
and noncarbonized area). Because there is no enough time
for the released free chloride ions to spread to two sides
increasingly more free chloride ions accumulate at the re-
action area. This phenomenon was precisely depicted by our
numerical model. The numerical results agree well with the
test results. Consequently, it shows good accuracy of the
coupled mathematical model of carbonation and chloride
ion penetration possesses.

4.2. Verification of the Mechanical Damage Model. Here, to
determine the accuracy of the mechanical damage model, we
compare the results of the numerical model and the ex-
periment conducted in literature [51]. In the experiment, the
cross section of specimens is 200 x 200 mm®. In the first case,
there is a steel reinforcement of 12mm diameter with
a 20 mm concrete cover; in the second case, there is a steel
reinforcement of 16 mm with a 35 mm concrete cover. The
embedment length of rebars is 180 mm, while the rest part is
protected by a plastic sleeve. In two cases, each longitudinal
side is saturated by 1% chloride solution for 1 minute and 3
minutes, respectively. Additionally, there is a potential of
+500 mV NHE to accelerate the corrosion process. As shown
in Figure 4, it can be found that results derived from our
proposed model agree extremely well with the experiment
results.

5. Illustrative Example

5.1. Problem Description and Procedure of Numerical
Implementation. Here, a steel-reinforced concrete beam is
used for the parametric study. The thickness of the concrete
cover is 27 mm, the diameter of rebars is 16 mm, and the

space between each steel reinforcement is 135 mm. Its cross
section is shown in Figure 5. There is confinement on the Y
direction on the lower boundary of the beam. The left and
right sides are confined on the X direction. Parameters used
in the numerical example are listed in Table 1.

To determine the radial displacement variation of
concrete along time order, we have to first determine the
time when reaching the threshold of corrosion amount. In
this paper, t; is regarded as the time when the cracks width
reaches 0.2mm. #, is regarded as the time when cracks
reache 0.8 mm. From (11), it is notable that the corrosion
product is in direct proportion to time, so the process to
calculate ¢, (#,) can be divided in to 5 steps:

(1) If we assume a time period ¢, based on the MATLAB
and theoretical formulae, we can calculate the cor-
rosion expansive displacement distribution at ¢
moment. Then, the rust expansion displacement is
discretized into 24 points along the circumferential
direction of the steel bar. Each point is applied on the
surface of rebars.

(2) With the application of XFEM of ABAQUS, we
simulate the crack development under corrosion
expansive displacement. In addition, the calculation
of the crack width can be achieved. Therefore, we can
determine time steps when the crack width reaches
0.2 mm and 0.8 mm, respectively.

(3) According to the linear relationship between cor-
rosion amount and time, we can determine the
corrosion expansive displacement at each time step.

(4) Based on MATLAB, the corresponding time of rust
expansion displacement distribution can be deduced
by the theoretical formula, which is the approximant
value of t; (t,).

(5) Repeating step (1)-step (4), we can get the more
accurate value of ¢, and f,
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FIGURE 4: Corrosion-induced crack pattern of concrete in (a) Ozbolt’s experiment and (b) our model’s simulation.
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FIGUREe 5: Cross-sectional geometry of the reinforced concrete
beam (mm).

5.2. Radial Displacement Curve of Concrete under Corrosion
Expansion Pressure. Figures 6 and 7 show the radial dis-
placement of concrete u.(0) under corrosion expansive
pressure at different time periods, when the environmental
relative humidity is 90% and 75%, respectively. According to
Figures 6(a) and 6(b), the corrosion before the cracking of
the concrete surface mainly distributes on the half surface
facing the side of the protective layer. The thickness of the
corrosion layer turns smaller when it is farther from the
concrete surface. Note that there is no corrosion on the half
cross section which is far away from the protective layer. On
the contrary, situation after cracks penetrating the concrete
cover is completely different. Although less than the cor-
rosion product on the surface close to the protective layer,
corrosion appears on the surface far away from the pro-
tective layer. Additionally, under the same corrosion ex-
pansive pressure, when the structure is in high humidity, it
takes less time to reach the same radial displacement of
concrete. It suggests that high humidity environment con-
tributes a lot to the corrosion process.

5.3. Crack Development under Nonuniform Corrosion
Expanding Pressure. Having determined the distribution
curve of radial displacement of concrete u (6) along the
circumferential direction of steel reinforcement, we input
them as displacement load into the XFEM model of
ABAQUS. Then, crack development of the concrete cover is

TaBLE 1: Material parameters summary.

Parameter Value
Elastic modulus of concrete, E. (Pa) 3.25%x 10"
Poisson’s ratio of concrete, v, 0.20
Elastic modulus of corrosion products, E, (Pa) 100 x 10°
Poisson’s ratio of corrosion products, v, 0.49
Density of steel, p, (kg-m>) 7800
Water-cement ratio, W/C 0.35
Environment temperature, T, (°C) 5
Environment humidity, H,, 0.9 (0.75)
Water content of concrete, PS (%) 35
Chloride content, Cg. (%) 0.2
Fracture energy, (G/J]-m™3) 140
Concrete tensile strength, f; (N-m?) 1.71 x 10°

obtained. It is more explicit and intuitional for researchers to
study and analyze crack development.

Under the assumption that the environmental relative
humidity is 90%, we analyze the crack development
changing with time, as shown in Figure 5. Through cal-
culation, when the corrosion expansive displacement of
rebars u_(6) reaches what is shown in Figure 6(a) (the
maximum of displacement is 0.365mm), the surface of
concrete is cracked (the crack width reaches 0.2 mm), and
t; is 152 d. When the corrosion expansive displacement of
rebars reaches Figure 6(b) (the maximum of displacement
is 1.130 mm), the concrete cover is completely deteriorated
(the crack width reaches 0.8 mm), and t, is 642 d. Devel-
opment of corrosion-induced cracks is shown in Figure 8.
It demonstrates that the concrete cover is cracked by
corrosion-induced cracks after 5 months since the
depassivation process. With the development of cracks, the
concrete cover will be completely destroyed 16 months
later. Consequently, as for the structure mentioned in this
paper, anticorrosion methods and strengthening measures
are required within 16 months when the cracks are dis-
covered on the concrete cover.

5.4. Comparison of Crack Development under Uniform and
Nonuniform Corrosion Process. Numerous studies have
verified that the corrosion product distribution is non-
uniform in actual cases. As mentioned previously, most
researches focusing on crack development of concrete are
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FIGURE 6: Distribution of concrete radial displacement u_(0) before (a) and after (b) cracks penetration when H,,=0.9.
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FIGURE 7: Distribution of concrete radial displacement u_(0) before (a) and after (b) cracks penetration when H,,=0.9.

based on the uniform pattern. Therefore, it has been attached
to the utmost significance to compare differences in crack
pattern, initiation process, and cracking time. We analyze
the structure shown in Figure 5 on the basis of the uniform
distribution model, and the crack expanding process is
shown in Figure 9.

Comparing the crack development figures of uniform
corrosion distribution and nonuniform corrosion distribu-
tion, respectively, we can find distinct differences in terms of
the crack pattern. The cracking process of the uniform cor-
rosion pattern is obviously slower than that of nonuniform
corrosion pattern. Under uniform distribution, it takes 19
months for cracks to penetrate the concrete cover under the

uniform corrosion pattern. Then, it takes 46 months to en-
tirely destroy the concrete layer. Therefore, if employing
uniform distribution pattern in the actual cases, the load
capacity and service-life of structures will be severely over-
estimated, which can lead to undesirable consequences.

6. Conclusion

(1) The transport of various harmful masses is described
by a series of mathematical formulae, including
chloride ions, carbon dioxide, and moisture. The
combined effect of carbonation and chloride ingress
is also studied.
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F1GURE 8: Concrete cover-cracking process when t=19d (a), 37d (b), 152 d (c), and 642 d (d) under nonuniform distribution of corrosion
products.
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FIGUre 9: Concrete cover-cracking process when t=77d (a), 172d (b), 286d (c), and 558 d (d) under uniform distribution of corrosion
products.

(2) The expansive displacement of concrete at different damage for the concrete cover can be numerically
time periods of corrosion can be obtained directly by implemented.
our proposed mathematical model. (4) Various experimental data were compared with the
(3) By linking ABAQUS with MATLAB, the prediction results obtained by our model and verified its

for the evolution of corrosion-induced cracking accuracy.
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(5) The numerical results of an illustrative example show
that there are significant differences in the crack
pattern and crack development between the uniform
and nonuniform corrosion. If the uniform distri-
bution theory is used to guide actual projects, the
carrying capacity of the structure will be seriously
overestimated.
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