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In the farming era, the ancestors of Miao moved to a mountainous area in Qiandongnan to avoid wars. When they started their
settlement construction, people gave priority to how to deal appropriately with the great survival pressure they were facing. �is
paper uses the methods GIS spatial analysis, morphological index, and spatial syntax to explain the spatial characteristics of Miao
traditional settlements from the perspective of both regional scale and individual settlement and explores the adaptation
mechanism.�e results show that (1) spatial distribution of settlements shows a tendency of agglomeration and signi�cant spatial
heterogeneity; the maximum kernel density is in the Leikaitai area, which is featured by an inclined “T” shape; (2) settlements are
concentrated in areas mainly around Qingshui River and Duliu River, with an elevation of 500–1000m, terrain relief of 10–20m,
and the slope of 5–15°; (3) the external boundary of settlement is mainly �nger-shaped and buildings showed a large concentration
of small distribution; and (4) settlements have generally formed an overall landscape pattern of “mountain-water-�eld-forest-
building,” with the space center appearing inside the settlements and the road connecting the outside of the settlement.�is paper
summarizes the intrinsic relationship among settlements’ spatial characteristics, the natural environment, and the social and
economic environment and concludes the internal morphological evolution of the settlement which has shifted from survival
adaptability to active search for development. �e results of this research can provide a valuable reference for traditional
settlement protection, utilization, and sustainable development.

1. Introduction

In the 1950s, French geographer Mark Sone proposed the
theory that geographical conditions determine the survival
mode [1], in which settlement construction occupies a vital
part and serves as themain space carrier [2]. Also, traditional
settlements are regarded as witnesses of historical processes
and carriers of cultural inheritance. �ey have important
social, cultural, aesthetic, and tourism values [3, 4]. Par-
ticularly, as an essential part of traditional settlements,
ethnic minority settlements are able to re¢ect the survival
logic and historical culture of ethnic minorities [5]. �ey are
the main resources for inheriting the excellent Chinese
traditional culture and developing tourism in mountainous

areas. However, with the acceleration of urbanization and
the development of tourism in rural areas, the spaces of
traditional settlements are su£ering various degrees of de-
struction and decay, such as ecological degradation, func-
tional decline, and construction destruction [6, 7]. In 2018,
the Chinese government proposed implementing rural re-
vitalization and protecting traditional regional culture,
which made it clear that the protection and inheritance of
traditional settlements are of great signi�cance [8]. �ere-
fore, the sustainable development of traditional settlements
has become a hot topic in the Chinese academic world.

Western academia, especially Poland architects, had
studied the spatial characteristics of traditional settlements
in rural areas and concluded that the traditional settlement
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was a distribution of types and density depending on both
natural and socioeconomic conditions [9–11]. *e natural
factors are regarded as the elementary role where the outset
of traditional settlement is concerned [12]. Socioeconomic
factors shape the spatial structure of the settlement system,
especially for individual settlements [13, 14]. However, from
the regional scale perspective to individual settlement, the
quantitative analysis of the spatial characteristics of tradi-
tional settlements and their adaptation factors is not enough.
Most researches are limited to the spatial organization,
construction techniques, building decoration, and cultural
connotation of settlements. *ere is a lack of systematic
research on the spatial distribution, morphological char-
acteristics, and adaptation mechanisms of settlements.

Based on the specific geographical environment of
Qiandongnan, this research uses analysis methods of GIS,
morphological index, and spatial syntax to investigate the
relationship among the regional environment, the spatial
distribution, the morphological characteristics, and internal
spatial organization of the traditional settlement. It is found
that the construction of Miao traditional settlements is
formally rooted in the local area, adapted to, and cleverly
used natural processes, and the final formation of the overall
“mountain-water-field-forest-building” spatial pattern was
the core requirement of Miao people’s survival and
reproduction.

Today, the survival pressure of Miao people is greatly
reduced, and they can go out to work and engage in tourism
service industries and handicrafts to obtain survival security.
*e most important “field” factor in the past was no longer
important to Miao people. *erefore, the adaptation
mechanisms of cherishing fields, protecting mountains and
forests, and respecting traditional rituals and beliefs formed
in the entire settlement over hundreds of years are being
eroded.

In response, the research focuses on the evolution
processes and adaptation mechanism of spatial settlement
structure to discuss possible solutions and seek out ways to
strengthen the reuse of resources and cultural preservation
in the process of rural revitalization and tourism to provide
valuable enlightenment for traditional settlements restruc-
turing, utilization, and sustainable development.

2. Study Area and Method

2.1. Study Area. Qiandongnan is located in the transitional
zone from the Yunnan-Guizhou Plateau to Xianggui hills
and basins in China, with continuous peaks and ridges. Karst
is widespread in the territory and forms a particular karst
ecosystem. *e study area has jurisdiction over 15 county-
level units, including Cenggong, Zhengyuan, Shibing,
Huangping, Sansui, Majiang, Taijiang, Jianhe, Pingjing,
Danzai, Leishan, Rongjiang, Liping, Congjiang, and Kaili.
Qiandongnan is a specific area for studying Miao traditional
settlements. *e total population of Miao in China is
8,940,100, of which 3,799,500 live here. Its geographical
location is 107°17′–109°35′ E, 25°19′–27°31′ N, and its land
area is 30337 km2.

2.2. Data Sources. Four main categories of data sources are
included in this study: (1) the list of minority characteristic
villages from the official website of the People’s Government
of Guizhou province; as of August 2021, 314 settlements in
the study area have been selected into the list of ethnic
minority villages in Guizhou province; and the geographic
coordinates were calibrated using Google Earth; (2) the
vector map, elevation, and river system of the administrative
boundary of Qaindongnan are provided by the Chinese
Resources and Environment Science and Data Center; (3)
the space syntax graph of traditional settlements was ob-
tained from calculations of AutoCAD and Depthmap; (4)
the drawing of overall landscape composition pattern map
from field investigation and villager’s interview; and (5)
social and economic data were acquired from statistical
yearbooks.

2.3. Methods

2.3.1. )e Nearest Average Neighbor Ration. *inking of the
traditional settlements as abstract points in space, these
settlements will present three spatial distribution patterns:
discrete, random, and agglomeration. *e nearest average
neighbor index (R) method is used to identify the spatial
distribution of traditional settlements, and the result shows
the degree of mutual proximity of traditional settlements in
the geographic space [15]. *e R index can be calculated as
follows:

R＝ r1
rE

. (1)

2.3.2. )e Kernel Density Estimation. *e kernel density
estimation (KDE) method is the most widely used non-
parametric estimation method in spatial point pattern
analysis. It is used to calculate the aggregation of elements in
its entire area. *e greater the KED value, the higher the
degree of aggregation of settlements. *e KDE can be cal-
culated as follows:

f(x) �
1

nh


n

i�1
k

x − xi

h
 , (2)

where f(x) denotes the estimated density at the location, h
is the bandwidth or kernel size, n is the number of traditional
settlements, K is the kernel function, and (x − xi) is the
distance from the location to the measuring point xi [16].

2.3.3. Boundary Morphology Index. *e settlement
boundary morphology can be classified into three types:
cluster, band, and finger shape. Boundary morphology is
illustrated in the subject using the length-width ratio, void-
solid ratio, radian, and concave-convex degree [17].

(1) *e length-width ratio of the shape index (λ) reveals
the narrowness of the settlement boundary mor-
phology. Set λ� 2 as the critical point; when λ> 2, the
settlement is the central control feature of the group,
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and between 1.5 and 2, the settlements are either
atypical clusters or atypical belts, becoming clusters
with a tendency towards belts.

(2) *e minimum value of the shape index (S) is 1. *e
closer the value is to 1, the closer the graph is to the
circle. *e larger the value, the greater the difference
between the shape and the circle, and the more
complex and irregular. *us, the boundary charac-
teristics of traditional settlements can be calculated
as follows:

S �
P

(1.5λ −
������
λ + 1.5

√
)

���

λ
Aπ



, (3)

where P means the circumference, and A is the area
of the settlement.

2.3.4. )e Space Syntax Technique. Use the remote sensing
images of six typical traditional settlements in 2021 to make
the base map, then draw the road axis map in AutoCAD, and
import it into “Depthmap” software to analyze the topo-
logical relationship, obtain the spatial integration and
control degree, and then do the traditional settlement
quantitative analysis of internal organization characteristics
[18].

*e global integrated axis map can reproduce the spatial
structure of traditional settlements. *en, the chromato-
graphic analysis of the axis reflects the level of spatial vis-
ibility and accessibility. *e red area has the highest spatial
visibility and accessibility, the yellow area is the second, and
the blue area is the third.

3. Results

3.1. Spatial Distribution Characteristics

3.1.1. Density Analysis of the Spatial Distribution. Using the
average nearest neighbor tool under the spatial statistics
module of ArcGIS 10.21, it was calculated that the actual
distance of traditional settlements was 13.79 km, the ex-
pected average distance was 43.90 km, the nearest neighbor
ratio was 0.31, and the significance P< 0.01, Z value was
−23.34, the result shows that traditional settlements pre-
sented an agglomeration spatial morphology (Figure 1).

*e traditional settlements presented typical unbalanced
characteristics in space, mainly concentrated in the central
and western regions, accounting for 66.20% of all settle-
ments. In contrast, the least were distributed in Zhenyuan,
Cenggong, and Sansui, accounting for only 1.37% of the
total.

From the perspective of the spatial distribution of KDE,
the KDE of traditional settlements formed a spatial distri-
bution pattern of primary centers and secondary centers,
which were similar to the “T” character.*e first-level center
was the junction of Leishan, northern Danzhai, and southern
Kaili. *e secondary centers spread around the first-level
center to east Jingping and showed decreasing grades
whereas the lowest values of traditional settlements KDE
were located in Zhenyuan, Cenggong, Sansui.

3.1.2. Elevation Analysis of Spatial Distribution. Miao is a
typical alpine ethnic group, and mountains constitute the
natural environment and basic skeleton of their settlements.
*e traditional settlements were concentrated at an altitude

50°N

40°N

30°N

20°N

70°E 80°E 90°E 100°E 110°E 120°E 130°E
N

Kernel density estimation
0 – 76
76,00000001 – 152
152,0000001 – 229
229,0000001 – 305
305,0000001 – 381
381,0000001 – 458
458,0000001 – 534
534,0000001 – 610
610,0000001 – 687
687,0000001 – 763
Traditional settlement

0 30 KM

Figure 1: *e kernel density distribution of Miao traditional villages in the study area.
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of 500–1000M, with 217, accounting for 84.07% of the total.
Instead, only 18 settlements with an altitude of more than
1500M accounted for 4.14% of the total, and 41 settlements

with an altitude of <500M accounted for 12.10% of the total
(Table 1, Figure 2(a)). As the altitude increases, the number
of settlements decreases, and the settlement patch areas

Table 1: Elevation statistics of Miao traditional settlements in the study area.

Elevation (M) Number Percentage Land area (km2) Percentage
91–500 41 13.05 41.76 20.38
500–1000 217 69.10 148.18 71.84
1000–1500 38 12.10 13.02 6.31
1500–2178 18 5.73 4.20 1.94

Elevation
91 – 100
100,0000001 – 500
500,0000001 – 1,000
1,000,000001 – 2,000

0 30 KM

N

(a)

Topographic relief
0 – 20
20,00000001 – 40
40,00000001 – 60
60,00000001 – 201

0 30 KM

N

(b)

Slope
0 – 2
2,000000001 – 5
5,000000001 – 15
15,00000001 – 25
25,00000001 – 35
35,00000001 – 55

0 30 KM

N

(c)

Figure 2: Topographic map: (a) elevation map; (b) topographic map; and (c) slope map.
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reach a peak between 500 and 1000M above the sea level.
Furthermore, the total area of settlements in this altitude
range was 148.18 km2, accounting for 71.84%.

3.1.3. Topographic Relief Analysis of the Spatial Distribution.
*e Miao traditional settlements were concentrated in flat
dams and hilly areas with a topographic relief of 10–20M,
accounting for 69.42% (Figure 2(b)). In contrast, in areas
where topographic relief >60M had a significant drop,
geological disasters such as mudslides, avalanches, and
landslides were more frequent, and soil erosion was more
serious.

3.1.4. Slope Analysis of the Spatial Distribution. To analyse
the effect of slope on the location of Miao traditional set-
tlements, we divided the slope of the study area into five
grades according to the division plan of the Geomorpho-
logical Survey and Cartography Committee of the Inter-
national Society [19]. *e study found that the spatial
distribution of traditional settlements grew firstly and then
decreased with the increase in slope. Traditional settlements
mainly concentrated in the gently inclined area and were
more minor in the flat to the almost undulating area (Table 2
and Figure 2(c)) because the area with a slope of 0–5° in the
study was relatively small. Moreover, the area with a slope of
5°–15° has apparent undulations. But it has specific soil
resources. Moreover, the agricultural area accounts for
39.54% of the total, so there are 153 traditional settlements.
At the same time, the area with a slope >25° had intense soil
erosion, barren soil, and highly fragile ecology, which was
not suitable for farming activities and settlement
construction.

3.1.5. River System Analysis of the Spatial Distribution.
*e abundant rainfall and river systems in the study area
have a certain influence on traditional settlements’ site se-
lection and agricultural production. To analyse the effect of
the river on the spatial distribution of traditional settle-
ments, we measured the river to traditional settlements
distance by the Hydrology model of GIS (Table 3 and
Figure 3(a)). As a result, from along the river to distances
>1500M and <500M, the number of traditional settlements
showed a gradual decrease. *e most significant number of
traditional settlements was 500–1500M away from the river,
accounting for 47.45% of the total, followed by 1–500M and
1500–2000M, which accounted for 26.75%, 13.38%, re-
spectively. Besides, buildings along the river system of
Qingshui and Duliu were a common feature shared by
traditional settlements (Figure 3(b)).

3.2. External Spatial Morphology Characteristics

3.2.1.)e External Boundary. In order to plot the traditional
settlements boundary, we assumed the distance of 30M as
the farthest distance wherein faces, clothing, and behavior of
people could be recognized. *e morphological character-
istics and relevant indexes of the six typical settlements were
computed scientifically and summarized in Table 4.

*e calculation results for λ and S reflected the narrow
extension and concave-convex degree. First, S≥ 2, the ex-
ternal boundary morphology exhibited a zonal plane
characteristic, while a finger-shaped tendency occurred
given the effect of the landform environment. Second, when
λ< 1.5, the morphology was finger-shaped and tended to
clump, such as Yemeng, Nanmeng, and Wudong. *ird,
λ≥ 2, they were finger-shaped and tended to band, such as
Zhangao, Basha, 1.5≤ λ< 2, and it was finger-shaped with no
clear tendency, like Getou. *e settlements with finger-
shaped external boundaries were commonly found in
Qiandongnan.

3.2.2. )e Structural Characteristics of the Buildings.
Miao peoples followed the principles of natural factors to
arrange and integrate the internal space of settlement in an
orderly manner according to their own survival needs and a
particular logical relationship (Figure 4).

Firstly, the structure of buildings presented a clustered
pattern that was a distributed morphology of large con-
centration and small dispersion. *e buildings’ structures in
the area were gathered together in the form of a group, which
could be defined as a “reunion type.” *en, according to the
number of building groups, it could be divided into “single
reunion” and “multiple reunions.” “Single-group” refers to a
settlement with only one large concentrated area of building
structure, such as Getou, Wudong, and Yemeng, while
“multigroups” refers to the structure of a settlement group
with two or more concentrated areas, such as Nanmeng,
Basha, Zhangao, which were formed by the combination of
several small settlements. *e structural characteristics of
the buildings were still large concentration and small dis-
persion, but there are multiple large concentration areas
instead of one.

Secondly, the distance between the individual building
was small, and they were close to each other in a staggered or
parallel manner, forming a compact space feature. When the
settlement expands, new buildings always fill in the gaps
inside or outside the settlement to improve the compactness
of the space. It can be seen that the spatial characteristics of
the compact buildings not only stay in the present but also
will continue over time.

Table 2: Slope statistics of Miao traditional settlements in the study area.

Slope classification Slope (°) Number Percentage
Flat to almost undulating 0–5 29 9.24
Gently inclined 5–15 153 48.72
Moderately inclined 15–25 78 24.84
Steep 25–45 54 17.19
Very steep >45 0 0
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3.2.3. Overall Landscape Composition Pattern. After the
initial exploration and a long process of evolution, Miao
traditional settlements in Qiandongnan had generally
formed an overall landscape pattern of “mountain-water-
field-forest-building.” *e results show (Figure 5) those as
follows: (1) Mountains and rivers together shape the natural
background of the settlement landscape, forming a “trough”
flat land along the river; (2) open up fields in flat land and
draw water from rivers for irrigation; (3) planting forests on
the mountains; (4) the dwelling house is built at the foot of
the mountain to ensure that it “occupies the mountain but
not the cultivated land.”

3.3. Syntactic Analysis of Internal Spatial Morphology
Characteristics. To analyse the visibility and accessibility of
the internal spatial organization of traditional settlements,
we selected global angular distance (Ang N), and two
morphological variables, including the global average

integration degree and the global control degree, to analyze
the spatial organization of settlements.

3.3.1. Integration. *e global average integration degree of
Wudong and Getou were Rn0.47 and Rn0.44, respectively,
(Figure 6(a)), and the red and yellow axes with high inte-
gration were mostly enclosed in important nodes, such as
Lushenping, Huzhai tree, shelter bridge, and pond. *ese
critical nodes had morphological control and dominance
and were the core of the settlement’s humanistic spirit.
Moreover, significant celebrations, ceremonies, meetings,
and other public activities were usually held here, which
gives it the characteristic of being powerful and the nature of
“public domain.” In addition, the global average integration
degrees of Nameng, Basha, Zhangao, and Yemeng were
Rn0.28, Rn0.26, Rn0.21, and Rn0.20, respectively, which
were lower and higher spatial dispersion values. As a result,
the most integrated axis was the roads that connect the

Table 4: Statistics on the external boundary of typical settlements.

Settlements P (m) A (m2) λ s Boundary characteristics
Zhangao 2545 30805 8.73 6.91 Finger-shaped with a tendency to banded
Nanmeng 9136 41454 1.21 12.57 Finger-shaped with a tendency to clump
Getou 2561 30360 1.66 3.95 Finger-shaped with no clear tendency
Yemeng 1303 23034 1.34 2.37 Finger-shaped with a tendency to lump
Wudong 1894 40452 1.47 2.58 Finger-shaped with a tendency to lump

Table 3: *e statistics between Miao traditional settlements and the river buffer zone.

Nearest water distance (M) 0–100 100–500 500–1500 1500–2000 >2000
Number 30 84 149 42 9
Percentage 10.46 26.75 47.45 13.38 2.86

VALUE
Distance

100
500
1500
2000

0 30 KM

N

(a)

0 30 KM

N

River

(b)

Figure 3: Water system distribution map: (a) water buffer map and (b) river distribution map.

6 Mathematical Problems in Engineering



outside of the settlements, and its functions are closely re-
lated to life laid out along the roads. Moreover, these set-
tlements have no core spaces surrounded by several highly
integrated axes.

3.3.2. Control. *e global control degree analysis shows that
most traditional settlements presented light green or blue
short lines on the control axis (Figure 6(b)), which means
that the global control degree of the main streets was low
because there are many turns of streets and lanes dividing
the axis of the main street into multiple short lines. In
contrast, the connection between these streets or lanes was

single, making the settlement’s internal space structure more
private and defensive. Moreover, the space has a certain
degree of change and interest. Consistent with the global
average integration degree of settlements, the most con-
trolled axis in the six typical settlements was still the core
area of important nodes or the roads connected to the
outside.

4. Discussion

In this study, we demonstrated that the spatial distribution
and morphological characteristics of Miao traditional

Figure 5: *e overall landscape pattern analysis map of typical sample settlements.

Building concentration area
River
Building

N

Nanmeng

Wudong Zhangao

Basha Getou

Yemeng

Figure 4: *e aggregation analysis map of typical sample buildings.
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settlements was a survival process of constantly adapting to
the harsh natural environment and coping with changes in
internal and external conditions in different periods, which
was an external manifestation of the joint effect of the
natural environment, social environment, and economic
environment [20]. However, due to the development of
tourism, the implementation of the rural revitalization
policy, and the changes in the production and lifestyle, the
internal and external conditions for the formation and
development of traditional settlements are changing. *e
traditional settlements and their adaptation mechanisms
face multiple challenges (Figure 7).

4.1.Natural Environment andSettlement SpatialDistribution.
*enatural environment is the material basis for the survival
and development of traditional settlements. Traditional
settlements are located in the mountains area of Qian-
dongnan, a fragile karst natural ecosystem with broken
terrain, limited natural resources, changeable climate, and
jointly impacted the spatial distribution of the seat of the
settlement.

In the early stage of settlements formation, most set-
tlements were located areas with an altitude of 50–1000M,
sloping gentle slopes of 5°–15°, and topographic relief of
10–20Mwere easy to defend and difficult to attack and had a
relatively good geographical environment, suitable for ag-
ricultural production activities with a low cost of living. In
contrast, most of the northeast and southeast region had
dangerous terrain, deep canyons, and poor soil. So the
number of traditional settlements was relatively small.

After determining the selection and layout of the
settlements, the ancestor of Miao began the overall
management of the settlement environment, trans-
forming the natural environment, opening up fields, and

planting economic trees, finally forming a landscape
pattern of “mountain-water-forest-field-building.” It has
been gradually formed after several generations of Miao
people’s continuous exploration, construction, and ad-
justment. In this pattern, firstly, mountains surrounding
the settlements provide shelter for living, and streams
flowing in the fields provide for drinking and convenient
field irrigation. Secondly, the fields make full use of the
flat land in the mountains to provide people with the
most basic food security, and the forests cover the
mountains to maintain the ecology and protect the set-
tlements from natural disasters, such as mudslides.
*irdly, the settlement houses are built in the mountains
and will never invade the cultivated lands. As the pop-
ulation grows, the settlements continue to develop based
on the unique natural conditions, presenting the fol-
lowing three modes:

(1) Natural growth within the original settlement pattern.
*e population growth rate was still within the
ecological capacity of the settlement, and the
buildings were distributed along the contour lines,
which formed a random and orderly group space. Its
external boundary broke the balanced form of
clusters or bands and extended in different directions
and developed into finger shapes, and this is because
the ravine of surrounding mountains made the
environment and space resources uneven in all di-
rections, and new buildings will always choose rel-
atively flat and livable land followed natural
environment as much as possible.

(2) Relying on the “multigroup” growth of the original
settlement pattern. *ere were some available lands
for reclaiming in the settlement area, but the original
settlement’s construction land was insufficient.

(a) (b)

Figure 6: *e spatial syntactic analysis map. (a) *e global integration map of settlements. (b) *e global control map of settlements.
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(3) Find a new location along the river to build a new
settlement, then form a “branding” layout. When the
lands of settlements were not enough to support the
population growth, the residence would generally
find a suitable location near the Qingshui and Duliu
rivers to rebuild a new settlement. *e rivers pro-
vided sufficient water for agricultural production and
living in newly built settlements and served as im-
portant navigation between the Miao settlements
and the Han areas, bringing agricultural production
technology and living materials to Miao from Han
areas.

4.2. Social Environment and Settlement Internal Space
Organization. *e social environment plays a guiding and
controlling role in the evolution of traditional settlement
spaces. Social environmental factors, such as clan ideas,
“Fengshui” beliefs, and ritual systems, have affected the
architectural layout, the spatial growth of streets, lanes, and
bridges, the function of public space, and the formation of
the morphology of traditional settlements.

Due to wars, ethnic oppression, and other reasons, the
Miao people were forced to migrate from the plains and
lakes to settle in the mountains. *is migration was op-
pressive. However, the painful history of migration has not

diminished the national consciousness of the Miao people.
*e authority of the Miao clan, the sense of belonging to the
migration, the common defense needs, and the consistent
“Fengshui” beliefs and other group ideologies urged the
Miao groups to live together in the same family or the same
clan. Hence, the festival activities in the Miao culture are
vibrant, and various activities had specific venues, such as
Lushenping, Huzhai tree, Fengyu bridge, and pond, which
were closely related to the process of ritual activities and
created an orderly space. For example, the Miao ancestor
chooses a flat open space in the internal space of settlements
to build “Lushengping.” Its location was often in the center
of the settlements space. *e accessibility and the global
average integration degree were also the highest based on the
syntactic analysis of the six typical traditional settlements. As
a matter of fact, “Lushengping” was usually used as a space
for Miao people’s daily communication opportunities. But it
has a very sacred meaning in festivals and has become an
important cultural symbolic place to connect “ancestors and
future generations.”

After the traditional settlements were formed, people
started to reclaim fields, build houses, and expand the scale
when the ecological capacity permitted. Once the original
agglomeration point reached saturation, it became an im-
portant task for the Miao people to separate the surplus
population and open up new strongholds. *en, settlements
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were separated by clan ideas and “Fengshui” beliefs, and its
branches were relocated to other surrounding spaces to
multiply and develop. *e spreads were like cell division,
with new agglomeration points growing continuously and
then a new round of fission. In brief, the internal spatial
organization of settlements linked by social environment
factors is the core of controlling the spatial order.

4.3. Economic Rise and Fall and Settlements Spatial Mor-
phology Protection. Backward economic development has a
positive impact on the protection of traditional settlements.
Per capita GDP, per capita disposable income, and trans-
portation convenience restrict the development scale and
capacity of the settlement [21].*e settlements space formed
during the agricultural cultivation period, and accordingly,
its initial development depended on the scale of agricultural
land. Although the settlement has formed the “mountain-
water-forest-field-building” production space in the ad-
justment process, its production capacity can still only meet
the basic survival needs, andMiao people mostly rely on self-
sufficient small farmers to live. Before 1949, there were
almost no current traffic conditions to contact the outside
world, which also allowed many settlements to maintain
traditional spatial characteristics and the wisdom of ancients
[22].

In recent years, with the transformation of the rural
economy, informatization, and tourism advancement, the
settlements far away from the city and with inconvenient
transportation were hit by unprecedented impac. *e in-
herent production and lifestyles of settlements could no
longer meet the needs of the younger generation, which
caused the younger generation, especially the young and
middle-aged laborers, to leave their homes. And eventually,
the settlements disappeared. In addition, due to the con-
tinuous advancement of urbanization and the rural tourism
industry, in the settlements that were relatively close to the
urban space, a large number of new buildings arose, ex-
panded to flat land and roads, and occupied farmland, which
broke the overall pattern of “mountain-water-forest-field-
building,” and made the original settlements become hol-
lowed out. What’s more, this disorderly construction might
bring about the demise of traditional settlements or the
presence of totally new Miao settlements with no
characteristics.

In contrast, the areas with poor social and economic
development were subjected to many restrictions on contact
with the outside world and were weaker from foreign cul-
tural invasions. As a result, the settlements could continue
their unique customs and habits, and spatial characteristics,
such as buildings structures, boundary morphology, spatial
distribution, and overall landscape pattern, got the possi-
bility to be inherited and developed.

5. Conclusion

*is paper uses spatial analysis methods to disclose the
internal logic of the formation, organization scientifically,
and the growth of Miao traditional settlements space from

the spatial distribution at the regional level to the micro-
level settlement morphological characteristics, which are of
specific reference value to policies and plans related to the
conservation, utilization, and sustainable development of
traditional settlements. *e results show those as follows:

(1) *e spatial distribution of traditional settlements are
affected by the comprehensive effects of the natural
environment, social environment, and economic
environment, mainly distributed areas with altitudes
of 500–1000M, terrain undulations of 10–20M,
slopes of 5°–25°, near the Qingshui river and Duliu
river, and with backward economy and
transportation.

(2) Traditional settlements from a T-shaped structure in
the overall regional spatial distribution pattern
present a spatial distribution pattern of dense central
and sparse northeast. *e first-level center of the
density pattern is the junction of Leishan, northern
Danzhai, and southern Kaili. *e “finger-shaped”
form is the most common form of the external
boundary of settlements.

(3) *e structure of traditional buildings shows a feature
of large concentration and small dispersion and can
be divided into “single-group” and “multigroup.”
Moreover, these settlements generally formed an
overall landscape pattern of “mountain-water-field-
forest-building,” which is the basic space guarantee
for survival and reproduction in the face of survival
pressure.

(4) External forces such as the natural environment,
social economy, and technology are the basis for the
formation and pattern evolution of the traditional
settlement space and are also an important driving
force that affects the transformation of the settlement
space. *e internal driving force, such as social
culture, is vital for controlling the functional orga-
nization and continuing the spatial form.

At present, China has been in the process of rural re-
vitalization, and excessive and disorderly constructions not
only continue to invade and occupy rural land but also lead
to some traditional settlements being demolished and be-
coming tourist towns. With the rise of social space research,
traditional settlements should not be limited to traditional
material spaces, and more attention should be paid to the
accompanying social space research. Traditional settlements
are caused by the spatial projection of people’s social ac-
tivities and their organizational methods. *e transforma-
tion of social structure will inevitably lead to the renewal of
settlements space. Based on this cognition, follow-up re-
search is needed to strengthen the interaction and coupling
relationship between social structure and the evolution of
settlements.

Data Availability

Four main categories of data sources are included in this
study: (1) the list of minority characteristic villages from the
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official website of the People’s Government of Guizhou
province; as of August 2021, 314 settlements in the study area
have been selected into the list of ethnic minority villages in
Guizhou province and; the geographic coordinates were
calibrated using Google Earth; (2) the vector map, elevation,
and river system of the administrative boundary of Qain-
dongnan are provided by the Chinese Resources and En-
vironment Science and Data Center; (3) the space syntax
graph of traditional settlements was obtained from calcu-
lations of AutoCAD and Depthmap; (4) the drawing of
overall landscape composition pattern map from field in-
vestigation and villager’s interview; and (5) social and
economic data were acquired from statistical yearbooks.
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High-advanced industries upgraded by digital empowerment have gradually become an important support industry. erefore,
various provinces in China have issued relevant policies to support the prosperous of the digital economy and high-advanced
industries. e collection and analysis of high-advanced industrial policy help to scienti�cally evaluate industrial policies and
formulate scienti�c policy optimization paths. Based on a total of 168 high-advanced industrial policy documents from 26 cities in
the Yangtze River Delta region from 2009–2021, this study adopts the PMC-Index model to evaluate the high-advanced industry
policies in the digitalization context quantitatively. 12 representative high-advanced industry policy texts were selected for speci�c
analysis. In addition, this study visualizes the measurement results of the internal structure and policy e�ectiveness of policies by
PMC-Surface diagrams and then concludes that the design of high-advanced industry policies was relatively reasonable overall,
with 11 policies rated as “Good Consistency” and only one “Acceptable Consistency.” e sample policies lack reasonable
arrangements for di�erent period plans, lack incentives, or have relatively single incentives. e policy in�uence among cities in
the Yangtze River Delta urban agglomerations is small, and the integration trend is not apparent. ere is a particular gap in the
scores between Shanghai, Zhejiang, Jiangsu, and Anhui province. is study provides references and suggestions for formulating
and revising high-advanced industrial policies.

1. Introduction

Digital technology is dramatically changing industrial
production and organizational activities [1, 2]. e digiti-
zation of industries is providing the impetus for economic
development in various countries. Each country has dif-
ferent directions and motivations for using digital tech-
nology to promote economic development, so the impact of
digitization on national economies is also di�erent [3].
Digitization refers to using digital technology to create new
business models, new business formats, and industrial
production models, thereby improving product quality,
production quantity, and production e¤ciency [4]. Digiti-
zation empowers and embeds industries to help industrial
transformation and technological innovation [5, 6].

China is gradually shifting its economic focus from rapid
GDP growth to high-quality economic development,

considering transforming from the world’s factory to an
innovative powerhouse with leading-edge technologies [7].
China needs to transform and upgrade its industry with the
help of the digital empowerment of industry [8]. e high-
advanced industry, closely linked to digitalization, has be-
come the main target of industrial transformation and
upgrading [9]. High-advanced industries characterized by
high technological knowledge density, high intensity of R&D
investment, and high added value have gradually become
essential support industries for national economic devel-
opment and are an important symbol of a country’s core
competitiveness [10]. is study takes the advanced industry
proposed by the American Brookings Institution as the core
de�nition of a high-advanced industry. e study “Amer-
ica’s Advanced Industries,” released by the Brookings In-
stitution in February 2015, states that industries that meet
the following two criteria are de�ned as the high-advanced
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industry: First, the industry must use at least 80% of the
expenditure for research and development each year. Each
worker must spend more than $ 450 on research and de-
velopment. Secondly, the proportion of workers in the in-
dustry that requires high-level STEM (science, technology,
engineering, and mathematics education) knowledge should
also be higher than the national average, or 21% of all
workers [11].

For the sake of meeting the trend of digital economy and
realizing the transformation from low advanced industries
to high advanced industries, the governments of various
regions in China have adopted relevant industrial policies.
However, in the policy playing a role, there are also some
problems: the security measures and incentives of the policy
are ineffective, there is a lack of mechanism for policy
implementation and supervision, the content of the policy is
incomplete, and the effect of policy implementation is not
obvious. ,erefore, it is necessary to scientifically evaluate
and judge the high-advanced industrial policy, test the ef-
fectiveness of the policy, reasonably allocate the policy re-
source base, and provide a scientific governance basis [12].

,e PMC-Index model can evaluate policies based on
establishing a system of relevant indicators and calculate
each policy’s score composition to effectively evaluate pol-
icies [13]. ,is study creatively puts forward the concept of
China’s high-advanced industry, evaluates the effectiveness
of policies by the PMC-Index model, taking the Yangtze
River Delta region of China as an example.

,e remaining structure of this study is as follows.
Section 2 reviews the relevant literature. Section 3 introduces
the research samples and research methods. Section 4
demonstrates the empirical results and analysis. Section 5
puts forward the conclusions and limitations.

2. Literature Review

Existing research on high-advanced industry mainly focuses
on three categories. One is the research conducted with
high-advanced industry as the subject term. Since the
concept of the high-advanced industry mentioned above is
not clearly defined, fewer studies directly use the high-ad-
vanced industry as a subject term [14]. ,e second is the
study of a specific industry in the high-advanced industry
[15]. Wu et al. processed and modeled the data through
spatial econometric models to derive the impact of regional
financial resources on the cluster of high-advanced hori-
zontal service industries [16]. ,e third is the study of
strategic emerging industries [17]. Prud’homme examined
technological specialization in strategic emerging industries
and found that China’s economic decentralization system
ensures, to some extent, the effectiveness of provincial in-
dustrial policy making [18].

Policy evaluation is the development of appropriate
evaluation criteria through scientific methods to examine
policies in multiple dimensions and provide references for
policy improvement and new policy development. It can
assess the usefulness and value of the policy itself and check
the results and effectiveness of its implementation [19]. ,e
first policy evaluation studies were the five-category

assessment model proposed by Suchman [20] and the “,ree
E” Evaluation Model Architecture proposed by Poland [21].
Jun proposed a classical policy evaluation approach to policy
analysis through causality [22]. At present, the commonly
used policy evaluation methods include the hierarchical
analysis process (HAP), BP neural network, and fuzzy
comprehensive evaluation method [23, 24].

,e policy modeling consistency index (PMC-Index)
model was proposed by Estrada, which can evaluate any
social policy to analyze the results and impacts of imple-
mentation and the reasons for the results or impacts [25].
,e model provides policy researchers with a new tool for
policy analysis that can detect policy strengths and weak-
nesses. ,e model has been applied to the evaluation of the
arable land protection policy [26], pork price policy eval-
uation [13], and the new energy vehicle policy evaluation
[27].

3. Materials and Method

3.1. Data Source and Sample Selection. To obtain high-ad-
vanced industry policy texts in a digital context systemati-
cally and comprehensively, the following search strategy is
used in this study. Taking 2009 as the policy starting point,
the policy and regulation databases such as “Beida Fabao”
(http://www.pkulaw.cn/) and “Beida Fayi” (http://www.
lawyee.net/) were used as data sources, supplemented by
the official websites of cities in the Yangtze River Delta. We
searched for “high-advanced industry” and “digitalization”
as keywords to filter the policy texts of high-advanced in-
dustry in the context of digitalization in each city of the
Yangtze River Delta. After the above screening, 168 policy
texts were retrieved from 26 cities in the Yangtze River Delta
region from January 1, 2009, to April 19, 2021. Based on the
retrieved policies, these policy texts were sorted out to
eliminate those that were irrelevant and repetitive to high-
advanced industries, and finally, 44 policy texts with strong
relevance were screened out.

3.2. Establishment of PMC-Index Model. As shown in Fig-
ure 1, there are five steps to construct the PMC-Index model:
Policy text mining is used to classify variables, identify
parameters, and then determine this evaluation system’s
main variables and subvariables. Multi-input-output tables
are then constructed based on variable classification and
parameter identification to form the framework for data
analysis. ,e results are further analyzed by calculating the
PMC-Index to quantify the analysis and visualize the PMC-
Surface diagram.

3.2.1. Word Division and Word Frequency Statistics. In this
study, the policy text is processed with the help of the text
mining tool ROST software. First, the core keywords of the
policy text are obtained by reading the policy text, and then
the keywords are imported into the word separation table of
ROST for the next word separation and word frequency
statistics. Next, 44 high-advanced industry policy texts were
input into the ROST, and the obtained text sets are word-
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sorted and word frequencies are counted in the order from
highest to lowest. Since ROST software automatically
identifies keywords with no practical meaning, it is necessary
to filter out high-frequency words such as “provide” and
“above” that have no practical meaning for policy analysis.
After eliminating the redundant words, the valid keywords
are screened out and a list of the top 50 keywords in terms of
word frequency is compiled as shown in Table 1.

3.2.2. Analysis of Social Networks. Reimport statistical
keywords above into the Rost software and extract the high-
frequency words and row features from the cooccurrence
matrix. Based on the cooccurrence matrix, the visualization
network diagram of China’s high-advanced industrial policy
is drawn by Ucinet software.

As shown in Figure 2, each node represents a keyword,
and the line between nodes represents the existence of a
correlation between two nodes. In the social network, the
node at the center is more important, can be inter-
connected with more nodes, and has more influence on the
whole social network. In this social network, technology,
innovation, R&D, etc., are at the center position, indi-
cating that these keywords have a vital influence on the
policy guidance in high-advanced industries. ,e digiti-
zation of high-advanced industry and technological in-
novation are inseparable. Relying on R&D to increase the
added value of technology can realize the transformation
and digitization of technology from low-advanced to high-
advanced and realize industrial layout and growth. Key-
words around the center are talent, market, entrepre-
neurship, industry chain, etc. ,at is, the transformation
and digitalization of high-advanced industry cannot be
separated from the support of talents, the improvement of
the market, the vitality of entrepreneurship, and the
construction of the industrial chain. Talents bring intel-
lectual capital to the high-advanced industries. ,e per-
fection and development of the market realize the supply
and demand balance. Entrepreneurship brings new growth
points, creates a new pattern of high-advanced industrial
chain development through industrial complementary
cooperation, and lays out the industrial chain around the
innovation chain, so as to enhance international com-
petitiveness. ,ese keywords are in between the central
and marginal positions and have a relatively strong in-
fluence. ,ey are both influenced by main keywords and
can influence marginal keywords. ,e keywords in mar-
ginal positions are less influential and have even weaker
interconnections with other keywords.

classification of variables
and identification of

parameters

Evaluation System

Policy Text
Mining

construction of
multi-input-output

table

calculation of
PMC-Index

visualization of
PMC-Surface

Visualization resultsQuantification resultsData Analysis Framework

Figure 1: PMC-index model construction framework.

Table 1: Key words of China’s high-advanced industry regulation
policy text.

Number Keyword Frequency
1 Technique 4815
2 Enterprise 4311
3 Innovation 3674
4 Technology 2782
5 Service 1874
6 Industry 1758
7 Research and development 1573
8 Project 1317
9 Manufacturing 1238
10 Nurturing 1068
11 Engineering 1058
12 Equipment 1057
13 Key 1019
14 Economy 1011
15 Center 978
16 Talents 973
17 Material 934
18 Resource 928
19 System 927
20 Management 810
21 New 764
22 Development 754
23 Intelligence 740
24 Entrepreneurship 731
25 Mechanism 719
26 Research 684
27 Software 659
28 Bases 643
29 Core 632
30 Encourage 629
31 Environment 627
32 Policy 626
33 Institution 623
34 Industrialization 615
35 Basis 593
36 Integration 593
37 New energy 590
38 Market 583
39 Scope 549
40 Investment 536
41 Feature 531
42 Planning 527
43 Strategic emerging industry 527
44 Gather 517
45 Cooperation 495
46 Breakthrough 492
47 Strategy 492
48 Electronic 486
49 Energy saving 482
50 Biology 477

Mathematical Problems in Engineering 3



3.2.3. Classification of Variables and Identification of
Parameters. Based on Jin’s policy evaluation variables
proposed by Jin [24] and the words combined with high-
frequency of policy texts and their social networks analysis
results, 10 main variables and 38 subvariables are set and
shown in Table 2.

,e 10 main variables are as follows: (X1) Policy type;
(X2) Policy timeliness; (X3) Policy function; (X4) Incentives;
(X5) Policy area; (X6) Policy evaluation; (X7) Policy focus;
(X8) Policy object; (X9) Policy level and (X10) Public policy.
Policy type (X1) is to evaluate whether the policy has a
predictive, supervisory, advisory, descriptive, and guiding
role for high-advanced industries. Policy timeliness (X2) is to
judge whether the policy has the effective duration of long-
term, short-term, medium-term, or less than 1 year. Policy
function (X3) is to reveal the purpose of policy introduction
and to judge whether the policy can improve the industry’s
quality level, promote the industry’s restructuring, and
promote innovation within the industry for the high-ad-
vanced industry. Incentives (X4) refers to incentive measures
of the smooth implementation and the active cooperation of
policy recipients, including talent introduction, tax sub-
sidies, R&D subsidies, and other incentive measures. Policy
area (X5) is a division based on economic, social, scientific,
political, environmental, and other areas to judge the areas
covered by the policy. Policy evaluation (X6) is to evaluate
the reasonableness of the policy based on four aspects:
adequate basis, a clear objective, a scientific program, and
explicit content. Policy focus (X7) is to examine the focus

involved in the policy content, including innovation, talent
training, the transformation of results, market leadership,
and other focus. Policy object (X8) is the object of policy
action, including enterprises, financial institutions, regula-
tory authorities, and other objects. Policy level (X9) indicates
the scope of policy implementation, which is divided into
three levels: regional cluster, province, and industry. Public
policy (X10) reflects whether the policy is publicly released.

If the policy text has the same content as the sub-
variables, the parameter of the subvariables is set to “1;”
otherwise, it is set to “0.” After setting the main variable and
subvariable, use the text mining method to score the vari-
ables. ,e variable scoring criteria are shown in Table 3.

3.2.4. Constructing Multi-Input-Output Table. ,is study
stores, calculates, and analyzes data through multi-input-
output tables and uses policy variables to evaluate the effect
of the results.

3.2.5. Calculation of the PMC-Index. Step 1: place the main
variables and subvariables into a multi-input-output table.
Step 2: evaluate the subvariables based on the variable
scoring criteria for text mining. Expression (1) is used to
determine the subvariables to be evaluated. Step 3: integrate
the values of each subvariable obtained in step 2 according to
Expression (1) and calculate the value of variables. Step 4:
measure the final PMC-Index according to Expression (2).
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3.2.6. Evaluation the Consistency of Policy Value. ,e PMC
index value can reflect the strategic model’s consistency
level. As shown in Table 4, when the PMC index value is
0–4.99, the consistency of policy is low. When the PMC
index value is 5–6.99, the consistency of policy is acceptable.
When the PMC index value is 7–8.99, the consistency of
policy is good. When the PMC index value is 9-10, the
consistency of policy is entirely perfect. ,e higher the PMC
index value is, the more perfect the content of the policy text
is. ,en, the policy can have strong operability in practice.

To make the policy assessment more objective and reduce
subjective errors, the corresponding score is increased only
when the assessment indicators are clearly and explicitly
described in the policy text; otherwise, no points are added.
When there are indeterminable or highly subjective assess-
ment indicators, discuss them with other researchers before
deciding whether to add points.,is will make the assessment
results more objective and have higher credibility.

3.2.7. Visualization of the PMC-Surface. By visualizing the
PMC index value, this study draws a PMC surface diagram,
which can intuitively and clearly perspective the policy model,
so as to judge the effectiveness of the policy. Draw PMC surface
diagram according to PMC matrix in Expression (3). PMC
matrix is a 3× 3 matrix mainly composed of nine variables,
namely (X1–X9). Because the number of rows and columns in
the matrix are the same, these variables have a certain balance
and symmetry. Among them,X1,X2, andX3 are series 1,X4,X5,
and X6 are series 2, X7, X8, and X9 are series 3.

PMC − Surface �

X1 X2 X3

X4 X5 X6

X7 X8 X9

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (3)

4. Results

Considering that the policy priorities issued by government
agencies and the commonality and respective characteristics
of policies in different regions are different, this study selects
12 representative policy texts according to the provinces or
municipalities to which the Yangtze River Delta cities be-
long. As shown in Table 5, P1 − P3 is the policy of Shanghai,
P4 − P6 is the policy of Anhui, P7 − P9 is the policy of
Jiangsu, and P10 − P12 is the policy of Zhejiang.

According to the PMC index model of the above high-
advanced industrial policy evaluation, this study uses the
text mining method to construct multi-input-output tables
for 12 policies and thus calculates scores for each policy.
Finally, the PMC-Index and evaluation level of the policies is
constructed and shown in Table 6.

As shown in Table 6, the mean value of the 12 policies is
8.09. Among the 12 policies, only the level of P5 is ac-
ceptable, while the level of the PMC-Index for the rest of the
policies is good. ,e overall quality of the 12 policies is
excellent. No low consistency policies, with a certain degree
of scientific and rationale, can provide guidance for the rapid
growth of the high-advanced industry. Nevertheless, the lack
of perfect, consistency policies also mean there is still a need
and room for further improvement in the design of the
policies in terms of content. According to the policies di-
vided by different regions, the mean PMC-Index of Shanghai
is 8.24, the mean PMC-Index of Anhui is 7.57, the mean
PMC-Index of Jiangsu is 8.35, and the mean PMC-Index of
Zhejiang is 8.20. ,e policy with the highest PMC-Index
score is in Jiangsu province, Zhejiang and Shanghai, while
Anhui’s policy performs poorly compared to other
provinces.

To facilitate comparisons between policies, this study
plots PMC-Surface for each of the 12 policies by using PMC-
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Index and PMC-Matrix and conducts a detailed analysis
which are shown in Figures 3(a)–3(l). ,e different colors in
the graph represent different segments, with a depression
indicating that the variable has a lower score than the other
variables and a bump indicating that the variable has a
higher score than the other variables.

Most of the 10 main variables scored high and achieved
good performance. Among them, X10 (Public policy) has a
score of 1 with perfect consistency, which is since the
implementation of the country’s policies is based on the
people, so an open-ended approach is taken to the policies.
In comparison, X2 (Policy timeliness) and X4 (Incentives)
have poorer scores, which differ significantly from the
mean. Since most of these policy texts play a guiding role in
the policy implementation, the specific arrangements for

different periods are not described in great detail. It is also
because these policy texts describe the policy in general
terms that they do not describe in detail the incentives for
the development of the high-advanced industry. Relevant
institutions need to improve these, make more detailed and
reasonable arrangements for the content of the policy texts,
and add some incentives to make the guidance and role of
the policy text clearer. To facilitate the comparison of the
degree of depression between each principal variable, plot
the average depression index of each principal variable in
the PMC-Surface as a radar plot in Figure 4. In Figure 4, the
mean values of concavity indices for X2 and X4 are 0.60 and
0.52, respectively, which are significantly more concave
than the other main variables. ,e mean value of the de-
pression index for X9 is similarly higher than the overall

Table 2: High-advanced industry policy evaluation variable settings.

Main variables Sub variables References

(X1) policy type

(X1-1) predictive role

[24]
(X1-2) supervisory role
(X1-3) advisory role
(X1-4) descriptive role
(X1-5) guiding role

(X2) policy timeliness

(X2-1) long term (>5 years)

[24](X2-2) medium term (3–5 years)
(X2-3) short term (1–3 years)

(X2-4) less than 1 year (<1 years)

(X3) policy function
(X3-1) improving the quality of industry

Due to social network(X3-2) promoting industrial restructuring
(X3-3) promoting technology innovation

(X4) incentives

(X4-1) talent introduction

Due to social network(X4-2) tax subsidy
(X4-3) R&D subsidy

(X4-4) other

(X5) policy area

(X5-1) economy

[24]

(X5.2) society
(X5-3) technology
(X5-4) politics

(X5-5) environment
(X5-6) other

(X6) policy evaluation

(X6-1) adequate basis

[12](X6-2) clearly defined goals
(X6.3) scientific programs
(X6-4) detailed content

(X7) policy focus

(X7-1) technological innovation

Due to social network
(X7-2) talent cultivation

(X7-3) achievement transformation
(X7-4) market-leading

(X7-5) other

(X8) policy object

(X8-1) enterprise

[12](X8-2) financing institution
(X8-3) management department

(X8-4) other

(X9) policy level
(X9-1) regional cluster

[24](X9-2) province
(X9-3) industry

(X10) public policy [12]
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mean. ,e concavity indices of the remaining main vari-
ables are all smaller than the mean, indicating that these
policy texts are more consistent and dominant in these
areas.

When divided by region, there is convergence in the
approach of policies introduced by local institutions, and
there is some similarity in the values of the resulting PMC-
Index. However, there is some variability in the PMC-Index
of policies between regions. At a macro level, this is due to
the economic, political, and cultural influences of different
regions, which lead to differences in the level of policies

introduced. At a micro level, the level of policies introduced
is limited by the scope of authority of different institutions
and their level of competence.

Most of the 12 policy texts have good consistency with a
mean value of 1.91 for the degree of concavity of the PMC-
Surface. Only the policy level of P5 is acceptably consistent,
and the degree of depression is much greater than the av-
erage degree of depression. ,is study compares the P5 with
the best-performing P10 to compare where the gap exists
between the two, and to arrive at the same advantages or
disadvantages. As shown in Figure 5, P5 has a particular gap
with P10 overall. ,e scores of the main variables X1, X9, and
X10 of P5 are the same as P10, but the scores of the remaining
main variables of P5 are lower than P10.

X2 (Policy timeliness). In P5, there is only a medium-
term plan for the next 5 years, not a long-term plan or amore
detailed plan for the short term. P10 has not only a 5-year

Table 3: Variable scoring criteria.

Variables Scoring criteria

X1

(X1-1) predictive role If the policy is predictive, it is 1. If not, it is 0.
(X1-2) supervisory role If the policy is regulatory, it is 1. If not, it is 0.
(X1-3) advisory role If the policy makes recommendations, it is 1. If not, it is 0.
(X1-4) descriptive role If the policy is descriptive, it is 1. If not, it is 0.
(X1-5) guiding role If the policy is instructive, it is 1. If not, it is 0.

X2

(X2-1) long term If the policy involves long-term content (more than 5 years), it is 1. If not, it is 0.
(X2-2) medium term If the policy involves medium-term content (3–5 years), it is 1. If not, it is 0.
(X2-3) short term If the policy involves short-term content (1–3 years), it is 1. If not, it is 0.

(X2-4) within 1 year If the policy involves the content within 1 years, it is 1. If not, it is 0.

X3

(X3-1) improving the quality of industry If the policy has elements to improve the quality of the industry, it is 1. If not, it is 0.
(X3-2) promoting industrial restructuring If the policy has elements to promote industrial restructuring, it is 1. If not, it is 0.
(X3-3) promoting technology innovation If the policy has elements to promote technology innovation, it is 1. If not, it is 0.

X4

(X4-1) talent introduction If the policy involves talent introduction incentives, it is 1. If not, it is 0.
(X4.2) tax subsidy If the policy involves tax subsidy incentives, it is 1. If not, it is 0.
(X4-3) R&D subsidy If the policy involves R&D subsidy incentives, it is 1. If not, it is 0.

(X4-4) other If the policy involves other incentives, it is 1. If not, it is 0.

X5

(X5-1) economy If the policy is related to the economic field, it is 1. If not, it is 0.
(X5-2) society If the policy is related to the social field, it is 1. If not, it is 0.

(X5-3) technology If the policy is related to the technology field, it is 1. If not, it is 0.
(X5-4) politics If the policy is related to the political field, it is 1. If not, it is 0.

(X5-5) environment If the policy is related to the environmental field, it is 1. If not, it is 0.
(X5-6) other If the policy is related to the other field, it is 1. If not, it is 0.

X6

(X6-1) adequate basis If the policy is well founded, it is 1. If not, it is 0.
(X6-2) clearly defined goals If the policy is clear, it is 1. If not, it is 0.
(X6-3) scientific programs If the policy is scientific, it is 1. If not, it is 0.
(X6-4) detailed content If the policy is exhaustive, it is 1. If not, it is 0.

X7

(X7-1) technological innovation If the policy pays attention to technological innovation, it is 1. If not, it is 0.
(X7-2) talent cultivation If the policy pays attention to talent cultivation, it is 1. If not, it is 0.

(X7-3) achievement transformation If the policy pays attention to achievement transformation, it is 1. If not, it is 0.
(X7-4) market-leading If the policy pays attention to market-leading, it is 1. If not, it is 0.

(X7-5) other If the policy pays attention to other, it is 1. If not, it is 0.

X8

(X8-1) enterprise If the policy involves enterprises, it is 1. If not, it is 0.
(X8-2) financing institution If the policy involves financing institutions, it is 1. If not, it is 0.

(X8-3) management department If the policy involves management departments, it is 1. If not, it is 0.
(X8-4) other If the policy involves other, it is 1. If not, it is 0.

X9

(X9-1) regional cluster If the policy focuses on Yangtze river delta, it is 1. If not, it is 0.
(X9-2) province If the policy focuses on a province, it is 1. If not, it is 0.
(X9-3) industry If the policy involves an industry, it is 1. If not, it is 0.

X10 If the policy is open, it is 1. If not, it is 0.

Table 4: Policy evaluation criteria.

PMC-index 0–4.99 5–6.99 7–8.99 9-10
Evaluation Low Acceptable Good Perfect
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medium-term plan but also a long-term plan beyond 5 years,
but the description of the short-term plan is still missing in
P10.

X3 (Policy function). P5 contains the content of pro-
moting the quality of the industry and scientific and tech-
nological innovation, but there is no clear proposal for
restructuring the industry. On this issue, P5 does not keep
pace with the times and makes strategies to improve the
industrial structure. P10’s policy features are much more

comprehensive, providing more detailed descriptions of
each of these directions.

X4 (Incentives). Regarding incentives, P5 only mentions
making corresponding financial subsidies, and there are no
more incentives to encourage the development of the high-
advanced industry. While in P10, not only financial
subsidies and loan subsidies are mentioned, but also talent
introduction and tax subsidies, which are more conducive
to accelerating the development of the high-advanced

Table 5: High-advanced industry representative policy summary.

Policy Policy name Institution Release date

P1
Qingpu district to accelerate the implementation of high-tech

industrialization.
Shanghai Qingpu district people’s

government July 31, 2009

P2
Supply-side structural reform to promote industrial stability and

growth of the structure and transformation. Shanghai municipal people’s government April 29, 2016

P3
Shanghai strategic emerging industries development “the 12th

five-year plan.” Shanghai municipal people’s government January 4,
2012

P4 ,e 12th five-year plan for industrial development of Hefei. ,e general office of Hefei municipal people’s
government June 23, 2011

P5
Accelerating the implementation of industrial transformation and

upgrading. Anqing municipal people’s government July 27, 2016

P6 Accelerating the cultivation of strategic emerging industries. ,e office of Wuhu municipal people’s
government June 14, 2011

P7
Suzhou city emerging industries multiplier development plan

(2010∼2012).
Suzhou municipal people’s government of

Jiangsu province
November 25,

2010

P8

,e Nanjing action plan for promoting innovation, promoting
industrial transformation, and developing an innovative

economy.

,e CPC Nanjing municipal committee and
the Nanjing municipal people’s government

March 12,
2010

P9
,e 13th five-year plan strategic emerging industries development

plan of Nantong city Nantong municipal government office December 28,
2016

P10
,e 13th five-year plan for the development of industry and

information economy in Hangzhou”
,e general office of Hangzhou municipal

people’s government
December 15,

2016

P11 ,e 13th five-year industrial development plan Shaoxing city people’s government on the
issuance of Shaoxing city June 15, 2016

P12
Accelerating Hangzhou guiding opinions on intelligent

manufacturing for industrial transformation and development. Hangzhou municipal people’s government August 21,
2015

Table 6: PMC-Index and evaluation level of 12 China’s high-advanced industrial policies.

Main variables P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 Average

X1 0.80 0.80 0.80 0.80 1.00 1.00 0.80 0.80 0.80 1.00 1.00 0.80 0.87
X2 0.50 0.50 0.25 0.25 0.25 0.25 0.50 0.75 0.25 0.50 0.50 0.25 0.40
X3 0.67 1.00 1.00 1.00 0.67 1.00 1.00 1.00 1.00 1.00 1.00 0.67 0.92
X4 0.75 0.50 0.75 0.00 0.25 0.50 0.50 0.50 0.50 0.75 0.50 0.25 0.48
X5 1.00 1.00 1.00 1.00 0.83 1.00 1.00 1.00 1.00 1.00 1.00 0.83 0.97
X6 1.00 1.00 1.00 1.00 0.75 1.00 1.00 1.00 1.00 1.00 1.00 0.75 0.96
X7 0.60 0.80 1.00 0.60 0.80 1.00 0.80 1.00 1.00 1.00 1.00 0.80 0.87
X8 1.00 1.00 1.00 1.00 0.75 1.00 0.75 0.75 1.00 1.00 1.00 1.00 0.94
X9 0.67 0.67 0.67 0.67 0.67 0.67 0.67 1.00 0.67 0.67 0.67 0.67 0.70
X10 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Total score 7.99 8.27 8.47 7.32 6.97 8.42 8.02 8.80 8.22 8.92 8.67 7.02 8.09
Ranking 9 6 4 10 12 5 8 2 7 1 3 11 —
Level Good Good Good Good Acceptable Good Good Good Good Good Good Good —
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Figure 3: Continued.
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industry. Nevertheless, P10 still has no content about R&D
subsidies, lacking emphasis and focus on science and
technology R&D.

X5 (Policy area). P5 covers various areas such as econ-
omy, politics, ecology, etc., but the description of the social

area is less clear, so it does not get the corresponding score.
P10, on the other hand, clearly articulated each area and
received a score of 1.

X6 (Policy evaluation). P10 has sufficient basis, clear
objectives, scientific arrangement, and detailed description.
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,e content of P5 seems to be general and cursory, and the
short length does not describe clearly in detail, but other
aspects of the performance are not bad.

X7 (Policy focus). ,e content of P5 has the focus on
policies such as innovation, the transformation of
achievements, and market leadership. In addition to these
elements, P10 also mentions the introduction of human
resources and the importance of being people-oriented.

X8 (Policy object). P5 mentions enterprises, financial
institutions, management agencies, and other policy objects,
but the descriptions are cursory and there are no other policy
objects. P10 then clearly and explicitly states these policy
objects, on top of which other policy objects such as service
organizations are also mentioned.

5. Discussion and Conclusions

5.1. Conclusion and Implications. ,is study adopts the
content analysis method and text mining method, com-
bined with the PMC-Index model to evaluate high-ad-
vanced industry policies in Yangtze River Delta region
quantitatively and selects 12 representative high-ad-
vanced industry policy texts for specific analysis. ,e
study found that the design of high-advanced industry
policies was relatively reasonable overall, with 11 policies
rated as “Good Consistency” and only one policy rated as
“Acceptable Consistency.” In general, the high-advanced
industry policy has, to some extent, promoted the in-
dustrial restructuring and the development of high-
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Figure 4: Radar chart of main variables depression index.
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advanced industry in China, but there are still some
problems to be improved.

First, the policy lacks reasonable arrangements for dif-
ferent period plans.,emean value ofX2 (policy duration) is
only 0.4, and most of the policy samples have only planned
arrangements for one or two periods. Although the for-
mulation is detailed and precise, there is no mention of
arrangements for other periods. ,e establishment of
planning arrangements for different periods is beneficial for
enterprises, local governments, and relevant departments to
have clear objectives at different periods of high-advanced
industrial development. It also needs to optimize “guidance”
in X1 and “detailed content” in X6.

Second, the sample policies lack incentives or have
relatively single incentives. Most of the sample policies
contain incentives in the form of financial subsidies and loan
subsidies, but almost all of them do not mention R&D
subsidies, reflecting China’s insufficient incentive policy
support for R&D in high-advanced industries. ,e level of
R&D subsidies in China has increased in recent years, but
most of them are provided directly to state-owned enter-
prises, with only a tiny percentage allocated to private and
triple-funded enterprises. As a result, there is little mention
of R&D subsidies in the sample policies. In the subsequent
policy development and modification, attention should be
paid to the related issues, and resources should be allocated
rationally to improve the effectiveness of incentives.

,ird, the policy influence among cities in the
Yangtze River Delta urban agglomerations is small, and
the integration trend is not apparent. ,e score for the
subvariable “regional cluster” in X9 is almost 0. ,e
synergy effect of high-advanced industry policies be-
tween different regions is relatively low, and the ad-
vantages of integrated development of the Yangtze River
Delta urban agglomerations have not been shown. ,ere
is a certain gap in the scores of high-advanced industrial
policies between Shanghai, Zhejiang, Jiangsu, and Anhui.
,e policy with the highest PMC-Index score is in
Jiangsu, Zhejiang, and Shanghai, while Anhui’s policy
performs poorly compared to other provinces’ policies,
which means there is still a need and room for further
improvement in the design of the policies in terms of
content. Partners between urban agglomerations can
benefit from the dynamic synergies of mutual growth
through reciprocity, knowledge exchange, and realizing
significant economies of scope.

5.2. Limitation. ,ere are still some limitations in this study.
First, further research is still needed for the dimensionality
and extension of the variable selection [28–32]. On the one
hand, some variables with universal applicability can be set
according to the basic attributes of the policy [33]. On the
other hand, some variables with targeted nature can be set
out according to the special attributes of the studied policies,
which can be analyzed for specific directions [34]. Second,
although this study integrates the results of content analysis
and text mining, the evaluation of policies and the set of
variables are still somewhat subjective [35, 36]. ,ird,

because the PMC-Index model needs to take into account all
global variables, the model does not enable a detailed
analysis for a particular direction.
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As one of themost common inorganic ions in daily food and ecological environment, nitrate (NO3
−) is potentially harmful to both

environment and humans. �erefore, the detection of nitrate concentration is quite important. Chemical sensors, as analytical
measurement tools, usually demonstrate high selectivity, fast analysis speed, simple structure, convenient operation, and low cost
and are considered to be a promising method for ion identi�cation and detection. In this paper, a miniaturized electrochemical
electrode is fabricated based on the microfabrication technology, and an electrochemical sensor for the detection of nitrate
concentration in water is developed by combining the deposition technology of nanometal particles with electrochemical analysis
technique. �e developed electrochemical sensor utilizes electrochemical deposition to prepare a copper (Cu) granular sensitive
�lm with a branch-cluster structure on the surface of a circular working electrode (Pt). Using copper’s characteristics of
electrocatalytic reduction of NO3

− in the acid solution environment (pH� 2), the concentration of NO3
− in the water sample was

calculated by measuring the reduction current on the working electrode when the electrocatalytic reduction reaction of NO3
−

occurred on the surface of the copper-sensitive membrane.�e sensitive �lm is characterized and detected both with the scanning
electron microscope (SEM) and X-ray di�raction analysis (XRD) technique; and the microsensor is used to detect nitrate standard
samples; a high detection sensitivity (24.9 μA/mmol·L−1) is achieved in the concentration range of 0.0 to 3.0mmol/L. At the same
time, a MEMS three-electrode sensor without gold wire bonding and insulating glue packaging is designed, and an automatic
detection system is constructed with a STM32f103 microcontroller as the controller to realize the automated detecting process for
nitrate ions. At the same time, a distributed system is constructed, which can describe the nitrate concentration in every position
of the water area and realize the monitoring of the whole water area. �e detection system can meet the working environment
under most conditions and has practical signi�cance.

1. Introduction

Nowadays, nitrate is one of the most prevalent pollutants in
surface and groundwater throughout the world. In recent
decades, with the fast development of large-scale industry
and agriculture as well as the rapid expansion of urban
population, the level of nitrate pollution continues to in-
crease in both developed and developing countries. Nitrate is
highly soluble and migrates very fast in water or in the
atmosphere. Once the nitrates generated in industrial and

agricultural production enter the natural environment, they
will di�use widely with various water currents or atmo-
spheric circulation activities. As a result, the nitrate con-
centration in natural water bodies is on the rise and has
become a signi�cant environmental pollution problem [1].
Many studies have proved that excessive nitrate content in
water will cause serious environmental pollution and
physiological diseases [2, 3]. For example, in terms of en-
vironmental pollution, nitrates will gather in local waters
after ¢owing into lake waves with rivers. �ey, together with
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other pollutants, cause eutrophication of water bodies and
even lead to cyanobacteria outbreaks in severe cases. As for
health hazards, nitrates are harmful to human health mainly
through drinking water contamination. Long-term con-
sumption of drinking water containing excessive nitrates
will cause changes in blood components, which in turn
induce diseases such as muscle cramps, methemoglobine-
mia, and even gastric cancer [2, 4]. Hence, all countries have
implemented strict restrictions on the content of nitrate in
drinking water [5–7]. Whether from the perspective of
environmental protection or the building of healthy life, it is
of great significance to establish a simple, sensitive, and
accurate nitrate detection method.

At present, the commonly used nitrate ion detection
methods mainly include spectrophotometry, chroma-
tography, chemiluminescence, capillary electrophoresis,
electrochemical detection, and so on [8–10]. Among
them, detection methods based on optical principles
usually feature the merits of low detection limit, high
precision, and good sensitivity. However, there are also
problems such as large instrument size, high price,
complex sample preprocessing, and long time-consum-
ing. And there are two kinds of smaller nitrate ion sensors,
pen sensors and hand-held testers. In contrast, the de-
tection method based on the electrochemical principle has
the advantages of simple instrument, convenient opera-
tion, less reagents required, and easy integration with the
detection circuit, which is considered to be a new type of
nitrate detection method with great development pros-
pects [11–13].

In this paper, a miniature electrochemical sensing
electrode was prepared based on MEMS technology, and
a copper-sensitive film was prepared on the surface of the
working electrode (Pt) by potentiostatic deposition. In
this way, a miniature electrochemical sensor was con-
structed and used for the detection of nitrate ions in
water. At the same time, a novel microsensor packaging-
free system is designed for the difficult packaging of
MEMS technology. It does not need to use metal wires
for welding and builds an automatic detection system
with STM32f103 microcontroller as the controller to realize
the automated detecting process for nitrate.

2. Preparation of Microsensors

2.1. Instruments and Reagents. (e instruments used are
Camry Reference-600 electrochemical analyzer (USA,
Gamry); AUW electronic balance (Japan, Shimadzu); Di-
rect-Q3UV high-purity water machine (USA, Millipore);
digital pH meter (Shanghai Zhiguang Instrument Co., Ltd.,
pHS-25 type); and S-4800 scanning electron microscope
(FE-SEM, Japan, Hitachi).

Reagents used are CuSO4 5H2O, Na2SO4, NaNO3, and 98%
H2SO4 (Beijing Chemical Reagent Company); nitrate standard
sample 50mg/L (Beijing, Institute of Standardization, Ministry
of Environmental Protection). Chemicals and solvents are of
analytical grade, and experimental water is 30MΩ cm
deionized water. Unless otherwise specified, all solutions are
obtained by dissolving quantitative solid reagents in deionized

water at room temperature of 25°C. All experiments were
completed in a three-electrode system, the reference electrode
was Ag/AgCl reference electrode (CHI111, China, Shanghai
Chenhua), and the working electrode and counter electrode
were laboratory-made miniature sensing electrodes.

2.2. Preparation of Sensing Electrodes. (e fabrication pro-
cess of miniature electrochemical sensing electrodes has
been reported in detail in other papers [14, 15]. It mainly uses
photolithography, sputtering, lift-off, scribing, packaging, and
other process steps, which can realize the batch preparation of
sensing electrodes to ensure the consistency of different
electrodes. (e specific structure of the sensor is mainly a
micrometal electrode system prepared by MEMS technology,
and a polymer layer sensitive to specific materials is prepared
on the working electrode by the electrochemical method. (e
prepared microsensing electrode is shown in Figure 1(a): the
working electrode and the counter electrode which is usually
made of Pt [16–18] are in symmetrical circular-ring struc-
tures, and the area of the working electrode is 1.0mm2; the
whole size is 10mm× 10mm; the electrode is attached to the
printed circuit board, soldered to the gold finger on the PCB
using gold wire, sealed to the PCB with insulating glue, as
shown in Figure 1(b), and then dried at 60°C for 12 hours.

2.3. Preparation of Copper-Sensitive Film. (e encapsulated
microsensing electrodes were immersed in copper sulfate
solution (pH � 2.0, 100 mmol/L CuSO4). Electrochemical
deposition was performed on the working surface of the
microelectrode using Chronoamperometry Scan through
an electrochemical workstation (deposition time was
160 s, and deposition potential was −0.3 V). In order to
prevent the deposited copper from being oxidized in the
air after the deposition is completed, the surface of the
electrode is rinsed with deionized water, and the elec-
trode is placed in deionized water for preservation. When
using the potentiostatic method to modify the electrode,
the electrochemical deposition curve is shown in
Figure 2.

2.4. Package-Free System for Miniature Sensors. MEMS is a
key technology for the preparation of modern microsensors,
and three-electrode microsystems are commonly used
electrochemical sensors based on MEMS technology, fea-
turing simple preparation, easy batch production, and stable
performance. However, in the actual preparation process, it
is necessary to use gold wire pressure welding. At the same
time, the gold wire is easy to break when packaged with
insulating glue, and the efficiency is low. (erefore, this
paper designs a MEMS three-electrode sensor without gold
wire bonding and insulating glue packaging, as shown in
Figure 3.

In this paper, the screws inserted through the fixing hole
make the electrode on the pressing device closely fit with the
microelectrode system, so as to ensure that the electrode is
closely combined with the external circuit. (e pressing
device and the unique groove design of themicroelectrode in
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the PCB and the conductive glue instead of the gold wire are
used. In this way, it effectively avoids the disadvantages of
the existing three-electrode microsensor system that need to

use a gold wire ball bonding machine for pressure bonding,
the use of insulating glue to make the gold wire easy to break
and fall off, and the low efficiency of the use of insulating
glue, which improves the reliability, avoids the sensors to be
a disposable chip, and is convenient for the regeneration and
the reuse of the sensors.

2.5. Automatic Detection System and Model Analysis.
Usually the detection takes place in a large place such as a
lake, so the automatic detection system consists of several
automatic detection subunits (SUa) and a main processing
unit (MU); each automatic detection unit consists of a
single-chip microcontroller and has an identity code, while
using the wireless transmission module for signal trans-
mission to the main processing unit [19, 20]. (e main
processing unit collects and processes the information. (is
information includes the temperature, the automatic de-
tection unit ID number, and the structure of the system as
shown in Figure 4. (e contact method between subunits

(a) (b)

Figure 1: Photo of sensing electrodes: bulk-fabricated sensing electrodes. (a) Unpackaged electrodes. (b) Packaged electrode on PCB.
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Figure 2: Potentiostatic deposition scanning curve: potential −0.3 V; time 160 s.
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and main processing unit was bluetooth communication
mode.

In order to satisfy the online automatic detection of nitrate
microsensor based on MEMS technology, the system consists
STM32f103 microcontroller as controller, HX711 as signal
converter, signal conditioning circuit and constant potential
circuit, unpackaged MEMS system, and display circuit, as
shown in Figure 5. (e controller applies a constant voltage to
the electrochemical sensor in the MEMS system through the
potentiostatic circuit, so that the sensor generates a current
signal, which is carefully processed by the signal conditioning
circuit and converted into a voltage signal.

(e TU is a signal transmission unit; usually a fixed
monitored water area has multiple transmission units, each
of which is responsible for receiving the signal from the
attached MU, as shown in Figure 6; the signal is processed
and sent to the central processing unit for storage and
display. Tu is composed of signal receiving circuit, memory
circuit, and signal transmitting circuit.

In the wireless data acquisitionmodel as shown in Figure 7,
each SU unit has an identification tag, which only commu-
nicates with the adjacent MU one-to-one.(eMU receives the
detection data, and the TU unit will also receive the data of the
nearby MU unit one-to-one, and the data are transmitted
wirelessly to the central control room for display.

3. Results and Discussion

3.1. Micromorphological Characterization and Material
Analysis of Sensitive Materials. Scanning electron micro-
scope (SEM) was used to observe the microscopic topog-
raphy of the electrodeposited working electrode surface. As
shown in Figure 8, a layer of loose branch-like structure was
formed on the surface of the platinum working electrode
after the potentiostatic deposition treatment. In the local
magnified image, it can be found that the surface of the
working electrode has been completely covered by the
granular material. (ere are also branch-like protruding
structures locally, which are formed by interconnected
particles with a particle size of about 200 nm and protruding
upwards from the electrode surface and depositing con-
tinuously along a certain spatial direction.

In order to investigate the composition of the materials
generated on the electrode surface after electrodeposition
treatment, X-ray diffraction analysis (XRD) was performed
on the surface of the working electrode. (e results of XRD
analysis are shown in Figure 9. It can be found that there are
5 characteristic peaks in the XRD test pattern, and the
comparison material spectrum shows that three of them are
characteristic peaks of platinum (Pt), which is the property
of the platinum material of the working electrode; the other

MU
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SU

SU

SU

SU

Figure 4: Schematic model of node structure of automatic detection system.

Unpackaged
MEMS
System 

Signal
conditioning 
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Figure 5: Structure and composition diagram of the automatic detection system.
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two peaks are characteristic peaks of (111) and (200) ori-
entations of copper (Cu), indicating that the modified layer
prepared by the potentiostatic deposition method is made of
metallic copper rather than its related oxides.

3.2. ElectrochemicalDetection Performance of theMicrosensor
for Nitrate Ions. (e current response characteristics of the
microsensing electrodes modified by constant voltage de-
position to different concentrations of nitrate standard
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Figure 6: Structure and composition model of the automatic detection system.
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Figure 7: Structure and composition model of the wireless data acquisition system.
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solutions were analysed by voltage linear scanning. In all
experiments, 0.1mol/L Na2SO4 solution with pH� 2.0 was
used as the supporting electrolyte, and the microsensor was
immersed in the test solution containing different con-
centrations of NO3

− for linear scanning test, and the rela-
tionship between the concentration of NO3

− and the
reduction peak current was investigated. Figure 10(a) is the
linear scan response curve of the microsensor in different
concentrations (0.0–3.0mmol/L) of standard nitrate. It is
found that from the figure that the current response signal of
the sensor increases with the increasing NO3

− concentration
in the test solution.

Literature studies [6, 21] have shown that applying a voltage
to the surface of the copper nanoparticles converts the nitrate
into ammonium ions, generating an electric current in the
process.(e nitrate concentration can be reflected bymeasuring
the current. During the experiment, a total of 10 concentrations
were measured and these concentration-current data sets were
obtained, and the I–C relationship curve was plotted based on

these data. Figure 10(b) is the fitting relationship curve between
the corresponding reduction current value in the linear scan
curve and the NO3

− concentration in the test solution when the
reduction potential is −600mV. It is found that there is a good
linear relationship between the reduction current value and the
NO3

− concentration value in the concentration range of
0.1–3.0mmol/L.(e result indicates that the detection of nitrate
concentration can be realized bymeasuring themagnitude of the
reduction current via the developed miniature electrochemical
sensor. (e current is related to the rate of the scanning voltage
and the area of the working electrode [22]. (e functional re-
lationship between the peak current value obtained by linear
fitting and the nitrate concentration is

y
µA

mmolL−1  � −0.0249x − 4.9705,

R
2
1 � 0.9965.

(1)

(a) (b)

Figure 8: (e SEM image of the surface on the working electrode after electrochemical deposition process with deposition potential −0.3V
and deposition time 160 s. (a) ×1000 times. (b) ×20000 times.
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(e microsensor modified by the potentiostatic depo-
sition method also demonstrated good repeatability and
anti-interference when testing nitrate ions. Except for nitrite
ions, the common ions in water did not significantly in-
terfere with the test results [10]. (e microsensor was tested
three times for each nitrate standard sample, namely,
1.0mmol/L, 2.0mmol/L, and 3.0mmol/L, and the maxi-
mum relative standard deviation RSD was less than 5%. (e
detection limit was 10 μmol/L (S/N� 3).

3.3. Reuse of Electrochemical Sensors. (e sensor studied in
this paper is fabricated by using MEMS technology on silicon
substrate. (e manufacturing process can be described by
sputtering a layer of silicon dioxide insulating layer on which
the electrode pattern is etched by light, and then a layer of
platinum metal is sputtered by sputtering process, and the
final electrodes are made by stripping technique. (e sensors
are made of working electrode and counter electrode. On the
working electrode, the sensitive material of the sensor is

Linear sweep voltammetry
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Figure 10: Response curve of the miniature electrochemical sensor. (a) Linear scan curves in different nitrate solution concentrations. (b)
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polymerized on the working electrode by a electrochemical
analysis instrument to form a nitrate-sensitive sensor.When a
new sensitive material needs to be polymerized, most of the
sensitive materials are dissolved by concentrated nitric acid,
and the oxygen plasma is used to strike the metal surface for
removing the sensitive material completely, so that the sensor
can be used repeatedly. At the same time, the sensor is
designed to be used more frequently by unusing with gold
wire and insulating glue.

4. Conclusion

In this paper, a microelectrochemical sensing electrode was
fabricated by micromachining technology. Combined with
electrochemical potentiostatic deposition technology, it
prepared a copper-sensitive film with a branch-like structure
on the surface of the platinum working electrode. (e
electrocatalytic reduction characteristics of copper were
used to nitrate ions in an acidic solution and realized the
detection of nitrate concentration in the solution. Good
detection sensitivity and linearity were obtained in the
standard concentration range of 0.0mmol/L to 3.0mmol/L.
At the same time, a new package-free microsensor system
was developed, using STM32f103 microcontroller as the
controller and HX711 as the signal converter to build an
automatic nitrate detection system, realizing the advantages
of miniaturization of detection, fast response, and less de-
tection reagent consumption. (e new structure was
adopted, which can avoid the defects caused by the golden
wire connection between the traditional sensor and the
external circuit, and prolong the reliability, stability, and life
of the sensor. It has high value to realize the development of
low cost and portable nitrate detector for environmental
monitoring and food safety detection. It also makes sense
that a distributed detection system was built, and a main
processing unit was used to collect the automatic detection
units with sensors around them, and the collected data were
transmitted to the nearby signal transmission unit to realize
real-time data transmission. Because the electrode system
adopts MEMS technology for mass production, its cost is
lower than the existing sensors, which greatly reduces the
cost of the whole system, and the consistency and reliability
of the electrode system can be guaranteed.
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Intercultural communication not only promotes the emergence and development of multiculturalism but also promotes cultural
exchanges on a global scale. China has rich resources and a long history. Because of its unique national characteristics, it is even
more famous and unique in the world today. However, with the transformation of society, cross-cultural dissemination and
blending are inevitable. Intangible cultural heritage is an important cultural form, and its international dissemination is in-
creasingly attracting people’s attention.  e spontaneous inheritance mode of intangible cultural heritage, which is mainly based
on oral and heart teaching, has been unable to adapt to the development of society and has gradually moved away from people’s
sight. How to better protect and inherit intangible cultural heritage is an important topic in the �eld of current cultural exchanges.
However, due to the particularity of intangible culture, especially its abstract nature, it is di�cult to show it to the public, which
makes it di�cult to protect and promote intangible cultural heritage.  e application of the advantages of arti�cial intelligence
technology to the dissemination of intangible cultural heritage is to solve these problems, which can not only make it innovative in
protection but also promote its sustainable development to a certain extent.  is paper discusses the application of arti�cial
intelligence technology in the protection and dissemination of intangible cultural heritage from multiple perspectives and points
out that the advantage of arti�cial intelligence is that although it cannot be creatively inherited, it can be reproduced in a historical
moment, so as to meet people’s needs for intangible cultural heritage. It can also be found in the questionnaire for the visitors that
66% of the visitors prefer to learn about the intangible cultural heritage through experience and feel that the personal experience is
more intuitive and interesting. Arti�cial intelligence technology has great advantages in disseminating intangible cultural heritage.

1. Introduction

Currently, intangible cultural heritage is an international
topic that has attracted the attention of domestic and oversea
people.With its global endangerment, the intangible cultural
heritage is in a di�cult place for its survival. Especially now
that many tourist attractions are over-exploited and com-
mercialized and some intangible cultural heritage items have
already existed in name only, it is urgent to call on the public
to pay more attention to intangible cultural heritage. In the
protection of intangible cultural assets, dissemination and
promotion are the primary tasks of preserving intangible
culture assets, while realizing preservation is the eventual
starting point and destiny.  e conservation and transfer of
intangible and cultural heritage not only is in the form of

words, �gures, and recordings but also can be disseminated
in an increasingly versatile way. It makes up for the feelings
given to later generations by a single text and photo record.
It dynamically reproduces the historical features at that time,
makes the viewer feel more immersive, and can more vividly
spread the intangible cultural heritage. It also makes the
audience more willing to accept this form of communication
and achieves the e�ect of entertaining. It combines cultural
communication and entertainment very appropriately. In
the collision of global cultures, it is undoubtedly of great
signi�cance to further enhance the country’s cultural soft
power.

Intangible culture is the weakest part of living culture.
 e cultural di�erences between di�erent countries and
ethnic groups are the inevitability of cross-cultural
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communication, and it is also the result that cross-cultural
communication is difficult to penetrate into the hearts of the
people. Based on the “use and satisfaction theory,” Yun
established an evaluation model for the dissemination and
identification of intangible cultural heritage popular science
publications. Based on surveys of experts and general au-
diences, the weighted scores for the model are obtained. +e
results are presented below. In the assessment module of
dissemination and evaluation of popular science and culture
related publications of subtangible cultural property, various
levels of access and validation factors impact the identified
recipients. Among these factors, the audience's ability to
understand the channel, whether it can be clearly presented,
and the skills and knowledge to integrate into the relevant
context have a significant impact on the dissemination of
intangible cultural heritage publications. It can not only help
the audience to acquire knowledge but also make the au-
dience interested and combine the new media with itself [1].
Manera conducted a cross-cultural exchange analysis of the
clinical structure of the Urok practice of the Bago tribe in
Kalinga province, Philippines. Urok refers to the custom of
offering financial relief to each tribal group member during
times of marriage, residency, and death, developing a
community identity worthy of acceptable and honorable
representation from the outside of the tribe. +e intercul-
tural exchange was used to conduct a critical analysis of the
cultural fabric of the Urok custom of the Bago tribe. It
investigates how members of Aboriginal communities have
used their first-hand experiences to model Urok customs,
particularly their implications for alleviating the economic
hardships of community members. Important findings in-
clude the following topics. (a) Urok is the value of true
mutual love and coexistence in the sociocultural sense. (b)
Urok is seen not only as amaterial aid but also as a portrait of
a harmonious relationship. (c) Urok is a form of moral
compassion, an act of restraint. In general, the cross-cultural
communication of the Bago tribe is revealed in the practice
of Urok, whose cultural structure creates an image of unity
and mutual aid in the Bago. Undoubtedly, Urok becomes an
important part of community life because it is rooted in the
value of “panakikadwa” (partnership), resulting in reci-
procity and camaraderie [2]. Khaydarova studied the pe-
culiarities of forming linguistic and literacy abilities of
students in the teaching process of English and worked on
the problem of forming the linguistic to cultural abilities
when acquiring English. +e elements and a structure of
verbal and cultural proficiency are formed on the basis of
auditory texts, and the major types of skills, knowledge, and
skills falling within their framework are presented, as well as
some approach and receptive techniques to form their
structure.+e relevance of the purposes of foreign education
is associated with the students’ formation of these kinds of
knowledge, skills, and abilities, the mastering of which al-
lows them to become familiar with the national values of the
country they are attending and to practically use the foreign
language on the basis of intercultural intelligibility and
knowledge. +e sum of these kinds of knowledge, skills, and
capacities makes up the sociability of a student. +e notion
of interpersonal competence is the result of an attempt to

draw a line somewhere between one’s intellectual skills and
basic interpersonal ability. Based on the communicative law,
it is necessary to develop students’ ability to communicate in
a foreign language or, in the other words, to acquire
communicative competence in the process of teaching
foreign languages. Communicative competence is the ability
to use all types of language activities: reading, listening,
speaking (monologue and dialogue), and writing [3]. As an
important part of modern society, intercultural dialogue
should help one’s self-identification in cultural space. Ser-
egina proved the necessity of multiculturalism—learning a
secondary tongue in the Russian higher learning experience
system. By analyzing and making comparisons of trials of
learning a second language, the research results defined
effective teaching methodology and modalities. In the
process, the research foreshadowed a number of effective
forms of teaching and pointed out the ways to achieve them.
In other words, the results of the study are likely to help
determine effective strategies for teaching foreign languages
at the local and global level but are not very practical [4].

AI translation provides users with the means to turn any
text—from phrases to books—into recognizable expressions.
Yanisky-Ravid and Shlomit discussed the thriving possi-
bilities of AI online translation as an accessibility tool in the
era of 3A (advanced, autonomous, and AI systems), whose
users are data providers and feedback providers. +erefore,
they contribute to the programming and improvement
process of these translation tools. +e real worry resulting
from admitting this new area, conversely, stems from the
mischievous use of AI, frequently hidden. Such hidden facets
include embedded all kinds of biases such as ethnicity,
gender, race, color, religions, or ethnic origin, which are
always included in a discussion of the problematic systemic
flaws of AI systems [5]. Human-machine communication
has become a new relational context in education and should
be the focus of teaching research in the coming years. As AI
and robots provide personalized instruction, the role of
teachers may shift to those of supervisors, designing and
selecting machine-guided instruction, monitoring student
progress, and providing support. Chad et al. believed that it
is important to bring the emotion of teaching researchers to
these issues involving machine agents, both inside and
outside the traditional classroom walls [6]. Artificial intel-
ligence (AI) has gained momentum and importance in
society over the past few years, and Luttrell et al. provided an
opportunity for greater dialogue between the greater social
and digital media community of inquiry and those invested
in using focused and productively focused ways to answer
critical questions associated with these areas. Five critical
considerations are raised in educational efforts to sustain the
future of the communication classroom, particularly on this
topic, that will move the discourse forward. +ese consid-
erations are designed to engage the scholars in intellectually
engaging dialogue and to provide a tentative foundation for
the direction of dissemination education. +ey are not
implied to be an elaborate list, but rather to initiate dis-
cussions in teaching and research that tackle the impact of
new and emerging technologies on the field and what can be
built into media and dissemination curricula to prepare
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educators and students [7]. +ese studies provide a detailed
analysis of the cross-cultural transmission of intangible
cultural heritage. It is undeniable that these studies have
greatly promoted the development of the corresponding
fields. One can learn a lot from methodology and data
analysis. However, there are relatively few studies combining
artificial intelligence technologies, and it is not thorough
enough, and it is necessary to fully apply these technologies
to the research in this field.

Intangible cultural heritage contains the essence of a
large number of national traditional culture. +is article
conducted a survey of a group of arts and crafts museums.
For local tourists, 50% of them learned about relevant in-
tangible cultural heritage through friends and came to visit.
+e acquisition of foreign tourists is relatively scattered,
mainly through newspapers (23%), Internet information
(38%), and other media and friends (20%) to visit. For local
audiences who have emotional resonance and a sense of
identity in their own history and culture, 43% of the visitors’
main purpose of visiting is to increase their knowledge, and
most of them will visit the museum for 1 to 3 hours. 66% of
the visitors hope to understand the intangible cultural
heritage culture through experience and feel that the per-
sonal experience is more intuitive, and 65% of the visitors are
highly satisfied with the display and exhibits.

2. Deconstruction of the Application of
Artificial Intelligence Technology in the
Cross-Cultural Communication of Intangible
Cultural Heritage

Intangible cultural heritage means conventional aspects of
culture that exist in an immaterial form, are strongly linked
to people’s daily lives, and are handed down from a gen-
eration to another. Intangible cultural heritage is produced
and spread among the people. It is the product of social
development to a certain stage, the crystallization of col-
lective or individual social practice, and an important part of
traditional culture. To a certain extent, it reflects the national
sentiment and aesthetic taste of a place. Intangible cultural
heritage includes oral tradition, traditional performed arts,
folklore events and festivals, traditional folk knowledge and
practices, traditional craft techniques, and cultural spaces
associated with these expressions of traditional culture [8, 9].
Most of the intangible cultural heritage relies on physical
objects that reflect their spirit, values, and meaning through
a material medium or vehicle. With the increasing trend of
international integration, intangible cultural heritage has
gradually become an international topic. Figure 1 shows the
scope of intangible cultural heritage [10].

China is the world’s third largest cultural heritage country.
It officially joined the protection of intangible cultural heri-
tage in 2004. At present, three batches of national intangible
cultural heritage lists (including two batches of expanded lists)
have been publicly released, including a total of 10 categories
of items (as shown in Table 1) [11].

As shown in Figure 2, the intangible cultural heritage
culture is regarded as a cultural information space. +e
cultural information space can be divided into three layers,
namely, the inner layer, the middle layer, and the outer layer.
+e inner layer reflects people’s spiritual and ideological
needs and is generally an intangible non-material culture,
which is embodied in the core cultural concepts, values,
storytelling, and cultural characteristics [12, 13]. +e inner
layer of the core expands outward to the outer material
culture carrier, which is a cultural element that is easier to be
extracted. For example, Dongyang woodcarving is a tradi-
tional art in Dongyang City, Zhejiang Province, and one of
the national intangible cultural heritages. It can be analyzed
in terms of specific theme, color, texture, shape, texture,
component composition, etc. Between the inside and the
outside is the immaterial core cultural memetic information
that is encoded, transmitted, and decoded. In the dissemi-
nation of intangible culture, this process of encoding,
transmitting, and decoding will be repeated repeatedly. +is
process is smooth, which is the successful replication of
memes. If the deviation or delivery fails due to various
reasons, the meme will mutate or disappear [14]. It must be
pointed out that non-material cultural factors and their
related factors cannot all become non-material cultural
memes, and non-material cultural factors must possess the
above-mentioned three characteristics of inheritance, vari-
ation, and selection to be considered as their memes [15].

Since intangible cultural heritage is a living culture
rooted in national soil and a developing living culture, it has
the characteristics of dependence and activity, so it cannot be
separated from the subjective initiative of human beings, and
the main body of inheritance has its core role [16]. +e main
body of intangible cultural heritage inheritance has its own
unique craftsmanship and techniques. For example, local
folk paper-cuts, clay sculptures, wood carvings, brocades,
+angkas, and other works have their own unique expres-
sion techniques. +ey are all passed down to the present day
through the skilled craftsmanship and creativity of the in-
heritors [17].

In the cross-cultural dissemination of intangible cultural
heritage, different cultural backgrounds and their own time
factors make the dissemination of intangible cultural heri-
tage into a dilemma [18]. Intangible cultural heritage has a
strong cultural atmosphere of ritual and music, and its
cultural structure has many spiritual connotations, and there
are many factors that affect the effect of cross-cultural
communication, such as outlook on life, legal norms, values,
and ways of thinking. Each era has its own cultural form and
characteristics, and there is a natural “generation gap” be-
tween the cultural form as “heritage” and the characteristics
of the era of informatization and modernization [19]. For
example, some people believe that, as a product of farming
civilization, shadow play can no longer meet the aesthetic
needs and values of modern people, and it is difficult to
escape the historical fate of extinction. +e success of
intercultural communication is related not only to the scope
of communication but also to whether the intercultural
system is easily recognized by people in other countries.
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Figure 3 shows a ladder model of cultural communication
effect.

Artificial intelligence technology refers to the intelligent
behavior of artificial objects, including perception, reason-
ing, learning, communication, and behavior in complex
situations [20]. It is a variety of technical means such as
computer, image, simulation, language, multimedia, net-
work, data, virtual reality, and so on and provides an ef-
fective auxiliary means for human beings [21]. With the
development of artificial intelligence technology, the in-
teraction between people and intelligent machines is getting
closer and closer. In some ways, people have been able to
perform human-computer interaction in real time, pro-
viding better services for people’s daily life and production.
Using artificial intelligence technology to protect intangible
cultural heritage and using artificial intelligence technology
to spread intangible cultural heritage, its advantages in the
process of dissemination are as follows [22]:

(1) Objective and true: digitally record the text, figures,
and sounds of intangible cultural heritage, so as to

restore the historical style of the time to the greatest
extent and fully display its artistic characteristics
and expression techniques. +ese intangible cul-
tural heritages can also be permanently preserved
[23].

(2) Various forms: when the audience understands the
knowledge of intangible cultural heritage, they are no
longer limited to the understanding of words but can
selectively expand to various communication
methods such as images, sounds, videos, and so on. It
deepens people’s understanding and recognition of
intangible cultural heritage.

(3) Convenient storage: the unique storage information
function of new media can systematically organize
and preserve a large number of long-standing and
fragmented intangible cultural heritage and save
massive and rich intangible cultural heritage at a very
low cost. Especially the arrival of the 4G era will also
bring more convenience to the dissemination of
intangible cultural heritage.

Table 1: Statistics on the list of intangible cultural heritage.

Category Number of items Category Number of items
Folk literature 145 Folk music 188
Traditional drama 219 Music and arts 139
Folk art 144 Traditional medicine 33
Traditional handicraft 264 Folklore 183
Traditional sports and acrobatics 82 Folk dance 140

Scope of intangible
cultural heritage

Oral presentation (poetry, epic, mythology,
folklore)

Traditional performing arts (traditional theater,
music, dance, opera, acrobatics, puppets, shadow

puppets, religious and folk belief ceremonies)

Social customs, rituals, festivals

Knowledge and practice about nature and the
universe

Traditional handicraft skills and forms of cultural
creation

Figure 1: Scope of intangible cultural heritage.
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(4) Interactive function: the interaction of new media
such as the Internet andmobile phones has deepened
the public’s understanding and understanding of
intangible cultural heritage culture, especially smart
phones, which facilitates online and offline support
and interaction, thus broadening the audience of
intangible cultural heritage. It is convenient for the
audience to deepen their understanding of intangible
cultural heritage and expand the influence of in-
tangible cultural heritage.

(5) Entertainment: with the change of society, the au-
dience cannot accept dogmatic indoctrination but is
willing to accept novel, unique, and entertaining
forms to accept new things. Intangible cultural
heritage spreads intangible cultural heritage through
humorous and vivid animation images, vividly dis-
plays the content of intangible cultural heritage, and
enriches the form of dissemination of intangible
cultural heritage. It can gradually change the people’s
outdated views on intangible cultural heritage,
stimulate the audience’s interest, increase their at-
tention, and make them more easily and happily
accept and understand intangible cultural heritage
knowledge.

Human-computer interaction is the information ex-
change between humans and computers. It includes the

two-way information exchange between humans and
computers. It is a key technology in the field of artificial
intelligence. Using artificial intelligence software, it gets rid
of the limitations of traditional keyboard, mouse, and other
input methods and can use body language, such as voice,
gestures, and so on [24, 25]. In a virtual environment,
people can make corresponding actions according to your
own commands, giving people an immersive illusion. Most
of its technology is implemented by sensors. +e digital
dissemination of intangible cultural heritage can be dis-
played through various platforms, thereby shortening the
distance between intangible cultural heritage and the
public.

Virtual reality (VR) is a device-implemented technology
that has more features in actual use, including immersion,
multisensory, conceptual, and interactive. +e basic reali-
zation of virtual reality technology is computer simulation of
virtual environment to give people a sense of environmental
immersion. By using virtual reality technology to carry on
the inheritance and dissemination of intangible cultural
heritage culture, users can have a feeling of “operability,”
breaking through the limitations of traditional static display
of intangible cultural heritage, and realizing multilevel and
multidirectional virtual scene reproduction to achieve in-
heritance and dissemination of culture. Figure 4 highlights
the use of virtual reality technology to pass on and spread
intangible culture.

Informed Awareness Like Preferred Believe Purchase

Cognitive
field of thought

Emotional
Emotional Domain

Willingness
Motivation areas

Behavioral
Trends

Figure 3: Propagation effect ladder model.

Non-Foreign
Heritage

Cultural Levels

Extraction of
non-traditional

cultural elements

Tangible,
material

Encoding,
transmission, and

decoding of cultural
modal information

Intangible spiritual,
ideological,
immaterial

Subject matter, color, texture,
shape, surfacetexture-,

detailing, composition of
components

Propagation of cultural
modalities, alienation

Unique cultural core
concepts, values,

storytelling, cultural traits,
emotionality

External Level

Intermediate level

Inner Level

Figure 2: Intangible cultural heritage information space.
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Panoramic video is one of the most important com-
ponents of virtual reality. Due to the ultra-high-definition
resolution and multiangle information required for pano-
ramic images to immerse users in it, the amount of infor-
mation in panoramic videos may be dozens of times higher
than ordinary videos. Taking 4KRGB (red-green-blue) 360°
panoramic video as an example, its full viewing angle res-
olution needs to reach 7680× 3840 pixels, which is 32 times
that of ordinary 720P video, and the processing and
transmission delay will be greatly increased. +is puts for-
ward high demands on the processing and transmission
capabilities of the system. +e network requirements for
virtual reality video are shown in Table 2.

In the video transmission system, the judgment of
video quality will be affected by many factors, such as
video acquisition, encoding, transmission, decoding,
rendering, playback process, and so on, which can be
measured by objective data monitoring or subjective
experience testing. Objective methods will evaluate the
quality of videos by building a mathematical model of the
human visual system. In image and video processing, peak
signal to noise ratio (PSNR) is the most commonly used
objective quality assessment metric. PSNR is compared
pixel by pixel between the reference image and the dis-
torted image, and finally a peak SNR map is generated.
+is process does not need to consider what the image
content actually represents. For the decoded image pixel
component/d, the mean square error (MSE) of the
original image pixel component I is calculated as

MSE �


P−1
i�0 

Q−1
j�0 I(i, j) − Id(i, j)( 

2

M × N
. (1)

Among them, each frame has M × N pixels, and I(i, j)

and Id(i, j) are the luminance pixels at position (i, j) in the
image. PSNR is the logarithmic ratio between the maximum
value of the received signal and the maximum value of the
background noise (MSE), so the PSNR value is calculated as
follows:

PSNR � 10 × log
2B

− 1 
2

MSE
. (2)

Among them, B is the bit depth of the image sample. If
each sample uses 8 bits to represent pixels, then

PSNR � 10 × log
2552

MSE
. (3)

Doing the PSNR calculation for each frame in the above
form can be 50% slower than encoding the same video.

Calculate the weighted mean square error and WMSE of
each pixel, as shown in the following formula.

WMSE �
1


P−1
i�0 

Q−1
j�0 w(i, j)



P−1

i�0


Q−1

j�0
Δ2w(i, j). (4)

Among them, M × N represents the resolution of the 2D
planar virtual reality image after projection.

Δ � y(i, j) − y(i, j), (5)

where y(i, j) and y(i, j) represent the value of the original
image and the reconstructed image at pixel (i, j), respec-
tively, and Δ2 represents the variance of the absolute values
of the two.

w(i, j) � cos
(i + 0.5 − P/2)π

P
× cos

(j + 0.5 − Q/2)π
Q

. (6)

+e user-perceived video quality q(Rc) can be expressed
as

q Rc(  � 10log
2I

 
2

WMSE
⎛⎝ ⎞⎠. (7)

Among them, I represents the bit depth of the initial
video (image color depth), that is, the number of bits used to
define each pixel, and commonly used values are 8, 10, 12,
etc.. +e larger the value of this parameter is, the larger the
pixel value range of the image is and the richer the color that
the image can present.

By using a Gaussian function to fit the viewing angle and
the MOS (mean option score) curve obtained by subjective
ratings of the quality of six different videos viewed by 50
first-time participants, the quantitative relationship ex-
pression between viewer QoE and viewing angle and
blocking scheme can be obtained:

R � 60 − N +(N − 1) × e
− 0.5×(h− 2/6N)2

. (8)

Among them, R represents the QoE value, h represents
the viewing angle, and N represents the corresponding
parameter of the selected blocking scheme.

Kalman filtering is a method of using the state formula of
a linear system to perform a recursive operation on the
previous prediction and observation data to obtain a pos-
terior system state value.+e algorithm consists of two steps,
one is to estimate the current system state according to the
last estimated value, and the other is to adjust the existing
predicted value according to the Kalman gain coefficient to
obtain a more accurate prediction.

+e state variable to be estimated is defined as x ∈ Rn,
which can be expressed as a stochastic difference formula in
a linear system:

xc � Ac−1 + Buc−1 + wc−1. (9)

Define the observed variable z ∈ Rm, and the measure-
ment formula is

xc � Hxc + vc. (10)

Among them, wc and vc represent process excitation
noise and observation noise, so the essence of Kalman fil-
tering is to reduce the influence of noise signals of wc and vc

in the calculation process and obtain the optimal estimated
value of xc.
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Definitionxc ∈ Rn (-represents prior, ^ represents esti-
mation) is the prior state estimate of thec-th step when the
state before thec-th step is known, and definitionxc ∈ Rnis
the posterior state estimate of thec-th step when the mea-
sured variablezcis known. +is defines the prior estimation
error and the posterior estimation error:

ec � xc − xc,

ec � xc − xc.
(11)

+e covariance of the prior estimation error is

Pc � E ece
−T
c . (12)

+e covariance of the posterior estimation error is

Pc � E ece
T
c . (13)

In order to find the optimal value of x, the posterior
variance must be minimized, and then the Kalman filter is
used to weight the existing estimates and observations to
obtain the posterior estimate (K is the Kalman gain).

xc � xc + K zc − H xc).( (14)

3. Experiments on the Application of Artificial
IntelligenceTechnology in theCross-Cultural
Communication of Intangible
Cultural Heritage

+e digital interactive experience-type intangible cultural
heritage culture is a multifunctional smart museum that
emerged after the revival of modern culture. Under the
action of AR full-sensing experience technology, virtual
figures are introduced into the real world, so that people
can feel the charm of traditional culture from all angles.
+rough the impact of 3D visual effects, the auditory
impact of multichannel audio and video, the tactile impact
of the scene, the impact of smell, and the impact of taste,
people can experience the intangible cultural heritage in an
all-round way. Coupled with the AR full-sensing model,
various scenarios can be switched according to the user’s
preferences and requirements to meet the needs of users. In
order to strengthen the protection of intangible cultural
heritage and promote the development of intangible cul-
tural heritage in the tourism industry, we must adhere to
the principles of prioritizing protection, rational

Login Server VR Server IM Server EWB Server Coordination
Server

Scene builder
editor

3D virtual reality
control browser (user
interface) IM client

3D model and
mapping file server

SQL Database
Server

Browser (system
administration page)
Dynamic web pages

Figure 4: System structure figure.

Table 2: Network transmission requirements for virtual reality video.

Different VR levels Para-VR (no immersion) Entry-level VR (partial immersion) Optimized VR (deep
immersion)

Ultimate VR (full
immersion)

Bandwidth requirements 25Mbit/s 100Mbit/s 420Mbit/s 2.4Gbit/s
RTT requirements 40ms 30ms 20ms 10ms
Packet loss ratio requirements 1.4E−4 1.5E−5 2.0E−6 5.5E−8
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utilization, inheritance and development, protection first,
and development second. In order to achieve a double
harvest of intangible cultural heritage protection and
tourism development, in the entire process of intangible
cultural heritage tourism development, people should also
focus on the organic combination of development and
protection. On the premise of doing a good job in pro-
tection, scientific development can be carried out to achieve
sustainable development of intangible cultural heritage and
enrich cultural background, as shown in Figure 5.

Developers can use computers or workstations to achieve
simulation effects, use computer input and output devices to
control visual and physical sensations, and allow users to

enter a virtual 3D simulation environment. At the same time,
it can also change with the movement of the user, bringing an
immersive feeling to the user, as shown in Figure 6.

Intangible cultural heritage is highly valued in today’s
cultural communication. +is paper conducts a survey on a
group of arts and crafts museums and also conducts a
questionnaire survey on the public. In the survey, a total of
200 visitors of different ages are randomly selected for
questionnaire survey. As shown in Table 3, from the statistics
of the questionnaire results, the arts and crafts museum
group has a relatively wide audience, among which the youth
and middle-aged and young people account for more than
half.

Intangible
Cultural
Heritage
Tourism

Development

Intangible
Cultural
Heritage
Resource

Protection

Cultural
heritage elected
to expand and
raise awareness

Enhance the awareness
of the government and

the publicon
conservation and

development

Improving the
economy,

residents' income, etc.

Figure 5: Interaction and impact of intangible cultural heritage protection and museum development.

Mouse,
keyboard

Microphone

Headphones

VR grip

VR
applications

Graphic
images

Graphics
Acceleration

Card

PC
Input

Output

SensorsUser

Monitors

VR glasses

Input

Output

Sensors

Figure 6: Architecture of a virtual reality system.
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4. Data Deconstruction in the Cross-Cultural
Communication of Intangible
Cultural Heritage

In order to understand the effects of various dissemination
channels of intangible cultural heritage, statistics were made
on the ways of information acquisition by visitors, as shown
in Figure 7.

It can be seen from Figure 7 that for local tourists, they
mainly come to visit relevant intangible cultural heritage
through the introduction of friends, accounting for 50%.+e
acquisition of foreign tourists is relatively scattered, mainly
through newspapers (23%), Internet information (38%), and
other media and friends (20%) to visit. It can be seen that the
proportion of visitors who know very well is very small, no
more than 5%.

Intangible cultural heritage is limited by the natural
environment. China has a vast territory, a large population,
and different living habits, forming the diversity of Chinese
culture. Figure 8 shows the statistical result of the visitor’s
visit purpose and stay time.

As can be seen from Figure 8, for local audiences who
have emotional resonance and a sense of identity in their
own history and culture, the main purpose of their visit is to
increase their knowledge, accounting for 43%, and most of
them will visit the museum for 1 to 3 hours.

According to the progress of technology, information
technology, figure processing, and VR technology have
gradually revealed their unique charm. Digital restoration
and reproduction provide advanced and better means of
preservation for the transmission and spreading of inter-
material cultural heritage. +e statistics resulted in Figure 9
in order to examine the public’s position on the succession of
science and technology and the diffusion of subtangible
cultural assets.

It can be seen from Figure 9 that 66% of the visitors
prefer to learn about intangible cultural heritage culture
through experience and feel that the personal experience is
more intuitive and interesting. +is provides a broad market
prospect for the improvement of virtual intangible cultural
heritage experience. +e audience generally believes that the
on-site display of traditional handicrafts is the biggest
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Figure 7: Visitors’ access to information.

Table 3: Basic information of the respondents.

Age group of visitors Number of people Proportion (%)
<18 20 10
18–25 24 12
25–35 40 20
35–65 76 38
>65 20 10
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attraction of the museum, and they hope to strengthen the
on-site display content and scene creation during the display
process. At the same time, they also affirmed the important
role of the handicraft life exhibition hall in the protection
and inheritance of intangible cultural heritage. Figure 10
shows the parts that visitors are satisfied with and the parts
that need to be improved.

From Figure 10, it can be seen that the audience’s sat-
isfaction with the display and exhibits is high, reaching more
than 65%. 36% of the visitors believe that multimedia in-
teraction needs to be strengthened, and 35% of the people
think that the scene restoration needs to be strengthened.

5. Conclusions

With the development of the times, the Internet has become
the most efficient and convenient way for cross-cultural
communication.+e globalization of economy and culture is
also a good opportunity for intangible cultural heritage to
realize cross-cultural dissemination. +is paper studies the
application of artificial intelligence technology to the cross-
cultural dissemination of intangible cultural heritage in
order to better protect and promote intangible cultural
heritage culture. +e cross-cultural dissemination of artifi-
cial intelligence technology in non-material culture is not
only a means of attracting consumers but also a high-tech
technology that is truly, comprehensively, and deeply ap-
plied to venues. With the application of artificial intelligence
technology, the protection and utilization of Chinese folk
intangible cultural heritage is being carried out in an orderly
manner, and the revival and prosperity of national tradi-
tional culture is imminent. Intangible cultural heritage is a
living fossil of human civilization. People all over the world
use various means and methods to record, disseminate, and

preserve ancient intangible cultural heritage. Intangible
cultural heritage is the crystallization of Chinese wisdom and
civilization and an important cultural resource for the de-
velopment of human society. On the basis of inheriting the
national culture, through the power of the government, the
media, and the people, the Chinese cultural concept, way of
thinking, way of life, art form, etc. are transmitted to the
outside world, thereby reducing misreading, rejection,
anxiety, and conflict between cultures and realizing un-
derstanding, adaptation, identification, and integration be-
tween cultures.
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study are not publicly available due to sensitivity and data
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Rural farmland transfer is a key factor in the successful implementation of targeted poverty alleviation strategies in China. In this
paper, a multidimensional index system with 15 indicators from �ve dimensions, namely, natural, human, physical, �nancial, and
social capital was established. It analyzed the e�ect of farmland transfer on poverty alleviation under four typical poverty al-
leviation models implemented in a karst area in China by using Propensity Score Matching (PSM) and Di�erence-in-Di�erence
(DID) to analyze 467 rural households questionnaire responses from �ve representative villages in Guizhou Province. e results
show that di�erent models had di�erent e�ects on poverty reduction. In the model of "three changes" + relocation for poverty
alleviation + rural tourism+ poor households, farmland transfer was the most e�ective in poverty alleviation, as attested by its
average treatment e�ect on the treated (ATT) value of 0.44. Rural households’ nonfarm income increased signi�cantly to develop
rural tourism after relocation from inhospitable areas. In the model of "farmland lease/shareholding"
+cooperative + enterprise + poor households, farmland transfer had a moderate e�ect on poverty alleviation, with an ATTvalue of
0.06. Its e�ect on the total income of rural households was the lowest among the four models. is study’s results can provide a
theoretical reference for solidifying the bene�ts of poverty alleviation and rural revitalization strategies in karst areas.

1. Introduction

Farmland transfer is one of the main contents of rural land
system reform and the core of rural development and the
steady promotion of agriculture, rural areas, and farmers
[1–3], essentially becoming one of the keys to the success of
targeted poverty alleviation in rural areas of China [4–6].
eird Plenary Session of the 18th Central Committee of
the Communist Party of China �rst proposed to entitle
farmer households to occupy use bene�ts and transfer the
right of contracted land, and in November 2014, the General
O¦ce of the Central Committee of the Communist Party of
China and the General O¦ce of the State Council published
the "Opinions on guiding the orderly transfer of rural land
management rights to develop an appropriate scale of

agricultural operations," which clearly de�ned the "three
rights division" (i.e., division of ownership rights, con-
tracting rights, and management rights) to rural land and
provided guidance for the orderly transfer of land man-
agement rights [7]. In these policy contexts, whether the
farmland transfer can be driven the farmer households to
increase their income in a diversi�ed way? Whether it can
alleviate the poverty of farmer households.

Farmland transfer plays a more important role in
poverty alleviation and development [8, 9]. Some studies
have been conducted on the poverty reduction e�ect of
farmland transfer from di�erent perspectives.e transfer of
farmland can signi�cantly increase the family income be-
cause it will release surplus labor [10, 11]. A healthy and
stable land rental market has a positive impact on the
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increase of farmers’ income [12, 13]. It also helps to reduce
the poverty vulnerability of farmer households, and with the
increase of the transfer area, the reduction effect is better
[14]. However, some thought farmland transfer may lead to
the polarization of land management scale; that is, the
landless farmer households and a large grain of farmer
households coexist, damaging the interests of small-scale
farmer households and increasing the gap between the rich
and the poor [15, 16].

An active response to the newly introduced national
land policies in various locations throughout China
resulted in the development of different targeted poverty
alleviation models (e.g., "three changes" + farmland
transfer + company + poor farmer households) based on
farmland transfer [6]. Especially in the karst area of
Guizhou Province, perfecting rural land property rights
and encouraging farmland transfer are more effective
ways to get rid of poverty [5, 17]. Studies have proved that
large-scale farmland transfer can promote agricultural
efficiency and increase farmer households’ income
[18–20]. However, the natural conditions, resource en-
dowment, and economic development of different regions
will affect farmland transfer and its effect [21, 22]. ,e
difference in land quality [22, 23], geographical location
[11], transaction cost [24], and farmer households’ be-
havior [25] have an impact on the poverty reduction effect
of farmland transfer.

In the karst area, a fragile eco-environment, high degree
of land fragmentation, decentralized production and man-
agement, and a single livelihoodmodel of farmer households
directly restrict the local farmland transfer [26]. ,e ex-
cessive restriction and intervention of the local system on
farmland property rights in karst mountainous areas make
farmers control their enthusiasm in the capital, labor input,
and farmland transfer [27, 28]. Farmer households’ will-
ingness and behavior also have a fundamental impact on the
scale, speed, mechanism, and mode selection of land-
transfer-in karst areas. ,erefore, in recent years, Chinese
policies have had a strong guiding effect on farmer
households’ land use behavior in rocky areas, especially
targeted poverty alleviation policy has a very obvious effect
on effective rural land transfer [29–31].

,ere are regional differences in the effectiveness of
farmland transfer under targeted poverty alleviation
strategies because of the impact of the natural and geo-
graphical environment, the abundance of resources, the
local economic and social conditions, and other factors
unique to each area [32, 33]. It is worthy of attention how
to choose a suitable targeted poverty alleviation model to
better guide farmer households' farmland transfer and
how to reform the system of rural land transfer in co-
ordination with the existing policies of benefiting farmer
households. ,erefore, this study examines the effect of
farmland transfer under different models of targeted
poverty alleviation in karst areas based on a compre-
hensive consideration of the unique background of five
villages in Guizhou Province.

2. Research Data and Methods

2.1. Study Area. Guizhou Province is located in Southwest
China, the transition area between the Eastern Yunnan
Plateau and theWestern Hunan Hilly in the east of Yunnan-
Guizhou Plateau, with an average altitude of 1104m. It has a
subtropical humid monsoon climate, with a land area of
176128 km2, accounting for about 1.8% of China’s land area,
karst landform73%, plateau mountains 87%, hills 10%, and
basins 3%. ,e total population will be 38,562,148 in 2020,
and the urbanization rate will be 49.02%. ,e number of
poor rural people was 9.23 million in Guizhou Province in
2013, and the incidence of poverty was 26.8%, which was
about 3.7 times the incidence of rural poverty in China. ,e
highest poverty rate was 37.7%, and the lowest was 0.7% in
counties [33]. By the end of 2020, all 66 poverty-stricken
counties in the province, 9.23 million people have been lifted
out of poverty, 1.92 million people have moved out of the
mountains and moved to other places for poverty alleviation
and resettlement, 1.8327 million people have been included
in the social assistance, and "no missing a poverty person or
family" has been fully implemented to achieve the goal.

,e cases selection is mainly based on the following two
factors: ① ,e villages are mainly agricultural production
with similar population density, and all of them boost
poverty alleviation projects through land circulation, which
has a certain demonstration effect in the local area;② Each
village is 5–10 km2 away from the town center, the karst
mountain area has obvious landform, similar resources, and
traffic conditions, and the poverty characteristics of villages
are representative of the region. ,e study area was selected
and consisted of five typical villages in Guizhou Province in
China: Machang Village in Guiyang City, Haiping Village in
Liupanshui City, Luzhi Village, and Tangyue Village in
Anshun City, Diba Village in Qiandongnan Prefecture
(Figure 1).

2.2. Data Collection. ,e data were collected through
questionnaires and interviews to investigate five villages in
Guizhou from July to September of 2020 in order to analyze
better the difference in poverty reduction effect of farmland
transfer under different targeted poverty alleviation models.
,e questionnaires were refined following a pilot survey.
Multistage sampling was adopted to reduce variations and
improve sampling efficiency [35, 36]. Study sites selection
considered the typicality, spatial distribution, and land
quality of various sites and selected villages in both flatland
and mountainous areas. Systematic random sampling was
used for sample selection to avoid systematic errors caused
by subjective factors. A total of 500 questionnaires and
conducted in-depth interviews, including 18 interviews with
village cadres. Excluding duplicate and missing samples, 467
valid samples (an efficiency rate of 93.4%) collected infor-
mation on farmland transfer, natural capital, human capital,
physical capital, financial capital, and social capital of farmer
household.
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,e statistical analysis of the selected samples shows that
the proportion of men and women who were interviewed in
this study was relatively balanced: men accounted for 54.6%
of the respondents, and women accounted for 45.4%, which
is quite representative of the studied population (Table 1).
Among effective samples, interviews with village cadres
accounted for 3.9% of all respondents. ,e proportion of
farmer households with incomes below RMB 10,000 and
above RMB 70,000 was relatively small, accounting for
12.6% and 12.2% of all respondents, respectively; most
farmer households’ incomes were distributed in the mod-
erate ranges of RMB 10,000–25,000 and RMB
25,000–50,000. ,e survey also found that the education
level of farmer households was low, with 60.4% having only

elementary education or below; there were 253 respondents
who had rented out (transfer-out) their land, 57 respondents
who had rented land from others (transfer-in) and 167 who
had not participated in farmland transfer. ,e proportion of
respondents participating in farmland transfer was relatively
high, accounting for 66.4% of all respondents.

,e statistical data in Table 2 shows that the minimum
and maximum per-capita area of arable land is 0.2 mu and 4
mu, respectively; the maximum farmland transfer was done
by a group leader in one of the surveyed villages. ,e leader
contracted out 80 mu of land for chili pepper cultivation; the
average farmland transfer was 4.19mu. In 2014 and 2019, the
minimum per-capita net income was RMB 2300 and RMB
4050, respectively, the maximum per-capita net income was

Figure 1: ,e study areas.
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RMB 8,300 and RMB 10,000, respectively, and the average
income was RMB 6918 and RMB 9122, respectively.

2.3.)ePSM-DIDModel. Propensity score matching (PSM)
is a statistical analysis method used to process observational
research data in a way that reduces the bias due to con-
founding variables between the experimental and control
groups [34]. ,e DID model was used to evaluate the net
effect of poverty alleviation policy implementation. ,ere
are significant differences between farmer households in the
treatment group with farmland transfer and those in the
control group without farmland transfer. ,e assessment
results will be affected by selection bias if the Difference-in-
Differences (DID) model is applied directly to evaluate the
effect of the farmland transfer policy. ,e farmland transfer
effect in the targeted poverty alleviation model is compared
against a set of evaluation variables to eliminate the inter-
ference factors and hidden bias between different groups.
,e model contains some unmeasurable variables at dif-
ferent times. ,erefore, the PSM method is simultaneously
combined with DID model (PSM-DID).

Five dimensions were selected, namely natural capital,
human capital, physical capital, financial capital, and social
capital, with per-capita net income as the explained variable
and farmland transfer as the predictor variable. DID model
was used to performmultiple linear regression (MLR) on the

selected indicators and calculated the propensity scores for
three types of rural residents under different modes:
farmland transfer, land in-flow, and land out-flow. ,e
specific steps are as follows.

Estimate the propensity scores: ,e conditional proba-
bility of a farmer household participating in farmland
transfer is estimated by the following:

PSm � Pr Lm � | Xm  � E Lm � 0 | Xm . (1)

PS m is the propensity score, which represents the
probability of the sample receiving a treatment given under a
set of conditions X. When Lm � 1, which indicates partici-
pation in farmland transfer, then the propensity score is
P(X)� Pr(Lm | X). When the PSM assumptions are met, the
average annual income of the experimental group E[ex-
perimental group [Lm� 1, P(X)] and the average annual
income of the control group E[control group [Lm � 0, P(X)]
can be compared in (1).

A multiple linear regression model was established in
equation (2). ,e model is as follows:

yit � β0 + β1Tourit + β2Tourit + β3Tourityearit + αxit + εit,

(2)

where yit is the multidimensional poverty index at time t; a
dummy variable Tourit � {(0, 1)} represents whether farmer
household i participates in farmland transfer at time t

Table 1: Questionnaire statistics (N� 467).

Item Variable N Proportion (%)

Gender Male 255 54.6
Female 212 45.4

Respondents Nonregistered card Farmer household Holders 381 81.6
Poor farmer household cardholders 86 18.4

Income level (RMB)

10,000 or less 59 12.6
10,000–24,000 144 30.9
25,000–49,000 143 30.6
50,000–69,000 64 13.7
70,000 or above 57 12.2

Education level
Elementary or lower 282 60.4

Middle school 134 28.6
High school and above 51 11.0

Farmland transfer Transfer-out 253 81.7
Transfer-in 57 18.3

Table 2: Sample statistical data.

Variable Minimum value Maximum value Average value Standard deviation
Per-capita arable land area (mu) 0.200 4.000 1.172 0.489
Arable land ratio 0.250 0.802 0.480 0.000
Transferred land area (mu) 0.000 80.000 4.190 5.280
Family members in the labor force 1.000 6.000 3.250 1.370
Average labor force age 1.000 4.000 2.663 0.706
Family savings (RMB) 0.500 6.000 0.892 1.425
2014 per-capita net income (RMB) 2,300.000 8,300.000 6,918.053 6,994.852
2019 per-capita net income 4,050.000 10,000.000 9,122.539 7,475.376
Agricultural income to total income ratio in 2014 (RMB) 0.300 1.000 0.464 0.335
Agricultural income to total income ratio in 2019 (RMB) 0.000 0.250 0.369 2.336
Frequency of participation in professional cooperatives (times) 0.000 2.000 0.148 0.403
Nonagricultural work time (Hour) 0.000 9.000 5.682 2.581
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(yes� 1, no� 0); Yearit is a dummy variable for time, using
the time of the targeted poverty alleviation implementation
as a reference (0 if 2014 and 1 if 2019); β0, β1, β2, β3, and α are
parameters; χit is a vector set of other unobservable variables
that not only affect whether a farmer household enjoys the
benefits of the targeted poverty alleviation policy but also
affect the effectiveness of the policy’s implementation; for
farmer households in the control group and the treatment
group, the two time period parameters are β1 and β2+β3,
respectively, where β3 is the estimated value of the double
difference, which is the net effect of farmland transfer-in the
targeted poverty alleviation model under consideration on
the multidimensional poverty alleviation of farmer house-
holds, and εit is the residual term.

,e average treatment effect on the treated (ATT): the
PSM results are used to calculate the difference in the effect
of farmer households’ poverty alleviation (expressed by
demand intensity); that is, for the experimental and control
groups of farmer households, so as to obtain the effect of
farmland transfer (farmland transfer-in and farmland
transfer-out) on farmer households’ targeted poverty alle-
viation in different models as follows:

ATT �
1
n


i

∈ R1 ∩ ∪ p y
1
i − y

1
i,t0

 . (3)

,e average treatment effect (ATE): the average treat-
ment effect of the matching control group is calculated. ,e
above PSM methods are used to calculate the ATE of the
control group as follows:

ATE �
1
n


j

∈ R0 ∩ ∪ p y
0
j,t1

− y
0
j, t0

 , (4)

where t0 and t1, respectively, represent the years before and
after the implementation of targeted poverty alleviation
policy; y1

i and y1
i,t0

are outcome variables of a sample farmer
household i in an area with targeted poverty alleviation at
times t0 and t1, respectively; y0

j,t1
and y1

i,t0
are outcome

variables of a sample farmer household j in an area without
farm transfer at times t0 and t1, respectively.

,e PSM-DID results (ATT) are as follows:

ATT �
1

N
T


j

εR1 y
1
i,t1

− y
0
i,t0

  − 
j

εR0 ∩ ∪ PW(i, j) y
0
j,t1

− y
0
j,t0

 ,

W(i, j) �
F Pj − Pi /D 

mεR0F Pm − Pi( /D 
.

(5)

w (i, j) is the weight vector; F (·) is the kernel density
function; Pi is the propensity score of sample i in the control
group; Pj is the propensity score of sample j in the treatment
group; D is a bandwidth parameter.

Assess the significance of the poverty alleviation effect:
using the average consumption level as a measure of poverty
in rural areas and based on the field investigation results of
rural conditions, we derived a set of significance assessment
intervals (Table 3) to illustrate the effect of farmland transfer
on farmer households’ income under different targeted
poverty alleviation models.

2.4. Independent Variables. Based on the principles of the
sustainable livelihood framework, a multidimensional
poverty alleviation index system with the following cate-
gories of variables was established: natural capital (N),
human capital (H), physical capital (P), financial capital (F),
and social capital (S). ,e specific meaning and values of
each variable as they relate to the studied areas and farmland
transfer conditions were assigned based on the field in-
vestigation results and were shown in Table 4.

3. Results

3.1. Farmland Transfer-in Targeted Poverty Alleviation
Models. Driven by the targeted poverty alleviation policy,
Guizhou has formed various models of farmland transfer,
among which the following four models are typical.

3.1.1. Farmland Shareholding + Enterprise +Village Collec-
tive/Cooperative +Alluvial Plain Farming + Poor Farmer
Household (Model 1). Model 1 is the primary model of
farmland transfer-in Machang Village (Figure 2). In this
model, farmland transfer allows for the expansion of the
scale of operations to achieve industrial scale, thereby aiding
targeted poverty alleviation. In 2020, about 250 mu of
Machang’s land was subject to farmland transfer. Under the
government’s guidance, various companies and cooperatives
in the village have contracted with the local farmer
households to pay RMB 1500/year/leased mu. After the
farmland transfer, farmer households have been able to work
as seasonal labor to obtain additional income, and this
further promotes poverty alleviation.

,e farmland transfer-in Machang mainly involved local
enterprises.,e contract period ranged from five to 15 years.
,e implementation of this model has allowed for the
consolidation of the entire village’s idle land resources into
large-scale farms for cultivating green onions, ginger, and
other industrial crops. After the implementation of farmland
transfer policies, the economic conditions in the village
improved. ,e village has become a base for blueberry
farming and a sight-seeing destination for mountain tea
farm tours. In addition, a rural-ecosystem sight-seeing
garden and a 500-mu alluvial plain green-onion farm have
been established in the village. ,ese developments have led
to the opening of the "Yunxia Nonggeng," an agritourism
farm and guesthouse, where the superiority of the locally
grown green onions, tea, and rice is further promoted. ,e
current per-capita annual income of the village is about
RMB 18,000 yuan. Local farmer households have been
encouraged to participate in the construction of a 3000-mu
alluvial plain farm planned for 2020 so that they can obtain
income from nonagricultural labor.

3.1.2. Farmland Shareholding +Village Party
Organization + Enterprise + Poor Farmer Household (Model
2). Model 2 is a model in Tangyue Village (Figure 3), in
which the village party organization effectively took the lead
in a large-scale farmland transfer while actively supporting
the development of modern agriculture and promoting the

Mathematical Problems in Engineering 5



Table 4: Evaluation index system.

Variable Variable meaning

Natural capital
(N)

Per-capita arable land area (N1) Total arable land area of interviewed households/family size
Proportion of arable land (N2) Arable land area/total land area

Transportation conditions (N3)
Local transportation convenience of interviewed households, 4� very good,

3� good, 2� fair, 1� poor

Human capital
(H)

Number of family members in labor
force (H1)

Total number of household members in labor force/person

Average age of labor force (H2) e actual average age/years of labor force of the interviewed family
Average education level of labor force

(H3)
Average length-of-education/years of labor force of the interviewed family

Registered poor household card holder
(H4)

0�No, 1�Yes

Physical capital
(P)

Family Savings (P1) Interviewed household’s amount of savings/RMB 10,000
Average annual income per resident

(P2)
Total annual income of interviewed family members/RMB 10,000

Financial capital
(F)

Agricultural equipment value (F1)
Total value of machinery used by interviewed households for agricultural

production/RMB 10,000
Ratio of agricultural income to total

income (F2)
e ratio of households’ agricultural income to total income

Social capital (S)

Participation in professional
cooperatives (S1)

Participation frequency of interviewed family in professional cooperatives/
times

Participation in agricultural training
(S2)

Participation frequency of interviewed family in agricultural training/times

Nonagricultural pro�table working
hours (S3)

e total time of nonagricultural pro�table employment carried out by the
interviewed household/months

Employment of poor
farmer households 

Collection Transfer-out

Transfer-in Individual
trader 

Enterprises 
operation

Farmland resource

Village collective

Village enterprises

Village cooperative Farmer households

Scale farmingFlat area farming 
Large-scale operation

Poor farmer households li�ed out of poverty

Increase farmers' income

Figure 2: Farmland shareholding + enterprise + village collective/cooperative + alluvial plain farming + poor farmer household.

Table 3: Signi�cance level.

Signi�cance level Farmland transfer-in Farmland transfer-out Farmland transfer
Highly signi�cant >0.010 >0.030 >0.040
Quite signi�cant 0.006∼ 0.010 0.021∼ 0.030 0.026∼ 0.040
Moderately signi�cant 0.003∼ 0.005 0.011∼ 0.020 0.016∼ 0.025
Weakly signi�cant 0∼ 0.002 0.006∼ 0.010 0.006∼ 0.015
Not signi�cant <0 <0.005 <0.005
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village’s self-governance reform. In this model, farmer
households (including poor residents) receive dividends
from the land they have contracted to the Golden Land
Cooperative. In turn, the cooperative works with di�erent
enterprises to develop modern agriculture and build various
grain processing plants, creating a rural economic power-
house and spurring the development of other industries in
the village. It has also established seven organizations, in-
cluding a marketing center and an agricultural training
center. e successful implementation of this model has
helped to diversify farmer households’ livelihood sources,
improve the villagers’ living standards, promote rural ag-
riculture, and substantially reduce the number of migrant
workers, thereby reducing the problem of "rural hollowing"
and allowing poor residents to lift themselves out of poverty.

Based on statistical data, the total area of Tangyue Village
is 4881 mu, and almost all of these have been invested in
cooperative shares: 921 farmer households have become
shareholders with a collective 5230 shares between them.
e dividends obtained from land shareholding are split
between the cooperative, the village collective, and the vil-
lagers using a 3 : 3:4 ratio, respectively. In 2016, the coop-
erative used three small-scale water conservancy projects
and more than 400 mu of forest land to obtain mortgage
loans from rural credit unions; the number of dividends
received by the village collective and cooperative was RMB
1,214,700 yuan, and the members’ dividends amounted to
RMB 896,000 yuan, of which the highest amount was RMB
8,960, and the lowest was RMB 1840. By the end of 2019, the
village’s collective economy had exceeded RMB 6.38 million,
and the per-capita disposable income had surpassed RMB
20,000.

3.1.3. "�ree Changes" + Relocation For Poverty Allevia-
tion +Rural Tourism+Poor Farmer Households (Model 3).
In model 3, farmer households receive guidance on how to
use their land resources for investment to transform their
village into a unique tourist destination featuring the cul-
tural heritage of the Yi ethnic group through the "three
changes" reforms (i.e., resources changes into assets, capital
changes into share capital, farmer household change into
shareholder) in Haiping Village (Figure 4). e model also
includes a relocation program for poverty-stricken indi-
viduals to facilitate their employment, o�ering guidance on
how to start a business and ensuring a continuous sus-
tainable source of income for rural households. e gov-
ernment grants subsidies to poor households as shares. e
Yeyuhai Management Committee has used joint share
construction to build a mountain tourism resort; the divi-
dend income is divided between the resort management
committee and the village collective based on a 7 : 3 ratio,
with 50% of the 30% village collective dividend income being
distributed to farmer households. Also, to ensure that poor
households maintain basic income, several types of em-
ployment were provided, e�ectively integrating tourism
development with poverty alleviation and creating a positive
environment for both tourism and living. is distinctive
model has become known as the Haiping model.

3.1.4. Farmland Shareholding +Cooperatives + Poor Farmer
Household (Model 4). Luzhi Village has used model 4 to
lease out consolidated land to local enterprises and coop-
eratives for agricultural industry projects, including Guan-
ling Cattle Farms, Rosa roxburghii (Chestnut rose), or pearl

Marketing centerAgricultural Technology
Training Center 

Women's Entrepreneurship
Association

Transportation Company

Labor export company

Construction Company

Grain processing plant 

Other company

Village enterprise

Loans 

Pooling of land as shares

Funds
Village collective Rural credit unions (Bank)

Farmer households

Farmland resources

Village party organization

Village cooperatives

Organizations and
Management 

Loans 

Provide employment
opportunities for poor 

farmer households 

Effective utilization of land

Farmland shares bonus
end of year

Figure 3: Farmland shareholding + village Party organization + enterprises + cooperative + poor farmer households.
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barley plantations (Figure 5). ese projects have involved
110 poor farmer households and 50 nonpoor farmer
households.e village has e�ectively solved the problems of
idle farmland and wasted land resources while providing
farmer households with employment opportunities and
reducing the number of migrant workers. Consequently,
farmer households have a larger share of pro�ts. In the
barley cultivation project, barley seed was provided by the
government and was planted on 60 mu (1 mu� 0.667 ha) of
land provided by the village cooperative.

Diba Village used the same model to establish farming
cooperatives for cultivating lucid Ganoderma, chili pepper,
ginger, and tea. Poor farmer households can lease out their
land for RMB 500 per mu per year to enter the cooperative
and receive dividends of RMB 100∼1500 per household each
year, based on the invested land area. e entire village has
transferred more than 1200 mu of land, of which 100mu of
forest land was used for Lizhi mushroom cultivation, 310 mu
of forest land for chili pepper farming, 200 mu for tea, and
600 mu for ginger. Farmer households join cooperatives by
leasing out their land for large-scale cultivation of ginger,
chili peppers, lucid Ganoderma, and other cash crops. e
cooperative buys crops from poor farmer households at
market prices and sells them by order through di�erent
companies to outside markets. In the �rst half of 2020, tea
sales reached RMB 130,000 and the sales of Lizhi mush-
rooms exceeded RMB 53,000.

3.2.�eNet E�ect of Farmland Transfer on FarmerHousehold
Households’ Income

3.2.1. �e In�uence Of Farmland Transfer On Farmer
Household’s Income. e net e�ect of farmland transfer on
farmer household households’ income is remarkable. Table 5
shows that the farmland transfer and nonfarm pro�table
labor time have a signi�cant positive e�ect on the per-capita
net income (given in logarithm form). Similarly, head of
farmer household education, per-capita arable land area,
number of family members in the labor force, household
savings, and average annual household income have a sig-
ni�cant positive e�ect on the per-capita net income. On the
other hand, whether the resident is a registered poor

cardholder and the ratio of agricultural income to total
income has a signi�cant negative e�ect on the per-capita net
income. However, transportation conditions, the value of
agricultural machinery, the superiority of social relations,
the average age of the labor force, the proportion of arable
land, the frequency of participation in professional coop-
eratives, and the frequency of participation in agricultural
training had no signi�cant e�ect on the per-capita net
income.

3.2.2. �e In�uence Of Farmland Transfer On Farmers’
Livelihood Capital. e indicators that a�ect farmer
households’ income are used as matching variables to an-
alyze the poverty reduction e�ect of farmland transfer; the
nontransfer households are used as the control group, and
the farmland transfer households as the experimental
groups. e ATT di�erence before matching is 2080.9, and
the ATT di�erence after matching is 2085.8 s (Table 6). e
poverty reduction e�ects of the �ve livelihood capitals are
di�erent. Farmland transfer has a signi�cant e�ect on
poverty reduction of physical capital, human capital, and
social capital, 0.22,0.37, and 5.732, respectively. e e�ect of
farmland transfer on natural and �nancial capital is not
signi�cant.

3.3. �e Di�erence between Farmland Transfer-In and
Transfer-Out. e e�ect of farmland transfer is obvious
(Table 7). e average income for farmland transfer resi-
dents (experimental group) and nontransfer residents was
RMB 9993.381 and RMB 9934.427, respectively, with a
standard deviation of 0.07%< 20% after matching, indi-
cating a good match. e di�erence in the average treatment
e�ect (ATT) between the two groups is 4.954, and the in-
come level of land-transfer farmer households exceeds that
of nontransfer farmer households by 88.568.

When the transfer-out farmer household is taken as the
experimental group, and the nontransfer farmer household
is taken as the control group, before matching, the average
income of the experimental and the control group is
12100.600 and 9934.427, respectively, a di�erence of
2166.168; and after matching, the average income of the

Driving economic development

Farmland
transfer-out

Increasing non-farm 

Farmland 
transfer-in

Employment opportunities
Government-led Profit sharing and employment

Farmer households

Village collective

Farmland resourcesPoverty alleviation relocation

Village enterprises 

Developing rural tourism Unique operating entity

Figure 4: "ree changes" + relocation for poverty alleviation + rural tourism+ poor farmer household.
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experimental and the control group is 10129.350 and
10069.021, with the ATT value of 60.325, which shows that
signi�cant changes occurred after matching. After farmland
transfer-in, farmer households’ income increased to a cer-
tain extent, but the magnitude of the increase was not large.
When the transfer-out farmer households are taken as the
experimental group and the nontransfer farmer households
as the control group, the ATT value after matching exceeds
20% with a signi�cance level of 5%, indicating a good match
and a signi�cant increase in income after matching.

3.4. �e E�ect of Farmland Transfer under Various Targeted
Poverty Reduction Models. e modes of di�erent targeted
poverty alleviation have di�erent poverty reduction e�ects of
land transfer. Model 3 ("three changes" + relocation for poverty
alleviation+ rural tourism+poor household) has the highest
e�ect on poverty reduction, ATT of farmland transfer e�ect,
farmland transfer-out e�ect, and farmland transfer-in e�ect is
0.44, 0.032, and 0.012, respectively. ATT of farmland transfer-
out e�ect in model 1 (Land lease/shareholding+enterprise +
village collective/cooperative+ alluvial plain agriculture+

Table 5: e net e�ect of farmland transfer on farmer household households’ income.

Variables Unstandardized Coe¦cients
Standardized
Coe¦cients t p VIF

B SE B
8.836 0.195 — 45.201 0.001 —

T 0.126 0.048 0.088 2.608 0.01∗∗ 1.198
N1 0.089 0.041 0.005 0.129 0.01∗∗ 1.398
N2 0.005 0.041 0.005 0.129 0.865 1.322
N3 −0.043 0.034 −0.039 −1.251 0.212 1.048
H1 0.305 0.025 −0.442 −12.23 0.001∗∗∗ 1.376
H2 0.03 0.03 0.035 1.006 0.316 1.274
H3 0.026 0.012 0.076 2.211 0.028∗∗ 1.24
H4 −0.028 0.013 0.046 1.201 −0.023∗∗ 1.524
P1 0.028 0.014 −0.07 −2.008 0.046∗ 1.27
P2 0.000 0.000 0.915 23.17 0.001∗∗∗ 1.644
F1 0.029 0.028 −0.342 0.782 0.321 1.052
F2 −0.027 0.013 −0.071 −2.178 0.03∗∗ 1.137
S1 0.072 0.051 0.044 1.419 0.157 1.027
S2 −0.01 0.048 −0.007 −0.218 0.828 1.023
S3 0.086 0.023 0.007 0.312 0.003∗∗∗ 1.257
Note.∗∗∗ , ∗∗, ∗ indicate signi�cance levels under 0.01, 0.05, and 0.1, respectively.

Table 6: e in±uence of farmland transfer on farmers’ livelihood capital.

Status Experimental group Control group ATT N H P F S
N1 H1 H3 H4 P1 P2 F2 S3

Before matching 12020.2 9934.4 2080.9 0.4 −0.2 0.02 0.18 0.05 2611.4 −0.8 6.58
After matching 12020.2 9939.3 2085.8 0.03 0.2 0.35 −0.2 0.22 1939.9 0.07 5.73

Dividends

Free farmyard manure 

Contract order

Share holding

E-commerce platforms

Direct marketing

Lease out

Village cooperative 

Contractual agreement

Work opportunities, rural household 

Farmer households Farmland resouce

Village enterprise
Animal husbandry

Small retailer

Other enterprises

Outside market

Transfer-out

Figure 5: Farmland shareholding + cooperatives + enterprises + poor farmer households.
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farmer household/poor household) has the lowest effect on
poverty reductionwith 0.007. ATTof farmland transfer-in effect
inmodel 4 (land lease/shareholding+ cooperative+ enterprise+
poor household) is the lowest of all (Table 8).

3.5. )e Effect of Poverty Reduction in Different Regions.
Based on the comprehensive analysis of the effect of
farmland transfer on poverty alleviation in five different
dimensions of capital, we were able to examine the regional
differences in poverty alleviation strategies and reveal the
spatial distribution of the different poverty alleviation
models selected in this study (Figure 6). In terms of the effect
of different poverty alleviation models on different types of
capital, based on their effect on natural capital, the models
can be arranged as Luzhi>Haiping>Tangyue>Diba>
Machang; in terms of the effect on human capital, the
Machang model is the best and Diba model is the worst; in
terms of the effect on physical capital, the difference between
all five villages was not significant; in terms of the effect on
financial capital, Luzhi was the worst and Haiping was the
best; and in terms of the effect on social capital, Machang
was the worst, and the difference between the remaining
villages was not significant.

4. Discussion

,e effect of different types of capital factors in farmland
transfer has different effects on farmer households’ in-
come. ,e ATT of the influence of farmland transfer on
farmers’ livelihood capital is different before matching
and after matching (2080.9 and 2085.8). Farmland
transfer can help farmer households increase their in-
come, provided there is no interference from other factors.

,e poverty reduction effect in terms of natural and fi-
nancial capital factors is not significant. In karst mountain
regions, the soil quality is poor, the degree of land frag-
mentation is high, and large-scale mechanized farming is
difficult. ,erefore, farmland transfer is mainly distrib-
uted in a small areas. In terms of human capital factors, the
number of family members in the labor force and their
education level significantly affect farmer households’
income. ,e overall economic situation and the average
annual income of farmer households increase in terms of
physical capital factors, the poverty reduction effect is
significant, and in terms of social dimension factors, the
effect of farmland transfer on poverty reduction is sig-
nificant due to the increase of nonagricultural profitable
work time.

Compared with farmland nontransfer, the poverty re-
duction effect of farmland transfer is better, and the effect of
transfer-out is more significant than that of transfer-in. On
the one hand, Farmland transfer-out allows for a reasonable
allocation of idle, inefficiently utilized, and wasted land so as
to maximize the effectiveness of land resources, which is
conducive to improving farmer households’ income. Col-
lective farming after farmland transfer has similar benefits to
large-scale production because it allows for the optimized
allocation of resources and improved production effec-
tiveness, thereby increasing farmer households’ income. On
the other hand, the effect of transfer-in on poverty reduction
is weak because transfer-in farmland requires adequate
human resources, and with the limited labor force and low
education level of farmer households [35]. It is difficult to
form a large-scale agricultural industry, so poor farmer
households’ farmland allows them to lift themselves from
poverty by transfer-out their farmland to agricultural co-
operatives, companies, and village collectives. However,

Table 8: Differences in the effect of farmland transfer under different targeted poverty alleviation models.

Model
All samples Transfer-out Transfer-in

Experimental
group

Control
group ATT Experimental

group
Control
group ATT Experimental

group
Control
group ATT

Model 1 8.476 8.466 0.010 8.483 8.466 0.007 8.470 8.466 0.003
Model 2 8.490 8.471 0.019 8.482 8.471 0.011 8.478 8.471 0.007
Model 3 7.979 7.935 0.044 7.967 7.935 0.032 7.947 7.935 0.012
Model 4 8.289 8.283 0.006 8.302 8.283 0.019 8.270 8.283 −0.013

Table 7: Differences in poverty reduction effect of farmland transfer-in and transfer-out.

Samples Status Experimental
group Control group Standard deviation

(%) ATT t-
after p-value

Entire sample group
Before

matching 12020.3 9934.427 29.63 2085.869 2.035 0.044

After matching 9939.381 9934.427 0.07 4.954 0.004 0.997

Transfer-in farmer household
Before

matching 12100.6 9934.427 30.71 2166.168 2.086 0.039

After matching 10129.3 10069.021 0.90 60.325 0.052 0.959

Transfer-out farmer
household

Before
matching 11131.28 9934.430 17.23 1196.85 0.606 0.551

After matching 11131.28 9444.411 26.84 1686.866 0.710 0.484
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farmland transfer-out is subject to market-related risks and
fluctuations, which makes the farmer households’ income
from land lease relatively unstable.

,e effect of different types of farmland transfer under
different poverty alleviation models varies. ,e rapid de-
velopment of tourism in karst mountainous areas has
spurred the development of local cultural-tourism desti-
nations, which has supported targeted poverty alleviation,
resulting in effective poverty reduction. In model 2, poverty
alleviation is achieved effectively through agricultural in-
dustry development based on land shareholding and by
establishing training centers where farmer households can
acquire new knowledge and skills required to continually
improve their economic situation. However, model 4 reflects
the lack of innovation in farmland transfer methods in
economically underdeveloped areas. It is difficult for farmers
to obtain income from farmland transfers. ,is study an-
alyzes the poverty reduction effect of farmland transfer
under different typical targeted poverty alleviationmodels so
as to provide a reference for promoting land system reform,
improving the land market, and increasing land use effi-
ciency in karst mountain areas. ,is study has important
theoretical and practical guidance for the successful

implementation of poverty alleviation strategies and pre-
venting the recurrence of poverty.

5. Policy Implications

To solve the issues of poverty reduction effect of farmland
transfer-in different models, some policies can be proposed.
Firstly, the system of farmland transfer should be improved.
It promotes the redistribution of productive resources and
income of farmer households and plays an important role in
the reform of rural land property rights. It is also conducive
to the reasonable and effective transfer of farmland use
rights, solving the problems of agriculture, rural area, and
farmer household, promoting the construction of agricul-
tural industrialization and intensive management, and
promoting farmland transfer to boost targeted poverty al-
leviation. ,us, comprehensively establishing and improv-
ing farmland transfer management agencies and free-style
farmland transfer behavior should be standardized to in-
crease the enthusiasm of farmland transfer business
households. Secondly, the local government should fully
mobilize farmer households to participate in the enthusiasm
for farmland transfer. Arouse the initiative of leading

Figure 6: Spatial differences in poverty alleviation effect of different models.
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enterprises and professional cooperatives to develop in-
dustries to stimulate their vitality so as to increase the in-
come of poor farmer households and achieve the goal of
poverty alleviation by industry. ,irdly, the targeted poverty
alleviation models should be optimized. Appropriate tar-
geted poverty alleviation models are selected or adjusted
according to the economic development and resource en-
dowment of different regions. A sustainable targeted poverty
alleviation model can effectively guarantee farmer house-
holds’ income and prevent poor farmer households from
falling back into poverty.

6. Conclusion

In this study, Propensity Score Matching (PSM) and Dif-
ference-in-Differences (DID) methods were used to analyze
the effect of farmland transfer under different models of
targeted poverty reduction from the aspect of five different
types of capital.,e results show that farmland transfer has a
significant poverty reduction effect on farmer households
that they transfer in and transfer out their land and that both
types of transfer play an important role in promoting the
growth of farmer households’ property. However, the overall
effect of farmland transfer-out on poverty reduction is more
significant that farmland transfer effectively improves
farmer households’ nonfarm income. ,e model of "three
changes" + relocation for poverty alleviation + rural tour-
ism+poor household has the most significant effect on
poverty reduction. ,e remarkable results in poverty alle-
viation are achieved through capitalizing on local natural
resources and seizing opportunities to develop unique types
of industries, which require a large-scale transfer of labor
force, further promoting farmland transfer. Model of land
lease/shareholding + cooperative + enterprise + poor house-
hold has an insignificant effect. ,erefore, there are too
many restrictive factors in some areas, and the poverty
reduction effect is relatively weak. Some policy suggestions
are also proposed: choose a suitable development model
according to regional differences and resource endowment.
,e results of this study are limited by the lack of diversity in
the selected poverty reduction models. At the same time, the
study fails to fully consider how to reduce the regional
differences in poverty reduction, so further research is
recommended.
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Attitude measurement is an important core technology of vehicle �ight. It is of great signi�cance to ensure the vehicle’s accurate
orbit entry and orbit change, high-performance �ight, reliable ground communication, high-precision ground observation, and
successful completion of various space missions. Star sensor is the core component to realize an autonomous attitude mea-
surement of the vehicle. Autonomous star map recognition is a key technology in star sensor technology, and it is also the focus
and di�culty of research. When the star sensor enters the initial attitude acquisition mode, according to the algorithm, the star
sensor can quickly obtain the initial attitude and enter the normal working mode. �is paper proposes a star pattern recognition
algorithm based on the radial companion-circumferential feature with a noise compensation code to address the low recognition
rate caused by position noise in the process of constructing star patterns in the traditional star pattern recognition algorithm based
on the radial feature. In order to solve the problem of slow matching search speed, a maximum matching number algorithm has
been innovatively adopted, which can improve the search e�ciency in the process of star pattern recognition.�us, the capacity of
the star pattern recognition feature library is e�ectively reduced, and the stability and recognition rate of the improved star pattern
recognition algorithm are further improved. �e improved star pattern recognition algorithm �rst establishes radial and cir-
cumferential feature vectors based on the bit vector, then adds the noise compensation code according to the companion star
position error, then modi�es the radial and circumferential feature vectors, and �nally calculates the minimum similarity
di�erence between the feature vector of the star pattern observed by the star sensor and the feature vector of the navigation star in
the feature library to obtain the unique star pattern recognition result. �e identi�cation star database adopts the maximum
matching number algorithm, which can improve the search e�ciency, reduce the amount of redundant matching, and shorten the
matching time. �e simulation results show that even in the presence of star position and magnitude noise, the improved star
pattern recognition algorithm with radial companion-circumferential feature maintains a high recognition rate of more than 97
percent, demonstrating that the algorithm’s robustness is superior to other algorithms.�e revised method described in this work
outperforms the classic triangle algorithm and the radial feature star pattern recognition algorithm without compensation code in
terms of algorithm robustness, recognition success rate, and recognition time.

1. Introduction

Star sensor, which is currently the most precise space atti-
tude measuring equipment, can perform tasks such as star
pattern acquisition, centroid extraction, star pattern iden-
ti�cation, and attitude determination. It is crucial in aero-
nautical and navigational technology to use astronomical
starlight. [1]. Automatic star pattern recognition is a key
technology in star sensor technology, as shown in Annex 1.

At present, star pattern recognition algorithms proposed for
star sensors mainly include the triangle angular distance
matching algorithm, the main star recognition method
[2, 3], the probability statistics method [4], the polygon
angular distance matching algorithm [5], and the grid al-
gorithm [6, 7]. Among them, the triangle algorithm is good,
and the main star recognition method is the most widely
used [8, 9]. Although the triangle algorithm is simple to
implement, due to the drawbacks of a large amount of star
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point angular distance calculation and many times of an-
gular distance redundant matching, many scholars have
proposed two main directions for improvement, such as
improving the recognition success rate and reducing the
recognition time to meet real-time performance. ,e im-
proved methods include various improved triangle algo-
rithms [10, 11], quadrilateral algorithms [12], grid
algorithms [13], KMP algorithms [14], connected clustering
star recognition algorithms, and character matching based
algorithms [15]. In order to reduce the matching times, star
library search algorithms such as the K vector method [16]
and the P vector method have been proposed, which can
improve the search efficiency of the triangle algorithm [17].
,e literature [18] saves the star diagonal distance and
tolerance set of triangles by constructing a two-dimensional
linked list array, which avoids the repeated calculation and
search process of star diagonal distance by building a hash
table, changing the matching mode of star diagonal distance,
reducing the number of star diagonal distancematching, and
greatly reducing the time complexity of triangular star
pattern recognition. Reference [19] proposed a star pattern
recognition algorithm based on the star triangle. ,e cor-
responding pattern vector is constructed according to the
star triangle, arranged in ascending order according to the
circumference of the triangle, and the auxiliary index vector
is constructed to improve the search efficiency. Literature
[20] proposed an all-sky autonomous, fast triangle recog-
nition algorithm independent of magnitude information. By
constructing the maximum internal angle of the triangle and
its two sides as matching feature triangles, an all-sky nav-
igation feature library is established. ,e hash function is
constructed according to the maximum internal angle value
of the generated feature library and is stored in blocks.

,is paper improves the radial feature of the star map,
constructs the feature vector based on the radial companion
feature in the form of the bit vector, and adds the angular
distance information between companion stars and the
compensation information of position noise to the feature
vector, so as to effectively reduce the impact of position
noise, magnitude noise, and interfering stars on the con-
struction of the star pattern and reduce recognition failures
due to star pattern construction errors. In this paper, an
improved radial companion-circumferential feature star
pattern recognition model based on the compensation code
is constructed. ,e maximum matching number algorithm
can split and create the navigation star database in a rea-
sonable manner, substantially reducing the database’s size
and improving the search efficiency without compromising
the recognition rate. At the same time, compared with the
traditional triangle algorithm and the radial characteristic
star pattern recognition algorithm without the compensa-
tion code, the recognition success rate of the improved
method is higher than that of the traditional radial char-
acteristic star pattern recognition algorithm and the tradi-
tional triangle algorithm under the same conditions of star
position noise and magnitude (brightness) noise, which can
effectively reduce the data capacity of the navigation star
database and shorten the star pattern recognition time.

2. Construction of the Star Pattern Recognition
Model under Different Feature Modes

2.1. Star Pattern Recognition of Traditional Radial Features.
,e radial feature star pattern recognition algorithm refers
to a star pattern recognition algorithm that classifies other
stars (called companion stars) in a certain neighbourhood of
the observation star (or navigation star) according to their
radial distance from the observation star as the feature
pattern of the observation star [21].

,e radial feature composition method is as follows: take
the observation star S as the center, make a circular
neighbourhood with Rr as the radius, and divide the
neighbourhood of S into Nmax rings along the radial di-
rection. Nmax is the effective digits of the radial feature
vector. ,e radial feature diagram is shown in Figure 1.

Nmax �
Rr

e
. (1)

,e angular distance between S and A is marked as Vsa,
the angular distance information is discretized, and its
discrete value is marked as V∗sa; then,

v
∗
sa �

vsa

e
+ 1. (2)

According to the dispersion value of the angular distance
information, the position [Vsa] in the radial feature vector of
the observed star can be determined to be 1 from (3). For
example, if the star’s angular distance dispersion value to SA
is 27.25, then point 27 in the observed star’s radial feature
vector will be 1. Figure 2 shows a schematic representation of
the radial feature pattern’s creation.

Vsa � floor v
∗
sa( . (3)

,e angular distance between companion stars A and B
may be calculated using the same method and the spatial
distribution relationship between companion stars in the
vicinity of observation stars, and its discrete value V∗sa is as
follows:

v
∗
sa �

vsa

2e
+ 1. (4)

,en, the bit (set to 1) in the eigenvector of the ob-
servation star companion star can be determined according
to formula (3). According to Figure 3, the maximum angular
distance between companion stars is 2rR, and the divisor in
formula (4) is set to 2e to ensure that the number of bits of
radial eigenvector of the observation star and the companion
star eigenvector is the same. ,e construction method of the
observation star companion feature vector is shown in
Figure 3.

2.2. Triangular Star Pattern Identification. A common iso-
morphic star map recognition algorithm of a subgraph is the
triangular star pattern identification technique. It has the
advantage of high reliability and is still widely used in en-
gineering practice [22].
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Figure 2: Construction diagram of the radial feature mode.
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,e implementation process of the triangular star
pattern recognition algorithm is to select three noncol-
linear stars from the real-time star pattern of the star sensor
to form a star triangle to be recognized. By comparing with
the star triangles in the navigation star catalog, the star
pattern recognition is completed under the matching
constraints.

However, in the process of triangular star map recog-
nition, star points need to be traversed, where there is re-
dundant matching and false matching, and the recognition
efficiency is low [23, 24].

2.3. Construction of the Radial Companion Circumferential
Feature Mode Based on the Compensation Code. Firstly, the
observation star circumferential feature mode is established.
,e construction of the observation star circumferential
feature mode is shown in Figure 4, and the construction
method is as follows:

(i) As shown in the figure, take S as the main star to
determine the circumferential mode of radius Rc
(this paper takes T1, T2, and T3 as companion stars
for example);

(ii) Taking the main star S as the center, calculate the
included angles ∠T1ST2, ∠T2ST3, and ∠T3ST1 be-
tween companion stars, respectively;

(iii) Taking the side with theminimum companion angle
(the ST1) as the starting edge, the circular neigh-
bourhood is divided in the circumferential direc-
tion, and the circumference is equally divided into 8
quadrants;

(iv) According to the distribution of companion stars in
each quadrant, an 8 bit vector V is formed in a
counterclockwise direction. As shown in the figure,
V� [11001000], the circumferential distribution
feature of S is the vector V.

Based on the radial companion feature pattern [25], the
circumferential feature pattern is introduced. Although it
can well describe the finer feature distribution relationship
of star points, position noise is still easy to interfere with
this feature. In this paper, a position noise compensation
code is added to the radial companion-circumferential
feature mode to compensate for the companion drift
caused by position noise. As can be seen from Figure 5, the
discrete value of the angular distance between observation
star S and companion star A is at the boundary of ring 76
and ring 77. In order to compensate for the adverse effect of
position noise on identification, it can be assumed that
companion star A is in ring 76 and ring 77 at the same time.
In order to control the number of compensation codes
added, a threshold can be set, that is, δL � 0.3, δH � 0.7. Only
if the decimal of the angular distance dispersion of S and A
is less than σL or greater than σH, add a compensation code
(set it to “1”) in bit [vsa] − 1 orbit [vsa] + 1 of the
eigenvector.

3. Improved Star Pattern Recognition of Radial
Companion-Circumferential Features

3.1. Establishment of Feature Database. ,ere are two ele-
ments in a navigation database: a navigation star catalog and
a navigation star feature database. A navigation star catalog
is a simple star catalog created by choosing navigation stars
from the basic star catalog that fall within a specific
brightness range and combining their position (right as-
cension and right latitude) and brightness information. In
addition to the navigation star catalog, the feature extraction
technique requires the creation of a navigation star feature
database. ,e following features are part of the experimental
feature library

(i) Annex 2 provides a simple catalog. ,e table is a
4908∗ 4 matrix, with the first column containing the
star number, followed by numbers 1 through 4908;
the second column containing the star’s right as-
cension data; the third column containing the star’s
declination data (unit of right ascension and decli-
nation data: angle); and the fourth column con-
taining the star’s magnitude data. Smaller storage
and faster matching speeds can be obtained by
simplifying the star list while retaining the same
recognition rate. Table 1 shows the precise simpli-
fication findings;

(ii) In Annex 3, Axx to Hxx represent the star point
numbers in the star map in turn. ,e data is a ∗ 3
matrix that stores the picture coordinate system
location information for the N star image points.,e
first column is the star image point number; the
second column is the image coordinate system’s x-
axis coordinate of the star image point centroid
center; and the third column is the image coordinate
system’s y-axis coordinate of the star image point
centroid center. ,e field of view of the star sensor is
20∗ 20, and the number of pixels is 1024∗1024.

,e technique is based on a comparison of the star map
and the vector characteristics of the stars in the library with
the highest number of matches.,e eigenvalues of the actual

RC

T1

T2

T3

Figure 4: Construction diagram of the observation star circum-
ferential pattern mode.
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must be present in the library, and the number of matches
for the eigenvalues of known stars in the navigation library
(as shown in Figure 6) is much greater than the number of
matches for the eigenvalues of false stars, so the maximum
number of matches identification method is used.

Using this method, a navigation star feature database
characterized by angular distance is constructed. Compared
with the traditional database construction method, this
method eliminates a large number of redundant eigenvalues
and greatly reduces the storage space.

3.2. Improved Star Pattern Recognition Algorithm of Radial
Companion- Circumferential Feature. When the improved
matching group star map recognition model encounters the
error problem caused by position noise, the star map rec-
ognition efficiency is low, the matching speed is slow, and
there will be a certain misjudgment rate. To solve this
problem, a radial companion-circumferential feature star
pattern recognition model with a compensation code is
constructed. ,e feature vector of the navigation star is
represented by themodel in the form of a bit vector.,e radial
feature of the observation star, the circumferential feature of
the observation star, and the position feature of the com-
panion star of the observation star make up the feature vector.

,e radial companion feature is used to complete the
initial matching and narrow the search range in the process
of radial companion annular star map recognition based on
compensation code, and then the observation star is

uniquely identified by screening according to the correlation
of the position information of each star point in the field of
view. Tf is defined as the minimum similarity difference
between the navigation star feature vector and the obser-
vation star feature vector in the feature library. ,e ob-
servation star whose minimum similarity difference is not
greater than the threshold F is selected as the candidate star.

fT � Ts − 

Nmax

i�1
S′(i)⎡⎣ ⎤⎦

2

+ Ta − 

Nmax

j�1
C′(j)⎡⎢⎢⎣ ⎤⎥⎥⎦

2

+ Tv − 

8

k�1
V′k⎡⎣ ⎤⎦

2

,

Ts � 

Nmax

i�1
S(i)&S′(i),

Ta � 

Nmax

j�1
C(j)&C′(j),

Tv � 
8

j�1
V(k)&V′(k),

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(5)

Table 1: Simplified Tycho_ 2-star catalog.
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Figure 6: Star point distribution of all navigation stars.
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where S(i) is the i th bit of the observation star’s radial
feature vector and S(i) is the i th bit of the navigation star
library’s radial feature vector. C(j) is the j-th bit of the
observation star’s companion star feature vector, and C(j) is
the j-th bit of the navigation star library’s companion star
feature vector. ,e k-th bit of the annular feature vector of
the observation star is represented by V(k), and the k-th bit
of the annular feature vector in the navigation star library is
represented by V(k). Equation (6) determines the candidate
stars.

fT ≤F. (6)

,e candidate stars are obtained by the minimum
similarity difference method, and other constraints should
be considered, such as the star’s angular distance being less
than the field angle. ,e specific methods are as follows in
Figure 7 below: screen the preprocessed star map and adjust
the threshold F; if the selected candidate stars are unique, the
candidate stars are uniquely matched to complete the star
pattern identification; if the candidate stars obtained by
screening are not unique, it is necessary to reduce the value
of F for screening; if no candidate star can be obtained

through screening, increase the value of F and repeat the
above process to match the candidate star uniquely.

4. The Experimental Results and Analysis

,e experimental data are shown in the supplementary
material files (available here), which come from the national
postgraduate mathematical modeling competition of China.
,e performance of the improved star pattern recognition
algorithm based on radial companion-circumferential fea-
ture is evaluated in order to verify the effectiveness, time-
liness, robustness, and storage space requirements of the
improved star pattern recognition algorithm based on radial
companion-circumferential feature. In the known star
pattern, the experiment should match the star number
corresponding to each star picture point. ,e point spread
function approach of Gaussian surface fitting is used for star
image processing, while the neighborhood means of the
filtering method are used for picture denoising. To extract
the recorded star coordinate data, the star pattern is first
filtered, and three-star pattern recognition algorithms are
then run in conjunction with the navigation star data in the
field of view.

CCD acquisition of
star charts

Pre-processing of star
maps

Least similarity method for obtaining
candidate stars for reference stars

�e match
succeeded

Complete star map
recognition

�reshold F+1

N

Y

Rejects mis-matched candidates based on the
correlation of star positions within the same

field of view

Construction of radial companion-cyclotron eigenvectors
with added compensation codes

Figure 7: ,e star pattern recognition process of radial companion-circumferential feature based on the compensation code.
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4.1. ;e Results of Simulation Star Pattern Experiment.
Process any star map, extract the star point coordinate data,
and identify the star pattern in combination with the nav-
igation star data in the field of view. Features are used for the
initial identification of star points. Table 2 shows the results
of the initial identification (due to space constraints, only
some initial identification results are given here).

,e star pattern in Figure 8 is recognized in the ex-
periment, and the matching numbers of star image points
and stars are listed in Table 2. All-stars in the field of view of
star pattern 1 are indicated by “∗ ,” and stars in the field of
vision of star pattern 1 are highlighted with red boxes.

Figure 8 shows that three stars are not visible in the area
of vision. ,ese three stars are at the edge of the field of
vision, as seen in the diagram.,ey do not appear in the field
of vision because the spacecraft’s attitude moves around the
optical axis of the star sensor, preventing stars that should
appear at the edge of the field of view from entering it. ,e
three models can successfully perform the recognition task
in the experiment. In the problem of the broad field of view
multistar image point matching, it was discovered that the
star pattern recognition model of radial companion-cir-
cumferential pattern with the compensating code has greater
calculation efficiency when compared to the computation
speed.

4.2. Comparison and Analysis of Simulation Results. First,
add the noise to the star pattern created by the simulation at
the start point position, with a mean value of 0 and a
standard deviation of 3 pixels, and follow the Gaussian
distribution (0.015mm is 1 pixel long). Observe the star
pattern recognition results of the three recognition algo-
rithms and count the recognition rate. Figure 9 shows the
comparison of the results.

,en, to the star pattern created by the simulation on the
magnitude, add noise with a mean of 0 and a standard
deviation ranging from 0 to 1Mv, and follow the Gaussian
distribution. Observe the recognition results of the star
pattern by the three recognition algorithms and count the
recognition rate. Figure 10 shows the comparison of the
results.

Finally, the recognition time is counted. Under the same
conditions, the three algorithms match and recognize 900
simulated star patterns without noise, calculate the average
time of each algorithm, and count the average matching time
rounded up every 100, as shown in Table 3.

It can be concluded from Table 3 that compared with the
triangle algorithm, the improved recognition algorithm
proposed in this paper improves the recognition time by
640ms, is better than the matching group algorithm, and

Table 2: Identification results.

Number of star image points in the star pattern Star number Number of star image points in the star pattern Star number
G01 1525 G22 1603
G02 1572 G23 1415
G03 1443 G24 1692
G04 1748 G25 1453
G05 1780 G26 1432
G06 1675 G27 1492
G07 1720 G28 1488
G08 1503 G29 1648
G09 1634 G30 1646
G10 1577 G31 1566
G11 1757 G32 1688
G12 1586 G33 1655
G13 1536 G34 1505
G14 1610 G35 1373
G15 1681 G36 1576
G16 1606 G37 1545
G17 1670 G38 1424
G18 1477 G39 1375
G19 1790 G40 1825
G20 1502 G41 1401
G21 1631 G22 1603
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Figure 8: Stars in the field of view.
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maintains a fast recognition speed. It shows that the im-
proved maximum matching number algorithm can reduce
the matching redundancy and recognition time. In addition,
the algorithm can reduce the storage space of the star da-
tabase and improve the rate of recognition success.

5. Conclusion

A star pattern identification method with a radial com-
panion ring feature and a compensation code is proposed in
this work. ,e algorithm adds the compensation
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Figure 10: Effect of magnitude noise on the recognition rate.

Table 3: Comparison of recognition time of three recognition algorithms.

Algorithm ,e traditional
triangle algorithm

,e radial feature star pattern recognition
algorithm without the compensation code

,e star pattern recognition algorithm based
on the radial companion- circumferential feature

Identification time(ms) 800 700 160
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Figure 9: Effect of position noise on the recognition rate.
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information for position noise on the basis of star radial
feature, reduces the influence of position noise, and stores
the feature vector based on radial companion feature in the
form of a bit vector, which greatly reduces the memory
requirement of the algorithm.

In terms of matching, this method uses a recognition
algorithm based on the maximum matching number, which
improves search efficiency significantly. In order to reduce
the matching rate due to the influence of interference stars
and the nonuniqueness of matching star pairs, this method
adopts logic and operations, which greatly reduces the
recognition time of the algorithm.

,e suggested approach is more resilient to position and
magnitude noise than the other two traditional algorithms,
and the average recognition time is also improved to some
extent, according to the experimental findings of simulated
star patterns. ,e recognition success rate of this method
may reach more than 97 percent in simulation.
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Supplementary Materials

Annex 1 is the relevant background of this project. Annex 2
provides a simple catalog. ,e table is a matrix in which the
first column is the number of stars, numbered from 1 to
4908; the second column is the right ascension data of stars;
the third column is the right ascension data of stars (right
ascension and right ascension data unit: angle); and the
fourth column is the magnitude information of stars. Annex
3 contains 8-star map data. For the sake of distinction, the
numbers are represented by axx∼hxx in turn. Taking C as an
example, the data is a matrix, which records the position
information of 7-star image points in the image coordinate
system. ,e first column is the star image point number
(numbers are c01∼c07 in turn), the second column is the x-
axis coordinate of the star image point centroid center in the
image coordinate system, and the third column is the y-axis
coordinate of the star image point centroid center in the
image coordinate system. ,e field of view of the star sensor
recorded in A∼ F files is 12o × 12o, and the number of pixels
is 512 × 512.,e field of view of the star sensor recorded inG
and H files is 20o × 20o, and the number of pixels is
1024 × 1024. . (Supplementary Materials)
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 eoretical digging force is an important performance parameter of the hydraulic excavator. Due to the multi-linkagemechanism,
the digging posture of an excavator is ever-changing; thus, it is not easy to calculate the theoretical digging force. Traditionally, the
theoretical digging force is calculated by selecting a limited number of postures of the excavator based on experience, which
cannot re�ect the force condition of each posture in the excavation process. In order to calculate the theoretical digging force of
any posture in the excavation process, this paper uses the principle of the analytical method to establish a theoretical excavation
force mathematical model of bucket excavation and uses Matlab software to solve the theoretical excavation force mathematical
models. In order to verify the model’s correctness, the experimental method is used to determine the actual maximum excavation
force of the excavator.  e test results showed that there was little di�erence between the actual maximum digging force and the
theoretical maximum digging force, which veri�ed the correctness of the theoretical digging force mathematical models and
provided a theoretical digging force calculation method and reference for the structural design and optimization of the excavator.

1. Introduction

 eoretical digging force is an important index to measure
the performance of the hydraulic excavator as well as the
basis for calculating the power of the hydraulic system and
the power system.  erefore, theoretical digging force is the
most important performance parameter concerned by the
designer in the design stage of the excavator [1]. In addition,
it is also one of the boundary conditions for the structural
�nite element analysis of the working device of the excavator
and other components.  erefore, it is extremely important
to obtain the accurate theoretical digging force.  ere are
countless digging postures during excavator operation.  e
theoretical digging force varies with di�erent digging pos-
tures. It is very complicated to calculate the theoretical
digging force. It is almost impossible to manually calculate
the theoretical digging force corresponding to each digging
posture.  erefore, the traditional calculation method of
theoretical digging force selects the typical working con-
ditions and postures of the excavator according to experi-
ence and then conducts a general survey and calculation

with the analytical method [2].  is calculation method is
limited by only calculating the digging force of a limited
number of digging postures, and the posture of the maxi-
mum digging force of the excavator is often di�cult to
determine accurately.  erefore, the traditional calculation
method cannot fully master the stress condition of the
excavator [3], and the calculation result may not be the
maximum theoretical digging force of the excavator.

Based on the limitations of the traditional calculation
method of theoretical digging force, this paper used the
principle of the analytical method to establish the theoretical
digging force mathematical model of bucket digging and the
theoretical digging force mathematical model of bucket rod
digging, respectively.  e theoretical digging force mathe-
matical models could calculate the theoretical digging force
of any posture of the excavator. Matlab software was used to
solve the theoretical digging force mathematical models and
draw the theoretical digging force map, so as to more in-
tuitively re�ect the stress state of the excavator in the whole
digging posture. In order to verify the correctness of the
theoretical digging force mathematical models, the
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maximum theoretical digging force of the excavator was
tested on the spot.  e test data showed that there was little
di�erence between the measured maximum digging force
and the theoretical maximum digging force, which veri�ed
the correctness of the theoretical digging force mathematical
models and provided the basis and reference for calculation
of the theoretical digging force for the structural design and
improvement of the excavator.

2. Establishment of Theoretical Digging Force
Mathematical Models

During excavator operation, the bucket teeth cut into the soil
and the tips of the bucket teeth are a�ected by soil resistance,
which is called the digging resistance.  e digging resistance
and the theoretical digging force are in the action-and-re-
action relationship, and the theoretical digging force of the
excavator is obtained by solving the digging resistance. A
digging posture will be formed as long as the hydraulic
cylinder moves a unit length during excavator operation. An
in�nite number of digging postures can be formed within
the stroke range of the hydraulic cylinder.When establishing
the theoretical digging force mathematical models, an ar-
bitrary digging posture within the stroke range of the

hydraulic cylinder was taken as the research object without
considering the self-weight of the working device and the
weight of the soil in the bucket, and the e�ciency of the
hydraulic system and linkage mechanism [4],  e structure
of the working device of the excavator is shown in Figure 1.

2.1. Establishment of the �eoretical Digging Force Mathe-
matical Model of Bucket Digging. When the excavator
operates in the way of bucket digging, the bucket hydraulic
cylinder drives the bucket to move, the hydraulic cylinder of
the bucket rod and the hydraulic cylinder of the bionic boom
are in the locked state, and the bucket teeth tips are a�ected
by the digging resistance FCW and perpendicular to the EQ
connecting direction.  e stress is shown in Figure 2,
wherein, A is the hinge point formed by the hydraulic
cylinder of bucket rod and the bucket rod, B is the hinge
point formed by the hydraulic cylinder of bucket rod and the
bucket rod, C is the hinge point formed by the hydraulic
cylinder of the bucket and the swinging rod and linkage,D is
the hinge point formed by the linkage and the bucket, E is
the hinge point formed by the bionic boom and the bucket,
G is the hinge point formed by the bionic boom and the
swinging rod, H is the hinge point formed by the bionic
boom and the bucket rod, and FC is the thrust of the hy-
draulic cylinder of the bucket.  e thrust FC can be divided
into two components of FCD and FGC, in which the com-
ponent FCD is along the hinge points C and D, and the
component FGC is along the hinge points G and C, as shown
in the �gure. Based on the principle of vector decomposition,
the following is deduced as

F
→
C � F

→
CD + F

→
GC. (1)

 e moments of the thrust FC of the hydraulic cylinder
of the bucket before and after decomposition to the hinge
point G are the same, as given in the following formula:

1 2 3 4 5 6 7 8

Figure 1: Structure of the working device. (1) bionic boom, (2)
hydraulic cylinder of bionic boom, (3) hydraulic cylinder of bucket
rod, (4) bucket rod (5) hydraulic cylinder of bucket, (6) swinging
rod, (7) linkage, and (8) bucket.
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Figure 2: Force analysis of the bucket digging device.
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Figure 3: Force analysis of separated linkage and the bucket.
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FC · LBG · sin ∠CBG � FC D · LCG · sin ∠DCG. (2)

 e big chamber thrust FC of the hydraulic cylinder of
the bucket is calculated by the following formula:

FC � P0 · A1 �
π ·D2

1
4

· P0. (3)

 e stress by taking the linkage and the bucket as re-
search objects is shown in Figure 3. For the hinge point E,
based on the principle of moment balance, the following is
deduced as

FCW · LEQ � FC D · LDE · sin ∠CDE. (4)

 e following is deduced by substituting formulas (2)
and (3) into formula (4), we get

FCW �
π ·D2

1 · LBG · sin ∠CBG · LDE · sin ∠CDE
4 · LCG · sin ∠DCG · LEQ

· P0, (5)

where LBG is the the distance between the hinge points B and
G; LCG is the the distance between the hinge points C and G;
LDE is the the distance between the hinge points D and E;
LEQ is the the distance between the hinge points E and Q; P0
is the rated pressure of the hydraulic system; and D1 is the
inner diameter of the hydraulic cylinder of the bucket.

For formula (5), ∠CBG, ∠CDE, and ∠DCG change with
the digging posture, and they are all the functions of the
length of the hydraulic cylinder of the bucket.  erefore, the
digging posture angle function is established with the length
LBC of a hydraulic cylinder as the independent variable.
According to the triangle cosine theorem, the following is
deduced as

∠CBG � arc cos
L2BC + L

2
BG − L

2
CG

2 · LBC · LBG
( ), (6)

∠CDE � arc cos
L2C D + L

2
DE − L

2
CE

2 · LC D · LDE
( ), (7)

∠DCG � arc cos
L2C D + L

2
CG − L

2
DG

2 · LC D · LCG
( ), (8)

∠BGC � arc cos
L2BG + L

2
CG − L

2
BC

2 · LBG · LCG
( ), (9)

∠DEG � ∠CEG + ∠CED

� arc cos
L2CE + L

2
EG − L

2
CG

2 · LCE · LEG
( )

+ arc cos
L2CE + L

2
DE − L

2
C D

2 · LCE · LDE
( ),

(10)

LCE �
���������������������������������������
L2CG + L

2
EG − 2 · LCG · LEG · cos(∠BGE − ∠BGC)

√
,

(11)

LDG �
�������������������������������
L2EG + L

2
DE − 2 · LEG · LDE · cos ∠DEG

√
, (12)

where LBC is the the distance between the hinge points B and
C; LC D is the the distance between the hinge pointsC andD;
LCE is the the distance between the hinge pointsC and E; LEG
is the the distance between the hinge points E and G; LDG is
the the distance between the hinge points D and G.

 e theoretical digging force mathematical model of
bucket digging can be obtained by substituting formulas (6-
12) into formula (5). When the hydraulic cylinder of the
bucket expands and contracts within its stroke range, the
theoretical digging force of any digging posture can be
solved by using the theoretical digging force mathematical
model, so as to obtain the theoretical digging force of any
posture during bucket digging.

2.2. Establishment of the �eoretical Digging Force Mathe-
matical Model of Bucket Rod Digging. For bucket rod digging
operation, the theoretical digging force generated by the hy-
draulic cylinder of the bucket rod is related to the stroke of the
hydraulic cylinder of the bucket rod and the rotation angle α,
that is, the stroke of the bucket hydraulic cylinder. During
bucket rod digging, the hydraulic cylinder of the bucket rod
drives the bucket rod to move, and the bucket rod drives the
bucket to move to dig. Both the hydraulic cylinder of bionic
boom and the hydraulic cylinder of the bucket are locked.  e
theoretical digging force FDW is equal to the digging resistance
of the bucket teeth tips in the opposite direction and is per-
pendicular to the straight lineHQ (the connecting line between
the hinge point H and the bucket teeth tips Q).  e digging
resistance force arm is LHQ, as shown in Figure 4, andK is the
hinge point formed by the hydraulic cylinder of the bucket rod
and the bionic boom. For the hinge point H, according to the
principle of moment balance, the following is deduced as

FD · LHK · sin ∠AKH � FDW · LHQ. (13)

 en the theoretical digging force during bucket rod
digging is

L AK

L
AH

FD

A
B

H

G
E

Q

D

C

α

LHK

LEH L
EQ

FDW

K

Figure 4: Force analysis of the bucket rod digging device.
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FDW �
FD · LHK · sin ∠AKH

LHQ
. (14)

In formula (14), ∠AKH varies with the digging posture
and is a function of the length of the hydraulic cylinder of the
bucket rod. According to the triangle cosine theorem, the
following is deduced as

∠AKH � arc cos
L2AK + L

2
HK − L

2
AH

2 · LAK · LHK
( ), (15)

LHQ �
�������������������������������
L2EH + L

2
EQ − 2 · LEH · LEQ · cos(π − α)

√
. (16)

 e big chamber thrust FD of the hydraulic cylinder of
the bucket rod is calculated by the following formula:

FD � P0 · A2 �
π ·D2

2
4

· P0. (17)

 e theoretical digging force mathematical model dur-
ing bucket rod digging is deduced by substituting formulas
(15), (16), and (17) into formula (14):

FDW �
π ·D2

2 · LHK · sin ∠AKH

4 ·
�������������������������������
L2EH + L

2
EQ − 2 · LEH · LEQ · cos(π − α)

√ · P0,

(18)

where LHK is the the distance between the hinge points H
and K; LEH is the the distance between the hinge points E
andH; α is the the rotation angle of the bucket relative to the
bucket rod;D2 is the inner diameter of hydraulic cylinder of
the bucket rod.

As shown in Figure 5, the included angle formed c by the
front side of the bucket teeth and the horizontal line is called
the cutting angle of the front edge of the bucket teeth, and
the included angle δ formed by the rear side of the bucket
teeth and the horizontal line is called the rear cutting angle.
For bucket rod digging, the change of the rotation angle α
will change the size of the cutting angle of the front edge of
the bucket teeth and the rear cutting angle. From Figure 5, it

can be seen that normal digging can be carried out only
when the rear cutting angle is greater than 0° in which the
bucket teeth tips contact the soil before the bottom of the
bucket. When the bucket rotation angle α turns to the
position as shown in Figure 6, the bottom of the bucket
contacts the soil �rst, the bucket teeth tips cannot contact the
soil, and the bucket rod cannot excavate normally.  is
posture is called the critical posture of bucket rod excava-
tion, and the rotation angle of the bucket relative to the
bucket rod is called the critical rotation angle α0. When
α< α0, that is, the length of the bucket hydraulic cylinder is
less than that of the hydraulic cylinder in the critical posture,
there is a rear cutting angle of digging, the bucket teeth tips
contact the soil �rst, and the bucket rod can excavate
normally. When α≥ α0, that is, the length of the hydraulic
cylinder of bucket is greater than or equal to the that of the
hydraulic cylinder in the critical posture, the rear cutting
angle is less than or equal to 0, so the bucket rod cannot dig
normally.

 e following is deduced in the critical posture as

α0 � π − ∠HEQ0, (19)

∠HEQ0 � arc cos
L2EH + L

2
EQ0

− L2HQ0

2 · LEH · LEQ0

, (20)

LHQ0
� LEQ0

· cos
π
2
− β( ) +

�����������������������

L2EH − LEQ0
· sin

π
2
− β( )[ ]

2
√

,

(21)

where α0 is the critical rotation angle of bucket and β is the
included angle between the EQ0 connecting line and the
bucket teeth.

 e critical rotation angle α0 of the bucket under the
critical posture can be solved by substituting formulas (20)
and (21) into formula (19). When α< α0 and LHQ > LHQ0

,
there is a rear cutting angle of digging. At this time, the
bucket rod can dig normally, that is, once the hydraulic
cylinder of the bucket changes one unit length every time
within the range of critical rotation angle α0, the hydraulic
cylinder of the bucket rod expands and contracts within its
stroke range for digging. In bucket rod digging, the

α

γ δ
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B
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G
E
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D

C

Figure 5: e cutting angle of the front edge of the bucket teeth and
the rear cutting angle.
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Figure 6: Critical posture of bucket rod digging.
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theoretical digging force of any posture within the range of
the critical rotation angle can be obtained with formula (18).

2.3. Solution of the �eoretical Digging Force Mathematical
Model. In order to accurately and quickly solve the theo-
retical digging force, the powerful computing function and
the convenient programming method of Matlab numerical
calculation software were used to transform the theoretical
digging force mathematical model into the Matlab pro-
gramming language and then realize the programming and
automatic solution of the theoretical digging force, and the
theoretical digging force was drawn into intuitive map
output.

2.4. Solution of �eoretical Digging Force of Bucket Digging.
 e installation distance of the hydraulic cylinder of the
bucket was 1378mm and the stroke was 885mm,
i.e., LBC � [1378 ∼ 2263].  e other information were as
follows: inner cylinder diameter: D1 � 90 mm; rated pres-
sure of hydraulic system: P0 � 34.3 MPa; LBG � 1834.6 mm;
LCG � 495 mm; LDE � 390 mm; LEQ � 1239 mm;
LC D � 450 mm; LEG � 332 mm; ∠BGE � 169∘.  e Matlab
program was compiled and solved according to the theo-
retical digging force mathematical model of the bucket, and
the relevant data and initial values were substituted into the
program for automatic solution, so as to obtain the theo-
retical digging force of any posture during bucket digging, as
shown in Figure 7. It can be seen from the �gure that when
the bucket hydraulic cylinder stroke is 320mm (i.e., the
length of the hydraulic cylinder of the bucket is 1698mm),
the theoretical digging force of the hydraulic cylinder of the
bucket reaches the maximum value of 73.144KN.

2.5. Solving of�eoreticalDiggingForce ofBucketRodDigging.
 e installation distance of the hydraulic cylinder of the
bucket rod was 1700mm and the stroke was 1175mm, i.e.,

LAK � [1700 ∼ 2875].  e other information were as fol-
lows: inner cylinder diameter: D2 � 90 mm; rated pres-
sure of hydraulic system: P0 � 34.3 MPa; LHK � 2267 mm;
LAH � 700 mm; LEH � 2250 mm; LEQ � 1239 mm.  e
Matlab solution program was compiled according to the
theoretical digging force mathematical model of the bucket
rod, and the relevant data and initial values were substituted
into the program for solution, so as to obtain the theoretical
digging force of any posture during bucket rod digging, as
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Figure 7: Relationship between theoretical digging force of bucket
digging and stroke of the hydraulic cylinder of the bucket.
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Figure 10: Test of maximum theoretical digging force.
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shown in Figure 8. It can be seen from the figure that when
the stroke of the hydraulic cylinder of the bucket rod is
455mm (the length of the hydraulic cylinder of the bucket
rod is 2155mm) and the rotation angle of the bucket is 90.5°,
the theoretical digging force of the hydraulic cylinder of the
bucket rod reaches the maximum value of 59.699KN.

3. Test of Maximum Theoretical Digging Force

In order to verify the correctness of the theoretical digging
force mathematical model, the test method is used to test the
maximum theoretical digging force of the excavator.+e test
value and the calculated value of the maximum theoretical
digging force are analyzed and compared to verify the
correctness of the theoretical digging force mathematical
models. +e mathematical models are wrong when the error
rate of the calculated value exceeds 10%, or else, they are
correct. +e principle of maximum theoretical digging force
test is shown in Figure 9. +e mechanical sensor dyna-
mometer is used for testing. +e excavator model is com-
pletely consistent with the excavator model used to calculate
the theoretical digging force. +e test process is as follows:

(1) Adjust the excavation posture of the excavator to the
maximum theoretical excavation force posture.

(2) Connect the steel wire rope at one end of the dy-
namometer to the bucket, and the steel wire rope at
the other end to the fixture and make the dyna-
mometer in a tension state.

(3) Adjust the engine speed to the rated pressure of the
hydraulic system and keep this state for a certain
time and record the reading value of the
dynamometer.

Repeat the test for 3 times and take the average value as
the test value of the maximum digging force. +e test site is
shown in Figure 10, and the test results are shown in Table 1.

+e above test data show that the error between the
calculated value of the maximum theoretical digging force
and the measured value of the maximum digging force of
bucket digging is 4.5 KN, and the error between the cal-
culated value of the maximum theoretical digging force and
the measured value of the maximum digging force of bucket
rod digging is 3.3 KN. Since the calculation of the theoretical
digging force did not consider the factors such as the back

pressure of the hydraulic cylinder, the friction at hinge
points and the efficiency of linkage, and the thrust of the
hydraulic cylinder needs to overcome the useless work
factors such as the back pressure of the hydraulic cylinder
and the friction at each hinge point in the test process, the
measured value is smaller than the theoretical value, but the
error is within a small range. +erefore, it can be considered
that the calculated value of the maximum theoretical digging
force is consistent with the test value. It shows that the
calculationmethod of theoretical digging force is correct and
feasible and further verifies the correctness of the theoretical
digging force mathematical models.

4. Conclusion

To solve the limitations of the traditional calculation method
of the theoretical digging force of the hydraulic excavator,
this paper established the theoretical digging force mathe-
matical models by using the principle of the analytical
method and solved it by using Matlab software. Firstly, the
theoretical digging force mathematical models of two dig-
ging methods of the excavator were established, which were
then transformed into the Matlab programming language.
+e complicated manual solving of the theoretical digging
force mathematical models was solved by using the powerful
computing function of computer, and the theoretical digging
force under any excavator posture was rapidly calculated.
+e maximum theoretical digging force of the excavator was
tested on site in order to verify the correctness of the
established theoretical digging force mathematical models.
+e test data show that the errors between the measured
values and calculated values of the maximum theoretical
digging force of bucket digging and bucket rod digging were
small, which further verifies the correctness of the theoretical
digging force mathematical models. +e theoretical digging
force mathematical models can calculate the theoretical
digging force of any digging posture. +e calculation pro-
gram of theoretical digging force mathematical models can
help the engineers of excavator manufacturers calculate the
digging force quickly. +e engineers only need to input the
structural parameters of the excavator, the rated pressure of
the hydraulic system, and other parameters to calculate the
theoretical digging force quickly, which greatly improves the
design efficiency.

Table 1: Comparison between measured values and theoretical values of maximum theoretical digging force.

Maximum
digging force

Engine
rotation

speed/rpm

Length of
hydraulic
cylinder of
bucket/mm

Length of
hydraulic cylinder
of bucket rod/mm

1st test
value/
KN

2nd test
value/
KN

3rd test
value/
KN

Average/
KN

Calculate
value/KN

Error
rate (%)

Maximum
digging force of
bucket

2060 1698 -- 68.5 68.2 69.1 68.6 73.144 6.60

Maximum
digging force of
bucket rod

2060 2155 2132 56.1 56.6 56.4 55.2 59.699 8.20

Note: error rate � calculated value of maximum theoretical digging force − tested value of maximum theoretical digging force/tested value of maximum
theoretical digging force.
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Based on the theoretical digging force mathematical
models established in this paper, the later research work will
use Matlab software, Visual Basic programming language,
and other software to develop a program for calculating
theoretical digging force, so as to provide convenient ser-
vices for enterprise engineers to calculate the digging force
accurately and rapidly. +e application of lightweight
technology in the field of constructionmachinery will also be
paid more and more attention as energy conservation and
environmental protection have been paid more and more
attention all over the world. Lightweight plays a vital role in
reducing oil consumption, reducing emissions, and im-
proving performance of excavators. +erefore, the future
research will focus on the lightweight research around ex-
cavators, optimize theoretical digging force, and improve the
performance of excavators.

However, there are also deficiencies in this paper. Only
single hydraulic cylinder digging was considered when the
theoretical digging force mathematical models were estab-
lished, and when digging, the composite diggingmethod was
often adopted, i.e., the hydraulic cylinder of bucket rod and
the hydraulic cylinder of the bucket drove the buckets to dig
at the same time. It is more complex to establish the the-
oretical digging force mathematical models of the composite
digging method, thus, in-depth research will be carried out
on the composite digging method of the excavator, and we
will try to establish the theoretical digging force mathe-
matical models of the composite digging method in the
follow-up work. [5–15].
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Judging from the current online teaching practice of higher physical education basic theory courses, there are many problems such
as lagging theory, unclear models, confusing mechanisms, outdated methods, and lack of resources, resulting in the low interest of
students. Basic theory courses are studied. �e phenomenon of skipping class and being late is common, which seriously a�ects
the improvement of the comprehensive quality of physical education students.�erefore, it has become an urgent problem for the
majority of higher sports workers to develop learning resources for basic physical education courses and realize the innovation
and application of the teaching mode of higher sports online courses. Compared with the traditional teaching method, the
students’ physical education teaching performance is improved by about 30%, and their personality is fully developed. Linking
teacher performance to changes in student performance parameters can e�ectively improve teacher motivation. �is shows that
under the background of intelligent sensor network, the physical education network course can e�ectively improve the
teaching e�ciency.

1. Introduction

With the accelerated pace of educational informatization, the
ability to be familiar with modern educational technology,
personal information, and information literacy has become a
must-have quality for people. As a reserve force for future
social development, students urgently need to improve their
educational level [1]. Colleges and universities have begun to
focus on improving students’ educational technology capa-
bilities. Starting from the enhancement of physical �tness, it
should be combined with the “National Physical Exercise
Standards”; it should conform to the students’ understanding
and the law of growth and development; according to the
actual situation and the needs of future development, pay
attention to training modern sports techniques. At the same
time, it is necessary to focus on cultivating students’ com-
prehensive quality, innovation ability, and information
ability, so that they can adapt to new teaching methods;
modern educational technology should be integrated into

teaching to help students develop good information literacy.
�e ability to develop information-based teaching enables
them to actively use the concepts of modern educational
technology after entering the society and to improve the
ability and practical ability to use information technology
[2, 3].

Smart sensors are devices with information capabilities.
Smart sensors with multiple processors capable of receiving,
processing, and exchanging information are the product of
the integration process of sensors and microprocessors [4].
Compared with traditional sensors, smart sensors have the
following three characteristics: use software processes for
high-resolution information retrieval at low cost; measure
the performance of training programs; and have multiple
functions [5]. Smart sports are to use smart sports equip-
ment to make traditional sports intelligent or online games
real. Compared with simple sports, the blessing of smart
equipment can make sports experience more data-based,
professional, and entertaining.
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For online jobs, there are also many training jobs for
domestic and foreign professionals. Based on the research
and analysis of the current situation of online and offline,
Zha and Zhang [6] proposed an online and offline training
mode based on the mobile social network. (is model
deepens the relationship between teachers and students.
Communication and collaboration also promote the
implementation of online and offline training standards [6].
When implementing the offline e-learning model, Yue and
Zhou [7] use WeChat as a forum, combine modern infor-
mation technology with traditional training methods, and
explore offline writing exercises.(e offline teachingmethod
is implemented with the support of WeChat school
guidelines [7]. It is considered that integrated learning is a
new learning mode, which can not only overcome some
shortcomings of online learning but also break the existing
traditional academic mode and make the two learning
modes merge with each other [8]. Effective analysis of
student performance data to understand the characteristics
and weaknesses of student learning was pioneered by Chen
and Chen [9], providing a scientific basis for teachers to
better understand students and apply knowledge to in-
structional management systems. While these studies add to
our understanding of e-learning on the one hand, our
understanding of the test data is still insufficient. Findings
from small samples of researchers and policymakers are not
generally credible enough. (erefore, we optimize sports
network course resources based on intelligent sensor net-
work research.

(e network-based learning method has been accepted
by people and has even reached the point where it is
impossible to live, produce, and learn without the network.
(e article establishes a network teaching platform to re-
alize the complementation of “in-class” and “out-of-class”.
In the process of implementing physical education courses,
teachers are required to upload various teaching docu-
ments, courseware, and assignments to the online teaching
platform and make full use of the school’s online teaching
platform to implement teaching, which can not only enrich
classroom information but also allow students to learn
outside of class. Self-study provides a network environment
for teachers and students to interact with teachers and
students in basic theoretical courses and expands the
teaching space. Various forms of online teaching activities
are carried out to achieve “online” and “offline” interaction.
In the implementation process of sports theory, the online
classroom is fully used for online learning, and repre-
sentative questions are answered “online” through “fo-
rum”, “Q&A,” and other columns, so that students can
learn in time and answer through QQ, e-mail, MSN, and
other methods. (e problems of individual students make
students feel that the teacher is around at any time, shorten
the distance between teachers and students, provide stu-
dents with timely and rich information under limited time
and limited teacher conditions, and make up for the
shortage of teachers. Online course resources are developed
to realize the combination of “theory” and “practice”.
According to the characteristics of physical education, with
the help of modern teaching technology, we develop and

update teaching resources and enrich teaching content. In
the teaching of sports theory, the use of sports technical
action pictures, animations and videos, or multimedia
materials of experimental operations visualizes the boring
theory, increases students’ interest in learning, increases
teachers’ teaching fun, and extends the deficiencies of
teaching materials.

2. The Entry Point of Resource Development
and ItsManagement Performance Evaluation
Research Method

2.1. Online Courses. With the rapid development of online
learning and the deepening of online interpersonal com-
munication training exchanges, a large amount of structured
data–also available–are available onmany training platforms
[10]. (ere are different types of data. People use submis-
sions in lieu of allegations behind it [11, 12]. Educational
data mining refers to extracting unique academic data,
making complex academic data useful information that
students can better understand, make course decisions for
us, and improve vocational training. Let’s be better [13].
Carrying out online physical education can effectively de-
velop the physical quality of students, cultivate students’
good exercise habits, and enhance their awareness of actively
participating in physical exercise.

(e control system considers the controller’s self-efficacy
and control method to be improved relative to the control
level [14]. (e scale of control is limited, and the number of
directors who can effectively and directly control its head-
quarters is also limited [15]. Any control system has a certain
controller. In an organization, the control system obeys the
controller, and the control system and the controller
complement each other. If the control area is expanded, the
administrator shall prevail; that is, the control level shall be
reduced. If the control size is reduced, performance will be
degraded, and the control size must be increased to improve
performance [16].

Figure 1 shows the different assessment methods for
students. (e so-called flat housing means that the steering
system has fewer control levels and a wider control range.
(e flat housing features a refined control hierarchy. It is a
“one-to-many” organizational structure in which the con-
troller directly faces the system. (e correct way is the
opposite.

M �
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Among them, M refers to the performance evaluation
system, PLA refers to the performance evaluation organi-
zation, and d (xi, xj) refers to the performance evaluation
index.
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Combined with the characteristics of the performance
evaluation system, promote relevant statistical functions
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2
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2
+ N3d

2
3 ∗ 0.1 +

2
3

N. (2)

(erefore, the range of control and the level of control
show an inverse relationship when confirmed by the con-
troller. (e key is the management recommendations
adopted by the company’s top management and the man-
agement model determined by the company. Leaders have
high personal strengths and strong combined skills. (ey
can quickly get the gist of a situation, give appropriate
guidance on contextual requirements, and keep authorities
informed, reducing the number of contacts with each su-
pervisor. Over time, its management scope will continue to
expand.

2.2. Online Sports Courses. With the progress of science and
technology in our country, the compilation of educational
information sources has been paid more andmore attention,
which is also the reason for the continuous change of the
current curriculum model. In the teaching of sports online,
teachers should make reasonable use of information tech-
nology to make students have a more profound grasp of
sports theory. (erefore, online services are of great interest
to educators. So what is an online service? How should the
concept of online work be defined? (e authors suggest a

number of relevant resources to ensure that online services
are also built into the curriculum, allowing students to
experience training beyond the interaction of the learning
community. However, online services have unique advan-
tages over traditional educational services.(ey are based on
modern technology and spread over the Internet to achieve
educational goals.

Online services are the result of modern curriculum
development and an important introduction of information
technology in the field of curriculum technology. It is an
online education model created by the combination of
network technology, multitechnology, and digital technol-
ogy. Such educational activities can be done in a one-to-one
or one-to-one learning program. Multiparty sharing of re-
sources is conducive to making full use of materials. (is
method is more innovative and has rich educational content,
which can increase students’ interest in writing. Most im-
portantly, such educational activities are not just for stu-
dents. It can benefit more people and is an important way to
learn new teaching methods. At the same time, we use
multimedia development to create learning content,
teaching methods, and teaching space for sports activities.
With the help of the Internet, audio, video, games, pictures,
etc. are shared with students. (e large capacity, rich and
diverse forms, and high sharing characteristics of network
information resources can play an important role in college
education, especially physical education, which has im-
portant and unique significance. (erefore, the sports
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Figure 1: Multiple assessment methods.
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network service introduces a new way of sports training,
introducing the characteristics of modern information
technology.

(1) (e transmission speed is fast, and the distribution is
strong. Implement online training services and de-
termine distribution. If the network is available and
mobile, you can also learn about useful educational
activities for students to train outside of school hours
to help students manage their time.

(2) Strong communication skills, easy to learn and
communicate: Communication means that students
can exchange knowledge with each other on the
Internet. Even two strangers can still discuss and
exchange knowledge over the Internet. (is is an
important part of online education services.

(3) Virtual, long-term: In the traditional course model,
students and teachers stay in the same classroom to
study and communicate, which limits the number of
students who take the course, hoping that more
students will learn more. Teachers need to lecture
frequently, which increases the effectiveness of
teachers’ teaching.

(4) Improve information sources: In today’s informa-
tion age, students can gain understanding from
many aspects. (e source of knowledge no longer
comes from textbooks or teacher lectures as it once
did. Multimedia can be used as other means of ac-
quiring knowledge from many sources. Due to the
development of modern technology, the diversifi-
cation and rich applications of these information
sources have been developed.

(5) Can meet the individual requirements of students:
Students can choose according to their preferences
or training time. (ey are not limited to the only
educational activities ordered by the school. Online
services can provide comprehensive rewards for
students’ freedom. When studying, it is more im-
portant to choose training activities according to
your own preferences, which can improve the aca-
demic performance of the class, and also help stu-
dents to a certain extent, and help students develop
personal training plans.

Table 1 shows the differences between online learning and
traditional learning. An online learning environment may also
be referred to as an online learning environment. It is based on
computer technology and usually comes with training re-
sources and online training forums. Compared with the local
offline classroom, the online learning community of the
learning community is more free in time and space, and these
learning resources are rich and can be distributed quickly.
Different platforms and resources provide a platform to help
teachers and students practice online.

2.3. Teaching of Sports Online Courses. Sports’ networking is
a topic where science and practice are closely integrated.
(erefore, teachers should choose issues closely related to

students’ learning and lifestyle for online education, so as to
improve students’ understanding of information technology
and work knowledge. At the same time, teachers should
encourage students to apply technology to life coaching or
learning other subjects, so that students can apply powerful
knowledge, exert their problem-solving ability, and lay a
foundation for the cultivation of students’ life. Learn the
ability to climb. For the analysis, judgment, and optimiza-
tion of the motion network algorithm, we use the following
equation to calculate

t(s) � exp − 
s

0
κ(t)dt , (3)

as we can see

z � 1 − t(s) � 1 − exp − 
s

0
k(t)dt . (4)

When Δs approaching zero,

dI

ds
� T(s)∗ ρ(s)∗A � T(s)∗ κ(s),

I(s) � I0 + 
s

0
g(t)dt.

(5)

(e general formula we use for this is as follows:

x(k + 1) � Ix(k) + Jv(k), k � 1, 2, . . . (6)

(e power has the following performance indicators:
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∞

k�1
x

i
(k)Jx(k) + r

i
(k)cJ , (7)

where the power matrix Q is
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Introducing the parameter and power weighting factorQ
gives

2b
2

a
2
r

−1Ix − t Q �
1
2
t
2

+
1 − b

2

a
2
r

−1 t. (9)

Delivered by recipe

Q
2

+
2 1 + b

2
 

a
2
r

−1 Q +
1 + b

2
 

2

a
2
r

−1
 

2 Ix � Q + t +
1 − b2

a2r−1 Ix 

2

.

(10)

3. Research Experiment on the Entry Point of
Resource Development and Its Management
Performance Evaluation

3.1. Subjects. (e six classes were selected according to the
physical education level of a university in the city and were
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divided into traditional teaching groups, general e-learning
groups, and e-learning groups based on electronic sensors.
When students teach online through e-learning, each group
selects a group leader and creates a message group to fa-
cilitate learning and discussion among group members.
Teachers publish this handbook prior to the start of the
course and provide students with related microvideos,
training pages, and other resources.

3.2. Data Preprocessing. For the test system and the tutorial,
the integration method is used for clustering, and the k value
and dk� 2, 3, 4, and 5 are selected, respectively, and then, the
clustering is performed in turn. (e results are shown in
Table 2.

It can be seen that when k is 3, the GA arrow reaches its
maximum value. So the optimal number of clusters for this
dataset is 3. (is clustering model currently has high overall
performance and is an ideal compiler for this dataset.

3.3. Entry Point for Students. At the same time, through the
construction of curriculum resources, it can better en-
courage students to learn actively and independently, en-
courage teachers to learn new knowledge, expand teaching
space and time, and solve problems such as insufficient
teachers and insufficient facilities.

4. Experimental Analysis of Resource
Development Entry Point and Management
Performance Evaluation Research

4.1. Students Understand. (e statistics are based on the
knowledge base of physical education.(e sports knowledge
and sports identification data system consist of 343 in-
stances, with a sample size of 6 and a total of 2 classes; the
data system for practice techniques consists of 762 examples,
with a sample size of 8 and the correct number of classes of 2.
(e motion parameter data system consists of 702 samples,
with a sample size of 9 and a maximum number of classes of
2. (e results are shown in Table 3.

Comparing the performance with the experimental re-
sults shown in Table 3, it can be seen that for all three
datasets, the GA ratio can find the exact number of clusters,
while the traditional DBSCAN index cannot find the exact
number of clusters. (e CLIKU index of each dataset can
only find the number of clusters of the motion knowledge
dataset but not the ideal motion parameters and the number
of clusters of the motion knowledge dataset.

(e most important athletic ability knowledge is sports-
related knowledge, that is, understanding athletic ability.(e
knowledge most relevant to athletic ability is exercise-related
knowledge, that is, understanding athletic ability. Ten rel-
evant topics were randomly selected, namely “health,”
“physical exercise,” “physical fitness,” “lifestyle,” “aerobic
exercise,” and “lack of physical exercise,” “Conclusion” and
“Conclusion,” “BMI,” “Health Equivalence,” and “Physical
Activity Guidelines”—these terms are very similar to those
used in sports. (erefore, studying students’ attitudes to-
wards their use can show their knowledge of sports. (e
result is shown in Figure2.

Figure 3 shows that 55.2% of the respondents under-
stood the term “health,” followed by “exercise” at 46.2%,
“body” at 45.6%, and “lifestyle” at 39.2%. (e three least
understood terms were “obesity,” “fitness,” and “inactivity,”
accounting for 33.0%, 24.2%, and 28.8%, respectively. Not
everyone understands these terms because all of them are
business rules. Conscious memory is not easy to understand.

An important role of exercise is to maintain good health,
and physical fitness plays an important role in health. (e 20
questions on physical fitness are multiple-choice questions,
each correct answer will score 2 points, and no wrong an-
swers are allowed. (e total score is 40 points. To better
analyze the students’ grades, their scores were converted to
100 points, and the results are shown in Table 4.

4.2. Student Differences. Statistics are based on the sports
lives of nonformal students and disaggregated by gender for
women and men to understand current understanding of
sports network activity.(e size of the male head is shown in
Figure 4.

As can be seen from Figure 4, the ability of boys before
the multifunctional vocational training is not deep, and the
average is 2, which does not meet the requirements of art
students. To judge whether students meet the requirements,
we also calculated student performance at the following six
levels, as shown in Figure 2.

As can be seen from Figure 2, there is no significant
difference between the student’s control and the male

Table 1: (e difference between online learning and traditional teaching.

1 Number of learners Basically unlimited Limited by the environment
2 Study location No space restrictions Fixed study place
3 Actual Comparing men to start hands-on activities Easy to carry out practical activities
4 Learning feedback Multi-channel Single mechanism
5 Study time Flexible Fixed time
6 Learning resources Multimedia Easier
7 Learning evaluation Easy-to-implement processes and summative assessments Summative evaluation

Table 2: GA indices at different K values.

K N Number of samples Genetic algorithm
2 175 265 0.664
3 263 265 0.989
4 227 265 0.858
5 235 265 0.564
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Table 3: Experimental comparison solution results.

Data set Sample Sample size Correct number of classes
Optimal number of clusters

DBS scan Group Genetic algorithm
Grade 3 52 5 3 1 7 1 5
Consciousness 754 7 4 18 18 4
Participate 702 10 2 17 6 2
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Figure 2: Schoolgirl’s mastery.
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Table 4: College students’ awareness of sports knowledge.

90–100 80–89 70–79 60–69 <60
Number 45 324 421 256 68
Percentage 3.54 36.5 42.65 21.65 6.51
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student’s control, and the mean is around 2. (e data after
the study are shown in Figure 5.

As can be seen from Figure 5, we can confirm that after
training, students’ athletic ability has made good progress,
and sensor-based online learning can achieve better results
than these two teaching methods. It can be seen that if you
want to create a good entry point for online sports service
resources, you can start from the places that students are
interested in.

4.3. Parameter Changes. (e specific data are shown in
Figure 6.

Course quality statistics are also provided, as shown in
Figure 7.

At the same time, through the construction of curric-
ulum resources, it can better encourage students to learn
actively and independently, encourage teachers to learn new
knowledge, expand teaching space and time, and solve
problems such as insufficient teachers and insufficient fa-
cilities. Network teaching research is to realize the combi-
nation of “teaching” and “research”. In order to better
explore the laws, principles, and methods of physical edu-
cation theory of the teaching practice and solve the problems

that need to be solved in teaching, we have carried out a lot of
“curriculum construction” in the teaching process of
physical education theory. Exploration and research were
carried out, and the results were applied to the teaching
practice of physical education theory courses, helping
teachers to better carry out network teaching, allowing
students to better use the network for autonomous learning,
and improving teaching quality [16].

5. Conclusion

Develop online teaching resources for sports theory courses
to enrich teaching content. Its experimental data showed
that 55.2% of the respondents understood the word “health,”
followed by 46.2% “exercise,” 45.6% “body,” and 39.2%
“lifestyle.” It can be seen that at present, the theory course
teaching team of our school has integrated the advantages of
traditional classroom learning and online self-study, con-
structed the network teaching mode of sports theory course,
and developed multimedia courseware and video of sports
theory course. (e school network platform implements
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online teaching and realizes the complementation of “in-
class” and “extra-curricular”, the interaction between
“online” and “offline”, and the combination of “theory” and
“practice” to maximize the sharing of high-quality teaching
resources. It solves the problem of insufficient learning
interest of teachers and students, expands the time and space
of students’ learning, overcomes the contradiction between
“learning and training” to a certain extent, fully embodies
“people-oriented”, and realizes personalized and autono-
mous learning. Teaching and learning improve the learning
effect of physical education students. (e combination of
“theory” and “practice” is the key to the teaching of theory
courses in sports majors. In the process of the construction
of sports theory curriculum resources, relevant teaching
reform research should be actively carried out, and the ways
of opening high-quality curriculum resources and quality
sports products to the society should be analyzed. (e effect
of the course, the implementation of the online course
construction project, and the update and maintenance of the
course network resources have accumulated valuable
practical experience, promoted the sustainable development
of online teaching, and promoted the combination of
teaching and science. Research and realize that the teaching
reform project originates from teaching practice, and the
teaching reform results serve the virtuous circle of teaching
practice.
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Camellia oil contains a variety of active substances, which have the functions of strengthening the heart and lowering cholesterol,
and can prevent a variety of cardiovascular and cerebrovascular diseases caused by vascular sclerosis edible oil. Based on the
logistics model, this paper builds a research model on the in�uencing factors of consumption and purchase intention and analyzes
the coastal areas of camellia oil. Using this model, it makes an empirical analysis and research on the di�erences in the purchase
intention and in�uencing factors of di�erent consumers of camellia oil. Based on the results of empirical analysis, the main
research conclusions of this paper are extracted, including the in�uencing factors of consumers’ camellia oil purchase willingness
and the di�erences in the in�uencing factors of consumers’ camellia oil purchase willingness under di�erent income levels, and
put forward some corresponding measures and policy suggestions in a targeted manner. Based on the research model of the
in�uencing factors of purchase intention established by logistic algorithm, this paper analyzes the coastal areas of Chashan oil and
�nds that the factors a�ecting consumers’ purchase intention are positively related to education and personal monthly income and
negatively related to gender. “Educational education” is signi�cant at 1% and has a positive correlation with a coe�cient of 0.864;
personal income is signi�cant at 5% with a coe�cient of 0.762; for gender, it is negatively correlated with a coe�cient of -0.259,
indicating that other variables remain unchanged. Education can promote consumers’ willingness to buy camellia oil, and
consumers with higher education are more likely to buy camellia oil. In the same regression prediction model, the regression
prediction e�ciency of this model is better. In general, this shows that the model in this paper has certain superior performance.

1. Introduction

Food safety is an important issue related to the stability and
economic development of any country. Edible oil is an
important part of diet, necessarily consumable for people’s
life, and an indispensable food ingredient in people’s daily
diet. Camellia oil is one of the traditional edible oils of
residents, with high nutritional value. It not only is edible,
but also has medicinal value and can be used as a beauty and
skin care product. Its structure is very similar to that of olive
oil, especially monounsaturated fatty acids, and its com-
ponent content is slightly higher than that of olive oil, while
the price of camellia oil is only about 1/3 of that of olive oil. It
conforms to the Mediterranean dietary pattern generally
recommended by nutritionists all over the world today and

has a certain competitive advantage in the international
market. It is of great signi�cance to improve dietary
structure and national physical quality. Camellia oil contains
a variety of active substances, which have the functions of
strengthening heart and lowering cholesterol, and can
prevent a variety of cardiovascular and cerebrovascular
diseases caused by arteriosclerosis. �erefore, it is called
“Changshou oil,” and it is a healthy high-grade edible oil
promoted by FAO [1]. Camellia oil cultivation has the
advantage of not occupying cultivated land, so developing
camellia oil industry has become an important deployment
of edible oil safety strategy [2]. With the growth of oil
planting area slowing down and shrinking, more and more
countries have increased their dependence on the world
edible oil market, and many countries’ dependence on
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foreign countries is as high as 60%. Faced with a large
population and a small cultivated land area per capita in
some countries, the grain and oil provided by the traditional
grain industry cannot meet the market demand of the
country well. With the adjustment of agricultural structure
and the acceleration of urbanization, various factors that
perplex the grain and oil security still exist [3]. After several
years’ development, camellia oil has been known by more
and more people, but compared with the camellia oil in-
dustry, which is developing faster and faster, we are still
faced with a relatively cold camellia oil market. On the one
hand, the sustainable development of camellia oil industry
depends on increasing productivity, expanding production
scale and improving production efficiency to increase supply.
On the other hand, it is necessary to increase the market
demand and increase the market share of camellia oil [4].
However, with the expansion of Camellia oleifera planting area,
the continuous improvement and promotion of Camellia
oleifera oil production technology have led to the continuous
increase of output and market supply. At the same time,
people’s lack of knowledge of Camellia oleifera and Camellia
oleifera oil will lead to insufficient demand in Camellia oleifera
oil market, which may lead to the situation of oversupply,
which will eventually lead to waste of resources and damage to
the interests of Camellia oleifera oil operators, and then make
the industry gradually decline [5]. (erefore, it is urgent to
promote and expand the market of edible oil. Based on the
logistics model, this paper builds a research model of influ-
encing factors of consumption purchase intention, analyzes the
coastal areas of camellia oil, and makes an empirical analysis
and research on differences of purchasing intention and
influencing factors of different consumers.

Based on the logistics model, this paper studies the
influencing factors of consumption and purchase intention
in the coastal areas of camellia oil. (e innovations of this
paper are as follows:

(1) Innovation of research perspective. From the current
research of scholars, the research on the develop-
ment of camellia oil industry is mostly conducted
from the perspective of producers. (e innovation of
this paper is from the perspective of consumers,
through the investigation and analysis of consumers’
willingness to buy camellia oil.

(2) Taking the theory of planned behavior as the theo-
retical analysis basis, this paper puts forward re-
search hypotheses for the model and then
empirically tests the hypotheses based on the actual
survey data by using the structural equation model,
which further expands the application field of the
theory of planned behavior and makes up for the
theoretical gap in the study of consumers’ willing-
ness to buy camellia oil.

(3) (is paper introduces the thinking framework of
logistic model into the field of camellia oil, focuses on
exploring and analyzing the influencing factors of
consumers’ purchase intention in coastal areas,

establishes logistic model regression to analyze the
main factors affecting consumers’ purchase of ca-
mellia oil, and puts forward countermeasures and
suggestions to promote camellia oil consumption
through the research conclusions.

2. Related Work

Camellia oil is a kind of woody edible oil plant planted only
in China. It has a long history of cultivation and utilization in
China, which has lasted for more than 2300 years. It mainly
grows in the hilly areas of southern China. In China, it is
mainly planted in some coastal cities: Fujian, Guangdong,
Guangxi, etc. [6]. Some Chinese scholars have studied the
consumption of camellia oil in the market as follows: Ahmed
et al. have concluded that camellia oil is well used in the
fields of edible industry, medicine, pharmacy, chemical
industry, cosmetics, and so on [7]. (e tea industry has a
long industrial chain. From planting to processing and sales,
tea has high economic value. It can be used not only in the
deep processing and production of Camellia oleifera, skin
care products, and nutrition and healthcare products, but
also in the production of feed, fertilizer, cleaning products,
and refined tea saponins, which are processed by the
remaining materials. By analyzing that Camellia oleifera can
be planted and harvested for many years, and that Camellia
oleifera production can produce a variety of economic and
ecological benefits, Zhong and Lou pointed out that Ca-
mellia oleifera oil has broadmarket potential. Due to the lack
of consumer awareness, the current market demand is in-
sufficient, which needs further publicity and promotion by
government and enterprises [8]. Zhu et al. analyzed the
growth characteristics, suitable planting areas, and other
natural characteristics of Camellia oleifera, and put forward
the important role of Camellia oleifera cultivation tech-
nology and science and technology promotion. In the 1960s,
consumer behavior research began to become a new research
field [9]. Among them, the research on the theoretical basis
of consumer behavior mainly has the following views: the
rational behavior theory proposed by Han et al. can widely
and effectively predict the consumer psychology and be-
havior of consumers. According to TRA theory, consumers
can rationally find a way to maximize their own utility to
guide their consumption behavior. In a narrow sense,
consumer behavior refers to all kinds of behaviors that
people performwhen consumers obtain the goods they need,
such as comparison, selection, purchase, and use [10]. Zhou
et al. believe that consumer behavior is the decision-making
process when consumers choose and finally buy their fa-
vorite products, and point out that consumer behavior is the
physical and mental activities of purchasing and consuming
products [11]. Xiang et al. emphasized that different health
conditions of individual consumers will have a certain
impact on their acquisition of consumption information. It
is believed that purchase intention is related to behavior
habits, which is an indicator to measure whether consumers
will have further consumption behavior, and can be used to
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predict consumers’ consumption behavior [12]. Zhou et al.
pointed out that consumer behavior is related to the concept
of consumption lifestyle. He pointed out that there is a
significant internal correlation between demographic and
psychological statistical characteristics and consumption
behavior. (e research shows that the relationship between
demographic characteristics, such as gender, age, and ed-
ucation level, and consumption behavior is complex, and
whether there is a significant impact between them and
consumption behavior is still uncertain [13]. Chun et al.
believe that more efficient and accurate prediction should be
based on purchase intention, and point out that when
consumers have high uncertainty about products and many
input factors, it is difficult to make rational decisions, and
they often reduce uncertainty by establishing relationships
[14]. With the rapid development of database technology
and information technology, enterprise managers can use
information technology to better understand consumer
behavior.

In the research process, the related theoretical research
results of camellia oil were comprehensively reviewed and
sorted, and the main points were comprehensively sorted
out and summarized. Among them, the collection of liter-
ature mainly includes a review of the camellia oleifera in-
dustry, the background of the camellia oleifera industry
based on the large grain and oil safety strategy, and the
research status of the camellia oleifera industry. From the
perspective of research content, the existing research liter-
ature still stays at the qualitative description of the devel-
opment significance and problems of the Camellia oleifera
industry, lacking the support of sufficient survey data and
the overall clear description of the current situation of in-
dustrial development. (e development of Camellia oleifera
industry is mainly carried out from the perspective of
producers, and there is less research from the perspective of
consumers. (erefore, the article starts from the con-
sumption of camellia oil, introduces the thinking framework
of the logistic model in the field of camellia oil, focuses on
the exploration and analysis of the influencing factors of
consumers’ purchase intention in coastal areas, establishes
the logistic model regression for empirical analysis, and
finally proposes the promotion of countermeasures and
suggestions for the consumption of camellia oil.

3. Methodology

3.1. Concept and "eoretical Basis of Camellia Oil Con-
sumption and Purchase Intention. Camellia oleifera is a
unique woody edible vegetable oil tree species in China. It
has a long history of more than 2,300 years of cultivation and
utilization in the country. (e hilly areas of southern China
are the main planting areas. (e planting provinces are
Hunan, Jiangxi, Fujian, Guangdong, Guangxi, etc. [15].
Camellia seeds can be processed into edible oil. Camellia oil
is bright in color, fragrant in taste, and rich in nutrition. It is
a high-quality edible oil in China. Camellia oil can also be
referred to as camellia oil. (e whole body of camellia oil is a
treasure. It can be used as lubricating oil and anti-rust oil. At
the same time, tea cakes can be used for daily necessities such

as washing and cleaning. (e peel can be used to extract
tannin extract. It is suitable for planting in warm and humid
climates, 16–18 degrees Celsius, and the average annual
temperature, and the average temperature during the
flowering period is 12-13 degrees Celsius. (e annual pre-
cipitation should be more than 1000mm, and it is advisable
to plant in the deep acidic soil. Camellia oil, commonly
known as camellia oil, is a pure natural high edible vegetable
oil made from camellia seeds, with bright color, high fra-
grance, and high nutritional value [16]. More than 90% of
the world’s camellia oil products come from China.
According to historical records, as early as the first 100 years
of the Han Dynasty, China began to plant tea. At present, the
area of camellia planting in the country is about 45 million
mu, with an annual output of about 1 million tons of ca-
mellia seeds and an annual output of over 270,000 camellia
oil [17]. (e camellia oil industry refers to the concentrated
and contiguous planting of camellia oleifera, the compre-
hensive utilization of camellia oleifera oil, and nutritional
healthcare products, skin care products, and other products
through intensive and deep processing, forming an indus-
trial chain based on camellia oleifera. Its structure is shown
in Figure 1.

General academic understanding: the meaning of con-
sumer behavior is the meaning of consumer purchase, the
decision-making process of using consumer goods or re-
ceiving services before taking various actions, and deter-
mining these actions [18]. From the definition, it can be seen
that consumer behavior includes not only all kinds of actions
taken to buy, use consumer goods, or receive services, but
also the decision-making process before actions. (e deci-
sion-making process of consumers’ final consumption be-
havior needs to go through a series of comprehensive
psychological and thinking activities, which are influenced
by advertising, culture, folklore, economy, personal cogni-
tion, and other aspects [19].

(e planning behavior theory can be traced back to 1963.
American scholar Fish Bein. M put forward the multi-at-
tribute attitude theory and analyzed the relationship be-
tween attitude and behavior. With the rapid development of
the theory of planned behavior, it has been successfully and
widely used in many fields of behavior research. According
to the planning theory, behavioral intention is the direct
factor that determines behavior, while behavioral intention
is influenced by three variables: behavioral attitude, sub-
jective norms, and perceived behavioral control. (e rela-
tionship among these factors is shown in Figure 2.

(e theory of consumer purchasing behavior is a theory
mainly used in the study of factors affecting consumer
cognition and purchase intention. Consumer buying be-
havior refers to the process activities in which people seek,
select, purchase, use, and dispose of products and services to
meet their needs and desires, including the subjective
psychological activities of consumers and the objective
material camellia oil activities. (e purchase behavior of
consumers is regarded as a decision-making process. Part of
this decision-making process can be observed, such as the
statistical characteristics of consumers, the behavior of
consumers to buy or not to buy, and the specific products
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bought by camellia oil. (e premise for tea oil consumers to
buy tea oil is to have sufficient understanding of tea oil and
generate purchase intention. (e factors that affect the
impact of camellia oil on consumers’ purchase of tea oil
include the price of tea oil, the degree of understanding of tea
oil products, the atmosphere in which consumers use ca-
mellia oil, etc. Consumers’ understanding of tea oil and their
willingness and behavior to buy tea oil involve two aspects:
information asymmetry and transaction cost.

In order to confirm the reliability and effectiveness of the
questionnaire, this paper uses internal to measure the re-
liability of the questionnaire and uses SPSS16.0 to analyze
the reliability of the observed variables of four potential
variables: behavior attitude, subjective norms, perceived
behavior control, and purchase intention. It can be seen that
Cronbach’s value is between 0.656 and 0.837, and the overall
Cronbach’s value of the questionnaire is 0.801. (e ques-
tionnaire has good internal consistency. (e reliability,
validity, and exploratory factors are shown in Table 1.

When analyzing the convergent validity and discrimi-
nant validity of the observed variables under the common
factor, the factor weighted value in confirmatory factor
analysis, also called factor loading, has different criteria for
judging factor loading. Some experts suggest that the
standardization factor loading should be above 0.3. Some
experts suggest that it should be above 0.4, but it is usually
less than 1.(e article draws on the standard of 0.3 to 1.0; the
standard factor loading coefficient of the variable “I buy” is

0.076, the standard factor loading coefficient of the variable
“opinions of relatives and friends will affect my purchase” is
0.269, and the criterion “low income level limits my pur-
chases” has a loading factor of 0.295 in the perceived be-
havior control variable.

(is article is mainly based on the theory of consumer
behavior, combined with the existing scholars’ research on
cognitive influencing factors. (e selected variables are
consumers’ personal characteristics, including gender, age,
education, personal income, and marital status. (e vari-
ables of consumer family characteristics are mainly the
number of family members, the regional characteristics, that
is, whether they come from the main camellia producing
areas in the coastal areas, and the level of health care. (e
variable names, values, meanings, and symbols are shown in
Table 2.

(is paper expects that among these eight variables, the
level of health concern, the characteristics of the place of
origin, and the personal monthly income will show a strong
correlation with cognition, and they are all positively cor-
related. One of the major features of camellia oil is that it has
high nutritional value and health benefits. (erefore, the
more concerned people are about their own health, the more
likely they are to be interested in camellia oil, and the more
likely they are to know about camellia oil. It is also a very
reasonable explanation that consumers in the region have
greater exposure to camellia oil than consumers in nonmain
producing areas; since the current market price of camellia
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Figure 1: Structure of the camellia oil industry chain.
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oil is still relatively high, and it is positioned as a high-end
edible oil, the lower the income level, the less likely people
will buy high-end edible oil, the less chance they will know
about camellia oil.

At present, the coverage of camellia oil in the market is
relatively low, and many consumers are unaware of camellia
oil, let alone have an understanding of camellia oil.
According to the survey, the existing edible oil testing
equipment and technology are still unable to monitor the
quality and authenticity of camellia oil. If the water content
is less than 10%, it is basically difficult to detect. Mixing other
oils into camellia oil for profiteering, in a better case, is to use
soybean oil, etc., and even worse is to use gutter oil mixed
with camellia oil, which will not only disturb the order of the
edible oil market, but more importantly, it will threaten the
food safety and health of consumers. (e efficacy of camellia
oil is shown in Figure 3.

At present, many related studies have confirmed that
camellia oil has high nutritional and healthcare value.
Unsaturated fatty acids are essential fatty acids for human
body, which can regulate blood lipids, clear thrombi,

enhance immunity, maintain retina, nourish brain, improve
arthritis symptoms, and relieve pain. According to research,
it is known that olive oil contains 75%–90% unsaturated
fatty acids, while camellia oil contains 85%–97% unsaturated
fatty acids, which is even higher than olive oil. In addition,
camellia oil also contains linoleic acid, linolenic acid,
squalene, tea polyphenols, camellia saponin, camellia sa-
ponin E, and other substances, which are of great help to
people’s health. However, many consumers do not know it.
Even if they do, because the specific embodiment of the
nutritional value of camellia oil needs a long-term contin-
uous process, it is difficult for consumers who have not eaten
camellia oil for a long time to confirm these values. On the
one hand, information asymmetry is also one of the ob-
stacles to the development of camellia oil market.

3.2. Relevant "eorems about the Logistics Model. In the
conventional regression model, the dependent variable is an
interval (quantitative) variable, and theoretically it is re-
quired to obey the assumption of normal distribution line

Table 2: Variable names, values, meanings, and symbols.

Variable classification Variable name Value and meaning Representative
symbol

Personal characteristic

Gender 1�male; 0� female N1
Age Numerical variable N2

Marital status 1� yes; 0� no N3

Academic degree 1� primary school and below; 2� junior high school; 3� high
school N4

Personal monthly
income 3� (2000, 3000); 4� (3000, 4000); 5� 5000 yuan and above N5

Family characteristics Number of households Numerical variable N6

Regionalism Are they from coastal
areas? 1� yes; 0� no N7

Attention level to
health Degree of concern 1� no attention; 2� occasional attention; 3�more attention;

4� very concerned N8

Table 1: Reliability, validity, and exploratory factor analysis.

Potential variable Potential variable Standard load Cronbach’s alpha

Behavioral attitude (AB)

Camellia oil has high nutritional and healthcare value (X1) 0.577

0.656Camellia oil tastes good (X2) 0.378
Camellia oil is clean and sanitary (X3) 0.468

Camellia oil has high cost performance (X4) 0.635

Subjective norm (SN)

Camellia oil has high quality and relatively reasonable price (X5) 0.543

0.658

National authority certification will affect my purchase (X6) 0.685
Experts’ opinions will influence my purchase (X7) 0.785

(e information spread by the media will affect my purchase (X8) 0.541
My family’s opinions will influence my purchase (X9) 0.076
My friends’ opinions will influence my purchase (X10) 0.258

Income level restricts my purchase (X11) 0.269
Have purchasing autonomy (X12) 0.295

Perceptual behavior control (PBC)
Can identify the quality of camellia oil (X13) 0.502

0.578Convenient to buy camellia oil (X14) 0.438
(e certification mark cannot be recognized (X15) 0.513

Buying inclination (BI)
Willing to buy camellia oil (X16) 0.815

0.837Meet my needs (X17) 0.875
When purchasing edible oil, camellia oil will be selected (X18) 0.422
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(linear, independent, normal, equal variance). However, the
main difference between logistic regression model and
conventional regression model lies in the different types of
dependent variables. Logistic regression model can be used
to predict the probability of each classification of a cate-
gorical variable. (e dependent variable is categorical var-
iable, and the independent variable can be interval variable,
categorical variable, or the mixture of interval and cate-
gorical variables. According to the different categories of
dependent variables, it can be divided into binary logistic
regression analysis and multivariate logistic regression
analysis. In multivariate logistic regression model, depen-
dent variables can take multiple values, and in binary logistic
regression model, dependent variables are binary values.

Let P represent the probability of an event occurring,
then its value is [0, 1], and 1 − p represents the probability
that the event does not occur. Usually the ratio of the
probability of a certain result to the probability of not
appearing is called the ratio, and some are also translated as
the advantage, the ratio, that is, odds � P/(1 − p), whichever
is the logarithm In(odds) � InP/(1 − p). (is process is
logit transformation, denoted as logit(P), then the value
range of logit(P) is (−∞, +∞). Taking logit(P) as the de-
pendent variable, a logistic regression model containing m
independent variables is established as follows:

logit(P) � α + β1x1 + · · · βmxm. (1)

Specifically, the logit model uses the cumulative distri-
bution function of a standardized distribution, or C.D.F. for
short, to transform values so that the index is between 0 and
1. Its form is

Pi � F yi(  � F βXi + α(  �
1

1 + e
− y1

+
1

1 + e
− α+βX1( )

. (2)

For a given Xi, Pi represents the probability of a certain
choice made by the corresponding individual. Continue to
make the following transformation to

Pi 1 + e
− y1(  � 1. (3)

Among them, Xi(i � 1, 2, . . . , m) is the independent
variable, and the parameter α in the model is a constant
term, which represents the natural logarithm of the ratio (the
ratio of the probability of Y� 1 to Y� 0) when the inde-
pendent variables are all 0, and the parameter βi is the re-
gression model of the model. (e coefficient represents the
change in the natural logarithm value of the odds ratio (OR)
caused by an increase in the value of the independent
variable by one unit when the values of the other inde-
pendent variables remain unchanged:

e
− yi �

1
Pi

− 1 �
1 − Pi

Pi

. (4)

Take the reciprocal and then the logarithm to get

yi � In
1 − Pi

Pi

 . (5)

So, we have

In
1 − Pi

Pi

  � yi � α + βXi. (6)

In the logistic regression model, the dependent variable
is the logarithm of a specific selection probability ratio, and
its advantage lies in transforming the problem of predicting
probability on the [0, 1] interval into the problem of pre-
dicting the selection ratio of an event on the real number
axis. In fact, the value of logit(P) takes 0.5 as a symmetrical
point and is distributed in the range of 0 to 1, and the
corresponding size of logit(P) is

P � 0 logit(P) � In
0
1

  � −∞;

P � 0.5 logit(P) � In
0.5
0.5

  � 0;

P � 1 logit(P) � In
1
0

  � +∞.

(7)
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Figure 3: Effect map of camellia oil.
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(is shows that the change of the explanatory variable
relative to Pi � 0.5 has a greater impact on the change of the
probability. On the contrary, the change of the Xi value near
0 and 1 relative to Pi has less effect on the change of the
probability.

Since the dependent variable is a binary variable, the
error of the logistic model should obey the binomial dis-
tribution, not the normal distribution. (erefore, the model
is actually no longer suitable for parameter estimation by the
least squares method in the previous general linear model,
and the maximum likelihood method is currently used for
parameter estimation.

First, a random experiment with two parameters
(α and β) is analyzed, assuming that the model used for es-
timation is as follows:

Pi �
1

1 + e
− α+βXi( )

�
1

1 + e
− yi

. (8)

In the sample, Pi is unobservable, and compared with the
value of Xi, only the information that the value of Yi is most
likely to be 0 or 1 can be obtained. (e starting point of
maximum likelihood estimation is to find the estimated
values of sample observations α and β. From the sample, if
the first choice happens n times, the second choice happens
N-n times. (en, let the probability of choosing the first
option be Pi, and the probability of taking the second option
be (1 − Pi). Rearrange the sample data so that the first n
observations are the first choice, the last N− n observations
are the second choice, and the obtained likelihood function
is

L(α, β) � P y1, y2, . . . yN( 

� P yi( P y2( P y3(  . . . P yN( 

� 
n

i�1
Pi 

N

i�n+1
1 − Pi.

(9)

(e maximum likelihood estimators of α and β can be
obtained. (ey are consistent and asymptotically valid, and
both are asymptotically normal.

4. Result Analysis and Discussion

In logistic regression analysis, if there is a strong correlation
between variables, the regression equation will be taken into
account.

Estimation brings difficulties, inaccurate parameters,
and unusable models. (is study reduces explanatory var-
iables through factor analysis.

At the same time, it will not reduce the information
obtained, and eliminate the multicollinearity among vari-
ables. (rough SPSS statistical software, KMO value and
Bartlett sphericity of the items were tested. (e results are
shown in Figure 4.

(e KMO value of this test is 0.720. According to the
KMO test standard described by Kaiser, KMO>0.7 is more
suitable combined factor analysis. Bartlett’s test of sphericity
is significant (P � 0.001) with an approximate chi-square of
305.691, satisfying conditions for factor analysis. To analyze

the sample data of the coastal area survey, the consumer’s
understanding of Camellia oleifera is used as the dependent
variable, the entry method is used in the data processing
process, the variables defined in Table 2 are used as the
independent variables, the logistic model regression is used
for analysis, and the test results are shown in Figure 5.

(e observation shows that only gender, age, educational
background, personal income, whether the number of family
members comes from coastal areas, and consumers’ atten-
tion to their own health are significant, among which 10% of
them show positive correlation, with a coefficient of 0.202. It
shows that the more concerned consumers are about their
health, the more likely they are to know about tea oil. (is
result is because tea oil is not only a high-grade edible oil, but
also a good nutritional health product. With the improve-
ment of life quality, consumers’ health is getting more and
more attention. Consumers are no longer troubled by food
and clothing, but more about their own health problems. On
the one hand, it is related to the law of life, and on the other
hand, it is closely related to our usual diet. In the model, the
gender variable is significant at 5%, with a coefficient of
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0.625, which means that male consumers have a higher
chance to know about tea oil than female consumers when
other variables are constant, which is an unexpected result of
the author. In the model, the variable of whether it comes
from coastal areas is significant at 2%, with a coefficient of
1.112, which indicates that consumers from main producing
areas have a lower chance to know about tea oil than
consumers from nonmain producing areas when other
variables are constant. (is result is contrary to common
sense. Generally speaking, consumers from the main ca-
mellia oil-producing areas in coastal areas have a greater
chance to contact camellia oil, and there should be more
camellia oil products around them, so there should be more
opportunities to learn about camellia oil. Cronbach’s alpha
value is 0.544. Compared with Cronbach’s alpha value of a
certain item deleted in Table 2, it is found that Cronbach’s
alpha value can reach 0.612 after removing N7 and N8,
which makes the designed scale have a better reliability
structure. (erefore, before the model analysis, N7 and N8
are eliminated and the remaining six explanatory variables
are selected to analyze the influencing factors of consumers’
purchase intention of tea oil, as shown in Figure 6.

After excluding the variables, the coefficient only reflects
the direction of change in the regression, so we can study the
positive and negative effects of changes in independent
variables on consumer behavior. From the perspective of
consumers, although most household daily affairs are
women, the decision-makers of daily necessity purchase are
still men. (ere are still differences in shopping concepts
between men and women. Men are more likely to be curious
about and try new things. (erefore, male consumers of tea
oil, a relatively new edible oil, have more opportunities to
contact. From the perspective of consumer psychology,
women are more willing to buy products that are generally
familiar and have relatively stable psychological products
with low prices and good taste. (e results show that there is
not much difference. It shows that with the progress and
development of society, women’s status in the family has
been paid more and more attention and improved. Access to
information and understanding of facts is no longer always

later than men, as in the past. At the same time, they also
have their own thinking, opinions, and decision-making
power. (e AUC of the prediction model probability is
0.913. According to the ROC curve, the critical value of P is
0.15, which is ideal. Its willingness to buy and attention are
84.44% and 75.6%, respectively.

(e ROC curve of the prediction probability p of the
logistic regression prediction model is shown in Figure 7.

With the increase of academic qualifications and higher
education level, consumers’ cognition of life is different. (e
higher the education level, the more concerned you may be
about your own health and the more eager you are to im-
prove your quality of life. Tea is a fast-moving consumer
product. When consumers consider whether to buy it or not,
it is based on their consumption preferences. Consumers
with high academic qualifications are more inclined to buy
goods with high nutritional value and good quality. In
addition, consumers with a high degree of education, on the
other hand, should get a better job treatment, and generally,
their income level is relatively higher, so their willingness to
pay and purchasing power are also relatively higher, so price
is not their primary consideration.

(e experimental results of this chapter show that the
research model of influencing factors of purchasing intention
based on logistic algorithm is used to analyze the coastal areas
of Chashan oil, and it is found that the factors influencing
consumers’ purchasing intention are positively related to
education and personal monthly income, and negatively
related to gender, among which the variable “education” is
significant above 1%, with a positive correlation coefficient of
0.864, and personal income is significant above 5%, with a
coefficient of 0.762. (ere is a negative correlation between
sex, with a coefficient of −0.259, which indicates that edu-
cation can promote consumers’ willingness to buy tea oil with
other variables unchanged, and the higher the education, the
more likely consumers are to buy tea oil. In addition, in the
same regression prediction model, the regression prediction
efficiency of this model is better. Generally speaking, this
model has certain superior performance.

According to the results of the above analysis, this paper
puts forward some effective suggestions to promote the
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market demand of camellia oil. First, we can increase
publicity and raise public awareness. Compared with olive
oil with the same positioning, the market share of tea oil is
low, and the market awareness is low. Awareness is the
premise of purchasing tea oil. Only by improving con-
sumers’ awareness of tea oil can the market demand of tea oil
be increased and consumers’ purchase of tea oil be pro-
moted. In order to improve consumers’ demand for tea oil,
the government and enterprises should fully cooperate,
make use of various media, popular science bases, and other
forms, vigorously publicize the excellent characteristics and
unique effects of tea oil in various public places as much as
possible, guide scientific and healthy eating habits and ra-
tional consumption, and create favorable market conditions
for the development of Camellia oleifera industry. It is
necessary to actively support the development of leading
enterprises in various places, continuously improve the
ability of product research and development and scientific
and technological innovation, vigorously develop functional
tea oil products that meet the needs of domestic and foreign
markets, and make tea oil rank among the international
high-grade oils from regional small-variety edible oils, so as
to enhance its popularity and market share, and make tea oil
everywhere in the edible oil market. Second, at the same
time, when promoting tea oil, there should be focused
publicity. At present, tea oil publicity focuses on “health.”
Some publicity has the effect of beautifying, some publicity
has the effect of preventing “three highs,” some publicity
focuses on regulating immunity, etc., which makes the
publicity confusing. Consumers’ recognition of tea oil is not
high, and their memory is not deep. However, there are
many edible oils, including olive oil, on themarket that focus
on health. Focus on the healthcare value of tea oil, and
publicize that it can prevent “three highs,” promote lactation
and growth, and prevent atherosclerosis.(ird, financial and
technical support should be increased, and an effective
cooperation mechanism can be formed between enterprises.
For example, some enterprises have advantages in the
cultivation and planting of camellia oleifera, some enter-
prises have done a good job in pressing camellia oleifera
seeds to make primary tea oil, and some tea oils have done a
good job in leaching and deodorizing tea oil. (en, these
enterprises can get together, and each enterprise can work
together with different divisions of labor, from one link to
another. In this way, it can not only avoid the small de-
velopment of the enterprise itself, but also each can spend
more energy in each link to make it more refined and better,
and the finished tea oil produced by the company will be
better and more labor-saving than that produced by itself
from beginning to end.

5. Conclusions

Under the background that the state and the government
vigorously promote the development of Camellia oleifera
industry, in order to continuously expand the market de-
mand on the premise of ensuring the steady progress of the
Camellia oleifera market, it is necessary to form a relative
balance between the supply and demand of Camellia

oleifera. Due to the good planting and processing of Ca-
mellia oleifera, the development momentum is sufficient,
and the supply capacity of Camellia oleifera is good, but the
market demand capacity does not form an effective balance
with it, Under such circumstances, if the tea oil supply
continues to increase but the tea oil market demand cannot
be improved, the healthy development of the tea oil industry
will be affected. (rough logistic regression model, this
paper finds that the factors that affect consumers’ under-
standing of tea oil include gender and age. (e positive
correlation is gender and health concern, and the negative
correlation is age. Based on the research model of influ-
encing factors of purchase intention established by logistic
algorithm, this paper analyzes the coastal areas of Chashan
oil. It is found that the factors that affect consumers’ pur-
chase intention are positively related to education and
personal monthly income, and negatively related to gender.
For the variable “academic history,” it is significant at 1%
and positively related, with a coefficient of 0.864. For per-
sonal income, it is significant at 5%, with a coefficient of
0.762, and negatively related to gender. (e coefficient is
−0.259, indicating that education can promote consumers’
willingness to buy tea oil when other variables remain
unchanged. Consumers with higher education are more
likely to buy tea oil. In addition, in the same regression
prediction model, the regression prediction efficiency of this
model is better. In general, this shows that this model has
certain superior performance.
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As a product of digital technology, financial shared services can be deeply integrated into enterprise operation and management,
which is significant to accelerate the financial transformation of real enterprises and achieve high-quality development. Based on
this, this paper examines whether and how financial shared services empower the real economy, using data from listed companies
in China from 2008 to 2017 as a sample. The research results show that financial shared services can significantly improve
enterprise value and thus empower the real economy, and the optimization of operational efficiency is an important path for
financial shared services to empower the real economy. Further research finds that the empowering effect of financial shared
services on the real economy mainly exists in enterprises with many subsidiaries, large scale, and high labor intensity. This paper
not only bridges the gap between financial shared services and micro-enterprise related research but also provides references and
lessons for how to implement financial shared services in the real economy.

1. Introduction

In the current era of digital economy, information tech-
nologies such as AI, blockchain, cloud computing, data tech,
edge computing, and so on are changing rapidly and con-
tinue to create new increment and new space for the real
economy. The support and empowerment of science and
technology innovation to the real economy will promote the
entry of science and technology achievements into the main
battlefield of economy and society and further form a
powerful “new dynamic energy” for high-quality develop-
ment. Finance shared service center (FSSC or finance
sharing), as an innovative financial management model, is a
specific application of information technology in the field of
finance [1], which makes finance continuously paperless,
online, and automated. It plays an important role in re-
ducing corporate costs [2], strengthening group control [3],
refining management in real time [4], improving internal
resource allocation [5], and promoting the implementation
of corporate strategies [6]. Facing the globalized market with
intensified competition and complex and changing business

environment, how to enhance sustainable competitiveness
in an uncertain environment has become an important issue
of concern for enterprises. Financial shared service, with its
stronger resilience [7], faster and more timely response
capability [8], more accurate forecasting and risk control
capability [9], and self-reinventing management capability
[10] to cope with uncertainty, enables enterprises to develop
sustainably and with high quality. The research reports on
China Huawei and Haier Group show that the shared
services have improved the efficiency of these enterprises
and promoted the standardization of business processing
processes. At the same time, the shared service center has
become a data center for these enterprises, enabling financial
decisions and business strategies to be more closely aligned
with corporate reality and effectively improving operational
efficiency [2, 4].

With the continuous adjustment of accounting, taxation,
and other related policies in China, such as electronic in-
voices and electronic files, which prompted the issuance,
delivery, and flow of invoices and the management of ac-
counting files to undergo a sea change, more and more large
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enterprise groups are implementing financial shared services
services. By the end of 2020, there were more than 1,000
shared service centers in China [1]. This shows that financial
shared services are being accepted or applied by more and
more Chinese enterprises, helping them to improve their
financial management and achieve financial digital trans-
formation. Can financial shared services truly empower the
real economy? And how will it empower the real economy?
Existing studies on financial shared services mainly focus on
the motivation of its implementation [11–13], key factors
[14–16], and impact on company performance [17, 18] but
have not yet systematically explored the impact of financial
shared services on the operation of the real economy. As
financial shared services will have a direct impact on the
operation management of the enterprise such as accounts
receivable and payable, cash management, cost and expense
management, asset turnover, and so on, we chose the per-
spective of operation management as the entry point of the
study, in an attempt to open the black box of how financial
shared services empower the real economy, in order to
further enrich the research related to financial shared ser-
vices and microeconomics and to provide possible refer-
ences and lessons for the high-quality operation of the real
economy.

In view of this, this paper takes the data of Shanghai and
Shenzhen A-share listed companies from 2008–2017 as a
sample and explores the impact of financial shared services
on the real economy using operation management as a
research perspective. Compared with previous studies, the
contributions of this paper are mainly in the following as-
pects. First, it makes up for the lack of empirical studies
related to financial shared services. Existing studies on fi-
nancial shared services mainly use case studies, question-
naires, and literature induction to construct a framework
[16, 18–20]. There are relatively few empirical studies based
on credible financial data of listed companies. This paper
collects financial shared services data by hand to conduct a
large sample test, and the findings are more convincing.
Second, studies have shown that the effects of financial
shared services may vary among different enterprises and
industries [20]. This paper not only enriches the research on
the impact of financial shared services but also makes the
research on financial shared services more relevant and
applicable. Third, it deepens the research on financial shared
services and the real economy. Existing studies have not
explored the impact of financial shared services on the real
economy in depth. This paper analyzes in depth the impact
of financial shared services on various aspects of enterprise
operation and management from the operational manage-
ment practices of real enterprises, involving various value
chain aspects such as production, operation, inventory, and
finance, revealing the black box of the impact of financial
shared services on the real economy from the theoretical and
practical levels, which is a breakthrough compared with
previous studies.The research in this paper not only expands
the research related to financial shared services and mi-
croeconomics and further enriches the theoretical system of
financial shared services but also provides reference for how
enterprises can better carry out financial shared services.

2. Literature Review and Research Hypothesis

2.1. Impact of Financial Shared Services on the Real Economy.
Based on the resource-based view and the dynamic capa-
bility view, from a strategic perspective, a firm is a collection
of various resources that are valuable, scarce, difficult to
replicate, and difficult to replace, and if the firm has the
ability to leverage and develop these resources, it can gain a
sustained competitive advantage and create superior per-
formance [21, 22]. While companies need to remain com-
petitive through the constant pursuit of efficiency gains and
cost reductions, forward-looking organizations gain com-
petitive advantage by making organizational structures
flexible and resilient [23].

Financial shared service is a valuable, scarce, hard-to-
replicate, and hard-to-replace strategic resource for enter-
prises. Some studies have shown that financial shared ser-
vices have significantly improved the business processing
efficiency and financial management capabilities of enter-
prises through organizational changes and process reen-
gineering and enhanced the market competitiveness of
enterprises [5, 7, 20]. Relying on information technology,
financial shared services centralize the same and repeatedly
set up financial processes among different internal business
units to an independent sharing center for processing [12].
The scope of business focuses on financial accounting
processes that are less relevant to management decisions,
occur frequently, and are easily standardized, mainly in-
cluding expense reimbursement, purchase to payment, order
to receipt, cost accounting, fixed asset accounting, general
ledger to report, and so on [2, 13]. The impact of financial
shared services on entity enterprises is mainly reflected in
the following aspects.

Firstly, financial shared services provide unified, pro-
fessional, and standardized efficient services for internal
customers through the IT system. Through the optimization
of business processes and rules, redundant, repetitive, and
non-value-added operations are eliminated, and business
operations are refined, standardized, or even simplified,
realizing a reduction in personnel without an increase in
business volume, which is conducive to achieving the
purpose of enhancing organizational integration of re-
sources, improving efficiency, and reducing costs [6, 11].
Secondly, through the IT system, the same standard oper-
ation process is adopted for all subsidiaries to achieve cross-
regional and cross-departmental data integration, which
makes data aggregation and analysis no longer time-con-
suming and laborious and can provide standardized fi-
nancial analysis reports for each information demander and
provide all-round management data for the group’s strategic
finance and business finance through deep digging of fi-
nancial data [24] to support management decisions and
promote the digitalization of the enterprise [8]. The cen-
tralization of finance, human resources, information man-
agement, and other functions in the shared service center
can help enterprises establish new businesses faster and
improve their flexibility in adapting to the market, while the
centralization of professional staff can help the shared center
establish a knowledge base system that meets its needs and
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improve the concentration and efficiency of knowledge
utilization [7]. Finally, financial shared services free man-
agers from the complicated non-core business, which helps
them focus more on the company’s core business and can
provide services quickly for the newly established
subsidiaries or acquired companies of the enterprise [25], all
of which can greatly enhance the integration and analysis
capabilities of the enterprise. Based on the above analysis,
this paper proposes the following hypothesis.

Hypothesis 1. Financial shared services can enhance en-
terprise value.

2.2. The Path Mechanism of Financial Shared Services to
Empower the Entity. The fundamental goal of the financial
shared services model is to reduce the cost and strengthen
the management of the enterprise [2, 4], creating more
revenue for the enterprise. At the business accounting level,
financial shared services drive business and process changes
to a certain extent [1], bringing significant changes to the
enterprise’s settlement management and tax management
[9]. In terms of accounts receivable and payable, the inte-
gration of business and finance not only enables business
and finance to interoperate, making finance staff understand
business better and reducing unnecessary troubles in pay-
ment and collection, but also facilitates the finance de-
partment to analyze business data and provide strong
support for business development at the tactical or strategic
level. It also enhances the integration and automation of
invoicing process, realizes automatic payment according to
the billing period, reduces payment links, realizes smooth
collection and payment in the unified settlement cycle and
capital security, reduces unnecessary occupation of funds,
and helps shorten cash and business cycles. In terms of cost
and expense, the information system based on the close
connection with business scenarios supports the front
management of cost and expense, which can track and
dynamically respond to all operational activities of the
enterprise and eliminate and reduce non-value-added ef-
fects, thus achieving the purpose of reducing personnel cost
[25] and improving efficiency.

At the level of operation management, through process
reengineering and information system integration, the in-
tegration of business and finance makes finance extend to
the front end of business (including procurement, suppliers,
and customers), breaks the boundary between accounting
and business and accounting and external stakeholders,
makes the enterprise organically integrate with external
customers, suppliers, andmarkets, integrates the enterprise’s
internal procurement, R&D, production, and sales, and
directly generates financial data from production activities.
Generate financial data, directly transformmaterial activities
in physical form into capital activities in value form, and
then realize real-time reflection of logistics, capital flow,
work flow, and information flow [7], which can not only
provide enterprises with a large amount of information,
enable them to effectively control and manage the whole
business process, and improve the efficiency of resource

utilization but also realize the sharing, real-time control, and
timely collection of internal and external value chain in-
formation [26], which is beneficial to strategic decision
making of the enterprise. Based on the above analysis, this
paper proposes the following hypothesis.

Hypothesis 2. Financial shared services enhance enterprise
value by optimizing operational efficiency.

3. Study Design

3.1. Variable Design. The explanatory variable is firm value.
This paper uses three indicators, return on total assets
(ROA), return on net assets (ROE), and Tobin’s Q (Tobin),
to measure enterprise value. The explanatory variable is
financial shared service, which takes the value of 1 if the
listed company has implemented financial shared services
services and 0 otherwise. In this paper, the following steps
were taken to determine whether the listed companies had
implemented financial shared services: first, the keywords
“shared services” and “financial shared services” were
extracted from the annual reports of listed companies in
China for screening; second, the relevant text in the annual
reports, the reports on the company’s website, etc. were
carefully read, and the research reports on the sharing sector
in China in the past years were combined to check whether
the listed companies had established financial shared ser-
vices service centers.

The intermediate variable is operational efficiency, and
since the core business processes of enterprises in pro-
duction and operation include procurement, production,
inventory, sales, and so on, which involve the management
of assets, operations, personnel, and other aspects, this paper
selects operating cost ratio (Cost), total asset turnover ratio
(TATR), current asset turnover ratio (CATR), accounts
receivable turnover ratio (ARTR), accounts payable turn-
over rate (APTR), inventory turnover days (ITD), business
cycle (Bcycle), cash cycle (Cash), and personnel efficiency
(Tfp) as the measures of operational efficiency.

The control variables mainly include firm size (Size),
gearing ratio (Lev), business growth rate (Growth), firm age
(FmAge), nature of ownership (Soe), equity concentration
(Top1), proportion of independent directors (Ind), dual
position (Dual), board size (Board), and Lerner index (Pcm)
[16]. In addition, year and industry dummy variables are
introduced in this paper to control for year and industry
related effects, respectively.

These variables are defined as shown in Table 1.

3.2. Sample Selection and Data Sources. China implemented
the shareholding reform in 2006, and relatively few com-
panies implemented financial shared services in 2007 due to
the financial crisis. Therefore, the sample of this paper is
selected from A-share listed companies from 2008 to 2017,
excluding financial and insurance companies and ST and
ST∗ companies, and a total of 422 samples of Chinese listed
companies that implemented financial shared services are
obtained. Further excluding the samples with incomplete
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relevant financial data, a total of 404 samples with financial
shared service implementation were obtained. The financial
shared services data were mainly obtained from Sina Fi-
nance, annual reports of listed companies, China Shared
Services Research Report, and the website of International
Financial Shared Services Management Association, etc. The
financial data were mainly obtained from Wind database
and CSMAR database. In this paper, companies that
implemented financial shared services were used as the
experimental group, and in order to maintain the compa-
rability of samples, companies that did not implement fi-
nancial shared services were selected as the control group
through the PSM one-to-one with put-back matching
method, so that the companies in the treatment group and
the control group were as similar as possible in terms of total
return on assets, company size, growth, industry, corporate
governance, etc. A total of 14,865 samples were obtained,
including 404 in the experimental group and 14,461 in the
control group. Table 2 shows the descriptive statistics of the
sample matching results. From the comparison results of the

matched samples, the p values of the two groups of samples
in the experimental group and the control group are no
longer significant after matching, i.e., no significant differ-
ences are achieved in terms of asset size, growth, capital
structure, corporate governance, product market competi-
tion, etc. This indicates that the two groups of samples are
equally likely to implement financial shared services or not,
i.e., a rational matching result is achieved.

The distribution of the sample is shown in Table 3. It can
be seen that the industries implementing financial shared
services are mainly concentrated in manufacturing,
wholesale, and retail industries, among which the industry
with the most implementation is manufacturing, accounting
for 60.19%. The next industry is the wholesale and retail
industry, accounting for 11.85%. It can be seen that the
companies implementing financial shared services are
mainly concentrated in labor-intensive industries. This is
mainly due to the fact that the scope of financial shared
services business is focused on financial accounting pro-
cesses that are less relevant to management decisions, occur

Table 1: Main variables and their specific definitions.

Variable type Variable name Variable
symbols Variable values and method descriptions

Explained
variables

Total net asset margin ROA Net profit/total assets
Return on net assets ROE Net income/net assets
Tobin’s Q value Tobin Company market value/book value

Explanatory
variables Financial shared services FSSC If the listed company is implementing financial shared services, the value is 1;

otherwise, it is 0

Intermediate
variables

Operating cost ratio Cost Operating costs/operating revenue
Total assets turnover

ratio TATR Operating income/average balance of total assets

Current asset turnover
ratio CATR Operating income/average balance of current assets

Accounts receivable
turnover ratio ARTR Operating income/(net notes receivable + net accounts receivable)

Accounts payable
turnover ratio APTR Operating costs/average balance of accounts payable

Inventory turnover days ITD 360/(operating cost/average inventory balance)
Business cycle Bcycle Days of turnover of accounts receivable + days of turnover of inventories

Cash cycle Cash Days of turnover of accounts receivable + days of turnover of inventory -
days of turnover of accounts payable

Personnel efficiency Tfp Borrowing from Lei Yu and Guo Jianhua’s calculation to measure employee
efficiency

Control variables

Company size Size Natural logarithm of total assets
Gearing ratio Lev Total liabilities/total assets

Business growth rate Growth (Current amount of operating income - previous amount of operating
income)/(previous amount of operating income)

Company age FmAge The year in which the company is in minus the year in which it is listed
Nature of ownership Soe The value is 1 if it is state-owned enterprise; otherwise, it is 0

Shareholding
concentration Top1 Percentage of shareholding of the largest shareholder

Percentage of
independent directors Ind Number of independent directors/number of board of directors

Two jobs in one Dual The value is 1 if the board of directors and the general manager are
combined; otherwise, it is 0

Board size Board Natural logarithm of the total number of board members

Lerner index Pcm
Lerner index, measured by (operating revenue - operating costs - selling
expenses - administrative expenses)/operating revenue; the smaller the Pcm,

the smaller the competitive position of the company
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frequently, and are easily standardized. In terms of imple-
mentation time, the number of implemented companies has
been increasing year by year since 2014, with an average
annual increase of 25%.

3.3. Model Setting. In order to investigate the impact of
financial shared services on the real economy and the
mechanism of the impact, the following regression model is
developed:

Performance � α0 + α1FSSC + Control

+  Industry + Year + λ,
(1)

Operation � β0 + β1FSSC + Control

+  Industry + Year + η,
(2)

Performance � λ0 + λ1FSSC + λ2Operation + Control

+  Industry + Year + μ.

(3)

In the model, Control represents the control variable.
According to the test procedure recommended byWen et al.
[27], in the first step, model (1) is used to test the effect of the
implementation of financial shared services on firm value
and examine α1. The first step is to examine whether the
effect of financial shared services on firm value is significant,
and if so, the effect is considered as mediating effect; oth-
erwise, the effect is considered as masking effect. Examine
α1. If it is significant, the model is based on the mediating
effect; otherwise, the model is based on the masking effect. In
the second step, test model 2 for β1 and model 3 for λ2 in
turn. If both of them are significant, then the indirect effect is

Table 2: Descriptive statistics of matching results.

Variables Matching process Experimental group Control group Deviation rate (%) Deviation reduction (%) T value p value

Size Before matching 23.597 21.983 121.000 97.500 26.40 0.001
After matching 23.597 23.557 3.000 0.390 0.696

Lev Before matching 0.504 0.433 35.300 99.000 6.720 0.001
After matching 0.504 0.505 −0.400 −0.050 0.958

Growth Before matching 0.203 0.219 −3.200
−113.500 −0.580 0.564

After matching 0.203 0.236 −6.700 −0.910 0.365

FmAge Before matching 12.441 9.344 48.500 89.400 9.580 0.001
After matching 12.441 12.767 −5.100 −0.730 0.465

Soe Before matching 0.488 0.411 15.400 77.300 3.090 0.002
After matching 0.488 0.470 3.500 0.490 0.623

Top1 Before matching 39.174 35.370 24.000 90.800 5.060 0.001
After matching 39.174 38.825 2.200 0.300 0.764

Ind Before matching 0.384 0.372 21.500 68.300 4.610 0.001
After matching 0.384 0.388 −6.800 −0.850 0.395

Dual Before matching 0.171 0.239 −16.900 81.800 −3.180 0.001
After matching 0.171 0.183 −3.100 −0.460 0.645

Board Before matching 2.194 2.151 21.800 91.900 4.340 0.001
After matching 2.194 2.191 1.800 0.240 0.808

Pcm Before matching 0.103 0.104 −0.300
−7313.600 −0.050 0.963

After matching 0.103 0.031 23.700 0.650 0.517

Table 3: Timing and industry of financial shared service implementation in sample companies.

2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 Total
Manufacturing 8 12 13 17 18 20 26 29 44 56 243
Wholesale and retail trade 1 1 1 3 5 5 5 6 9 14 50
Information transmission, software, and information technology
services 0 1 1 1 2 3 4 6 8 12 38

Construction 0 0 0 0 1 2 2 3 5 7 20
Transportation, storage, and postal services 0 0 0 0 1 1 2 2 3 4 13
Real estate 0 0 0 1 1 1 2 2 2 4 13
Mining 0 0 0 0 0 0 0 0 3 4 7
Electricity, heat, gas, and water production and supply industry 0 0 0 0 0 0 0 1 3 2 6
Culture, sports, and entertainment 0 0 0 0 0 0 0 1 2 2 5
Leasing and business services 0 0 0 0 0 0 1 1 1 1 4
General industry 0 0 0 0 0 0 0 0 1 1 2
Water, environment, and public facilities management industry 0 0 0 0 0 0 0 0 0 1 1
Health and social work 0 0 0 0 0 0 0 0 0 1 1
Agriculture, forestry, animal husbandry, and fishery 0 0 0 0 0 0 0 0 0 1 1
Total 9 14 15 22 28 32 42 51 81 110 404
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significant and go to the third step; if at least one of them is
not significant, then use the Bootstrap method to test H0.
β1λ2 = 0; if significant, then the indirect effect is significant;
otherwise, the indirect effect is not significant; stop the
analysis; In the third step ,test the model 3 forλ1. If it is not
significant, it means that there is only a mediating effect; if it
is significant, the direct effect is significant, and then
compare β1λ2 and λ1. If the symbols are in the same di-
rection, it indicates a partial mediation effect, and if they are
in different directions, it indicates a masking effect.

4. Empirical Results and Analysis

4.1. Descriptive Statistical Analysis. Table 4 shows the results
of descriptive statistics for the grouping of the main vari-
ables, and the results show that the mean or median of
enterprises implementing financial shared services (exper-
imental group) and enterprises not implementing financial
shared services (control group) is significantly different from
each other, except for ROA, Cost, and ARTR, which are not
significantly different, i.e., ROE, TATR, CATR, and Tfp are
significantly greater in the experimental group than those in
the control group, while ITD, APTR, Bcycle, and Cash are
significantly lower than those of the non-implemented
group, indicating that the enterprises implementing finan-
cial shared services have higher total asset turnover, current
asset turnover, accounts receivable turnover, and personnel
efficiency, while inventory turnover days, accounts payable
turnover, business cycle, and cash cycle are lower. The above
indicators initially reflect that the enterprises implementing
financial shared services have stronger asset management
capability, higher operational efficiency, and thus higher
overall value. Thus, the overall value is higher. However,
Tobin of the implemented group is lower than that of the
unimplemented group, which is inconsistent with our ex-
pectation. This is mainly due to the fact that most of the
companies implementing financial shared services are large-
scale enterprises, and the asset growth ability of large-scale
enterprises is often slower than that of small-scale
enterprises.

4.2. Impact of Financial Shared Services on the Real Economy

4.2.1. The Impact of Financial Shared Services on the Real
Economy. First, this paper examines the impact of financial
shared services on the real economy. Columns (1)–(3) in
Table 5 are based on model (1), and the effects of financial
shared services on total net asset margin, return on net
assets, and Tobin’s Q are empirically tested.The results show
that the coefficients of FSSC are all significantly positive at

Table 4: Descriptive statistics for grouping of main variables.

Average value
Diff

Median
Diff

FSSC� 1 FSSC� 0 FSSC� 1 FSSC� 0
ROA 0.06 0.05 0.01 0.05 0.04 0.01
ROE 11.23 8.83 2.40∗∗∗ 9.9 8.4 1.50∗∗∗
Tobin 1.79 2.37 −0.58∗∗∗ 1.15 1.77 −0.62∗∗∗
Cost 0.72 0.73 −0.01 0.75 0.76 −0.01
TATR 0.89 0.67 0.22∗∗∗ 0.76 0.56 0.2∗∗∗
CATR 1.72 1.33 0.39∗∗∗ 1.47 1.06 0.41∗∗∗
ARTR 37.01 31.87 5.15 4.57 4.71 −0.14
APTR 6.08 8.57 −2.48∗∗∗ 4.76 4.97 −0.21
ITD 132.6 244 −111.40∗∗∗ 76.88 101.8 −24.92∗∗∗
Bcycle 201.7 322.8 −121.04∗∗∗ 137.8 185.4 −47.6∗∗∗
Cash 100.64 230.81 −130.17∗∗∗ 59.48 108.91 −49.43∗∗∗
Tfp 1.17 0.1 1.07∗∗∗ 1.12 0.05 0.07∗∗∗

Note. After we compared the group differences in asset size between the experimental and control groups, the test results showed that the asset size of the
experimental group was significantly larger than that of the non-implemented group at 1% level, thus causing Tobin of the experimental group to be lower
than that of the control group. T values are in brackets; ∗∗∗, ∗∗ and ∗ indicate p < 0.001, p < 0.01 and p < 0.05, respectively.

Table 5: Impact of financial shared services on the real economy.

(1) (2) (3)
ROA ROE Tobin

FSSC 0.605∗∗∗ 1.387∗∗∗ 0.242∗∗∗
(2.66) (3.14) (3.34)

Size 0.802∗∗∗ 1.587∗∗∗ −0.458∗∗∗
(9.58) (10.31) (−26.17)

Lev −10.705∗∗∗ −6.732∗∗∗ −2.902∗∗∗
(−18.43) (−6.39) (−27.87)

Growth 1.395∗∗∗ 2.911∗∗∗ 0.349∗∗∗
(10.90) (12.43) (9.52)

FmAge 0.011 0.030∗∗ −0.001
(1.31) (2.01) (−0.21)

Soe −0.892∗∗∗ −1.783∗∗∗ −0.319∗∗∗
(−8.58) (−8.77) (−10.90)

Top1 0.025∗∗∗ 0.046∗∗∗ 0.004∗∗∗
(9.69) (9.29) (4.60)

Ind −2.803∗∗∗ −6.686∗∗∗ 1.790∗∗∗
(−3.93) (−4.70) (6.65)

Dual 0.044 0.090 0.140∗∗∗
(0.50) (0.55) (4.13)

Board 0.334∗ −0.106 0.147∗∗
(1.68) (−0.26) (1.99)

Pcm 7.463∗∗∗ 12.675∗∗∗ 0.913∗∗∗
(2.75) (2.71) (2.77)

_Cons −9.879∗∗∗ −24.281∗∗∗ 11.509∗∗∗
(−7.34) (−9.48) (32.76)

N 14865 14865 14865
Adj. R2 0.330 0.216 0.484
F 132.414 54.597 259.252
T values are in brackets; ∗∗∗, ∗∗ and ∗ indicate p < 0.001, p < 0.01 and p < 0.05,
respectively.
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1% level, indicating that financial shared service helps to
promote the increase of the company’s operating perfor-
mance and long-term value, i.e., it helps to enhance cor-
porate value, and Hypothesis 1 is verified.

4.2.2. Robustness Test. For the reliability of the above re-
gression results, the following robustness tests were con-
ducted in this paper. (1) Replacing the explanatory variables,
ROA, ROE, and Tobin in the future period are used to
measure the current firm value, and columns (1)–(3) of
Table 6 show that the coefficients of FSSC, ROAt+1, ROEt+1,
and Tobint+1 are all significantly positive at 1% level, which
again verifies Hypothesis 1. (2) Considering the problem of
possible sample self-selection bias, this paper adopts the
Heckman two-step correction method to correct the esti-
mation bias. In the first stage, based on the control of
existing variables, the number of subsidiaries (Sons) of listed
companies is introduced, and the probability of imple-
menting financial shared services in listed companies is
estimated using the Probit model and the inverse Mills ratio
is calculated; in the second stage, the inverse Mills ratio is
brought into model (1) to correct the sample selectivity bias.
Column (5) test results find that the regression coefficients of

the inverse Mills ratio are not significant, indicating that the
endogeneity problem caused by sample self-selection is well
controlled, again indicating the robustness of the regression
results of Hypothesis 1. (3) This paper also applies the
propensity score matching method (PSM) to control for
systematic differences between firms implementing financial
shared services and those not implementing financial shared
services. A total of 805 samples were obtained based on one-
to-one no-release nearest neighbor matching of all control
variables in the treatment and control groups in this paper. A
multiple regression test of the relationship between financial
shared services and firm value was conducted using the
matched samples, and the results in column (6) show that
the coefficient of financial shared services is still significantly
positive at 1% level, and Hypothesis 1 is again tested.

4.2.3. The Path Mechanism of Financial Shared Services to
Empower the Real Economy. Second, this paper tests the
path mechanism of financial shared services to empower the
real economy. According to model (2), the coefficients of
FSSC in columns (1)–(9) in Table 7are all significantly
positive (negative), i.e., financial shared service is signifi-
cantly positively related to total asset turnover, current asset

Table 6: Robustness tests.

Substitution of explanatory variables Heckman two-stage PSM without playback
(1) (2) (3) (4) (5) (6)

ROAt+1 ROEt+1 Tobint+1 FSSC ROA ROA

FSSC 1.048∗∗∗ 2.181∗∗∗ 0.352∗∗∗ 0.633∗∗∗ 1.149∗∗∗
(3.74) (3.86) (4.11) (2.77) (4.02)

Size 0.475∗∗∗ 1.009∗∗∗ −0.474∗∗∗ 0.397∗∗∗ −0.223 0.616∗∗∗
(7.70) (8.47) (−29.24) (15.52) (−0.18) (5.38)

Lev −8.515∗∗∗ −3.035∗∗∗ −2.746∗∗∗ −0.904∗∗∗ −8.650∗∗∗ −9.892∗∗∗
(−20.60) (−4.03) (−28.49) (−6.31) (−2.81) (−8.75)

Growth 0.766∗∗∗ 1.573∗∗∗ 0.213∗∗∗ −0.036 1.447∗∗∗ 0.974∗∗∗
(7.25) (7.35) (7.43) (−0.76) (15.34) (3.68)

FmAge 0.037∗∗∗ 0.047∗∗∗ 0.006∗∗ 0.019∗∗∗ −0.043 −0.016
(4.36) (3.00) (2.15) (4.75) (−0.81) (−0.63)

Soe −0.865∗∗∗ −1.793∗∗∗ −0.314∗∗∗ −0.303∗∗∗ −0.131 0.267
(−7.90) (−8.31) (−10.18) (−5.27) (−0.14) (0.78)

Top1 0.025∗∗∗ 0.044∗∗∗ 0.005∗∗∗ 0.002 0.020∗∗ 0.015
(8.93) (8.24) (5.43) (1.51) (2.57) (1.50)

Ind −2.208∗∗∗ −5.373∗∗∗ 1.527∗∗∗ 1.117∗∗ −5.789∗ −1.776
(−2.73) (−3.33) (5.53) (2.44) (−1.87) (−0.74)

Dual 0.051 0.187 0.130∗∗∗ −0.062 0.199 −0.423
(0.50) (0.98) (3.54) (−0.97) (1.09) (−1.12)

Board 0.308 −0.022 0.105 0.077 0.097 0.227
(1.34) (−0.05) (1.39) (0.57) (0.32) (0.31)

Pcm 9.949∗∗∗ 16.006∗∗∗ 1.198∗∗∗ −0.222∗∗∗ 7.704∗∗ 24.023∗∗∗
(5.76) (5.80) (5.17) (−3.36) (2.38) (10.08)

Sons 0.001∗∗
(2.12)

IMR −2.910
(−0.89)

_Cons −4.195∗∗∗ −13.631∗∗∗ 12.932∗∗∗ −11.303∗∗∗ 21.181 −7.507∗∗∗
(−3.50) (−5.73) (36.34) (−19.15) (0.59) (−2.75)

N 12152 12149 12152 13994 13993 805
Adj. R2 0.267 0.161 0.479 0.325 0.482
F 82.147 34.886 211.508 118.255 7.14
T values are in brackets; ∗∗∗, ∗∗ and ∗ indicate p < 0.001, p < 0.01 and p < 0.05, respectively.
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turnover, accounts receivable turnover, and personnel ef-
ficiency and significantly negatively related to operating cost
rate, accounts payable turnover, inventory turnover days,
operating cycle, and cash cycle, indicating that the imple-
mentation of financial shared services can not only speed up
the flow of assets, accelerate the speed of fund recovery, and
improve personnel output but also reduce operating costs,
extend the time of using external funds, shorten inventory
turnover days, and optimize the operating cycle and cash
cycle, thus improving the overall operational efficiency of the
enterprise.

Based on model (3), the coefficients of operating cost
ratio (Cost), inventory turnover days (ITD), operating cycle
(Bcycle), and cash cycle (Cash) are significantly negative in
columns (1) and (6)–(8) of Table 8. The coefficients of total
asset turnover ratio (TATR), current asset turnover ratio
(CATR), accounts receivable turnover ratio (ARTR), and
personnel efficiency (Tfp) are significantly positive, indi-
cating that there is a significant mediating role of the above
indicators in the relationship between both financial shared
services and enterprise value. Meanwhile, according to the
third step of the mediating utility test, the directions of the
coefficients of FSSC in model (2) and the product of the
coefficients of the above indicators are compared with the

coefficients of FSSC in model (3) in turn, and it is found that
the above indicators play only a partial mediating role in the
relationship between financial shared services and enterprise
value. In column (5), the coefficient of accounts payable
turnover ratio (APTR) is insignificant and passes the sig-
nificance test using Bootstrap method, indicating that ac-
counts payable turnover also plays a mediating utility in the
relationship between financial shared services and enterprise
value.

It is indicated that financial shared service optimizes
operational efficiency by reducing operating costs, im-
proving total asset turnover, accounts receivable turnover,
current asset turnover, and personnel efficiency, and re-
ducing inventory turnover days, accounts payable turnover,
operating cycle, and cash cycle, thereby improving enter-
prise value, and operational efficiency plays a mediating
variable in the relationship between financial shared services
and enterprise value, and Hypothesis 2 is verified.

5. Further Research

Since the companies implementing financial shared services
are mainly large enterprise groups with large revenue scale
and a large number of subsidiaries as well as those belonging

Table 9: Further studies.

Number of subsidiaries Revenue size Labor-intensive
More Less Big Small High Low
(1) (2) (3) (4) (5) (6)
ROA ROA ROA ROA ROA ROA

FSSC 0.878∗∗∗ 0.135 1.039∗∗∗ −0.063 0.806∗∗∗ 0.055
(3.60) (0.29) (5.00) (−0.10) (3.02) (0.13)

Size 0.608∗∗∗ 0.974∗∗∗ −0.010 0.388∗∗ 0.619∗∗∗ 0.836∗∗∗
(6.23) (6.90) (−0.19) (2.31) (4.68) (6.05)

Lev −10.414∗∗∗ −10.638∗∗∗ −10.515∗∗∗ −9.110∗∗∗ −11.386∗∗∗ −9.336∗∗∗
(−12.16) (−15.13) (−33.18) (−17.68) (−10.65) (−16.55)

Growth 1.262∗∗∗ 1.444∗∗∗ 1.056∗∗∗ 1.450∗∗∗ 1.500∗∗∗ 1.286∗∗∗
(8.64) (8.45) (11.14) (8.54) (7.73) (9.13)

FmAge 0.041∗∗∗ −0.027∗ 0.024∗∗∗ −0.038∗∗∗ 0.012 0.001
(4.80) (−1.95) (3.19) (−2.76) (1.22) (0.09)

Soe −0.682∗∗∗ −1.082∗∗∗ −0.576∗∗∗ −0.674∗∗∗ −0.909∗∗∗ −0.670∗∗∗
(−4.37) (−7.02) (−5.99) (−4.54) (−4.87) (−5.12)

Top1 0.020∗∗∗ 0.031∗∗∗ 0.014∗∗∗ 0.032∗∗∗ 0.019∗∗∗ 0.028∗∗∗
(6.55) (7.55) (5.11) (7.61) (5.24) (7.24)

Ind −2.532∗∗∗ −2.486∗∗ −1.523∗∗ −3.010∗∗ −1.396 −3.570∗∗∗
(−3.03) (−2.11) (−2.01) (−2.58) (−1.62) (−3.11)

Dual 0.303∗∗ −0.223∗ 0.193∗ −0.023 −0.026 0.124
(2.53) (−1.82) (1.76) (−0.19) (−0.22) (1.00)

Board −0.293 1.228∗∗∗ −0.428∗ 0.787∗∗ −0.243 0.866∗∗∗
(−1.21) (3.67) (−1.96) (2.26) (−0.90) (2.72)

Pcm 12.248∗∗∗ 5.868∗∗ 23.804∗∗∗ 5.173∗∗ 13.042∗∗ 5.557∗∗
(2.98) (2.14) (35.42) (2.37) (2.43) (2.14)

_Cons −5.381∗∗∗ −15.160∗∗∗ 8.094∗∗∗ −2.679 −5.764∗∗∗ −11.327∗∗∗
(−3.60) (−5.55) (7.15) (−0.82) (−2.58) (−4.49)

N 7916 6953 7907 6962 7819 7050
Adj. R2 0.404 0.293 0.547 0.281 0.416 0.282
F 100.490 51.276 160.164 52.429 102.420 56.333
Note. Labor-intensity indicator is obtained by referring to the study of Lu et al. [28], using the logarithm of the number of employees/logarithm of main
business revenue; in the grouping of number of subsidiaries, revenue size, and labor intensity, they are grouped according to the sub-year and sub-industry
medians of the number of subsidiaries, main business revenue, free cash flow, and labor intensity of listed companies, respectively. T values are in brackets;
∗∗∗, ∗∗ and ∗ indicate p < 0.001, p < 0.01 and p < 0.05, respectively.
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to labor-intensive industries [2, 13], this paper applied the
number of subsidiaries, revenue size, and labor-intensity
indicators as grouping variables for the grouping regression
of the sample, respectively. The empirical results are shown
in Table 9. The regression results in columns (1)–(6) of
Table 9 show that the impact of financial shared services on
the real economy is significant only in enterprises with many
subsidiaries, large revenue scale, abundant free cash flow,
and high labor intensity, indicating that financial shared
service is more adapted to enterprises with a large number of
subsidiaries, large revenue scale, and high labor intensity.
This is mainly because, on the one hand, the scope of fi-
nancial shared services is focused on financial accounting
processes that are less relevant to management decisions,
occur frequently, and are easily standardized; on the other
hand, these enterprises have a more urgent need to improve
the efficiency of financial management, so the imple-
mentation of financial shared services is more effective in
promoting the real economy.

6. Conclusions and Recommendations

This paper investigates the impact of financial shared ser-
vices on the real economy by using data related to A-share
listed companies in Shanghai and Shenzhen from 2008–2017
and concludes the following. Firstly, financial shared services
help to enhance enterprise value. Secondly, operational
efficiency is the mediating variable in the relationship be-
tween financial shared services and enterprise value. Fi-
nancial shared services empower the real economy by
reducing business operating costs, improving total asset
turnover, current asset turnover and personnel efficiency,
and accounts receivable turnover, and reducing inventory
turnover days, accounts payable turnover, operating cycle,
and cash cycle. Finally, further research found that the
empowering effect of financial shared services on the real
economy exists only in enterprises with many subsidiaries,
large scale, and high labor intensity.

According to the conclusion of this paper, the following
recommendations are made. First, in the era of digital
economy, data has become a key production factor and
strategic resource, and the digital transformation of finance
can empower the real economy and form a “new dynamic
energy” for high-quality development of the real economy.
Therefore, enterprises should pay attention to the applica-
tion of financial shared services, accelerate financial digital
transformation, use information technology and digital
technology to promote business and financial process
reengineering, optimize their operation and management
capabilities, and achieve “overtaking” in the digital era.
Second, financial shared services are not suitable for all
enterprises. In large enterprise groups and labor-intensive
industries, financial shared services can better play the scale
and centralization effects and highlight the improvement of
control and service efficiency. Therefore, enterprises should
choose and design their financial management models
according to their own characteristics and long-term
strategies. Third, financial shared services are crucial to
improving the operation and management capabilities of

enterprises, and enterprises should make good use of fi-
nancial shared services to continuously empower their
operation and management and transform them into wealth
creation capabilities of enterprises, so as to ultimately en-
hance the contribution and competitiveness of China’s real
economy in the world economy.
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As an important factor in the creation and growth of new enterprises, social entrepreneurship and new enterprise performance
have attracted more and more attention from scholars in recent years. �is research analyzes the network relationship of new
companies on the basis of existing entrepreneurial network research. �is paper proposes social entrepreneurial capabilities and
new company performance based on the SOM neural network algorithm to solve these problems and then establishes entre-
preneurial networks, organizational learning, and new business performance models. �e method of this paper is to study the
SOM neural network algorithm and then establish the entrepreneurial ability and enterprise performance evaluation system. �e
function of these methods is to put forward the meaning and research of venture capital. It also de�nes the meaning and research
of innovation capabilities based on innovation theory, ensuring the scienti�c nature of the evaluation indicators, evaluation
standards, and evaluation processes of innovative enterprises. In this survey, this paper conducted a �eld survey in Shanxi
Province, China, and analyzed the internal impact of the network of social entrepreneurship and new companies on corporate
performance. �e survey results show that the value of the correlation β between entrepreneurial orientation and entrepreneurial
environment dynamics is 0.167 (P< 0.05). �is shows that improving the entrepreneurial environment and enhancing social
entrepreneurial capabilities have a positive impact on corporate performance.

1. Introduction

With the acceleration of economic globalization, the
knowledge economy is developing rapidly. Countries all over
the world are working hard to improve tolerance to adapt to
the new trends and requirements of economic development.
�e spirit of innovation has played a vital role in promoting
China’s economic growth and development. In recent years,
China’s entrepreneurial activities have been very active, but
the survival rate of new companies is very low.�is research is
based on the experience of entrepreneurs and knowledge
management theory. Its purpose is to make China one of the
world’s powers at an early date and to enhance its independent
innovation capabilities. �is paper proposes a conceptual
modelof the relationshipbetweendualopportunity awareness
andnewenterprise performance based on learning theory and
organizational duality theory, and describes in detail the

di�erences in the impact of di�erent types of entrepreneurial
experience on dual opportunity awareness.

Enterprise innovation has historical signi�cance. Not all
technologies in innovation activities mean that they are a
single type of innovation, or can they be completed only
within the enterprise. �e enterprise establishes an enter-
prise scienti�c and technological innovation system to
improve its independent innovation capability. �is is vital
to China’s future economic and scienti�c development. �is
research improves the impact of political connections on
corporate performance and provides theoretical support for
startups to reduce the negative impact of political connec-
tions on companies and exert the bene�cial e�ects of po-
litical connections on companies. �is research further
analyzes the mediating role played by internal knowledge
sharing in entrepreneurship and the identi�cation of dual
opportunities between di�erent types of entrepreneurial
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experiences. (is provides some practical guidance for en-
terprises to avoid innovation risks.

In previous studies, scholars mainly used Chinese listed
companies as samples—or industrial, agricultural, tourism,
clothing, transportation, and other listed companies as
samples—while research on innovative companies hardly
existed.(is article examines themoderating role of corporate
growth, and whether there are significant differences in the
relationship between innovation and corporate performance
for companies of different growth levels. In this article, in-
novative companies will be selected for research. (is article
chooses entrepreneurial companies because there is less re-
search on this type of company, and there is no research on
the relationship between innovation and corporate perfor-
mance. (is article fills up the gaps in empirical research in
this field through reasonable indicator selection, accurate data
screening, and scientific empirical analysis techniques.

2. Related Work

As the trend of innovation and entrepreneurship gradually
prevails, people are paying more and more attention to the
role of social entrepreneurship, and there are more andmore
studies on this. Lai et al. conducted a graded waterlogging
risk assessment on 56 low-lying spots in Beijing based on the
self-organizing map. (e results show that SOM-ANN is
suitable for automatic quantitative assessment of risks re-
lated to waterlogging. It can effectively overcome the in-
terference of subjective factors and produce more objective
and accurate classification results [1]. Ni et al. proposed to
use GAN-SOM as a new clustering architecture based on
deep learning. (e SOM-like network is designed to achieve
the purpose of encoding and clustering data samples at the
same time. (e joint training of this network and GAN can
optimize the newly defined clustering loss [2]. Suryani and
Susilo aim to segment blood vessels using the main method
of self-organizing map artificial neural networks. (e seg-
mentation method they proposed can effectively improve
the test performance of medical machinery and increase the
success rate of surgery [3]. Runst et al. proposed a novel
classification scheme aimed at improving the identification
of entrepreneurial companies in the microcensus. Policy
changes are only aimed at entrepreneurial enterprises, and
after the complete deregulation of trade, the proportion of
enterprises entering the industry has increased significantly,
and the innovation and entrepreneurship of enterprises have
become stronger and stronger [4]. Hsieh andWu investigate
how entrepreneurs innovate the corporate ecosystem during
the entrepreneurial process. He researched and discussed
various platform-based enterprise innovations, and also
discussed the worries and problems that the ecosystem of
innovation platforms may bring to enterprises [5]. Rodri-
guez et al. aim to further explore the influencing factors of
corporate performance through innovative concepts. His
research results show that market orientation has a direct
impact on organizational performance. He observes the
specific ways in which innovation performance structure
regulates market orientation [6]. Abushaikha et al. studied
the relationship among warehouse operation performance,

distribution performance, and business performance. He
first used Delphi technology to develop relevant question-
naires, then used data to measure the degree of performance
improvement in different warehouse activities, and tested his
hypotheses. His conclusion is that there is a positive cor-
relation between warehouse operation performance and
distribution performance [7].

3. Social Entrepreneurship and Corporate
Performance Evaluation Methods

3.1. SOM Neural Network Research. A self-organizing
competitive neural network (SOM) was first proposed by
Teuvo Kohonen [8]. OM neural network adjusts the weight
of the network through self-organizing feature mapping so
that the network converges to a stable state. Network
learning is self-organized learning under unsupervised
conditions. During the learning process, certain neurons are
only sensitive to certain types of patterns. Because different
neurons have different degrees of sensitivity to different
input patterns through unsupervised competitive learning.
(e operator of the network can detect specific input pat-
terns. Figure 1 shows the network topology of the SOM
neural network.

(is is a feedforward neural network composed of two
layers of neurons. (e number of neurons in the input layer
is the same as the dimension of the input sample.(e output
layer, also called the conflict layer, arranges the nodes into a
two-dimensional array. (e connection between the input
layer and the competing layer node is fully connected with
variable weight [9].

SOM neural network training steps are as follows:
First, the network is initialized, the network weight is

initialized to wnm(n � 1, 2 . . . n, m � 1, 2 . . . m), n is the
number of neurons in the input layer, and m is the number
of neurons in the competition layer. (e weights can be
initialized randomly. It sets the maximum number of cycles
T, inputs training samples, and normalizes them. (en, it
calculates the distance D between the normalized input
vector X � (x1, x2 . . . xn) and the neuron j of the compe-
tition layer as follows:

X1 X2 Xn…

Figure 1: SOM neural network topology.
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It looks for the winning neuron. (e neuron C of the
competition layer with the smallest distance from the input
vector is selected as the winning neuron. One needs to
remember that the class label of the input vector is Cx; if
Cx � Ci, then adjust the weight as follows:

wmn � wmn + n x − wmn( . (2)

Otherwise, adjust as follows:

wmn � wmn − n x − wmn( . (3)

If neuron i and j belong to different categories, the
distance di and dj between neuron i and j and the current
input vector satisfy

min
di

dj
,
dj

di
 >p. (4)

Among them, p is the width of the window near the
center section of the two vectors that the input vector may
contain, usually about two-third. (e learning rules of the
SOM neural network are derived from the lateral inhibition
of neuronal cells. (e flowchart is shown in Figure 2.

(e adjustment weight, the update formula is as follows:

wmn � w(m+1)(n+1) + N(n)h(n) xn − wmn( . (5)

In the formula, N(n) is the learning rate function, and its
value range is 0<N(n)< 1, and h(c) is the neighborhood
function, which gradually decreases with time.(eir learning
rules are as follows:

h(n) � exp −
d
2
cm

2r
2
(n)

 ,

r(n + 1) � INT (r(n) − 1) 1 −
n

T
   + 1,

N(n + 1) � N(n) −
N(0)

T
.

(6)

In the formula, dcm is the distance between neuron c and
neuron m, r(n) is the radius of the neighborhood, INT is the
rounding function, and T is the total number of learning
times. Let n� n+ 1, return to perform random initialization
processing on the weights until the maximum number of
iterations or the learning rate reaches a set value [10].

In order to verify the validity and correctness of the
established model, it is necessary to ensure that the sample
data provided for fault diagnosis are true and reliable. For
multidimensional features, the correlation coefficient
method is used for feature extraction. By analyzing the
relevant characteristics of different features, the features with
lower discrimination are removed and the features with
higher discrimination are retained. In the end, only the
extracted features are used to train the neural network, and
the same feature compression is performed on the test data.

(e calculation formula of the correlation coefficient be-
tween different features is as follows:

p f, xm(  �


N
n�1 fn − f  xnm − xm( 

�����������������������������


N
n�1 fn − f( 

2
− 

N
1�n xnm − xm( 

2
 . (7)

In the formula, f is the target value, xm is the feature, N is
the sample size, and xm is the mean value of the feature. (e
larger the correlation coefficient, the more obvious this
feature distinguishes the failure mode [11].

(e SOM network can automatically classify the input
mode. It is based on the simultaneous response of multiple
neurons to the classification results and does not require a
large amount of sample data. Moreover, its network
structure is simple, and the algorithm process is relatively
easy to implement. However, it also has shortcomings.
Before training, the user needs to initialize the number of
clusters and the initial weight matrix. (at is to say, the
number of clusters and the network structure are fixed and

Start

Initialize connection weights, 
neighborhood radius learning 

rate, learning times

Select input samples and provide 
them to the network input layer

Calculate the distance between 
the sample and the output neuron 

and select the winning neuron

Update weight

Determine whether the maximum 
number of iterations or the learning rate 

meets the requirements.

Finish

Yes

no
Figure 2: SOM neural network algorithm flowchart.
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cannot be adjusted during the training process. During the
training process, some neurons never win in the competi-
tion, forming dead neurons. And some neurons are overused
in the learning process, which will affect the training per-
formance of the network. During training, if a new type is
added to the training sample, it must be relearned [12].

3.2. Evaluation of Entrepreneurial Ability. (ere are many
indicators tomeasure enterprise performance.(is articlewill
measure the performance of SMEs from two aspects: short-
term profitability and long-term growth ability. (is article
uses the variable return on assets (ROA)used bymost scholars
to measure the short-term profitability of enterprises.

ROA �
NOPAT

TA
. (8)

In the formula, ROA represents the rate of return on
total assets, NOPATrepresents net operating profit after tax,
and TA represents total assets. (is article adopts Tobin’s Q
index used by most scholars to measure the growth per-
formance of SMEs. (e calculation formula is as follows:

Tobin’sQ �
(EV + BVL)

TA
. (9)

In the formula, BVL represents the book value of lia-
bilities, and EV represents the value of equity. Multiple linear
regression is a statistical method to study a linear relationship
between a dependent variable and multiple independent
variables. (e basic idea is a statistical method that can es-
timate the dependent variable and its influence on its vari-
ability by using the value of more than one independent
variable. (erefore, it is the continuation and promotion of
simple regression analysis and correlation analysis [13]. In this
study, panel data will be used for multiple regression analysis.
(e regression formula of panel data is as follows:

yi � b0 + xibi + zir + vi + Ei. (10)

Among them, yi is the dependent variable, and xi is the
independent variable that varies with the individual and
time. zi is an individual characteristic that does not change
over time, such as gender. vi + Ei constitutes an interference
term, vi is an individual characteristic that is unobservable
and does not change with time, Ei is a perturbation term that
changes with the individual and time, and hypotheses Ei and
vi are not correlated. (e formula (10) is processed, and the
two sides are averaged to obtain

yi � b0 + xi
′bi + zi
′r + vi + Ei. (11)

Performing OLS on formula (11) can get the intergroup
estimator, but this requires that it cannot be correlated with
all explanatory variables, otherwise the estimation will be
invalid. When individuals are related to explanatory vari-
ables, this article calls the panel data model a fixed-effects
model. At this time, OLS estimates are inconsistent. But this
article can be processed to turn it into a consistency estimate
[14]. Specifically, it is obtained by formula (10) and formula
(11):

yi − yi � xi − xi
′bi + Ei − Ei. (12)

If the errors in the panel data are autocorrelated, then the
commonly used standard errors are also incorrect. Because it
is derived under the false assumption that autocorrelation
does not exist. Furthermore, panel data have potentially
nonuniform variance that may be associated with different
temporal conditions for a particular individual. (is article
also uses the Xtgls command to analyze the impact of en-
trepreneurial social capital (S) on the performance of SMEs.
(e design of the following multiple regression analysis
formulae is as follows:

F � A + B1S + B2L + B3G + B4Sc + B5Ag

+ 
t

1
δiY + 

t

1
ckI + Ei.

(13)

Formula (13) shows the impact of three main aspects of
entrepreneurial social capital (S), political connections
(POL), industry association relations (BAN), and technology
association relations (TAN) on enterprise performance. Due
to political relations, trade association relations, and the
three technical association relations, there is an important
positive relationship. To avoid the problem of multi-
collinearity, each of the three variables is assigned to the
model. In addition, the factors that affect the performance of
SMEs (F) are more complex, so this article introduces a set of
variables. (e debt-to-asset ratio (L) is measured by the
company’s total debt-to-asset ratio, that is, the company’s
total liabilities divided by its total assets. Sales growth rate
(G) is the company’s sales growth rate for the year. Company
size (Sc) is measured by the natural logarithm of total assets
for the year. (e company life (Ag) is calculated from the
company registration year as the starting year to the number
of years set in the survey sample. In addition, this article adds
an industry (I) dummy variable (i.e., K� 20) and a year (Y)
dummy variable (i.e., I� 5) to the model control. (is article
hopes to satisfy the assumption that the political relationship
between entrepreneurs, the relationship between industry
associations, and the relationship between technical asso-
ciations have a significant positive impact on the perfor-
mance of SMEs.

In order to intuitively understand the relationship
among entrepreneurial political relations, industry group
relations, technical group relations, and the performance of
SMEs, this paper uses grouping techniques to conduct T-
tests. (is study tests whether there is a significant difference
between the two. For example, does the existence of en-
trepreneurial social capital have a significant impact on
company performance? When testing whether there is a
significant difference in the mean of the two groups of
variables, it can be distinguished by using the T-test com-
mand in Stata.

x1 − x2 � u1 − u2 + E1 − E2. (14)

(is article proposes themeaning and research aspects of
entrepreneurial social capital by investigating and com-
bining relevant theories, and defines the meaning and
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research aspects of innovation ability based on innovation
theory.

3.3. Corporate Performance Evaluation. (e Herfindahl in-
dex (H) is used to measure the degree of diversification of a
company. (e Herfindahl index was originally used to
measure industrial concentration in the theory of industrial
organization. It can be used to reflect the relative weight of
different business units at a single SIC classification level.

H � 
n

i�1
pi( 

2
. (15)

Among them, pi represents the proportion of the oper-
ating income of the different industries that the company
produces or the industry involved in the business belongs to
the total incomeof the company, andn represents thenumber
of businesses operated by the enterprise. H has an inverse
relationship with the degree of corporate diversification.(e
larger the H, the lower the degree of diversification. In the
process of application, many scholars deform H and use the
difference of 1 minus H to express the degree of enterprise
diversification.(is makesH have a positive correlation with
the degree of corporate diversification, and the greater theH,
the higher the degree of corporate diversification. When the
enterprise is a single business, H is equal to 0 [15].

H � 1 − 
n

i�1
pi( 

2
. (16)

Using entropy measurement to measure the level of
diversification:

H � 
n

i�1
pi ln

1
pi

 . (17)

According to the different meanings of pi and n, the
“entropy” index can be used to calculate three indicators of
enterprise diversification, that is, the degree of overall di-
versification, unrelated diversification, and related diversi-
fication. When pi and n represent business indicators
belonging to the four-code industry, the “entropy” index
calculates overall diversification. When pi and n represent
business indicators belonging to the two-code industry, the
entropy index calculates noncorrelated diversification. H is
positively correlated with the degree of diversification of the
enterprise. (e larger the H, the higher the degree of di-
versification of the enterprise. When H is 0, the enterprise
conducts a professional operation.

For an innovative enterprise that integrates technolog-
ical innovation, brand innovation, system and mechanism
innovation, business management innovation, concept and
cultural innovation, etc., related performance evaluation
theories must also consider social and company benefits.

If there are n decision-making units (DMU), each deci-
sion-making unit has m-type input and s-type output. (en,
the resource input of the decision-making unit is represented
by x as the input of the DMU, and the output of the decision-
making unit is represented by y as the output quantity of the

DMU. (e weight vectors v and u are allocated, and the ef-
ficiency evaluation index of each DMU is as follows:

h �
u

T
yi

w
T
xj

�


s
r�1 uryrj


m
i�1 wrxrj

. (18)

(e weight coefficients w and u can be appropriately
obtained, so that h≤ 1. Usually, fishbone diagram analysis is
used to reflect the formation process of innovative enterprise
performance, and to clarify the formation process of in-
novative enterprise performance. Let us take the decom-
position of enterprise performance maximization goal as an
example to explain, as shown in Figure 3.

After establishing the strategic goal of maximizing
corporate performance, the fishbone diagram can be used to
decompose the strategic goals of the enterprise layer by layer
in accordance with the method of causality. (e scientific
nature of the performance evaluation system is the basis for
ensuring the accuracy and reasonableness of the perfor-
mance evaluation results of innovative enterprises. (e
scientific nature of a performance evaluation activity de-
pends on the scientific nature of various aspects such as
evaluation indicators, evaluation standards, and evaluation
processes. Compared with the characteristics of traditional
enterprise performance evaluation and strategic perfor-
mance evaluation, the innovation performance evaluation
system of innovative enterprises takes into account the
actual situation of enterprise strategic innovation. It needs to
combine the performance evaluation content of various
levels of innovative enterprises to ensure the rationality of
the overall structure of the performance evaluation system.
In addition, the innovative performance system of inno-
vative enterprises captures the main aspects of the inno-
vation of corporate strategic objectives. Considering the
difference between the strategic innovation of innovative
enterprises and traditional original enterprise strategies, a
certain flexible innovation interval is designed. (is can
highlight the focus of innovation performance evaluation,
and carry out a longitudinal comparison before and after the
evaluation of strategic innovation performance of innovative
enterprises and at each stage of the innovation process. (is
will be horizontally compared with similar innovative
companies outside, and finally, combined with multilevel
performance appraisal content. In this way, it uses a mul-
tifaceted performance evaluation system that includes in-
dicators of innovation for innovative enterprises, and finally,
forms an efficient and innovative performance evaluation
system [16].

4. Experiment and Analysis of the
CorrelationbetweenSocial Entrepreneurship
and Corporate Performance

4.1. 8e Integration of Entrepreneurship Capability.
Flexible and efficient knowledge integration represent two
completely different combinations of entrepreneurial
knowledge integrationmethods. In the actual entrepreneurial
process, new ventures will use these two types of
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entrepreneurial knowledge integration to varying degrees.
(is helps explain the reasons for the difference in the per-
formance of startups. Based on the above theoretical analysis,
this article summarizes the characteristics of the flexible and
efficient knowledge integration of the case enterprises.

It assumes that enterprise A has strong performance in
both flexible and efficient knowledge integration. It is em-
bodied in the strategic dimension as both emergency and
planned knowledge integration. It is embodied in the cul-
tural dimension as both extroverted and introverted
knowledge integration. In the institutional dimension, it is
embodied as an equal emphasis on coordinated and sys-
tematic knowledge integration. Enterprise B focuses on
flexible knowledge integration.(at is, it is mainly embodied
as emergency knowledge integration in the strategic di-
mension, outward-oriented knowledge integration in the
cultural dimension, and coordinated knowledge integration
in the institutional dimension. And C enterprise mainly
focuses on efficient knowledge integration. (at is, in the
strategic dimension, it is mainly reflected in planned
knowledge integration; in the cultural dimension, it is
mainly reflected in introverted knowledge integration; and
in the institutional dimension, it is mainly reflected in
systematic knowledge integration. As mentioned earlier, it is
different from A, B, and C enterprises, and D enterprise has
no outstanding performance in strategic, cultural, and in-
stitutional knowledge integration. (erefore, the company
has weak performance in both flexible and efficient
knowledge integration [17]. (e average number and

standard deviation of each measurement item of flexible
knowledge integration are shown in Table 1.

Factor analysis is an important method to test the val-
idity of the Likert scale, but not all data are suitable for factor
analysis. In order to test whether the flexible knowledge
integration scale is suitable for factor analysis, this study first
performed KMO and Bartlett on the data. (e result of the
sphere test shows that the KMO coefficient is 0.747, which is
much greater than 0.5. (e Barlett sphere test passed
(P< 0.001), indicating that the scale meets the factor analysis
standard, as shown in Table 2.

(is paper conducts exploratory factor analysis (EFA) on
the scale. (e factor load is the value obtained by the or-
thogonal rotation method. Most of the factor loads on the
three common factors exceed 0.7, and are consistent with the
dimensions measured in advance. (is shows that the scale
has high validity, with a cumulative contribution rate of
62.922%. In order to test the reliability of the scale, this study
uses Cronbach’s alpha coefficient method (abbreviated as “a”
coefficient method) to test the reliability of each dimension
of the scale and its overall items. (e “a” coefficient of each
item after deletion is lower than the existing a coefficient,
and the “a” coefficient of each dimension is higher than 0.7,
and the “a” coefficient of the overall item is 1.353. In
summary, the scale has good reliability and validity. (is
article will use these 10 items to measure flexible knowledge
integration.

Entrepreneurship opportunities emerge and entrepre-
neurial activities also emerge one after another. (e process

Enterprise Performance 
Maximization

Technological Innovation
Product Performance

Customer Service
Product Direction

Manufacturing Advantage

Capacity Management
IT Support

Product Coverage
Market Size

Market Competitiveness

Income
Market Image
Growing Up

Market Leader
Profit And Growth

Assets
Market Share

Cost
Target Market Share

Development Costs

Figure 3: (e goal decomposition of innovative enterprise performance formation.

Table 1: Descriptive statistical analysis of measurement items for flexible knowledge integration.

Item Mean Standard deviation
E1 combines market feedback to establish new strategic goals 3.880 0.747
E2 combines new technologies to establish new strategic goals 3.900 0.390
O1 stakeholders promote corporate development 3.400 0.499
O2 cooperate to promote product/service innovation 3.930 0.184
C1 rewards employees for sharing experience 3.300 0.743
C2 provides a resting place for employees 3.850 0.796
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of continuous integration of entrepreneurial opportunities,
entrepreneurial teams, and related entrepreneurial resources
is a manifestation of entrepreneurial activities. In this
process, various factors in the external environment have an
effect on each stage of entrepreneurial activities all the time
[18].

(e entrepreneurial model is shown in Figure 4. (e
model is considered that the core position of entrepre-
neurship should be environmental factors. (e model be-
lieves that the key elements of entrepreneurship are
entrepreneurial resources, entrepreneurial opportunities,
entrepreneurial spirit, entrepreneurial transaction behavior,
and the external environment of entrepreneurship. (e
external environment affects and restricts all activities and
behaviors involved in the entrepreneurial process.

4.2. Corporate Performance Data Collection. On the basis of
the assumptions in Section 4.1, adding a balanced market
dual opportunity to construct Mode1, the data results show

that the impact of balanced dual opportunities on the
performance of the new company is not significant. (e
Model 1 in Table 3 is used to test the relationship between
market duality and new enterprise performance in a sample
of non-high-tech industries [19].

(e data analysis results in the table show that in non-
high-tech industries, only pursuing market exploration and
market utilization opportunities will have a significant
positive impact on the performance of the new company.
(e coefficient of influence of market exploration oppor-
tunities on business performance is 0.585∗∗, which is higher
than the regression coefficient of market utilization op-
portunities −0.328∗. Like nontech companies, the dual
opportunities of pursuing a balanced market will have a
positive impact on the performance of the new company.

Based on social network theory and organizational
learning theory, this paper constructs a research framework
for the relationship among entrepreneurial networks, or-
ganizational learning, and new corporate performance. (e
relationship among entrepreneurial networks,

Table 2: Reliability and validity test of the flexible knowledge integration scale.

Dimension Item Factor 1 Variance contribution rate (%) a coefficient after deletion a coefficient

Emergency E1 0.749 69.014 0.508 0.608E2 0.061 0.146

Extroverted O1 0.923 6.586 0.513 0.613O2 0.447 0.626

Coordinated C1 0.542 87.322 0.031 0.131C2 0.092 0.413
Total table 62.922 1.353

ResourceBusiness

Entrepren-
eurial team

Communicate

Ambiguity
Creativity

Uncertainty

Exogenous factors
Leadership

Capital market
environment

Figure 4: Timmons entrepreneurial model.
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organizational learning, and new company performance is
shown in Figure 5.

4.3. Examples of Entrepreneurial Ability and Corporate
Performance. Based on theoretical research on knowledge
management, experiential learning, organizational duality,
entrepreneurial learning, etc., this research constructs a
conceptual model of the relationship among entrepreneurial
experience, dual opportunity awareness, and new business
performance. It further understands the differences in the
impact of different types of entrepreneurial experience on
the identification of dual opportunities, and the mitigation
effect of knowledge sharing between the two. Combining the
framework of the technology market, this paper analyzes the
difference in the impact of dual opportunity perception on
the performance of new companies in the background of
different technology-intensive industries [20].

In order to increase the questionnaire response rate, this
article will give priority to collecting paper questionnaire
data. (is article combines the characteristics of Shanxi’s
small- and medium-sized enterprises based on previous
questionnaire surveys in related fields, designed a ques-
tionnaire to collect the data needed for the survey, and
distributed paper questionnaires.

In this survey, a total of 300 paper questionnaires and
online questionnaires were distributed, and 296 paper
questionnaires were recovered. Because some survey items
were incomplete and could not accurately reflect the actual

situation of the interviewees, 14 invalid surveys were ex-
cluded. (ere were 282 valid paper surveys, the survey re-
covery rate was 98%, and the survey effective recovery rate
was 94%. (e specific situation is shown in Figure 6.

(e regional distribution of sample data is shown in the
figure. Among them, enterprises in the western region
accounted for 21%, manufacturing accounted for 25.7%,
service industry accounted for 31.9%, and commerce
accounted for 12.9%. (ese three industries accounted for
more than 70% of the total sample size, and the remaining
industries, including high-tech, finance, and real estate,
accounted for less than 20%. (is can reflect the concen-
tration and imbalance of Shanxi’s small- and medium-sized
enterprises in industry selection.

(is uneven distribution can reflect to a certain extent
the concentration and imbalance of the development of
small- and medium-sized enterprises in Shanxi Province.
(e distribution of the sample data in the industry is shown
in Figure 7:

(e following are the descriptive statistics of the return
on assets, return on net assets, R&D density, engineer ratio,
capital investment ratio, patent variables, asset-liability ratio,
and company size of the eastern and central western sam-
ples. As shown in Figure 8.

In terms of corporate performance, the average corpo-
rate performance of the sample of companies in the eastern
and western regions is 6.316 and 7.756. (e average cor-
porate performance of the sample of enterprises in the
central and western regions is 5.770 and 7.296. (is can
preliminarily judge that enterprises in the eastern region
have better corporate performance than those in the central
and western regions [21]. According to the clustering results
obtained by the P-SOM neural network model, a statistical
graph of the results shown in Figure 9is drawn.

It can be found that among the six management system
levels, the first-level company A management system per-
forms well in three aspects: safety performance, social
contribution performance, and service performance. All of
these have made it difficult for Company A to catch up in

Table 3: Regression analysis results of the relationship between the recognition of dual opportunities in the market and the performance of
new companies.

Explanatory variables
Explained variable: New enterprise performance

High-tech industry Non-high-tech industries
Model 1 Model 2 Model 1 Model 2

Business age 0.145 −0.347 −0.959 0.373∗∗
Enterprise size 0.418∗∗ −0.935 −0.706 −0.561
Education level −0.213 −0.911 −0.627 0.374
Age of entrepreneur 0.438 −0.955 −0.216 0.160
Gender of entrepreneur −0.370 −0.761 0.340 0.160
Market exploratory opportunities 0.578 0.934∗∗ 0.585∗∗ −0.084
Market exploitable opportunity −0.809 0.073 −0.328∗ 0.853
Balanced market dual 0.319 −0.812 0.783 −0.822
R 2 0.822 −0.121 −0.389 0.690
Adjust R2 −0.350 0.688 −0.973 −0.982
F-value 0.211∗∗ −0.746 0.269∗∗ 0.397∗∗

Note. ∗∗∗ indicates the significance level P< 0.01 (two-tailed detection), ∗∗ indicates the significance level P< 0.05 (two-tailed detection), ∗ indicates the
significance level P< 0.1 (two-tailed detection).

Organizational 
learning

Entrepreneurship 
Network

New business 
performance

Intermediary 
role

Positive 
correlation

Positive 
correlation

Positive 
correlation

Figure 5: (e relationship between entrepreneurial networks,
organizational learning, and new company performance.
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financial terms in the following years. In recent years,
Company A has actively carried out technological innova-
tion, developed its ownATM system, and sold it. At the same
time, it has built a new financing platform, so that its fi-
nancial performance has a steady and positive trend. On the
basis of these studies, if the company’s investment in sci-
entific research and innovation is increased, the changes in
the company’s financial performance are shown in Fig-
ure 10. (is shows that there is a positive correlation be-
tween the spirit of social innovation and the performance of
new enterprises.

(e t value of the interaction term “entrepreneurship
orientation x entrepreneurial environment hostility” is 0.260
(P> 0.05). (e definition of the entrepreneurial

environment of Shanxi SMEs shows that it does not regulate
the relationship between entrepreneurial orientation and
corporate performance. (erefore, the hypothesis that “the
definition of the entrepreneurial environment of small and
medium-sized enterprises in Shanxi Province plays an in-
termediate role in the relationship between entrepreneurial
orientation and corporate performance” does not hold.(e t
value of the interaction term “entrepreneurship× entre-
preneurial environment dynamics” is 2.698∗∗ (P< 0.05).(e
dynamics of the entrepreneurial environment of SMEs in
Shanxi Province are entrepreneurial orientation and cor-
porate performance. (erefore, it is assumed that “the dy-
namics of the entrepreneurial environment of small and
medium-sized enterprises in Shanxi Province play a
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moderate role in the relationship between entrepreneur-
oriented risk-taking and corporate performance.” (e spe-
cific relationship table is shown in Table 4.

In summary, this survey mainly examines the rela-
tionship among the entrepreneurial environment, entre-
preneurial orientation, and corporate performance of Shanxi
SMEs. However, the unfounded research hypothesis reflects
to a certain extent that a large part of the development of
small- and medium-sized enterprises in Shanxi Province still
relies on the power of the government. (e government-led
influence on the growth of enterprises is to a certain extent
greater than the influence of the market on the growth of

enterprises. (is makes certain assumptions fail the verifi-
cation, but the relationship among the three is basically
verified.

(is survey examines the impact of the entrepreneurial
environment on corporate performance. It also confirmed
that the hostility of the entrepreneurial environment of
SMEs has a negative impact on corporate performance
(β� 0.167, P< 0.05), and the dynamics of the entrepreneurial
environment have a positive impact on corporate perfor-
mance. (is article uses Shanxi Province companies as an
alternative sample to study the relationship between tech-
nological innovation and corporate performance. (erefore,
the research conclusions have certain limitations.

5. Discussion

Based on previous theoretical research and empirical
analysis, this paper summarizes the research conclusions on
the relationship among entrepreneurial network relation-
ships, technological innovation, and the performance of
new ventures as well as research conclusions and the the-
oretical contributions of entrepreneurs, and proposes future
research directions. (is article will help entrepreneurs
understand the specific role of interpersonal relationships in
the performance of new startups and make better use of
network resources. With the rapid development of China’s
economy, there are more and more business opportunities.
With the improvement in social norms and legal systems,
the benefits of interpersonal relationships do not appear as
quickly or directly as before. However, entrepreneurs need
to have some patience and pay attention to the impact that
plays a role between network relationships and perfor-
mance. Due to the characteristics of high risk, small scale,
and strong innovation ability of entrepreneurial enterprises,
the research results of this paper are only applicable to the
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research of enterprises in this industry. (is does not have
general applicability, or can it explain the overall techno-
logical innovation status of Chinese enterprises taking into
account the representativeness of the sample, the com-
prehensiveness and standardization of information dis-
closure, and the availability of relevant data.

6. Conclusions

(is article is based on industry linkage theory, innovation
theory, and core competitiveness theory. It also uses GEM-
listed companies as samples to study the relationship be-
tween entrepreneurial innovation and corporate perfor-
mance. It focuses on the research and development efforts
and the impact of innovation investment on corporate
performance. In addition, this article classified the entire

sample by region and examined the relationship between
innovation and corporate performance of sample companies
in eastern Shanxi and central and western regions. Finally, in
order to investigate the impact of corporate growth on the
relationship between innovation and corporate perfor-
mance, this paper also uses corporate growth as a slow-
release variable to perform regression analysis.

Data Availability

No data were used to support this study.

Conflicts of Interest

(e author declares that there are no conflicts of interest in
this study.

Company A Company B Company C Company D

Fi
na

nc
ia

l P
er

fo
rm

an
ce

ROA
ROE

-15

-10

-5

0

5

10

15

(a)

Company A Company B Company C Company D

ROA
ROE

-10

-5

0

5

10

15

20

25

30

Fi
na

nc
ia

l P
er

fo
rm

an
ce

(b)

Figure 10: Changes in financial performance. (a) Change in financial performance prior to increased investment. (b) Change in financial
performance following increased investment.

Table 4: (e moderating effect of the entrepreneurial environment on the company’s entrepreneurial orientation and corporate performance.

Variable
Model 1 Model 2

Business performance Business performance
β t β t

Independent variable
A: Entrepreneurial orientation 0.117 6.258 0.621∗∗ 8.169∗∗
B: Dynamics of entrepreneurial environment 0.220 0.440 0.738∗∗ 3.285∗∗
C: Entrepreneurship hostility 0.023 0.079 0.866 0.124

Interactive item
A×B 0.167 2.698∗∗
A×C 0.832 0.630

R square 0.545 0.784
Adi. R square 0.031 0.429
F 36.569 22.647
△R square 0.530
Partial F 12.983
N 99.786
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In a convention project, the relationship between the host and professional conference organizers has an important impact on the
convention project promotion. However, as an important stakeholder of the convention, the role of hosts in the project is less
concerned and studied.�erefore, based on theories of project governance, this paper combines the role of the convention project
hosts from the perspective of the project sponsors and formulates the convention hosts’ role measuring scale with the project
sponsor measuring scale. �en, through content validity analysis and exploratory and con�rmatory factor analysis, the scale was
optimized and nine items were �nally determined. �e study found that the hosts of the convention project play three roles in the
convention project, the customer role, the controller role, and the supporter role, and veri�ed through the SEM that all three roles
have a positive e�ect on the convention project performance.

1. Introduction

�e convention industry has become an important part of the
global tourism industry, and the success of the convention
project is the micro basis of the healthy and sustainable
development of the convention industry. �e host and the
professional conference organizer (PCOs) are the two core
subjects of the convention project, among which the pro-
fessional conference organizer of the convention project is the
main body of the project management and operation, which is
responsible for meeting the objectives and improving the
satisfaction of the attendees [1]. �erefore, a large number of
scholars have explored the motivation of the attendees, to
guide the professional conference organizers to improve the
performance of the convention projects to the needs of the
attendees oriented [2, 3]. In contrast, the host of the con-
vention project, as the initiator of the project, is not the direct
subject to meeting the participants, but there is a principal-
agent relationship between the host and the professional

conference organizer [4]. �erefore, according to the prin-
cipal-agent theory, the initiator group for each program
should ensure that the governance arrangements are ap-
propriate [5], to reduce the principal-agent con�icts and
promote the sustainable satisfaction of the strategic objectives
of the project. Undeniably, governance failure has always been
considered one of the most prominent reasons for project
failure [6]. However, the existing research results rarely ex-
cavate the core in�uencing factors of convention project
success from the perspective of project governance subjects
(convention project host). Correspondingly, in industry
practice, the role of the convention project hosts is usually
weakened, and the phenomenon of “emphasizing manage-
ment, neglecting governance” is more common in the process
of project operation [7].

According to the principal-agent theory, as the initiator
of the convention project, the host is the owner of the project
[8], has the right to claim the residual value of the con-
vention project, and pays more attention to the long-term
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stable income of the project. In contrast, the professional
conference organizer as the manager pays more attention to
the short-term income that can increase his or her own
income in themain contract [4]. In the context of the conflict
between the interests of the host and the professional
conference organizer, the blurry responsibilities can trigger
the “internal person” control of the project, and the strategic
value of the project is difficult to obtain the correct un-
derstanding and implementation [4]. 'e short-term ben-
efits of management-driven convention projects have been
more focused on, while the long-term value of governance-
driven convention projects is often ignored. For example,
professional conference organizers, driven by short-term
interests, only focus on the size of the customer, ignoring the
quality of the client; pays attention to the economic value,
ignoring the brand value; focus on the satisfaction of the
guests and participants and ignore the interests of other
stakeholders; pays attention to the direct economic value;
ignores the derived social effects; and so on [9]. As the
findings of KPMG and PMI in the field of project man-
agement, only about 40% of the project results meet the
strategic objectives of the initiator or owner [10].

According to the definition of PMBKO, a sponsor refers
to “individuals or groups that provide resources and
support for projects, project sets, or project combinations
responsible for creating conditions for success [11].” To put
it simply, a project sponsor is an individual or organization
that provides economic or material support for the project
[12]. However, relevant research on project governance has
consistently shown that the role of sponsors is far from
limited to the support of resources [13]. 'e project
sponsor has been conceptualized as a multidimensional
structure [14, 15], and a clear definition and active com-
mitment to the sponsor's role is important for optimizing
the governance framework [16] and promoting the success
of the project [17, 18]. At present, different scholars have
discussed the specific work responsibilities that project
hosts should undertake or the skills they should have from
different perspectives, such as communication with the
management teams [19], motivating the management team
[20], explanation and assessment of strategic objectives
[21], risk prevention and control [22], political and fi-
nancial support [23], and so on. 'erefore, based on the
characteristic attributes of the host-organizer relationship
of the convention project, this paper will conceptualize the
responsibilities of project sponsors formed in the existing
research results, form the diversified roles of the conven-
tion project host (customer, controller, and supporter) and
their core functions, and use factor analysis to verify the
proposed three roles. On this basis, the impact of the three
roles of the host on the convention project performance is
tested by the structural equation model. 'e research re-
sults of this paper are used to clarify the relationship be-
tween the host and the professional conference organizer of
the convention project. At the same time, it contributes to
strengthening the positive role of the host, meeting the
needs of the governance of the convention projects, and
promoting the realization of the strategic value of the
convention projects.

2. Literature Review and Definition of
Convention Project Hosts’ Roles
and Functions

2.1. Customer Role and Information Communication
Function. Although the end user of the convention project
is the participant, from the perspective of the principal-agent
relationship, the direct principal of the professional con-
ference organizer is the host, that is, the host hires the
professional conference organizer to perform its duties, to
meet the demands of the host. 'e relationship between the
host and the professional conference organizer is a kind of
business exchange essentially [24]. 'erefore, the host is the
project delivery and service object of the organizer, that is, in
the convention project governance framework to play the
role of the customer.

'e matching of demand and supply is the logical basis
of service product opening and design. 'erefore, the host,
as the customer, is necessary to carry out an efficient docking
with the management main body of the project (the orga-
nizer) [25], which not only needs to effectively transfer the
service demand to the management team of the service
provider, that is, to clearly define the project’s goal, vision,
and other information [20], but also needs to timely un-
derstand the interests and demands of the project man-
agement team through the construction of open relationship
[26]. In other words, as the host of the customer role, its core
function is “information communication.” Relevant scholars
have also pointed out that the high-quality communication
skills of the project initiators are critical to the success of the
project [19, 27, 28].

According to the core functions of the customer role and
drawing on the existing research results on the communi-
cation function of the host in project management, from the
perspective of “transmitting” and “acquiring” information
from the host to the organizer, this research constructed the
measurement items of the convention project host’s cus-
tomer role and information communication function as
shown in Table 1. 'e measurement items in Table 1 reflect
the specific tasks of the host of the convention project based
on the role of the customer, which mainly includes two
aspects: first, through communication, to make the orga-
nizer clearly understand the host’s needs, including the
host’s strategic intention and goals for initiating the project
(C1), the difference in the importance of each work and goal
(C2), and the criteria for the success of the project (C3), to
form the guidelines for the organizer to promote the project
and second, to timely understand the organizers’ interests
(C4) through communication, with a view to achieving a
balance of service supply and demand.

2.2. 2e Role of the Controller and the Supervisory and In-
centive Function. Although the hosts who assume the role of
the customer can convey the strategic intention and ex-
pected objectives of the project to the organizer, according to
the core point of view of principal-agent theory [29], driven
by self-interesting, moral hazard of the convention project
organizer as an agent will appear [30]. Accordingly, the
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“opportunity behavior” that sacrifices the client’s interests to
satisfy personal interests will make it difficult for hosts to
achieve their goals [4]. 'erefore, while assuming the cus-
tomer identity, the host needs to play the role of a controller,
construct a perfect governance mechanism, and ensure that
the objectives of the project are consistent with the objectives
of the fund supporters [31] so that the direction of the
project is consistent with the expectations of the project.

According to the causes and potential behavior deviation
of the principal-agent problem, the host of the convention
project plays the role of a controller and undertakes the basic
function of “supervision and incentive.” On the one hand,
prevent the “opportunistic behavior” of professional con-
ference organizers through effective monitoring of project
progress and management decisions [32]. On the other
hand, through an effective incentive mechanism to promote
the interests of professional conference organizers and hosts,
thereby reducing principal-agent conflicts [20].

According to the core function of the controller role and
the relevant research results of the supervision incentive
function of the host in project management, this study
constructs the measurement items of the role of the host
controller and the supervision incentive function of the
convention project, from the perspective of moral hazard
avoidance and the compatibility mechanism of the main
undertaking interests, as shown in Table 2.'emeasurement
items in Table 2 reflect the specific tasks of the host of the
meeting project based on the role of the controller, which
mainly includes the question items M1 to M3, which em-
phasize the supervisory function of the host and prevent and

correct the deviation of the actual progress of the project
from the expected objectives; questionnaire item M4 mainly
strengthens the scientific design of the incentive mechanism;
and contributions to the objectives of the host and the
professional conference organizer are tend to be consistent.

2.3. 2e Role of Supporters and the Function of Resource
Supply. 'e customer role of the host is to make the project
organizer understand the expected goal of the project, and
the role of the controller is aimed to make the organizer have
the willingness to achieve the project goal. However, when
the necessary conditions for achieving the project goal are
lacking in the process of project promotion, it will be difficult
for the organizer to transform the willingness to achieve the
goal of the host into reality. 'erefore, as the initiator, the
host needs to play the role of project supporter [34] to help
the professional conference organizer achieve the objectives
of the project. Accordingly, the core function of the host, as a
supporter, is to provide resource support for the project
(tangible and intangible) [23] to create conditions for the
success of the project (PMBOK).

According to the core function of the supporter role,
taking the existing research results as a reference, and based
on the difference between the type and function of the
supplied resources, the measurement items of the host’s role
as supporter and the resource supply function of the con-
vention project are constructed. As shown in Table 3, the
measurement items reflect the specific tasks of the host, that
is, the supporter-based convention project in Table 3, which

Table 1: Organizer functions based on customer role and their measurement items.

Role Core function Measurement item Reference

Customer Information
communication

C1: the host’s strategic intention and goal to initiate the project Englund and Bucero
[20]

C2: the host clearly defines the priorities of the work or objectives in the
progress of the convention project with the organizer Bryde [14]

C3: the host clearly defines criteria or indicators of achievement for the success
of the convention project to the organizer Bryde [14]

C4: the host is able to understand the interests of the convention project and
actively coordinate with the strategic objectives of the convention project

Kloppenborg et al.
[8]

Table 2: Host’s functions based on the role of the controller and measurement items.

Role Core function Measurement item Reference(s)

Controller Supervision and
incentive

M1: to solve the problem of nonprocedural decision-making in boosting
convention projects to the organizer, the host can construct strict and

formal decision-making procedures for the project

Müller et al. [32], Brunet
and Aubry [33]

M2: the convention host is concerned about the risk and circumvention
strategy of the convention project, and the convention project has a formal

risk control system
Brunet and Aubry [33]

M3: the host has the right to terminate the project as a result of
environmental changes or expected performance deviations within the

progress of the convention project, as specified in the contract
Bryde [14]

M4: the host of the convention promised and established an incentive
system for the professional conference organizer, highlighted the degree of
realization of the objectives of the convention projects, and strengthened the

close relationship between the interests of the organizer and the
management team

Englund and Bucero [20]
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mainly includes the following: S1 mainly emphasizes the
financial support provided by the host for the project; S2–S4
mainly highlight the host’s stakeholders’ resources (social
capital) that are provided by the host for its credibility and
influence, such as the venues, media resources, and client
resources; S5 mainly emphasizes the knowledge resources
provided by the host for the project; and S6 mainly em-
phasizes the information resources provided by the host for
the project.

3. Convention Project Performance and
Research Hypothesis

Convention performance is the main reference index for
judging the success of the convention project. Existing
studies have mostly measured the convention project per-
formance from the perspective of participants by measuring
the effectiveness of the convention, the degree of commu-
nication, and the satisfaction of participants [35, 36]. Few
studies have evaluated the performance from the perspective
of the organizer. As the organizer of the convention, the host
and the organizer jointly serve the convention project. In
order to explore the convention project performance from
the perspective of the organizer, this article introduces the
concept of “project success.”

Among the judging indicators of project success, the
project success triangle model has the highest recognition
and is the most important factor for measuring project
success. Oisen proposed a project triangle model in 1971
and pointed out that the evaluation of project success can
start from three dimensions: cost, time, and project quality.
Many scholars then evaluated the success of the project
with reference to Oisen’s measurement indicators [37].
'is article introduces the project success triangle model to

evaluate the convention project performance. Based on the
scales of Bryde [14], Müller et al. [32], and the charac-
teristics of convention projects, this paper measures the
performance of convention projects from three aspects:
time, budget, and quality. 'e specific measurement items
are shown in Table 4.

According to the definition and analysis of the roles
and functions of the convention project host, the customer
role and its function make sure that the professional
conference organizer can accurately understand the
convention project performance objectives and require-
ments, including time, cost, and quality, and the controller
role and its function make sure that the professional
conference organizer has the willingness to promote the
implementation of the project according to the conven-
tion host’s performance objectives, and the supporter role
and its function make sure that the professional confer-
ence organizer has the conditions to promote the project
implementation according to the convention host’s per-
formance objectives. 'e three roles ensure the success of
the convention project from different perspectives and
play a positive role in improving the convention project
performance. According to the above analysis logic, the
research hypotheses are as follows:

H1: the commitment level of the convention host’s
customer role has a significant positive effect on the
convention project performance
H2: the commitment level of the convention host’s
controller role has a significant positive effect on the
convention project performance
H3: the commitment level of the convention host’s
supporter role has a significant positive effect on the
convention project performance

Table 3: Host functions based on the role of supporters and measurement items.

Role Core
function Measurement item Reference

Supporter Resource
supply

S1: when the convention project is in financial difficulties, the host can offer the necessary
support or help

Crawford and Brett
[23]

S2: the host can provide the professional conference organizer with information or
support related to the venue of the convention project

Crawford and Brett
[23]

S3: the host will provide media resources for convention projects with his influence Bryde [14]
S4: the host will provide support or help for the invitation and exhibition of investment

by the organizer of the convention with his influence Bryde [14]

S5: the host will be able to train the convention project staff, if necessary, to ensure the
achievement of the project objectives Bryde [14]

S6: the host will help the professional conference organizer to provide important
environment information and help them to understand the environment and changing

trends faced by the convention projects in an accurate and timely manner

Kloppenborg et al.
[8]

Table 4: Convention project performance measurement items.

Variable Measurement item References

Convention project
performance

SU1: the convention project can be carried out according to the expected schedule
Bryde [14], Müller

et al. [32]
SU2: the convention project can be completed within budget

SU3: the convention project can be advanced in accordance with the expected quality
requirements and safety standards
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4. Methodology

To ensure the efficiency of questionnaire recovery, according
to the principle of convenience [8], the research team takes
the conference industry employees who have contacted or
cooperated with the team members as the research object,
and the questionnaires are distributed and collected through
the Internet.

4.1.QuestionnaireDevelopmentBasedon theContentValidity
Test. In this paper, we will measure the responsibilities of
the host perceived by the professional conference organizer
through a questionnaire survey, carry out exploratory factor
analysis, and obtain three roles of the host before the factor
structure examination.

Drawing on the methods of scholars such as Müller et al.
[32] and Joslin and Mülle [38], this paper took the project
leaders of professional conference organizers (PCOs) of the
separated conference project between the host and the or-
ganizer in China as the research object; based on the in-
formation and perception of the conference project that the
respondents were responsible for or participated in recently,
the five-point Likert scale (from strongly disagree to strongly
agree) was used to evaluate the questions contained in the
role of the conference host and the performance level of the
conference project.

In this paper, the division of the host’s role and the
corresponding measurement items constitute the hypothesis
of the survey scale and factor structure. According to the
summary results of Tables 1–3, based on the literature study
of research, the total number of measurement items for the
role and function of the host is 14. Although each mea-
surement item is supported by the relevant research results
in the field of project management, to a certain extent, it
reflects the effectiveness of the questionnaire, but there are
some differences in the governance system between the
convention project and the general project. To ensure that
the related research results of the hosts’ responsibilities in
the general project are applicable to the convention project,
this paper examined the content validity of the preliminary
questionnaire proposed above.

Based on the method of Musawir et al. [39], we test the
content efficiency of 14 measurement items by the method of
Lawshe’s content validity ratio (CVR) [40]. First of all,
according to the research experience and industry experience,
the research team selected 13 experts in the field of convention
and exhibition as the object of pre-research, including 4
scholars engaged in convention and exhibition research for a
long time and 9 industry experts with many experiences in
hosting and organizing the convention project. And 13 ex-
perts measured the role of the host in the initial questionnaire
and evaluated 14 items related to the specific responsibilities
of the host, in which the importance level of each item is
divided into “essential,” “useful, but not essential,” and “not
necessary.” Finally, according to the proportion of “essential”
experts, the content validity of each item is tested according to
the calculation method and validity criteria of Ayre and Scally
[41].

Based on the above testing methods and steps of content
efficiency, questions S2, S5, and S6, out of the 14 initial
questions measured in this paper, the host as the supporter,
did not pass the content efficiency test, and their CVR was
less than 0.538. 'erefore, this also shows that the hosts are
weak in support of working site selection, management
training, and environmental identification, and they are
mainly the basic management functions of the convention
host.

After deleting the items that failed the content efficiency
test, this paper finally retained the 11 final measurement
items used to measure the role of the host. Set five-point
Likert for each question scale of strongly agree to strongly
disagree, which was used to measure the level of respon-
sibility of the participants to evaluate the responsibilities of
the most recent convention project.

4.2. SampleAcquisitionProcess andResults. To guarantee the
recovery efficiency of the questionnaire, this paper is based
on the principle of convenience [8], and the research team
takes the convention practitioners who have contacted or
have cooperative relations as the research object and adopts
the way of the network as the channel to issue the ques-
tionnaire. 'e total survey lasted for 2weeks. It added up to
255 copies of the questionnaire; 114 copies of the effective
questionnaire were collected; the questionnaire return ratio
was 45%; and the proportion of the sample quantity and the
potential variable measurement items reached the standard
of 5:1.

Although the sample is relatively small compared with the
individual-level study, from the perspective of our method, the
number of samples meets the proportion requirement between
the number of samples and potential variable measurement
items proposed by Hair et al. [42]. According to the existing
research results, the research samples of Zwikael and Smyrk [43]
and Müller et al. [32] project governance are 102 and 121,
respectively, which shows that the research sample in this paper
basically conforms to the basic rules and quantity of sample
acquisition in the field of project management.

5. Results

5.1. Descriptive Statistics Analysis. As shown in Table 5, a
total of 114 questionnaires from 34 cities were collected in
this study. A total of 98.2% of the respondents had the
experience of hosting the convention, and 68% of the re-
spondents had 5 years or more working experience in the
convention. In terms of position distribution, 59.6% are
middle and senior management personnel, and 40.4% are
ordinary members, covering all levels of the organizing team
of the convention project hosting team. According to the
number of hosts, the convention can be divided into single
host and Co-hosted by Multiple hosts, with a ratio of nearly
1:1.

5.2. Exploratory Factor Analysis. 'e credibility and validity
of the questionnaire were measured. 'e KMO test coeffi-
cient of the questionnaire was 0.880 (more than the standard
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of 0.5), and the significance probability of the chi-square
statistical value of the Bartley sphere test was 0.00 (less than
0.05). 'erefore, the questionnaire had good structural
validity and was suitable for factor analysis. Cronbach’s α
coefficient value of the 11 test items used to measure the
host’s role was 0.882, indicating that the questionnaire had a
high degree of credibility.

An exploratory factor analysis was carried out on each item
of the host’s role, and three factors with eigenvalues greater than
1 were extracted, and the cumulative contribution rate was
69.43%. 'e maximum variance method is used as the rotation
method to generate the factor load matrix after rotation (as
shown in Table 6). Because item S1 had a double load (the load
of the item in both factors is greater than 0.5), the item was
deleted. Other items were loaded more than 0.5 in their re-
spective factors, and the items can be retained.

'e final factor F1 retained four items, C1, C2, C3, and
C4; F2 retained three items, M1, M2, M3, and M4; and F3
retained two items, S3 and S4. According to the meaning of
each factor corresponding to the item, the three factors can
be named as customer, controller, and supporter. 'e
credibility analysis was carried out on the factors after the
deletion of the item; Cronbach’s α coefficient was 0.844; and
Cronbach’s α coefficient was 0.766. Cronbach’s α coefficient
of the two items in the role of quantity supporter was 0.870,
which passed the reliability test, which showed that the
consistency of each measurement item was good.

5.3. Confirmatory Factor Analysis. 'e results of the con-
firmatory factor analysis showed that the fitting degree
of the model and the data can be accepted (χ2 � 52.2,
df� 32, χ2/df � 1.631, NFI � 0.906, TLI� 0.944, CFI � 0.960,
RMSEA � 0.075), but a load of the factor M3 was less
than 0.5 and deleted one item, which loading value was

less than 0.5, and the remaining nine items were retained.
'e retained items were analyzed again, and the fitting
degree of the deleted model with the data was found to be
better; the ratio of the chi-square to the degree of freedom
was less than 4; the RMSEA was less than 0.08; and the GFI,
CFI, NFI, and TLI were all greater than 0.9, as shown in
Table 7.

Table 6: Factor load matrix rotation.

Factor 1 2 3
C1: the host’s strategic intention and goal
to initiate the project 0.808

C2: the host clearly defines the priorities
of the work or objectives in the progress
of the convention project to the organizer

0.786

C3: the host clearly defines the criteria or
indicators of achievement for the success
of the convention project to the organizer

0.829

C4: the host is able to understand the
interests of the convention project and
actively coordinate with the strategic
objectives of the convention project

0.571

M1: to solve the problem of
nonprocedural decision-making in
boosting convention projects to the
organizer, the host can construct strict
and formal decision-making procedures
for the project

0.663

M2: the convention host is concerned
about the risk and circumvention
strategy of the convention project, and
the convention project has a formal risk
control system

0.580

M3: the host has the right to terminate
the project as a result of environmental
changes or expected performance
deviations within the progress of the
convention project, as specified in the
contract

0.795

M4: the host of the convention promised
and established an incentive system for
the organizer, highlighted the degree of
realization of the objectives of the
convention projects, and strengthened
the close relationship between the
interests of the organizer and the
management team

0.678

S1: when the convention project is in
financial difficulties, the host can offer the
necessary support or help

0.506 0.554

S3: the host will provide media resources
for convention projects with his influence 0.903

S4: the host will provide support or help
for the invitation and exhibition of
investment by the organizer of the
convention with his influence

0.890

Initial eigenvalue 5.173 1.431 1.068
Percentage value of variance 46.704 13.013 9.713
Cumulative percentage value 46.704 59.717 69.430

Table 5: Sample basic information.

Variable Quantity Proportion
Convention scale
Small convention (participants< 100) 17 15.79
Medium convention
(100< participants< 1,000) 63 56.14

Large convention
(10,000< participants< 1,000) 19 17.54

Large-scale convention
(participants> 10,000) 11 10.53

Number of hosts
Co-hosted by multiple hosts 64 57.02
Single host 46 42.98
Position
Other project members 46 40.35
Person liable for project department 32 29.82
Chef person liable for project department 32 29.82
Working years
0–5 years 36 31.59
5–10 years 30 26.32
10–15 years 29 25.44
15–20 years 11 9.65
More than 20 years 8 7.00
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As shown in Table 8, the results of confirmatory factor
analysis showed that Cronbach’s α values of each dimension
of the host’s role were more than 0.7, which indicated that
the scale had good credibility.'e combination credibility of
the three roles was more than 0.7, which indicated that the
internal quality of the model was good. After adjusting the
model, the load of all indexes in each dimension was more
than 0.6, and the average variance extraction of the three
dimensions was more than 0.5, which indicated that the data
had high convergent validity. 'e correlation between the
factors is shown in Figure 1.

5.4. Impact of the Role of the Host on the Convention Project
Performance. 'e convention host plays multiple roles in
the convention project. To explore the impact of different
roles on the convention project performance, this article
introduces the triangle model of project performance and
measures the project performance from three dimensions:
time, budget, and quality. 'is article uses AMOS to build a
structural equation model to explore the impact of each role
on the performance of the project.

5.4.1. 2e Impact of Customer Role on Convention Project
Performance. 'e convention host plays the role of the
customer and undertakes the function of information
communication in the convention project. 'rough ex-
ploratory factor analysis and confirmatory factor analysis, it
can be seen that the role of the customer includes four
measurement items (C1, C2, C3, and C4), and the con-
vention project performance includes three measurement
items (SU1, SU2, and SU3). Based on this, this paper
constructs a structural equation model and tests the model.
'e model is shown in Figure 2.

'e path coefficient andmodel fitness index of the model
are shown in Table 9. 'e results showed that the model and
data had a good fit (χ2 �18.691, df� 13, χ2/df� 1.438,

GFI� 0.955, NFI� 0.949, TLI� 0.973, CFI� 0.983,
RMSEA� 0.062, RMR� 0.031). 'e path coefficient of the
causal relationship between “customer role” and “project
performance” was 0.423 and passed the significance test at
the 1% level, which indicated that the customer’s role as-
sumed by the host had a significant positive impact on
convention project performance. H1 is confirmed by the
empirical results, which shows that effective communication
between the convention host and the professional con-
vention organizer can make the organizer better understand
the objectives of the convention project, to improve the
convention project performance.

5.4.2. 2e Impact of Controller Role on Convention Project
Performance. 'e convention host, as the owner of the
convention project, has legal responsibility for the project.
'e host needs to assume the function of supervision and
incentives and reduce the agency conflict through effective
supervision and incentives to ensure the smooth progress of
the convention project. 'rough exploratory factor analysis
and confirmatory factor analysis, it can be known that the
role of the controller includes three measures (M1, M2, and
M4). To explore the effect of the role of the controller on the
performance of the convention project, this paper constructs
the structural equation of Figure 3.

'e path coefficient andmodel fitness index of the model
are shown in Table 10. 'e results showed that the fitting
degree between the model and the data was acceptable
(χ2 � 5.784, df� 5, χ2/df� 0.723, GFI� 0.984, NFI� 0.978,
RMR� 0.018). 'e path coefficient of the causal relationship
between “controller role” and “project performance” was
0.361 (p< 0.001), indicating that the hosts assume the role of
controller and fulfill the supervision and control responsi-
bility having a significant positive impact on convention
project performance. H2 is confirmed by the empirical re-
sults, which shows that the effective supervision and

Table 7: Overall fitting coefficient table.

χ2/df RMSEA GFI NFI IFI TLI CFI
1.463 0.064 0.937 0.931 0.977 0.965 0.977

Table 8: Verification factor analysis.

Method AVE CR Estimate SE CR P Cronbach’s α
Customer role 0.580 0.846 0.844

C4 <--- F1 0.747
C3 <--- F1 0.867 0.149 8.880 ∗∗∗

C2 <--- F1 0.710 0.135 7.330 ∗∗∗

C1 <--- F1 0.710 0.134 7.329 ∗∗∗

Controller role 0.549 0.783 0.776
M4 <--- F2 0.663
M2 <--- F2 0.708 0.163 6.270 ∗∗∗

M1 <--- F2 0.840 0.173 6.942 ∗∗∗

Supporter role 0.773 0.872 0.870
S4 <--- F3 0.891
S3 <--- F3 0.867 0.159 6.561 ∗∗∗

∗∗∗p< 0.001.
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Figure 2: Structural equation model of the impact of customer role on convention project performance.

Table 9: Structural equation model result.

Hypotheses Structural path Path coefficient SE CR P

H1 Project performance <--- Customer role 0.484 0.102 4.165 ∗∗∗

Model fit statistics: CMIN/df� 1.438, NFI� 0.949, CFI� 0.983, GFI� 0.955, IFI� 0.984, TLI� 0.973, RMR� 0.031, RMSEA� 0.062
∗∗∗p< 0.001.
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Figure 1: Validation factor analysis of convention host’s roles.
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Figure 3: Structural equation model of the impact of controller role on convention project performance.
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incentive of the professional conference organizer can en-
sure that the organizers are more willing to act according to
the objectives of the convention project, to improve the
convention project performance.

5.4.3. 2e Impact of Supporter Role on Project Performance.
In addition to the customer and controller roles, the con-
vention host also plays the role of supporter in the con-
vention project. 'e host guarantees the smooth
implementation of the convention project by providing the
organizer with tangible and intangible resources. 'rough
exploratory factor analysis and confirmatory factor analysis,
it can be known that the role of the supporter includes two
measures (S3 and S4). Based on this, this paper constructs a
structural equation model and tests the model. 'e model is
shown in Figure 4.

'e path coefficient andmodel fitness index of the model
are shown in Table 11. 'e results show that the model and
the data had a good fit (χ2 � 4.242, df� 4, χ2/df� 1.061,
GFI� 0.986, NFI� 0.984, TLI� 0.998, CFI� 0.999,
RMSEA� 0.023, RMR� 0.011). 'e path factor of the causal
relationship between “supporter role” and “project perfor-
mance” was 0.334 (p< 0.01) It showed that the supporter
role of the convention project host had a positive impact on
the project performance. H3 is confirmed by the empirical
results, which shows that the effective resource support of
the professional conference organizer can ensure that the
organizer has the ability to achieve the objectives of the
convention project, to improve the convention project
performance.

Although the research sample in this paper meets the
basic requirements, the overall research sample size is rel-
atively small due to the limited number of objects that can be

investigated. 'erefore, in the structural equation model, if
three latent variables are included in the model at the same
time, the degree of freedom estimated by the model will be
greatly reduced, and some of the model fitting indicators are
relatively poor. In this regard, to ensure the fitting degree of
the structure and the validity of the coefficient estimation,
latent variables were introduced into the structural equation
model in this study. Nonetheless, to maintain a robust
structure, this study also introduced three latent variables
into the model for the corresponding tests. Although some
of the model’s fitting indicators were not ideal, the path
coefficients of the three role variables on the performance of
exhibition projects were significantly positive, which was
consistent with the research conclusion of this paper.

6. Research Conclusions and Implications

6.1. 2e Conclusions of the Research. 'is paper makes a
conceptual and deconstruction of the responsibility of the
project host by combing the existing documents and makes
clear the multiroles of the host and the core function of each
role. Based on that, the author further explores the role and
responsibilities of the host from the perspective of the
convention project. 'e role of the convention project host
in the whole project was determined by the exploratory
factor analysis and confirmatory factor analysis, and the role
measurement scale of the convention project host was
constructed. In this paper, the role of the convention host in
the convention project is divided into three aspects: the
customer role, the controller role, and the supporter role. To
further verify the rationality of the identified convention
host’s roles, this paper examines the impact of each role on
the convention project performance; the results show that

Table 10: Structural equation model result.

Hypotheses Structural path Path coefficient SE CR P

H2 Project performance <--- Controller role 0.446 0.170 3.653 ∗∗∗

Model fit statistics: CMIN/df� 0.723, NFI� 0.978, GFI� 0.984, IFI� 0.984, RMR� 0.018, RMSEA� 0.000
∗∗∗p< 0.001.
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Figure 4: Structural equation model of the impact of supporter role on convention project performance.

Table 11: Structural equation model result.

Hypotheses Structural path Path coefficient SE CR P

H3 Project performance <--- Supporter role 0.374 0.102 3.277 ∗∗

Model fit statistics: CMIN/df� 1.061, NFI� 0.984, CFI� 0.999, IFI� 0.999, TLI� 0.998, GFI� 0.986, IFI� 0.984, RMR� 0.011,
RMSEA� 0.023

∗∗p< 0.01.
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the customer role, the controller role, and the supporter role
all have a positive impact on the convention project per-
formance. 'e conclusion shows that in the convention
project, the host needs to play multiple roles (as shown in
Figure 5) and has an important impact on conference
performance.

As the entrusting party in the principal-agent relation-
ship, the host plays the role of the customer in the con-
vention project and is responsible for the demand transfer
and information communication [19]. 'e host needs to
define key indicators such as meeting the project target,
priorities, and performance standards to the professional
conference organizers (PCOs) and to communicate and
coordinate with the stakeholders’ interests to ensure the
success of the convention project.

As the owner of the convention project, the host also
plays the role of controller and assumes the responsibility of
supervising control and incentives. 'e host needs to pay
attention to the risk identification and control of the con-
vention project and establish an incentive system with the
organizer. 'e convention host needs to follow the progress
of the project in real time and provide support for the or-
ganizer’s decision-making to ensure the smooth progress of
the convention project [31, 32].

As the initiator of the convention project and the owner
of the resource, the host plays the role of a supporter and has
the function of helping the organizer obtain the required
resources. In the convention projects, the hosts mainly
provide support for the media publicity and investment
promotion work. 'e host utilizes its influence and its own
resources to help the convention project enhance its in-
fluence and credibility, obtain sponsorship support, improve
the brand value, and reduce the pressure of the organizer’s
convention invitation work [23, 34].

'e host of the convention assumes its role in the
convention project, can make a positive impact on the
convention project performance, and is conducive to the
project being held on time and on a budget [15]. 'e
convention host plays the role of customer, controller, and
supporter in the convention project and needs to perform
the functions of information exchange, supervision and
incentive, and resource support. Each role has a positive
impact on the realization of project performance. 'e host
should clarify its own role and assume corresponding re-
sponsibilities to ensure the smooth running of the con-
vention project and improve the performance of the
convention project [13].

6.2. 2eoretical and Practical Implications. 'is paper dis-
cussed the role of the host from the perspective of the
convention project and clarified the role orientation of the
host, an important stakeholder of the convention.'is paper
introduces the theory of project governance, analyzes the
convention project at the governance level, and lays a
foundation for future research on the relationship between
the main host and the convention governance.

'is paper was based on the relevant research results of
the project initiators and combined with the related research
of the convention project to obtain the measurement
questionnaire for the role of the convention project host and
optimized questionnaire items with the opinions of experts
and scholars in the industry. 'rough factor analysis, we
determined the role of the convention project host and the
main functions of each role and formed the role scale of the
convention host, to lay the foundation for the follow-up
research.

'rough the investigation of the professional conference
organizers (PCOs), we can understand the current role of the
host in the industry. Clarifying the role of the host can make
the organizer understand the responsibilities of the host
more clearly, define the rights and responsibilities between
the host and the organizer, and improve the working effi-
ciency of the host. 'e role of the host plays an important
role in strengthening the positive role of the host and re-
alizing the strategic value and performance of convention
projects.

Based on the multiple roles of project sponsors proposed
by Crawford and Brett [23], combined with the specific
conditions of convention projects and research on project
governance, this paper builds a three-role structure of ex-
hibition project sponsors. On this basis, the positive impact
of different roles of sponsors on project performance is
verified, which is also in line with existing research results on
the impact of project sponsor roles [13, 15].

'e three roles of the host (customer role, controller
role, and supporter role) all have a positive impact on the
convention project performance. For the convention host,
during the implementation of the convention project, it is
necessary to clearly define its own role and actively perform
the functions of information exchange, supervision and
encouragement, and resource support. For the convention
organizers, they need to understand the responsibilities of
the hosts, cooperate with the hosts, communicate in a
timely manner, and urge them to perform their corre-
sponding duties to ensure the smooth organization of the
convention and improve the convention project perfor-
mance [4, 13].

As a client, the host promotes the information com-
munication between the host and the organizers so that the
two parties can reach an agreed goal on a specific convention
project, which is the key to promoting the orderly devel-
opment and success of the project. Compared with the role
of supervision and control, the host, as the client role, can
effectively guide the project objectives and build an effective
relationship between coordination and governance between
the sponsors through information communication, which is
more important to the success of the project [19].

Customer
Role

Controller
Role 27

Supporter
Role

Host

Figure 5: Role of the convention host.
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Lee et al. [4] focused on the convention host’s role as a
controller and its supervisory and incentive functions in
their research on the relationship between convention
project hosts and organizers. On this basis, according to the
principal-agent theory and project governance research, this
paper further expanded its role as a customer and supporter,
as well as its functions of information communication and
resource supply, and more comprehensively expounded the
multiple roles and functional requirements of the host. At
the same time, it also verifies the positive impact of the
multiple roles and functions of the host on the project
performance. Future research will also further analyze the
multiple roles and functional utility of the host.

6.3. Research Limitations and Prospects. 'is paper combs
out the role of the convention project hosts through the
literature retrieval, optimizes the relevant responsibilities of
the host team according to the investigation results, and
finally confirms the three roles and the corresponding
functions played by the host. 'ere are some limitations in
this paper: first, because of the limited number of samples
collected in this paper, the results have some limitations.
Second, the questionnaire mainly comes from the organizer,
the follow-up study can consider the views of more stake-
holders. In addition, this study mainly focuses on the role of
the host and its impact on convention performance but does
not involve the interactive relationship and impact between
the host and organizer; the subsequent research can focus on
the interactive effect between the host and organizer.

As for the role of the host, there is a large research space
in the future. First, in the future, the self-perceived role of the
host can be compared with the organizer’s feelings, to de-
termine the reason for the difference in perception and
strengthen the role orientation of the host. Second, this
paper is about the role of the convention host with a
summary study. In a follow-up study, it can concentrate on
analyzing the different nature of the host and organizer and
try to determine the difference in the host’s role performance
in different situations and to understand the influence of the
role of the host in different situations on the performance of
the project.
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Neural network is a supervised classi�cation algorithm which can deal with high complexity and nonlinear data analysis.
Supervised algorithm needs some known labels in the training process, and then corrects parameters through backpropagation
method. However, due to the lack of marked labels, existing literature mostly uses Auto-Encoder to reduce the dimension of data
when facing of clustering problems. �is paper proposes an RBF (Radial Basis Function) neural network clustering algorithm
based on K-nearest neighbors theory, which �rst uses K-means algorithm for preclassi�cation, and then constructs self-supervised
labels based on K-nearest neighbors theory for backpropagation. �e algorithm in this paper belongs to a self-supervised neural
network clustering algorithm, and it also makes the neural network truly have the ability of self-decision-making and self-
optimization. From the experimental results of the arti�cial data sets and the UCI data sets, it can be proved that the proposed
algorithm has excellent adaptability and robustness.

1. Introduction

Cluster analysis is an important method of data mining,
whose core idea is to gather high similarity points in the data
set into clusters while ensuring that di�erent clusters have
signi�cant di�erences. Clustering can explore hidden pat-
terns and rules in data, which is the embodiment of the
decision-making ability of arti�cial intelligence algorithms,
and is now widely used in computer science, information
security, and image processing.

In recent years, the sudden development of neural
network has shown people its powerful function, which can
deal well with the processing of high-dimensional and
complex data, and it has achieved successful applications in
the �elds of image clustering [1, 2], facial recognition [3–5],
image segmentation [6, 7], and so on. However, the
shortcoming of neural network is also very obvious, the
limitation of manual label annotation restrict its self-deci-
sion ability. Existing unsupervised learning methods include
clustering and dimension reduction, and clustering algo-
rithms are complex and diverse, which can be divided into

clustering methods based on prototype-based, density, hi-
erarchy, and dimension reduction includes Auto-encoders
and PCA (Principal Component Analysis) method, whose
major for data preprocessing.

From the existing literature, it can be seen that the more
common idea is to migrate the loss function of the tradi-
tional clustering algorithm to the neural network structure
and achieve clustering through global optimization. Yang
et al. [8] propose the DCN model, which migrates the loss
function of K-means to the feature space of the Auto-en-
coder, and realize feature learning and clustering through
the alternating optimization of network parameters and
cluster centers. Yang et al. [9] combine hierarchical clus-
tering algorithm with CNN (Convolutional Neural Net-
works) and realize feature clustering through global
optimization of cluster merging and feature learning.
SpectralNet [10] introduces the idea of spectral clustering
into deep learning, which �rst learns the similarity matrix
between features through a Siamese Network, then obtain a
new feature measure based on the spectral clustering ob-
jective function, and �nally performs K-means in the feature
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space to obtain cluster assignments. VaDE (Variational
Deep Embedding) [11] introduces an idea of migrate
clustering of GMM (Gaussian Mixture Models) into the
Variational Auto-encoder (VAE), which realizes the opti-
mization of feature learning and cluster allocation through
the distribution constraints of feature space. Another idea is
to directly design a specific cluster loss function based on the
desired clustering assumptions [12]. DAC (Deep-adaptive
Image Clustering) [13] converts multiclassification problems
into binary classification problems instead, continuously
generates positive and negative sample pairs with high
confidence based on the idea of self-paced learning, which
are used as supervised information to guide the training of
the model, and finally outputs the clustering result. IMSAT
(Information Maximizing Self-Augmented Training) [14]
and IIC (Invariant Information Clustering) [15] are based on
the same assumption that simple transformations of data do
not alter their intrinsic semantic information, and clustering
is achieved by maximizing the information entropy of the
original sample and its enhanced sample.

In terms of the combination of traditional clustering
algorithms and Auto-encoders, Ren et al. [15] propose a
deep density clustering framework by combining density
clustering with Auto-encoder, which uses the t-SNE (t-
distributed stochastic neighbor embedding algorithm) [16]
and DPC (density peaking algorithm) [17], which completes
the training by alternating or optimization of cluster
pseudolabels and feature representations. Mrabah et al. [18]
propose a model training method. In the pretraining phase,
reliable feature representations are learned in a self-super-
vised manner by introducing data augmentation and
adversarial interpolation techniques [19]. Due to the high
dimension of the image, the combination of dimension
reduction and traditional clustering algorithms can indeed
effectively improve the accuracy of the algorithm, but it does
not really use the neural network to classify the data, and it
does not make the neural network have the ability of self-
decisions.

Unsupervised clustering methods based on deep
learning use VAE (Variational Auto-encoder) and GANs
(Generative Adversarial Networks) [20, 21], which use
existing data to generate data that does not exist in reality,
mainly for image generation and sharpening. VaDE is a
generative clustering model based on VAE; this algorithm
models the process of data generation by introducing a
Gaussian hybrid model. GMVAE [22] adopts a strategy
similar to VaDE, which imposes a Gaussian mixture dis-
tribution constraint on the feature space. By minimizing the
information constraints, the model avoids falling into a local
solution at the beginning of training. Mukherjee et al. [23]
propose a clustering method-based generate adversarial
networks. %e algorithm utilizes mixed discrete and con-
tinuous latent variables to construct new spaces for clus-
tering by interpolating methods.

%e existing cluster analysis has less robustness and the
self-decision classification ability of neural networks is low. In
order to make full use of the advantages of neural network,
this paper proposes an RBF neural network clustering al-
gorithm based on KNN graph (RBF-KNN). %e core idea of

the algorithm in this paper is to use the K-means algorithm to
generate the initial pseudolabels, by using the overall and local
information retention ability of the RBF neural network to
train the classification network under the pseudolabel, and
then use the self-supervisionmethod based on the neighbor to
continuously generate the corrected class label, optimize the
generated neural network and obtain the clustering results,
and finally achieve the purpose of self-optimization and self-
decision of the neural network results. %e algorithm process
in this paper is simple, and while have fewer parameters, it can
effectively handle irregular data sets and unbalanced data sets.
From the experimental results of the artificial data set and the
UCI data set, it can be seen that the proposed algorithm has
good robustness and adaptability.

2. Related Works

2.1. RBF Neural Network. In 1985, Powell proposed a Radial
Basis Function (RBF) method for multivariate interpolation,
which uses a Gaussian kernel function in most cases, and the
RBF neural network is a typical three-layer neural network that
includes an input layer, a hidden layer, and an output layer.%e
transformation from input space to hidden space is nonlinear,
while the transformation from hidden space to output layer
space is linear. %e network structure is as Figure 1.

%e hidden nodes of BP (Back Propagation) neural
network use the input pattern and the inner product of the
weight vector as the arguments of the activation function,
while the activation function uses the “Sigmoid” function.
%e parameters have an equally important effect on the
output of the BP network, so the BP neural network is a
global approximation of the nonlinear map.

Compared to traditional BP neural network, the hidden
nodes of RBF neural network use the similarity between the
input mode and the central vector (such as Euclidean dis-
tance) as the argument of the function, and the radial basis
function as the activation function. Farther the input of a
neuron is from the center of the radial basis function, the less
activated the neuron becomes (Gaussian function). RBF
neural network thus carries more local information and have
a “local mapping” feature.

2.2. K-Nearest Neighbor and K-Means Algorithms.
K-nearest neighbor algorithm is one of the most commonly
used algorithms in supervised classification algorithms,
which selects K closest sample points to obtain the corre-
sponding class labels through the election method, which
have low complexity and high accuracy. %e KNN graph is
an undirected graph formed by connecting the sample to the
adjacent K sample based on the K-neighbor principle.

K-means algorithm is the most commonly used tradi-
tional clustering algorithm, which is based on the greedy
principle, and selects the global optimal through iterative
mode, and its optimization function is

y � min
N

i�1
dist xi, ci( . (1)
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%e K-means method is simple and practical which can
meet most needs, but its problem of sensitivity to noise data
and to spherical data has always been a problem that scholars
solving, and the existing DPC is a density-based clustering
method, but it needs to find a central point, which can also
be seen as an improvement of the K-means algorithm.

3. Introduction of Algorithms in This Paper

In this paper, the algorithms need to perform two times
K-means clustering and multiple iteration of RBF neural
network backpropagation.

3.1. Generate Pre-Trained Pseudo-Labels. Since the training
of neural network requires the assistance of class labels, the
proposed algorithm first uses the K-means algorithm to
cluster the datasets (random labels can also be used, but
more iterations are required thus), and the resulting pseu-
dolabels are transformed, as shown in Figure 2.

%e resulting pseudolabels are used for the next step of
neural network training.

3.2. Full RBF Neural Network Training. %e traditional RBF
neural network is a locally weighted network, which selects
part of the sample set as the center point for the training of
the neural network, and its training process is to use RBF as
the “base” of the hidden and the input vector is directly
mapped to the hidden space. %e RBF neural network es-
tablishes a mapping relationship around the center point,
and the mapping from the implicit layer space to the output
space is linear, which means the output of the network is the
linear weighted sum of the output of the hidden unit. Among
them, the role of the hidden layer is to map the vector from
low dimensions to high dimensions through the kernel
function, and the situation of linear indivisibility of low
dimensions can be mapped to high dimensions to become
linearly separable.

%e outputs of the RBF network are as follows:

y � 
n

i�1
Wihi(x), (2)

where y is the output of the RBF neural network, n is the
number of neurons in the hidden layer,Wi is the connection
weight between the i neuron of the hidden layer neuron and

the neuron in the output layer, hi(x) is the activation
function of the neurons of the hidden layer, the activation
function usually takes the Gaussian function which is de-
fined as follows:

hi(x) � exp −
1
2σ2i

ζ − μi

����
����
2

 . (3)

ζ � (a1, a2, . . . , am)T is the input matrix, μi is the selected
center point, σi is the width of the neuron, and ‖ζ − μi‖ is the
Euclidean distance between the input matrix and the radial
base center.

Clustering can be seen as a process of optimization of
neural network output and weights, the output expression of
the radial base network used in this algorithm is as follows,
and its objective function can be seen as the process of
minimization of the following formula:

y � min
n

i�1

n

j�1
wij exp −

1
2σ2

xi − xj

�����

����� . (4)

In this paper, the algorithm no longer selects the center
point but retains all the samples and uses Gaussian kernel
functions to map to high-dimensional space, so that the RBF
neural network can retain the information between the data
to the greatest extent. Using the pseudolabel to train RBF
neural network, the algorithm selects the gradient descent
algorithm as the backpropagation method, and finally ob-
tains the appropriate network weights after several iterations
of training.

3.3. Generation of Self-Supervised Remediation Labels.
Due to the limitations of traditional partition-based clus-
tering algorithms, the class labels obtained by preprocessing
are not necessarily correct when facing nonspherical clusters
and unbalanced datasets, so the network parameters need to
be corrected.

According to the K-nearest neighbor principle, from the
microscopic point of view, the data sample must have the
same class label as the adjacent data point, so the resulting
corrected label is the mean of the neighbor sample class
label, the specific formula is as follows:

labelcorrection �
1
K



K

n�1
labeln−nearest. (5)

%e algorithm loss function in this paper uses the MSE
(Mean Square Error), and the backpropagation algorithm also
uses the gradient descent algorithm, after multiple rounds of
iteration, the new measure labels are finally obtained.
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Figure 2: Transformation of pseudolabels.
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3.4. ClusteringGenerating Class Labels. After re-entering the
data set X, the new measure labels are obtained, and the
K-means clustering algorithm is used again for the resulting
output to obtain the final results.

%e pseudocode of algorithm in this paper is shown in
Table 1.

4. Experimental Results and Analysis

4.1. Artificial Data Set Verification. Artificial data set is a
human-made set data set with obvious characteristics, which
can be easily artificially judged through experience. How-
ever, there is a high degree of complexity in artificial data
and in terms of data set shape, density, imbalance, or other
aspects problems for artificial intelligence algorithms, so it
can well test the adaptability of a certain algorithm to a
certain class or several types of complex properties.

%e manual data sets used in this paper are all two-di-
mensional data (Table 2), and the used two-dimensional data
sets can display more intuitively the quality of the algorithm
clustering results and objectively evaluate the performance of
the algorithm. %e six datasets selected in this paper are
typical artificial datasets, and there are problems of density,
shape, or complex properties between clusters.

%e algorithm in this article first uses the K-means al-
gorithm to do the preprocessing work, and the K-means run
the result such as in the left side (Figures 3–8), and the result
of the algorithm RBF-KNN in this article is as follows as the
right side (Figures 3–8).

%e proposed algorithm is a neural network self-su-
pervised clustering method based on partition-based clus-
tering as the basis for preprocessing, so the 6 artificial
datasets (ADS) selected in this paper are all datasets that
cannot be well processed by the K-means algorithm. It can
be seen from the experimental results of RBF-KNN that the
processing of the “aggregate,” “long,” “spiral”, and “target”
datasets in this paper can achieve an accuracy rate of 100%,
and there are still deficiencies in the details of the processing
results of the “jain” and “flame” datasets, but the results have
been greatly improved compared to the preprocessing re-
sults. Although there are still deficiencies in some data sets, it
is limited by the functional limitations of neural networks.

%e algorithm structure of the RBF-KNN algorithm is
simple and has fewer parameters, that is only two parameters
(the value of K-nearest neighbor-value is basically 2 or 3),
and compared with the traditional clustering algorithm
based on division, the results of this algorithm can basically
meet the needs of cluster robustness.

4.2. UCI Data and Validation, and Evaluation Indicators.
In order to verify that the proposed algorithm can achieve a
good clustering effect when dealing with practical problems,
several UCI datasets are selected to verify the performance of
the proposed algorithm (Table 2), all of which are derived
from the UCI machine learning library.

UCI data sets come from different types of industries.
“Ecoli” is a data set on molecular research and cell biology
for the determination and prediction of yeast data. “Iris” is a

data set of classification information about iris plants, which
is used to distinguish between three types of plants. “Seeds”
data set is mainly a coefficient obtained by X-ray technology
for three wheat varieties, and a test data set for wheat
classification. %e “Soybean” data set is Michalski’s famous
soybean disease database for predicting the diseases yielded
in soybeans, while the “Segment” data set is a data set that
classifies image data on higher numerical attributes, which
can better test the performance of this algorithm.

%e evaluation criteria for the algorithms selected in this
paper include the V-measure coefficient, the adjusted rand
index (ARI), and the normalized mutual information
(NMI), among which ARI requires the use of the Rand index
(RI). Because the use of a single evaluation index will lead to
the evaluation results being too one-sided, this paper selects
multiple evaluation indicators for cross-validation as for-
mulas (6)–(8).

v − mesure �
2∗ (h∗ c)

h + c
, (6)

RI �
a + b

c
nsamples
2

, (7)

ARI �
RI − E[RI]

max(RI) − E[RI]
, (8)

where h denotes homogeneity; c indicates completeness; a
and b are the selected categories; C2n is the probability of
picking 2 classes from all n classes. As an adjustment
function of RI, ARI is adjusted using the resulting RI.

Table 1: Algorithm process description.

Algorithm1 RBF-KNN clustering
Input: Dataset X, k, K-nearest neighbor-value
Output: Cluster labels ci of X
(1): Run K-means to pre-divide X int k clusters
(2): Transform pre-divide labels to pseudo-labels
(3): Repeat
(4): Training RBF network by minimizing loss
(5): Repeat
(6): Get correction labels by KNN graph
(7): Update network parameters by minimizing loss
(8): Data_mark�RBF_KNN(X)
(9): Run K-means to divide Data_mark into k clusters

Table 2: Attribute description of each data set.

ADS n d k
Aggregate 788 2 7
Jain 373 2 2
Flame 1000 2 2
Spiral 1000 2 2
Target 770 2 6
UCI
Ecoli 336 7 8
Iris 150 4 3
Seeds 210 7 3
Soybean 47 35 4
Segment 2310 11 7
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V-measure represents the harmonized mean of ho-
mogeneity and integrity, the value range is [0, 1], and the
larger the value, the better the clustering effect. %e ARI
indicates the degree to which the resulting category
information matches the expected category, and the ARI
range is [−1, 1], and the larger the value, the higher the
coincidence of the clustering result with the real
situation.

NMI is defined as the formulas (9) and (10).

NMI �
I(X, Y)

����������
H(X)H(Y)

 , (9)

I(X, Y) � 

k(a)

h�1


k(b)

l�1
nh,llog

n · nh,l

n
(a)
h n

(b)
l

⎛⎝ ⎞⎠. (10)
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X and Y represent variables, I (X, Y) represents the
mutual information of two variables, H(X) and H(Y) rep-
resent entropy for the sum of variables.

NMI is a measure of the interdependencies between
variables, indicating the strength of the relationship between
two variables.%e value range of the NMI index is [0, 1], and
the closer the value is to 1, the better the clustering effect. On
the contrary, the clustering effect is considered to be poor.

%rough the above evaluation methods, the processing effect
of various algorithms on the data set can be compared more
intuitively.

%is section selects several types of unsupervised
learning methods to compare with the proposed algorithm,
including the K-means algorithm based on partitioning, the
DPC density clustering algorithm based on K-nearest
neighbor, the VaDE clustering algorithm based on VAE and
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Table 4: Comparison of evaluation indicators ARI of different algorithms.

K-means KNN+DPC VaDE DCN SpectralNet RBF-KNN
Aggregate 0.3475 1.0 0.3289 0.3625 0.9231 1.0
Jain 0.3241 0.2784 −0.0044 0.4214 0.2165 0.7900
Flame 0.4534 0.6742 0.2895 0.4629 0.2507 0.9502
Spiral 0.0359 1.0 0.0548 0.0115 0.3094 1.0
Target 0.2931 0.4358 0.2192 0.1568 0.8219 1.0
Ecoli 0.6720 0.3884 0.0193 0.6892 0.6552 0.6855
Iris 0.7302 0.5178 0.0192 0.7125 0.7437 0.7566
Seeds 0.7166 0.5521 0.1845 0.7083 0.4134 0.7285
Soybean 0.5452 0.7672 0.3262 0.6726 0.0756 0.9256
Segment 0.4373 0.0346 0.0342 0.3240 0.0012 0.5256

Table 3: Comparison of evaluation indicators V-measure of different algorithms.

K-means KNN+DPC VaDE DCN SpectralNet RBF-KNN
Aggregate 0.4940 1.0 0.5261 0.5620 0.9497 1.0
Jain 0.3690 0.5335 0.2024 0.4587 0.4606 0.7075
Flame 0.3987 0.8865 0.3453 0.4025 0.4595 0.8993
Spiral 0.0268 1.0 0.0406 0.3872 0.3194 1.0
Target 0.2931 0.4655 0.7335 0.4982 0.7917 1.0
Ecoli 0.6409 0.5311 0.2664 0.6130 0.6241 0.6855
Iris 0.7581 0.6182 0.2645 0.7381 0.7660 0.7943
Seeds 0.6992 0.5884 0.2629 0.7200 0.5073 0.7165
Soybean 0.7157 0.7672 0.3872 0.6820 0.2992 0.9457
Segment 0.6040 0.3740 0.2024 0.6135 0.0995 0.6244

Table 5: Comparison of evaluation indicators NMI of different algorithms.

K-means KNN+DPC VaDE DCN SpectralNet RBF-KNN
Aggregate 0.4941 1.0 0.5282 0.3286 0.9498 1.0
Jain 0.3690 0.3034 0.2024 0.4265 0.4607 0.7075
Flame 0.3987 0.7628 0.3454 0.3255 0.4595 0.8993
Spiral 0.0267 1.0 0.0456 0.1153 0.2974 1.0
Target 0.2931 0.4726 0.2098 0.2656 0.8217 1.0
Ecoli 0.6440 0.5312 0.2663 0.5568 0.6307 0.6856
Iris 0.7582 0.6258 0.2657 0.7265 0.7661 0.7857
Seeds 0.6949 0.5884 0.2629 0.7024 0.5079 0.7124
Soybean 0.7158 0.8489 0.3581 0.6526 0.3057 0.9435
Segment 0.6048 0.4000 0.2831 0.5663 0.1427 0.6875

0.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

2.00

M
SE

 L
os

s

40 10060 80200

(a)

0.0

0.2

0.4

0.6

0.8

1.0

V-
m

ea
su

re

40 10060 80200

(b)

Figure 9: Performance of RBF-KNN. (a) Optimization processing. (b) Stability line chart.
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GMM clustering algorithms, the DCN clustering algorithm
combining Auto-encoder and K-means algorithms, and the
semisupervised neural network. SpectralNet clustering al-
gorithm is based on graph theory, of which the
SpectalNet algorithm only selects k labeling points in this
paper.

It can be seen from the experimental results that com-
pared with the traditional K-means and the DPC algorithm
combined with KNN, the algorithm of this paper can obtain
better clustering results on each data set, and the compre-
hensive comparison of the three indicators of V-measure,
ARI, and NMI shows the result obtained by the proposed
algorithm is more excellent (Tables 3–5).

Compared with the clustering algorithms VaDE and
DCN that combine neural networks, both algorithms are
clustering algorithms for image processing, and these two
algorithms are inefficient in coping with low-dimensional
datasets; SpectralNet as a semisupervised clustering algo-
rithm also has poor clustering effect with less prior
knowledge. As a self-supervising clustering algorithm, we
get better results than the selected 5 algorithms from the
three evaluation criteria, which show RBF-KNN has better
stability performance and robustness.

4.3. Discussion on RBF-KNN Algorithm Performance and
Stability Study. From the V-measure results of the artificial
data set, it can be seen that the clustering accuracy of the
RBF-KNN algorithm on the Jain data set is low, so the
clustering process of the Jain data is selected for analysis in
this section, and MSE loss in each iteration is shown in
Figure 9(a), and the algorithm can quickly optimized in the
40th iteration. %e main step of the algorithm is to map the
data set to a Gaussian function and back-propagate, so the
algorithm complexity of the RBF-KNN algorithm is
O(n2epochs).

In the absence of explicit class label correction, the
neural network will cause the clustering process to greatly
fluctuate due to initialization problems and missing label
problems. In terms of stability, this section still uses the Jain
data set and process 100 epochs. %e V-measure result is
shown in Figure 9(b), and it can be seen from the results that
the clustering results of the proposed algorithm do not
fluctuate significantly, and the proposed algorithm shows
good stability.

5. Conclusion

In this paper, an RBF neural network clustering algorithm
based on the K-nearest neighbor principle (RBF-KNN) is
proposed, which belongs to a self-supervising clustering
algorithm. %e central idea is to use the full RBF network to
retain global information, and then do back-propagation to
self-supervise the resulting neural network based on
K-nearest neighbor principle, in order to solve the problem
of poor adaptability and lack of robustness of traditional
clustering algorithms. From the processing results of the
artificial data set and the UCI data set, we can see that the

performance of the proposed algorithm is excellent, and it
can handle well with the multitype and unbalanced data.

Based on the above analysis, compared with the lack of
versatility of traditional clustering methods and the complex
priori conditions of semisupervised clustering, the proposed
algorithm can ensure the accuracy of clustering while the
process is simple and the simple parameters setting, which
shows more obvious advantages than the proposed tradi-
tional clustering algorithms and semisupervised neural
network clustering algorithms.
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Scienti�c and technological innovation is the source of the survival and development of enterprises and the key to the
realization of the goal of prosperity. In recent years, more and more companies have begun to focus on technological
innovation, but the results are not signi�cant, so companies have begun to explore the factors that a�ect their technological
innovation. e management is the helm of the development of the enterprise, the main body of the company’s actual
production activities, and the direct person in charge of the company’s management. Its in�uence on the innovation of the
enterprise is self-evident, and the education level of the management directly determines the manager’s ability and vision.
However, the current research on management mainly focuses on the position change of management and the rights of
management and does not involve the level of education of management. Based on this, this article started from the
management education and subdivided it with the K-means clustering algorithm, so as to explore the impact of management
education on the technological innovation of enterprises. e experiment showed that there was a signi�cant positive
correlation between the educational level of management and the technological innovation ability of enterprises, and the
correlation coe�cient was 1.521. It fully shows that the management with a higher education background will promote the
enterprise to carry out scienti�c and technological innovation practice and continuously improve the enterprise’s
innovation ability.

1. Introduction

With the development of science and technology, enter-
prises pay more and more attention to the integration of
technology and products and constantly propose new
development plans. However, with the adjustment and
upgrading of the industry, there are obvious di�erences in
the investment of enterprises in innovation, which brings
challenges to enterprises’ innovation planning. Existing
researches on the di�erence of enterprise innovation in-
vestment mainly focus on the change of management
positions and the rights of management. However, com-
pared with these traditional managers, the level of edu-
cation of managers can often better re�ect the overall
quality and ability of managers, so it can also have a greater

impact on the company’s innovation decision-making and
management.

e long-term development of an enterprise is insepa-
rable from the continuous innovation practice. e man-
agement is the leader in the management of the daily a�airs
of the enterprise, and its education level is often directly
re�ected in the daily decision-making of the company.
Research based on the education level of managers can
provide a reference for enterprises to hire relevant man-
agement personnel; at the same time, it is helpful for en-
terprises to assess and motivate management and help to
promote the establishment of a more reasonable reward and
punishment mechanism. In addition, enterprise scienti�c
and technological innovation is an important part of en-
terprise management, and it is a key element that determines
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the company’s development direction, development scale,
and development speed. *is move can reduce the negative
impact of the irrational behavior of company managers on
the company and improve the scientific nature of corporate
innovation decisions.

After a series of experimental analysis, in the process of
clustering division of management education level based on
K-means clustering algorithm, when the number of clus-
tering reached 7 times, the clustering result tended to be
stable, and the numerical result fluctuated around 2400. At
this point, clustering results had the lowest impact on
management division. Moreover, the experiment showed
that management with higher educational background could
approve enterprises to adopt more means to carry out
technological innovation, the correlation coefficient was
1.521, and the correlation coefficient between it and the
number of patent applications was 1.662. At the same time,
the regression coefficient between enterprise innovation
input andmanagement with high education background was
− 0.164, and the regression coefficient between enterprise
innovation input and output and management with higher
education was − 0.221, and it was in the horizontal direction
of 1%. *ere was also a significant negative feature at the
level, which fully demonstrated the robustness and reliability
of the above correlation conclusion. As a result, enterprise
management who have experienced higher education will
often lead the enterprise to enter the scientific and tech-
nological innovation market and continuously improve the
enterprise’s independent innovation ability.

2. Related Work

With the continuous development of the economy, more
and more companies have begun to propose innovation-
driven development strategies. At the same time, many
experts and scholars have also turned their attention to this
area. Yang studied the relationship between work pressure
and enterprise innovation cost management. On this basis,
he proposed a model to measure the relationship between
pressure coefficient and innovation. At the same time, he
used the job demand control model to conduct a compre-
hensive evaluation of employees’ mental health, work
pressure, engagement, innovation ability, and so on. And
then he analyzed the impact of these factors on enterprise
technological innovation [1]. Liu took scientific and tech-
nological innovation as an intermediate variable and aimed
to explore the role of intellectual property protection in the
improvement of enterprises’ scientific and technological
innovation capabilities. In the process, he collected panel
data of 80 advanced manufacturing SMEs from 2013 to 2015
and made a detailed analysis of these data [2]. Zhang
proposed a plain-text corpus method based on latent
Dirichlet assignments, which can automatically construct an
ontology in the field of enterprise technology innovation.
*e method consists of four modules: initial ontology in the
field of enterprise technology innovation, preprocessing
system, domain-specific terminology mining based on LDA,
and related rules defined [3]. Chen aimed to reveal the
relationship between firm innovation network and

technological innovation performance from a new per-
spective. He developed the symbiotic behavior scale and
found that symbiotic behavior plays a certain role between
the structural characteristics of enterprise innovation net-
work and technological innovation performance. *erefore,
he developed the symbiotic behavior measurement scale
according to the scale development process and tested the
scale using exploratory factor analysis, confirmatory factor
analysis methods, and competition models [4].

*e above scholars have analyzed the factors that affect the
technological innovation of enterprises from different levels,
but none of them have studied the impact of management
education on technological innovation. K-means clustering
algorithm has significant advantages for data classification and
mining, so we refer to a series of related literature.

Wang pointed out that disease spot segmentation from
crop leaf images is a key prerequisite for disease early
warning and diagnosis. In order to improve the accuracy and
stability of disease spot segmentation, he proposed an
adaptive segmentation method of crop disease images based
on K-means clustering [5]. Khan proposed an improved
K-means clustering algorithm for intelligent image seg-
mentation, which used an adaptive histogram-based initial
parameter estimation process [6]. Li proposed an optimized
K-means clustering method and also proposed three opti-
mization principles. At the same time, he pointed out that
applying these three principles could minimize the com-
putational cost and improve the computational efficiency of
K-means [7]. Allen proposed an improved algorithm for the
dependence of the K-means clustering algorithm on the
initial cluster center. *e algorithm improved the stability
and accuracy of the clustering results and sped up the
convergence. In the improved K-means algorithm, he se-
lected the initial cluster centers according to the spatial
distribution of the data and then sorted the average dif-
ference of each sample [8].

*e above literature has carried out in-depth research on
the K-means clustering algorithm and has carried out rel-
evant optimization and upgrades to the K-means clustering
algorithm on the basis of the original algorithm. But for
management education, the above scholars have not carried
out detailed research. Even if there is, it is a passing area, and
the research is not in-depth and detailed enough.

3. Management Education and Enterprise
Technological Innovation under K-Means
Clustering Algorithm

3.1. Enterprise Technological Innovation. Scientific and
technological innovation refers to specific activities used by
industrial enterprises in scientific and technological inno-
vation and technology development, including direct ex-
penditures for enterprise research and development
activities and all expenditures for indirect research and
development activities. Technological innovation is the only
way for an enterprise to achieve self-development and in-
novation. Nowadays, technological innovation capability
has increasingly become a key indicator to measure the
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comprehensive competitiveness of an enterprise [9]. In the
market competition without gunpowder smoke, whoever
can first realize technological innovation and technological
progress will be the first to seize the market and remain
invincible in the fierce competition. Technological innova-
tion is not only the need of a certain region or society, but
also the common value pursuit of all mankind. In scientific
and technological innovation, the development of science
and technology and innovation complement each other. On
the one hand, the progress of science and technology will
promote the improvement of innovation ability. On the
other hand, the improvement of innovation ability will also
promote the progress of science and technology to a certain
extent [10]. Science and technology not only are used in
enterprises, but also cover most fields in society. Figure 1
shows the main application fields of science and technology.

To achieve scientific and technological innovation, en-
terprises cannot do without the overall innovation in cor-
porate governance thinking. In the process of continuous
technological innovation and development, people have
gradually summed up several ways of thinking that cor-
porate governance needs to have.*ese ways of thinking can
help us clarify the path and direction of innovation and
provide guidance for our scientific and technological in-
novation experiments.

3.1.1. Innovative(inking. *e innovation of thinkingmode
is indispensable for enterprises to carry out scientific and
technological innovation. Innovative thinking is a kind of
thinking gradually formed in the process of scientific and
technological innovation, which pays particular attention to
the rigour of thinking and usually relies on some specific
scientific thinking modes in actual scientific and techno-
logical innovation activities [11]. Creative thinking is a
pioneering advanced and complex thinking that explores
unknown things. It is a kind of original thinking with its own
characteristics. *erefore, enterprises can grasp the effective
innovative thinking mode in time, which can help enter-
prises quickly identify the direction of innovation and
concentrate all advantages for innovative practice.

3.1.2. Analogical (inking. Analogical thinking is a way of
thinking commonly used in mathematics. Its principle is to
compare unfamiliar things with familiar things in order to
gain an understanding of new things. However, in the
specific innovation practice, enterprises should realize that
analogical thinking is only a reasoning method for
researching problems, and the cognition provided by it is
only a possibility, not a certainty. *erefore, for the final
result, the enterprise must conduct a rigorous practice test,
so that the result can be adopted. But nonetheless, it is
invaluable that the possibilities offered by analogical
thinking expand ideas for problem-solving.

3.1.3. Associative (inking. Associative thinking is a kind of
thinking activity produced by the divergent association of
the characteristics or attributes of different things [12].

Associative thinking plays a very important role in daily
innovation practice, because associative thinking refreshes
the way to see the world and provides us with a reference for
innovation. *e use of associative thinking by enterprises
can fully mobilize their enthusiasm for innovation, provide
guidance for other ways of thinking of enterprise innovation,
and continuously promote the progress of enterprises’ sci-
entific and technological innovation capabilities.

3.1.4. Leap-Forward (inking. Leap-forward thinking
means that after we have thoroughly understood the core
concepts and combined them into knowledge ability units,
the next thing we need to do is to use the cognition that we
can understand better to connect them and memorize them.
For example, in business analysis, the marginal benefit, scale
effect, and the marginal interpersonal communication field
and crowd size in the communication model can be com-
bined and memorized, so as to consolidate the cognition of
core concepts and exercise the divergent ability of one’s own
thinking.

3.2. Enterprise Management. Enterprise managers are the
main body of production and operation activities of en-
terprises [13]. In daily business operation, managers play a
leading role in corporate governance and decision-making
activities by relying on their own quality and professional
knowledge and skills. In the previous corporate structure,
the general manager was always the one person in charge of
the management, who was responsible for the decision-
making and formulation of the company’s large and small
affairs. Although they mainly manage subordinate em-
ployees, they also shoulder specific tasks. However, in
modern corporate management activities, the work and
functions of the management are artificially subdivided, and
the management often completes organizational activities by
several managers through coordinating and monitoring the
work of others. Figure 2 is a management organization chart
of a modern enterprise.

According to the requirements of management, the
enterprise management organization divides the production
administrative command system of the enterprise according
to the principle of division of labor and cooperation, clearly
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Figure 1: Application areas of science and technology.
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defines the responsibilities, authority, obligation, and in-
formation communication mode of each management
level or link, and correspondingly configures a certain
number of competent management personnel. Manage-
ment often has a multilevel structure, which is generally
divided into general management, middle management,
and senior management. General management is the
managers at the lowest level, and they are often managers
engaged in production, sales, and other services. General
management is the company’s grass-roots reserve cadres;
they often have the potential to become senior managers.
*e middle management is the backbone of the company.
*eir main job is to transmit, that is, to receive tasks from
senior management and then assign them to ordinary
management. *ey also oversee the work of ordinary
management and accept leadership from senior man-
agement. *e senior management is at the helm of the
enterprise. *ey formulate the development strategy of
the enterprise according to the market environment and
use the corporate image to contact the outside world and
then adjust the development direction of the enterprise
according to the latest changes in the market in real time
[14]. *ey are the core figures of the operation of the
enterprise and the executors of accomplishing the goals of
the board of directors. An excellent senior manager not
only has excellent business ability, but also needs to have a
certain financial level.

Because senior management often has extraordinary
status and unparalleled power in the company, the object of
enterprise management in this paper mainly refers to the
management [15]. On the one hand, the senior management
decides the direction of the enterprise and has the right to
make decisions on all matters of the enterprise. On the other
hand, the self-quality and ability of senior managers are the
external embodiment of the company, and taking them as
the research object can better discover the problems existing
in the development process of the enterprise. At the same
time, the role of middle management in the enterprise has
been a controversial topic. Some researchers believe that the
middle management in the company only acts as a trans-
mitter of information and cannot create any value for the
enterprise. *e other researchers believe that middle man-
agement is an indispensable existence in enterprises, because
they are responsible for specific tasks and provide technical
guidance to ordinary management. Moreover, the middle
management can also create an efficient working environ-
ment for the enterprise and ensure the integrity of the overall
structure of the enterprise.

In the process of researching and discussing manage-
ment, we found that there is a certain connection between
some behaviors and psychology of managers, and the self-
quality and ability of managers will be limited by objective
conditions. In order to further analyze the factors that affect
the behavior and psychology of managers, the following
theories are now referred to.

3.2.1. High-Level Echelon (eory. In management, it is
generally believed that, due to the complexity and ran-
domness of the external environment, it is impossible for
managers to form a comprehensive cognition of things [16].
Even if this thing is something that often occurs around
managers, managers cannot observe the whole picture of the
thing. In this case, the manager’s own ability and quality
determine the degree of his understanding of relevant things.
In other words, once the development of things exceeds the
manager’s own cognition, the manager’s behavior will have a
serious impact on the development of the enterprise. During
this process, relevant experts and scholars pointed out that,
in order to achieve stable development, enterprises need to
rebuild the management structure. *e theory developed
continuously under the influence of management and
economics and was finally summarized as the high-level
echelon theory. *e high-level echelon theory holds that
managers with different experiences and life experiences
often have different worldviews and values, and these ex-
periences and experiences will constrain management’s
decision-making. At the same time, these factors will directly
affect their communication and cooperation at work and
then indirectly affect the relevant decision-making and
strategy formulation of enterprises [17].

3.2.2. Imprint (eory. *e imprinting theory was first
proposed in the field of biology as an animal cognition
theory. With the continuous development of biology, people
continue to extend and expand this theory and then in-
troduce it into the field of management [18]. In manage-
ment, imprinting theory no longer emphasizes simple
groups; it begins to focus on individuals with special ex-
periences. *e theory holds that things and memories with
deep impressions will have a lasting effect on an individual’s
future development, thereby affecting their future thinking
and action. In this theory, the so-called special experience
refers to an event that an individual has personally expe-
rienced or witnessed, which has the characteristics of a wide
range of influence, a significant degree of influence, or a long

General manager

Deputy General
Manager

Management Technology research
and development Project Engineering
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Figure 2: Organizational chart of enterprise management.
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time continuation. Moreover, with the in-depth study of this
theory, it has been found that the occurrence of individual
experiences in the sensitive period is an important condition
for the formation of individual imprints [19]. Generally, the
academic circle mainly defines the sensitive period from two
main aspects: one is certain physiological stages of the in-
dividual growth period. *e second is a period of great
changes in the individual growth environment, which
mainly includes the period of education, the period of first
work, and the period of marriage.

3.2.3. Managerial Short-Term Orientation. On the basis of
the above two theories, another theory was found that affects
the decision-making of management. In the process of
company management, managers often give up making
changes and innovations because of the influence of ready-
made interests and then depreciate some innovative strat-
egies. After in-depth research on this phenomenon, people
call it managerial short-term orientation [20]. Managerial
short-term orientation is a corporate management theory
that believes that the problem is that market participants,
especially institutional investors, emphasize short-term
business results, which leads to undervaluation of companies
with long-term investment plans. When companies are
undervalued, they become attractive targets for other
companies or individual investors with substantial discre-
tionary resources. Management’s short-term theory believes
that, in the actual company management process, the
company’s managers will inevitably be involved in the
whirlpool of shareholders’ interests, so this forces the
management to reduce enterprise risk investment and the
error rate. However, for the benefit of the enterprise, the
management has to carry out some daily investment proj-
ects, so the management will purposely crack down on long-
term investment projects and try to increase the current
profit of the company. At the same time, the manager’s
short-sighted theory also believes that, in the current market
environment, short-term investment will be more in line
with managers’ psychological expectations. If managers
engage in long-term strategic investment, it will expose the
enterprise to huge risks, and it will also bring risks to their
own employment [21].

3.3. K-Means Clustering Algorithm. *e process of classi-
fying and dividing more than three objects according to a
specific classification method is called clustering. A cluster
generated by clustering is a collection of data objects that are
similar to objects in the same cluster and different from
objects in other clusters. In the process of clustering, the
attributes and characteristics between objects are notable
signs to judge their differences from other objects and are
also one of the references for clustering. In the natural
sciences and social sciences, the commonly used statistical
method is the cluster analysis method, which is a common
analysis method for studying classification and division
problems. From a disciplinary point of view, clustering
originally belonged to the category of mathematics, but
today’s clustering methods are not only used in the field of

mathematics, but also widely used in the fields of statistics
and information science. However, clustering is not the
same as classification. *e difference is that people often do
not know the specific number of classifications in advance
when performing clustering. In the case of simple classifi-
cation, the classification standards and categories have al-
ready been given. *e content of cluster analysis is very rich,
including systematic clustering method, ordered sample
clustering method, dynamic clustering method, fuzzy
clustering method, graph theory clustering method, clus-
tering prediction method, and so on [22]. *e general
formation process of clusters is shown in Figure 3.

Before clustering, people first need to find a sample
center point, which is the cluster center. After the center is
determined, the data set is automatically divided into dif-
ferent clusters according to the distance and difference
between each data point and the cluster center. In the
process of cluster formation, the distance between each data
point and the center is the similarity between the data and
the cluster center, so the similarity between the data sets can
be obtained by calculating the distance.

When studying cluster analysis, people often talk about a
concept: similarity, which mainly describes the mutual at-
tributes between objects [23]. *e closer two things are, the
larger their similarity measure is. *e farther away two
things are, the smaller their similarity measure is. As can be
seen from the above, any data set has a natural structure at
the bottom, which constitutes the basis of clustering.When a
sample set n is given and the sample set stores several at-
tributes of enterprise managers, such as gender, age, edu-
cation level, and so on, this sample object is then given a
m-dimensional attribute, where Ei represents the education
level of the i-th object. Figure 4 is a flowchart of the K-means
clustering algorithm.

In the process of calculation, there is a certain Euclidean
distance between any two objects, which is defined as

d �
1
m

�����������

 xi − xj 
2



. (1)

Among them, i and j represent the i-th and j-th objects,
respectively, and x represents the sample space of the object.

*e Manhattan distance is expressed as

d′ �
1
m



m

k�1
xi − xj



. (2)

In addition to the above two methods that can represent
the relationship between arbitrary objects, there are also
some indicators that can also be used as a standard for
measuring similarity. But no matter how the way of rep-
resentation changes, the essence of cluster analysis does not
change, that is, to find the inherently similar structure be-
tween objects.

K- means clustering in the general sense is an adaptive
clustering learning algorithm [24]. *e operation process of
this algorithm is mainly to set up an objective function and
then iterate towards the objective function continuously.*e
representation of the objective function is generally as shown
in the following formula:
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Among them, k is the initial cluster center, Z is the
cluster center in the adjustment process, and the adjustment
operation is as follows:

Zij �
1
n


xij∈D

xij. (5)

In this formula, xij represents the j-th value of the
sample point at the i-th position, and D is the sample size.
However, in many cases, the data is incomplete or the data is
too large, which requires us to optimize the above clustering
analysis algorithm. On the one hand, characterizing the local
similarity between sample data can be done, and on the other
hand, the similarity of the data at a certain point needs to be

considered. On this basis, a comprehensive analysis of the
sample data can be achieved.

ϖij � F pij, qij , (6)

F is the optimized objective function, which in theory we
want to decrease as the local similarity increases. In par-
ticular, p and q are defined as follows:

pij � p Θi,Θj  �
i

cos θt( 
 ,

cos θt(  � max
xi∈Θi ,xj∈Θj

xixj cos θt( .

(7)

In this process, Θ is the tangent space of the sample set,
and xi and xj express the local structure of the sample
points. θ is the angle of the tangent space, which is an
adjustable variable.

qij � 
d

i�1
cos(θ)

t
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2
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.

(8)

In the formula, pij and qij represent the local similarity
and point similarity of the sample data set, respectively. w is
the similarity weight derived from the sample tangent
space.

Arbitrary similarity weights can form a spectral graph,
where the vertices of the graph are formed by the similarity
weights of the data. In this case, the aggregation of data is no
longer bound by traditional clustering, which can form
clusters on arbitrary geometric shapes.

*e similarity matrix is constructed as follows:

R �
mn Amn − Bmn( 
�����������������

mn Amn − Bmn( 
2

 ,

Amn � Aij 

n

i�1,j�1
Nij,

Bmn � Bij 

m

i�1,j�1
Nij.

(9)

In the formula, N is a sample set containing n data
nodes, and Amn and Bmn are two similarity matrices,
respectively.
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Figure 4: Flowchart of K-means clustering algorithm.
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Similarly, a standardized similarity matrix continues to
be constructed to compare its data differences with the
general matrix, which is defined as follows:

Dmn � 
N

j

Wij. (10)

Transform it with a Laplacian matrix to get

L � D
(1/2)

· L · D
(1/3)

,

D � L − D
− (1/2)

· W · D
− (1/2)

,

W � L · L
− (1/2)

· D
(1/2)

,

(11)

L is a Laplace matrix and W is an identity matrix. After the
above process, the maximum eigenvalue of the matrix can be
gotten, where D is also called the eigenmatrix.

However, when processing data, problems such as data
duplication and inconsistency of attributes are prone to
occur in many cases. *erefore, in the actual operation
process, the sample data set needs to be modified to delete
redundant parts.*emodified and normalized definitions of
the data are as follows:

ci �
ci − u

�����������������

(1/N) 
N
i�1 xi − u( 

2
 ,

u �

�������������

ci ·  xi − x( 
2



.

(12)

Among them, the length of the data is N, the normalized
value of the data is u, and ci is any data point in the data set.
On the basis of data standardization, the feature matrix
needs to continue to be processed to get the following
formula:

E � D
(1/2)

· W · L · D
− (1/2)

. (13)

Among them, E is a N-dimensional vector, which de-
scribes the basic clustering result of the data, and the matrix
W corresponding to the vector is the final clustering result.

Applying the above clustering analysis method can make
a simple subdivision of the management of the enterprise.
*e management division can effectively distinguish which
managers can bring long-term benefits and value to the
company and which managers can promote enterprise in-
novation. In the long-term development process of the
enterprise, the requirements of the enterprise for the
management are gradually transparent. *erefore, after the
management is divided, the personal ability and quality of
the management will be more prominent. Under the
combined effect of the market and economic environment,
managers often have some extraordinary skills, so the
method of clustering can adapt to different needs.

In the company’s internal environment, the manage-
ment has two purposes, one is to maintain the stability of the
company’s internal structure, and the other is to ensure the
harmony of the company’s external environment. *e di-
vision of the company’s management, on the one hand, helps
the company’s top management to divide the functions of
the management, so as to maximize the manager’s own

advantages. On the other hand, it can promote the strategic
adjustment and personnel adjustment of enterprises. *e
knowledge and use of the management by the enterprise
will magnify the management ability of the manager to
continuously meet the needs of enterprise development.
When the management repeatedly fails in major decisions,
the truth often becomes the target of public criticism.
*erefore, managing the management well is more im-
portant than managing the employees. Do not let the
management be the messenger. From another point of
view, the segmentation of enterprise management can be
divided into two levels: macrodivision and microdivision.
Among them, the macrodivision mainly refers to the
subdivision of enterprises according to the business ability
of managers and the quality of managers themselves. For
example, managers are divided into senior managers, in-
termediate managers, and general managers according to
their educational level. However, this kind of division in the
macrosense is mostly the division of a single variable, so on
this basis, people put forward microsegmentation.
Microdivision also refers to behavioral subdivision. Gen-
erally, the results of microdivision are more detailed and
complex. For example, managers can be divided into ag-
gressive managers, stable managers, and conservative
managers according to their investment behaviors. In the
process of this research, not only do the goals need to be set
in advance, but also a lot of data need to be analyzed.
Figure 5 shows the empirical research process of this paper.

Compared with general research and analysis methods,
such as single variable segmentation, behavioral segmen-
tation, or simple macroanalysis, K-means clustering can fit
well with the objective function, and the process of dividing
does not involve any personal subjective emotions. *ere-
fore, this classification method can more objectively reflect
the differences between the target objects. Moreover, when
studying the characteristics and application effects of target
objects, K-means-based clustering is beneficial to thoroughly
understand the segmentation results and to establish a good
partition model between objects and targets in advance. In
the process of studying the technological innovation of
enterprises, the level of education of the company’s man-
agement is used as the basis for the division, and the
management’s own ability and literacy are used as the
auxiliary division criteria, which canmake the researchmore
in-depth and can also fully grasp the company’s manage-
ment, personal quality, education level, and innovation
ability. On this basis, the company will be able to further
clarify the management hiring standards and continue to
carry out technological innovation practices under the
leadership of the new management.

4. Segmentation of Management Education
Based on K-Means Clustering Algorithm

Before the empirical research begins, it is necessary to
conduct statistics and analysis on the collected sample data
and divide the research objectives according to the K-means
clustering algorithm. *e statistical results of different
variables of the whole sample are shown in Table 1.
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In Table 1, the factors that affect the technological in-
novation of enterprises are collected, and their impact on the
technological innovation of enterprises is calculated. Among
them, the variance of the impact of education level on
enterprise technological innovation is 0.851, and the vari-
ance of the impact of production scale on enterprise tech-
nological innovation is 21.721, which indicates that the
impact of education level on enterprise technological in-
novation is relatively stable. However, the educational level
of enterprises is not equal to the educational level of
managers, so we will analyze the educational level of
managers next. *e grouping of managers’ educational
status and their impact on enterprises are shown in Table 2
and 3.

From the above data, it can be known that the manager’s
educational background coefficient is 0.010, and with the
continuous improvement of the manager’s educational level,
the correlation coefficient is increasing and showing a sig-
nificant positive feature, with the highest coefficient being
1.76. *is shows that the higher the education level of
managers, the more likely it will promote enterprises to
invest in technological innovation.

In order to explore the influence of the educational
background of different levels of management on the
technological innovation of enterprises, regression analysis
was carried out on the educational background of the
general manager and chairman of the board, respectively.
Table 4 and 5 are its regression results.

*e data shows that different management levels will
have different impacts on the technological innovation of

enterprises. Among them, if the general manager’s education
level is higher, it will promote the enterprise to implement
the innovation-driven strategy, and its highest correlation

Determine
the target

Data
collection

Data
preparation

Execute the
algorithm

Result
analysis Application

Figure 5: Empirical research process.

Table 1: Statistical results of different variables in the whole sample.

Variable Sample size Mean Standard deviation Median
RD 12387 0.030 0.031 0.027
SIZE 12387 21.721 1.152 21.580
LEV 12387 0.410 0.201 0.410
ROA 12387 0.042 0.052 0.049
SEX 12387 0.949 0.223 1
E-HIGH 12387 0.851 0.621 0
E-LOW 12387 0.550 1.382 0.639

Table 2: Statistics grouped by managers’ education.

Variable
Managers with high education background Managers without high education background

Mean Standard deviation Median Mean Standard deviation Median
SIZE 21.334 21.721 21.152 21.591 1.151 21.582
LEV 0.364 0.411 0.201 0.421 0.205 0.404
ROA 0.045 0.048 0.052 0.039 0.055 0.521
SEX 0.897 0.949 0.223 0.952 0.219 1
PATENT 19.111 1.218 0.348 11.210 0.821 0.312
INNOVATION INPUT 12.987 2.314 1.167 9.345 1.213 0.921
INNOVATION OUTPUT 11.321 2.113 0.921 7.611 1.324 0.816

Table 3: *e impact of higher education background on the in-
vestment in scientific and technological innovation of enterprises.

Variable Correlation
coefficient University Master Phd

EDUCATION 0.010 0.004 0.006 0.016
HIGH
EDUCATION 1.76 2.92 3.08 3.00

STUDY ABROAD 0.022 0.014 0.201 0.004
RESEARCH
INSTITUTE 6.49 7.70 0.052 0.0006

CLUB 0.011 7.89 7.91 7.62
CONSTANT 3.871 2.63 2.66 3.98
ABILITY − 14.82 − 5.13 − 5.11 − 5.05

Table 4: *e regression results of the influence of the general
manager’s educational background on the technological innovation
of enterprises.

Variable
Company innovation performance
Patent RD Input Output

MASTER 0.462 − 0.92 1.01 0.70
STUDY ABROAD 0.512 − 0.014 1.201 1.004
RESEARCH INSTITUTE 0.351 − 0.70 2.052 2.531
UNIVERSITY 0.019 − 0.89 1.91 0.62
FAMOUS SCHOOL 1.112 − 0.63 1.66 1.98
PHD 4.82 − 1.13 6.11 5.05
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coefficient reaches 4.82. *e higher education level of the
chairman may inhibit the company’s technological inno-
vation, and its highest coefficient is − 3.221, which shows that
it has a significant negative correlation.*e reason is that the
chairman of the board is the shareholder of the company and
the direct beneficiary of the company’s immediate interests,
so it will hinder the company’s innovation to a certain
extent. *e general manager is generally an external em-
ployee of the company, and his income is directly related to
the company’s income, so it is in line with his interests to
promote innovation.

5. Final Clustering Results

In the actual clustering operation process, different initial
points will affect the clustering results. *erefore, for the
rationality of the management division, it is necessary to
minimize the impact of clustering. Figure 6 shows the
clustering results of different initial points.

Figure 6 shows that when the number of clustering is
relatively low, there are relatively more clustering results; in
particular, after only one clustering, the clustering results are
as many as 6300. However, when the number of clustering
reaches 7, the clustering results tend to be stable, and the
numerical results fluctuate around 2400. At this time, the
clustering results have the lowest impact on themanagement
division.

However, within the clusters divided according to the
educational level of the management, the gap in the edu-
cational level of the management will bring errors to the
analysis of the clustering.*e intraclass residual is a measure
used to describe the clustering error, and the smaller the sum
of squares is, the smaller the error is. *e intraclass residual
sum of squares for different initial points is shown in
Figure 7.

As can be seen from Figure 7, as the number of clusters
increases, different initial point clusters begin to recombine
10 times. It can be clearly found that the second clustering
and the tenth clustering are two obvious watersheds, and the
number of clusters in the second watershed has dropped to
4000. In the tenth clustering, the number of clusters de-
creased from 2200 to about 2000.

After ensuring that the division of management edu-
cation level will not bring errors and influences to its re-
search, its correlation with corporate technological
innovation will be analyzed emphatically. *e correlation
between management education and corporate technolog-
ical innovation is shown in Figure 8.

*e experiment in Figure 8 shows that managers with
higher educational backgrounds approve companies to
adopt more means for technological innovation. Among
them, the correlation coefficient between technological
innovation investment and management with high edu-
cation background is 1.521, and the correlation coefficient

Table 5: *e regression results of the influence of the chairman’s educational background on the technological innovation of enterprises.

Variable
Company innovation performance

Patent RD Input Output
MASTER 1.121 − 0.11 1.19 1.77
STUDY ABROAD 1.005 − 0.914 1.43 1.65
RESEARCH INSTITUTE 0.621 − 1.20 2.001 2.901
UNIVERSITY 0.005 − 1.50 0.22 0.62
FAMOUS SCHOOL 1.219 − 0.23 2.66 3.98
PHD − 3.221 − 1.11 3.12 3.05
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Figure 6: Clustering results of different initial points.
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between it and the number of patent applications is 1.662.
*is fully demonstrates that management with a higher
education background will promote technological inno-
vation in enterprises.

Using only the number of patent applications to measure
the correlation between a firm’s technological innovation
and management education can lead to a severe left-biased
effect. *erefore, other variables are added to the above
correlation test, and the least squares method is used to test
the robustness of the correlation. *e robustness test results
between management education and corporate technolog-
ical innovation are shown in Figure 9.

It can be seen from Figure 9 that the regression co-
efficient between corporate innovation input and man-
agement with high education background is − 0.164, and
the regression coefficient between corporate innovation
input and output and management with higher education
is − 0.221. And it also exhibits significant negative char-
acteristics at the 1% horizontal level, which fully dem-
onstrates the robustness and reliability of the above
correlation conclusion.

6. Conclusions

Starting from the educational level of enterprise manage-
ment, this paper firstly analyzed the influencing factors of
enterprises’ technological innovation and the related theo-
ries of enterprise management. On this basis, the article then
divided the management education level into clusters based
on the K-means clustering algorithm and conducted an
empirical study on its influence on the technological in-
novation of enterprises. Experiments showed that man-
agement with a high education background tended to
promote the practice of scientific and technological inno-
vation in enterprises. However, due to time reasons, the
article did not study the education time of enterprise
management during the experiment, so the research lacked
comprehensiveness. In the future, the paper will compre-
hensively study the time and current situation of manage-
ment education and continue to fill in the research gaps.
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Based on the relevant data of Chinese A-share listed companies from 2014 to 2018, this paper studies the relationship between
institutional investors and executive compensation stickiness by using Excel and Stata15.0 software. By �xed e�ect model, the
results show that the sensitivity of executive compensation to performance of listed companies in China is asymmetric, which
means there is a sticky characteristic of executive compensation. With the continuous development of China capital market,
institutional investors will signi�cantly inhibit the stickiness of executive compensation; in addition, according to the degree of
pressure sensitivity, institutional investors can be divided into bias-pressure-resistant institutional investors and bias-pressure-
sensitive institutional investors, and the former has a stronger inhibition e�ect on executive compensation stickiness than the
latter. �erefore, the participation of institutional investors can optimize the executive compensation system, thus further
promoting the implementation of contract theory and the development of enterprises.

1. Introduction

In the era of growing economy, all walks of life have made
remarkable progress. With the continuous development of
China’s capital market, institutions’ participation in cor-
porate governance as a third party has become a hot topic for
scholars, among which how to a�ect the executive com-
pensation system has attracted much attention. In the early
21st century, the OECD emphasized in its public report that
the core of an enterprise is its shareholders and the interests
of the shareholders are fundamental. �is shows that the old
focus on pro�t maximization has been replaced. However,
due to the essential di�erence of interests between the
management and the management, the related behaviors of
the management will violate the core and foundation of the
enterprise, and both will su�er. Until now, the most au-
thoritative modern theory holds that a company is a set of
expectations for the relationship between each stakeholder
and the enterprise (Claessens) [1]. �en, no matter whether
the ultimate focus of an enterprise is value or stakeholders, it

must balance the interest con�icts among the governance
layer, management, and even stakeholders through a certain
mechanism (Blair) [2]. Institutional investors have abundant
information, resources, management, and professional ad-
vantages.�ey can provide guidance and advice in corporate
governance, introduce relevant customers to corporate
operations and play a supervisory role in the implementa-
tion of executive compensation contracts (Amin et al.,) [3].
Overall, institutional investors are likely to be helpful to
corporate governance.

�erefore, this paper uses normative empirical analysis
method to explore the mechanism relationship between
corporate governance and executive compensation sticki-
ness. According to the domestic and foreign mainstream
articles and theories and combined with the actual macro
and micro background, the research hypothesis of this paper
is given. �en, supported by the data of China’s A-share
listed companies from 2014 to 2018, appropriate dependent
variables, independent variables, and control variables are
selected to establish a regression model, and the sample data
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are verified by using Stata15.0; finally, the hypothesis is
tested one by one and conclusions and suggestions are given
accordingly.

2. Literature Review and Research Assumptions

2.1. Literature Review. Institutional investors are generated
and active in capital market transactions. )ey must comply
with local laws and regulations and be approved by the
government before they can engage in investment activities.
)ey are subject to strict restrictions. Institutional investors
are a broad group with certain differences in individual
preference, investment philosophy, economic wealth level,
and professional level. )erefore, it is difficult to unify the
definition of institutional investors. )e term “stickiness” is
physically used to describe the relationship between fluid
stress and its rate of deformation. )en borrowing this idea,
“stickiness” is also widely used and explored inmanagement.

Graver [4] first selected the relevant data of 376 com-
panies in 1970–1996 and found that the monetary com-
pensation of chief executive officer is positively correlated
with the net profit of the company, and the monetary
compensation of chief executive officer will significantly
increase when the company’s profit increases, but this will
not happen when the profit decreases. Heart [5] through
investigation and research, it is found that the proportion of
shares held by investors in an organization has a significant
positive correlation with their remuneration to senior ex-
ecutives. On this basis, David et al. [6] first proposed the
concept of heterogeneity between institutions and investors
at the end of the twentieth century and found that the actual
shareholding ratio of some radical institutions and investors
was significantly negatively correlated with employees’
salaries, while the actual shareholding ratio of some more
conservative institutions and investors was not significantly
correlated with employees’ salaries. Subsequent Corneet
et al. [7] also put forward a similar view: generally speaking,
the proportion of shares held by institutional investors is
significantly positively correlated with the cash flow and
return rate of the enterprise throughout the operation
process; in terms of breakdown, institutional investors
holding shares that do not have any business relationship
with listed companies are positively and closely related to
cash flows and return rates in the production and operation
of enterprises, while institutional investors that have a po-
tential relationship with companies have no significant
impact on cash flow returns in the operation of enterprises.

Chinese scholar Zhihong Yi et al. [8] put forward the
view that the existence of institutional investors inhibits the
stickiness of executive compensation, and on this basis, the
author classified the sensitivity of executive compensation
into two types and found that this kind of pressure-resisting
type of investors can greatly improve the performance
sensitivity of enterprises to compensation. After that,
Xiaoshan Chen andHongduo Liu [9] explored the depth and
breadth of institutional investment shareholding on the
excess compensation of senior executives and divided the
institutions into boosters, supervisors, and bystanders.
However, there are also some scholars, who hold opposing

opinions. For example, Chao Li et al. [10] selected listed
companies in China from 2004 to 2008 as samples, and used
linear probability, probit, and other regression models to
show that China institutional investment is not related to
executive compensation; Li and Wang [11] believed that
under the “one-share-one-vote” system in China, institu-
tional investors, as holders of tradable shares, cannot directly
affect corporate governance and executive compensation.
Empirical evidence also shows that there is no significant
relationship between institutional investors and executive
compensation.

To sum up, institutional investors will optimize in-
vestment and management by integrating factors such as the
scale, industry, culture, strategy, investment, and financing
opportunities of the enterprise, so as to improve the internal
governance of the enterprise, increase the sensitivity of
executive compensation performance, comply with the
performance contract system and curb the stickiness of
executive compensation. In addition, different types of in-
stitutional investors have different degrees of influence on
executive compensation, which also lays a foundation for
subsequent empirical research.

2.2. Research Assumptions. According to the optimal con-
tract theory and relevant contents of incentive theory, there
is a contractual relationship between shareholders and se-
nior management, which maintains and restricts the
transaction cooperation between the two parties and seeks
the development of the company under the premise of
sharing the responsibility risk. At the same time, share-
holders are required to pay certain remuneration to senior
management as an incentive and warning. According to the
incentive theory, executive compensation should be highly
positively correlated with the performance they create.
When the performance they create rises, the compensation
they receive should also rise, which is the combined effect of
positive reinforcement and negative reinforcement. How-
ever, according to the description of principal-agent theory
and information asymmetry theory, in fact, the management
is responsible for the real operation, development, and
governance of the company, and there is a conflict of in-
terests between the management and shareholders. )e
dynamic opportunity to pursue short-term interests results
in the executive compensation contract not being effectively
performed. First, senior managers are generally selected by
shareholders themselves.)ey have professional advantages,
management advantages, and information advantages. On
the whole, professional managers are definitely beneficial to
the long-term development of the company. When the
performance of senior executives declines, shareholders will
generally have a “failure tolerance” mentality and will not
impose too much punishment on senior executives (Lai and
Leng) [12]. If the punishment is too high, the management
may lose their enthusiasm for work or start their own
business with their unique advantages, which is not worth
the cost to the company. From a psychological point of view,
when the performance of senior executives drops, share-
holders will impose a slight punishment or even no
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punishment, which will cause the senior executives to feel
ashamed and work harder in the next stage, which is actually
a kind of reverse incentive. Secondly, shareholders, after all,
as the owners of the company, delegate the management of
the company to the senior management and enjoy the
benefits themselves. For the senior management, there will
be an imbalance in their hearts. )ey think that their efforts
do not match the remuneration and most of the company’s
benefits flow to shareholders. )erefore, Zhu et al. [13]
proposed that when the performance of senior executives
decreased, the senior executives were dissatisfied with the
penalty of salary reduction and even used their power to
change their salaries. )ird, as a listed company, executive
compensation will be disclosed to the public in the annual
report. If the executive compensation is reduced toomuch, it
may imply poor management of the enterprise and affect the
reputation of the executive. )erefore, companies generally
do not significantly reduce executive compensation.
Fourthly, Fang (2011) [14] believed that the salary of the
company’s staff is a health factor, no matter what the salary
system is set, the staff should only reach a neutral satisfaction
state. On the contrary, when the salary system deteriorates to
below the expectations of the staff, a negative attitude will be
generated, resulting in a decrease in work efficiency and a
consequence of the company’s poor development. )e
economic concept can be introduced from this, that is, salary
is a kind of rigid demand.When the company’s performance
drops, the salary will not drop too fast, which is a gentle
curve. To sum up, the company may impose “heavy rewards
and light penalties” or even “heavy rewards and zero pen-
alties” on senior executives. Based on this, this paper pro-
poses the hypothesis H1 as follows:

Hypothesis H1: Chinese listed companies have sticky
characteristics of executive compensation.

)e theory of institutional shareholder activism points
out that the scale of institutional investment has expanded
rapidly since the 1980s. Many listed companies hold more
than half of their shares in institutional investment. Like
shareholders, they pay attention to the long-term develop-
ment of enterprises. )e purpose of investment is to return
and obtain the maximum benefit with the minimum cost.
How to manage the enterprise is the new target of insti-
tutional investors in the aspects of fundraising, investment,
management, and withdrawal.What’s more, for institutional
investors, there is also pressure on customers to manage
their financial interests. )erefore, it is particularly im-
portant to invest correctly and effectively. First, the orga-
nization has a very rich and comprehensive investment
management team. From the perspective of corporate in-
vestment, Liang (2015) [15] pointed out that the manage-
ment is overconfident. Some radical executives may increase
their investment due to performance-based compensation,
which will increase their chances of getting compensation
and improve their status and reputation. However, in this
way, the risk of corporate investment failure will increase
significantly, thus infringing on the interests of shareholders
and exposing the enterprise to the risk of nonsustainable
development. Li andMi [16] believed that when institutional
investors enter the enterprise, their rich management

experience can formulate corresponding mechanisms
according to specific conditions, so as to prevent this from
happening without damaging the interests of the enterprise
to seek maximum marginal revenue. Secondly, institutional
investors can also play a regulatory role. Institutional in-
vestors have the right to remind or reject the radical and
unreasonable investment decisions made by senior execu-
tives to safeguard the rights and interests of enterprises.
)irdly, the institutional investor team has abundant re-
sources and information. )ey can bring high-quality cus-
tomers to the enterprise and set up a more perfect
investment system to increase the probability of successful
investment and restrain the executives from making ag-
gressive and subjective investment decisions. Finally, Li and
Li [17] confirmed through the panel and cross-sectional data
that due to the objectivity and completeness of institutional
investors and their large shareholding, they are not easy to
sell off. )erefore, they pay attention to the long-term de-
velopment interests of enterprises, and their participation in
corporate governance can also reduce the information
asymmetry between the governance layer and the man-
agement. Compared with corporate executives, institutional
investors are more in line with the interests of shareholders.
Shareholders can be informed of the company’s operation,
management, and grasp of market conditions through
voting at shareholders’ meetings, private negotiations, ex-
planatory letters, and other methods, so as to obtain a more
comprehensive understanding of the information. Based on
this, this paper proposes the hypothesis H2 as follows:

Hypothesis H2: Institutional investors inhibit the
stickiness of executive compensation.

In the previous literature research, institutional investors
are a wide range of groups, and their shareholding ratio,
shareholding duration, investment philosophy, degree of
risk preference, and the degree of state intervention have
great differences in corporate governance and executive
compensation contracts. If we only consider the impact of
institutional investors on the stickiness of executive com-
pensation, there may be certain research errors that affect the
judgment of the enterprise. )e major institutional investors
in China include six categories: securities investment funds,
social security funds, qualified foreign institutional inves-
tors, securities companies, insurance companies, and trust
companies. )is paper refers to the classification method of
institutional investors by Brickley et al. [18]. See Table 1 for
details.

For the pressure-resistant institutional investors, they
pay more attention to how to prolong the company’s life
cycle and stand firm in the competitive industry for a long
time (Zhang and Chen) [19]. Coupled with the abundant
resources and information advantages of the team, the team
will generally actively participate in corporate governance,
promote the improvement of corporate organizational
structure, enhance the degree of corporate internal gover-
nance, enhance the overall reputation of the company and
increase the interests of stakeholders. At the same time, the
organization will also play the role of supervisor, especially
in preventing and negotiating the behaviors of senior ex-
ecutives that are detrimental to the interests of the company.
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)ey are satisfied with the sense of accomplishment brought
bymanaging and developing the company. Yi et al. [8] found
out from the companies that selected the A-shares listed in
Shanghai and Shenzhen stock exchanges of China from 2004
to 2006 that this kind of pressure-resistant investors can
greatly improve their performance sensitivity to compen-
sation for enterprises, while the relationship between the
investors of pressure sensitive institutions and their com-
pensation management performance is not significant,
which proves this. For companies, the addition of pressure-
resistant institutional investors will make the supervision
cost lower than the incremental revenue, thus forming a
strategic alliance between shareholders and institutional
investors to promote the long-term development of the
company. For the pressure-sensitive institutional investors,
they have more commercial interests in the company (Jiang
and Li) [20]. For example, insurance companies, apart from
capital investment to protect their value, are more concerned
about insurance coverage and the probability of accidents
with customers and will not actively participate in corporate
governance. )is will not only not be of special help to their
own interests but will also increase additional management
costs, which will domore harm than good. Based on this, this
paper proposes the hypothesis H3 as follows:

Hypothesis H3: Bias-pressure-resistant institutional in-
vestors have stronger inhibition on executive compensation
stickiness than bias-pressure-sensitive institutional investors.

3. Research Design

3.1. Sample Selection andData Sources. )is paper selects the
listed companies in Shanghai and Shenzhen A-share market
of China from 2014 to 2018 as the research sample, mainly
studying the relationship between corporate governance and
executive compensation stickiness. In order to ensure the
validity of the data and the empirical results, the following
measures are taken to deal with the samples:

(1) If the enterprises with ST and ∗ ST are excluded,
such enterprises may have losses for three consec-
utive years, and the relevant indicators have ab-
normal conditions, which may cause large errors in
the empirical results, so they are excluded;

(2) Excluding financial and insurance enterprises, which
have different financial statements from general
enterprises and lack of universality, so they are
excluded;

(3) )e enterprises with incomplete data of relevant
variables are excluded, because some enterprises
have undisclosed or missing data, which will affect
the operation of the model, so they are excluded;

(4) If the companies with abnormal indicators are ex-
cluded, the companies with negative net profit for the
current year, asset-liability ratio, and institutional
investors holding more than 100% or negative will be
excluded. If the companies with abnormal indicators
will cause deviation from the empirical results, they
will be excluded.

)rough the abovementioned processing, a total of 7,670
samples were selected, and the data were mainly from
RESSET database. In the empirical part, this paper uses
Stata15.0 to conduct comprehensive processing and statis-
tical analysis on the model data.

3.2. Definition of Major Variables

(1) Executive compensation (Lnpay). In the RESSET
database, the total compensation of the top three
highest paid executives is selected and the natural
logarithm is used to remove the dimension to
measure the executive compensation.

(2) Corporate performance (Lnperf ). Referring to the
method of Fang [21], the net profit after excluding
nonrecurring profit and loss is taken as a measure of
the company’s performance. In addition, the per-
formance Down of the test variable is defined as:
when the company’s performance drops year-on-
year, the value is 1, and vice versa, 0.

(3) Institutional investors (IIS). If there is an institu-
tional investor holding 1 in the sample company,
otherwise 0.

(4) Bias-resistant institutional investors (PRII). If the
actual proportion of total holdings of the pressure-

Table 1: Classification of institutional investors.

Classify Institution name Investment theme Investment ratio limit Relationship with investee

Pressure-resistant
institutional
investors

Securities
investment funds

Risk coexists and marginal
revenue is maximized. Yes

Do not intervene in corporate
governance under stringent market

supervision conditions

Social security fund Responsible investment,
safety first Yes Active participation in corporate

governance with high independence
Qualified foreign

institutional
investors

Long-term stable
development and

multilateral cooperation
Yes Actively participate in corporate

governance, rational investment

Pressure-sensitive
institutional
investors

Securities company Capital appreciation,
business interests No Low independence, often as a stock

underwriter
Insurance company Seeking profit from stability Yes Two-way benefit

Trust company Value investment with high
liquidity No Two-way benefit
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resistant institutional investors is greater than the
actual proportion of total holdings of the pressure-
sensitive institutional investors, it is recorded as 1,
otherwise, it is taken as 0.

(5) See Table 2 for the specific definition of control
variables.

3.3. Model Construction

(1) In order to verify the relevant assumptions proposed
by H1, model 1 was constructed with reference to the
research method of Junxiong Fang (2009) [21].

Lnpayi,t � α0 + α1Lnperf i,t + α2Lnperf i,t

× Downi,t + α3Downi,t

+ α4Duali,t + α5Sharei,t + α6CGi,t

+ α7Levi,t + α8Inddi,t + α9Westi,t
+ α10Centrali,t + α11Lnsize + α12ROE

+ α13  Industryi,t + α14 Yeari,t + εi,t.

(1)

In model 1, when the corporate performance
(Lnperf) rises, Down is 0, and the sensitivity of ex-
ecutive compensation (Lnpay) to the corporate
performance (Lnperf ) is α1; when the corporate
performance (Lnperf) drops, Down is 1, and the
sensitivity of executive compensation (Lnpay) to the
corporate performance (Lnperf ) is (α1 + α2). If
α1〉(α1 + α2), that is α2〈0 , it indicates that there is a
sticky characteristic of executive compensation.

(2) In order to verify the relevant assumptions proposed
by H2, model 2 is constructed with reference to the
research methods of Lielan Wu and Wen Xu (2019)
[22].

Lnpayi,t � β0 + β1Lnperf i,t + β2Lnperf i,t × Downi,t

+ β4Lnperf i,t × Downi,t + β5Downi,t

+ β6IISi,t + β7Duali,t + β8Sharei,t + β9CGi,t

+ β10Levi,t + β11Inddi,t + β12Westi,t
+ β13Centrali,t + β14Lnsize + β15ROE

+ β16  Industryi,t + β17 Yeari,t + εi,t.

(2)

In model 2, the effect of institutional investors (IIS)
on the stickiness of executive compensation is
studied by adding the triple interaction term
(Lnperf×Down×IIS) of institutional investors (IIS)
with corporate performance (Lnperf ) and perfor-
mance decline test variable (Down). Referring to the
relevant mechanism of model 1, when the coefficient
of the interaction between corporate performance
(Lnperf ) and performance decline test variable
(Down) (Lnperf×Down) α2 is significantly negative,
the sticky characteristic of executive compensation
exists; In model 2, according to the partial derivative
and interaction principle, when the triple interaction
(Lnperf×Down×IIS) coefficient of an institutional
investor (IIS), corporate performance (Lnperf ) and
performance decline test variable (Down) is opposite

Table 2: Definition of variables.

Variable name Variable
code Variable definition

Executive compensation Lnpay )e natural logarithm of the total remuneration of the top three executives
Corporate performance Lnperf Natural logarithm of net profit after excluding nonrecurring profit and loss

Decline in performance Down If the results of the company decrease year-on-year, 1 will be taken, otherwise, 0 will be
taken.

Institutional investor IIS If the company has institutional investors holding shares, 1 will be taken; otherwise, 0
will be taken.

Bias-resistant institutional
investors PRII Bias-resistant institutional investors take 1, otherwise, take 0

Separation of two posts Dual If the two positions of chairman and general manager concurrently take 1, otherwise
take 0

Holding ratio Share Proportion of shares held by the largest shareholder

Central government control CG
)e ultimate controllers are SASAC and finance

)e ministry and other central institutions and the state-owned enterprises directly
under the central government shall take 1, and the contrary shall take 0

Asset-liability ratio Lev Ratio of total liabilities to total assets at year-end
Board independence Indd Proportion of independent directors to total directors

West West If the place of incorporation of the company is in the west, 1 will be taken; otherwise, 0
will be taken.

Central Central If the place of incorporation of the company is central, 1 will be taken; otherwise, 0 will
be taken.

Company size Lnsize Natural logarithm of total assets of a company
Rate of return on common
stockholders’ equity ROE Net profit divided by net assets

Year Year Virtual variables that control annual influencing factors
Industry Industry Virtual variables, controlling industry influencing factors
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and significant to the interaction (Lnperf×Down)
coefficient of corporate performance (Lnperf) and
performance decline test variable (Lnperf×Down) in
the model 1, that is, the triple interaction
(Lnperf×Down×IIS) coefficient of institutional in-
vestors (IIS), corporate performance (Lnperf ) and
performance decline test variable (Down) β2 is sig-
nificantly positive, indicating that institutional in-
vestors inhibit the stickiness of executive
compensation.

(3) Model 3 is constructed to verify the relevant as-
sumptions proposed by H3.

Lnpayi,t � c0 + c1Lnperf i,t + c2Lnperf i,t × Downi,t

× PRIIi,t + c3Lnperf i,t × PRIIi,t
+ c4Lnperf i,t × Downi,t + c5Downi,t

+ c6PRIIi,t + c7Duali,t + c8Sharei,t + c9CGi,t

+ c10Levi,t + c11Inddi,t + c12Westi,t
+ c13Centrali,t + c14Lnsize + c15ROE

+ c16  Industryi,t + c17 Yeari,t + εi,t.

(3)

In model 3, similarly, when institutional investors are
biased to resist (PRII� 1) and corporate performance rises
(Down� 0), the sensitivity of executive compensation
(Lnpay) to corporate performance (Lnperf) is (c1 + c3), and
the sensitivity of executive compensation (Lnpay) to cor-
porate performance (Lnperf) when corporate performance de-
clines (Down� 1) is (c1 + c2) + (c3 + c4), which the stickiness
of executive compensation is (c1 + c3)/(c1 + c2 + c3 + c4);
When institutional investors are biased pressure sensitive
(PRII� 0) and corporate performance rises (Down� 0), the
sensitivity of executive compensation (Lnpay) to corporate
performance (Lnperf) is c1, the sensitivity of executive com-
pensation (Lnpay) to corporate performance (Lnperf) when
company performance declines (Down� 1) is (c1 + c4), which
the stickiness of executive compensation is (c1)/(c1 + c4). If
(c1)/(c1 + c4)〉 (c1 + c3)/(c1 + c2 + c3 + c4), then hypothe-
sis H3 holds.

4. Empirical Analysis

4.1.DescriptiveStatistics. According to Table 3, it can be seen
that the average value of executive compensation (Lnpay),
which is an explanatory variable, is 14.5133, and the standard
deviation is 0.6699, indicating that there is little change in
executive compensation of listed companies from 2014 to
2018. )is also makes sense. For listed companies, executive
compensation needs to be disclosed. Moreover, executive
compensation also represents the company’s strategic
planning. If the change is too large, it will have an important
impact on both the enthusiasm of the executive and the
reputation of the company. )erefore, executive compen-
sation will not change much in five years. )e maximum
value of corporate performance (Lnperf ) as an explanatory
variable is 23.2340 and the minimum value is 15.1554. )is
shows that the performance of listed companies in China

varies greatly due to their different scale, industry, and
strategic objectives. )e average value of the performance
Down variable (Down) is 0.3099, which indicates that about
30% of the companies in China experienced a year-on-year
decline in performance in the past five years, possibly due to
the government’s macro control and corporate tightening
strategies. )e average value of PRII is 0.2912, which indi-
cates that the biased pressure-sensitive institutional inves-
tors are dominant. Among the control variables, the average
value ofDual is 0.2568, which indicates that about 75% of the
listed companies have different governance levels from the
most powerful leaders of the management. On the whole, the
listed companies in China have good governance in the
aspect of dual. )e maximum value of the largest share-
holder’s controlling share is 0.7482, while the minimum
value is 0.0903.)is shows that the sample companies have a
large difference in ownership structure, which also shows
that the companies selected in this paper are universal and
cover the basic situation. )e average value of CG is 0.1246,
which indicates that about 12% of enterprises in China are
controlled by the central government, and most of them are
locally controlled and private enterprises. As for the inde-
pendence of the board of directors, the minimum value is
above 30%, which indicates that the selected samples all meet
the basic requirements of modern corporate governance
theory for the proportion of independent directors.

From Table 4, it can be seen that in the year of
2014–2018, the manufacturing industry is still the leader of
the industry of listed companies in China, accounting for
nearly 60% of the total. Information transmission, software
and information technology service industry, real estate
industry, wholesale and retail industry also reached more
than 5%, which is related to China’s population base and
national conditions of science and technology. Other in-
dustries accounted for a relatively fragmented share, thus
controlling both annual and industry indicators in this
study.

4.2. Correlation Analysis. Table 5 shows that executive
compensation (Lnpay) has a significant positive correlation
with corporate performance (Lnperf) and a significant
negative correlation with performance decline variable
(Down), which is in line with the relevant content of optimal
contract theory and incentive theory. Executive compen-
sation should be highly consistent with corporate perfor-
mance. However, the difference in the absolute value of the
coefficient can also roughly reflect the asymmetry of exec-
utive compensation sensitivity to performance. From the
perspective of institutional governance, executive compen-
sation (Lnpay) has a significant positive correlation with
institutional investors (IIS) and a significant negative cor-
relation with bias-resistance institutional investors (PRII),
which indicates that the existence of institutional investors
will increase executive compensation to a certain extent. It
may be that institutional investors use resources to improve
corporate performance and thus increase executive com-
pensation. )e existence of biased and resistant institutional
investors will reduce executive compensation, which may be
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due to the fact that institutions such as securities investment
funds pay attention to long-term returns, actively participate
in corporate governance, and comprehensively supervise the
rights of executives, resulting in a decrease in executive
compensation. In addition, the correlation coefficients of
most variables are below 0.5, which indicates that the
probability of multicollinearity among variables in the re-
gression model is very low.

4.3. Regression Analysis. According to Table 6, in model 1,
the regression coefficient of corporate performance (Lnperf )
is 0.0688 and significant at 1%, and the regression coefficient
of cross term (Lnperf×Down) is -0.0278 and significant at
1%. From the abovementioned model construction, it can be
seen that the sensitivity degree of executive compensation to
performance when the corporate performance increases are
1.6780 times that when the corporate performance de-
creases. )e sticky characteristic of executive compensation
exists, assuming H1 is verified. In terms of control variables,
the first largest Shareholder’s controlling share, independent

director’s proportion (Indd), and the regression coefficient
of the company’s place of registration (West, Central) are
significantly negative, indicating that they are significantly
negatively correlated with executive compensation, the re-
gression coefficients of performance decline test variable
(Down), central control (CG), company size (Lnsize), and
return on equity (ROE) are significantly positive, indicating
that they are significantly positively correlated with execu-
tive compensation; the Dual regression coefficient is positive
at the significant level of 10%. )e asset-liability ratio (Lev)
regression coefficient is not significant and has no significant
impact on executive compensation. From this, it can be
concluded that the existence of the largest shareholder and
the independent director with a high proportion will play a
role in supervising the senior management to manipulate
their own remuneration, which is helpful to the imple-
mentation of the senior management remuneration con-
tract; enterprises under central control generally have a
sound system with clear rewards and punishments. )e
larger the company is, the better its operating conditions will
be, and the higher the executive compensation will be.

Table 4: Sample annual industry distribution.

Industry name 2014 2015 2016 2017 2018 Sum Specific gravity (%)
Mining industry 21 21 21 21 21 105 1.37
Electricity, heat, gas, and water production and supply industries 57 57 57 57 57 285 3.72
Realty business 81 81 81 81 81 405 5.28
Construction industry 80 80 80 80 80 400 5.22
Transportation, warehousing, and postal services 96 96 96 96 96 480 6.26
Education 2 2 2 2 2 10 0.13
Scientific research and technology services 10 10 10 10 10 50 0.65
Agriculture, forestry, animal husbandry, and fishery 8 8 8 8 8 40 0.52
Wholesale and retail 120 120 120 120 120 600 7.82
Water, environmental, and public facilities management industry 23 23 23 23 23 115 1.50
Health and social work 6 6 6 6 6 30 0.39
Culture, sports, and entertainment 18 18 18 18 18 90 1.17
Information transmission, software, and information technology services 132 132 132 132 132 660 8.60
Manufacturing industry 852 852 852 852 852 4260 55.54
Accommodation and catering 5 5 5 5 5 25 0.33
Comprehensive 5 5 5 5 5 25 0.33
Leasing and business services 18 18 18 18 18 90 1.17
Sum 1534 1534 1534 1534 1534 7670 100.00

Table 3: Descriptive statistics of main variables.

Variable Observed value Average/Mean value Standard deviation Minimum Maximum
Lnpay 7670 14.5133 0.6699 13.0303 16.5161
Lnperf 7670 19.0647 1.4781 15.1554 23.2340
Down 7670 0.3099 0.4625 0 One
IIS 7670 0.8318 0.4032 0 One
PRII 6380 0.2912 0.4544 0 One
Dual 7670 0.2568 0.4370 0 One
Share 7670 0.3553 0.1478 0.0903 0.7482
CG 7670 0.1246 0.3303 0 One
Lev 7670 0.4049 0.1928 0.0593 0.8407
Indd 7670 0.3711 0.0507 0.3333 0.5714
West 7670 0.1520 0.3590 0 One
Central 7670 0.1193 0.3242 0 One
Lnsize 7670 22.4971 1.2943 20.2191 26.5472
ROE 7670 0.1042 0.0656 0.0090 0.3446
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In model 2, the regression coefficient of
(Lnperf×Down ×IIS) is significantly positive, and in model 1,
the regression coefficient of (Lnperf×Down) is significantly
negative, indicating that institutional investors significantly
inhibit the stickiness of executive compensation, assuming
H2 is verified.

In model 3, similarly, when institutional investors are
bias-pressure-resistant, the sticky coefficient of executive
compensation is 1.6168; when institutional investors are
bias-pressure-sensitive, the sticky coefficient of executive
compensation is 1.6995. )is shows that the former can
inhibit the stickiness of executive compensation more than
the latter, assuming H3 is verified.

4.4. Robustness Test. In this paper, the operating income is
selected to replace the company’s results, and the sample
data are regressed based on the abovementioned three
models.)e results are shown in Table 7. It can be concluded
from the table that in model 1, the regression coefficient of
corporate performance (Lnperf ) is significantly positive, and
the regression coefficient of cross term (Lnperf×Down) is
significantly negative. )e sensitivity of executive com-
pensation to performance when corporate performance
increases are 1.2469 times that when corporate performance
decreases. In model 2, the regression coefficient of triple
cross term (Lnperf×Down×IIS) is significantly positive. In
model 3, when institutional investors are bias-pressure-

Table 6: Regression results.

Variable Model 1 Model 2 Model 3
Observed value: 7670 Observed value: 7670 Observed value: 6380

Lnperf 0.0688∗∗∗ 0.7166∗∗∗ 0.0622∗∗∗
(5.25) (3.94) (4.97)

Lnperf × Down −0.0278∗∗∗ −0.0278∗∗∗ −0.0256∗∗∗
(−2.78) (−2.57) (−2.94)

Down 0.6026∗∗∗ 0.6101∗∗∗ 0.5507∗∗∗
(3.19) (3.14) (2.88)

Lnperf × Down × IIS 0.0003∗∗∗
(3.14)

Lnperf × IIS 0.0037
(0.26)

Lnperf × Down × PRII 0.0013∗∗∗
(2.79)

Lnperf × PRII 0.0015∗
(1.94)

PRII −0.4557∗∗
(−2.15)

Dual 0.0283∗ 0.0328∗∗ 0.0323∗∗
(1.78) (2.05) (2.00)

Share −0.4962∗∗∗ −0.4902∗∗∗ −0.5346∗∗∗
(−10.32) (−10.19) (−10.97)

CG 0.1327∗∗∗ 0.1276∗∗∗ 0.1369∗∗∗
(6.26) (6.00) (6.42)

Lev −0.0533 −0.0545 −0.0563
(−0.99) (−1.02) (−1.04)

Indd −0.3854∗∗∗ −0.3715∗∗∗ −0.3287∗∗
(−2.87) (−2.77) (−2.41)

West −0.2399∗∗∗ −0.2433∗∗∗ −0.2421∗∗∗
(−12.61) (−12.78) (−12.63)

Central −0.0883∗∗∗ −0.0910∗∗∗ −0.0957∗∗∗
(−4.50)

(−4.17) (−4.30)
Lnsize 0.1799∗∗∗ 0.1757∗∗∗ 0.1722∗∗∗

(13.02) (12.64) (12.34)
ROE 1.9663∗∗∗ 1.9846∗∗∗ 1.9214∗∗∗

(12.00) (12.08) (13.84)
Cons 9.0816∗∗∗ 9.0695∗∗∗ 9.3545∗∗∗

(50.58) (29.94) (49.13)
Year Control Control Control
Industry Control Control Control
Adj.R2 0.3577 0.3585 0.3595
F 115.48∗∗∗ 106.04∗∗∗ 103.28∗∗∗

Note. T value is shown in brackets. )e same below.
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resistant, the sticky coefficient of executive compensation is
1.1835; when institutional investors are bias-pressure-sen-
sitive, the sticky coefficient of executive compensation is
1.5455. It can be seen that the regression results of the three
models are basically consistent with the previous ones, in-
dicating that the empirical results are robust.

5. Conclusions and Enlightenment

)is paper takes Chinese A-share listed companies from
2014 to 2018 as the research sample, determines 7,670 ob-
served values after screening, and explores the sticky rela-
tionship between corporate governance and executive
compensation by establishing three regression models. )e
conclusions are as follows:

(1) )e executive compensation of listed companies in
China has sticky characteristics. )rough empirical
analysis, the sensitivity of executive compensation to
performance when corporate performance increases
are greater than that when the corporate perfor-
mance decreases, so the sensitivity of executive
compensation to performance is asymmetric.

(2) Institutional investors inhabit the stickiness of ex-
ecutive compensation. )e organization plays the
role of supervising the internal governance of the
company and can communicate and negotiate di-
rectly with shareholders, which promotes the
implementation of executive compensation con-
tracts and increases the sensitivity of executive
compensation to performance.

Table 7: Results of robustness test.

Variable Model 1 Model 2 Model 3
Observed value: 7670 Observed value: 7670 Observed value: 6380

Lnperf 0.1505∗∗∗ 0.1873∗∗∗ 0.0255∗∗∗
(12.06) (10.84) (5.77)

Lnperf × Down −0.0298∗∗∗ −0.0273∗∗∗ −0.0090∗∗
(−3.13) (−2.65) (−2.15)

Down 0.5652∗∗∗ 0.5596∗∗∗ 0.2587
(3.15) (3.03) (1.11)

Lnperf × Down × IIS 0.0026∗∗∗
(3.29)

Lnperf × IIS 0.0436∗∗∗
(3.19)

Lnperf × Down × PRII 0.8750∗∗∗
(3.42)

Lnperf × PRII 0.0010∗∗∗
(2.82)

PRII 0.0261∗∗
(2.24)

Dual −0.6052∗∗
(−2.40)

Share 0.0940∗∗∗ 0.0898∗∗∗ 0.0432∗∗∗
(6.21) (5.91) (2.68)

CG 0.2192∗∗∗ 0.2256∗∗∗ −0.5576∗∗∗
(4.79) (4.93) (−11.49)

Lev −1.0832∗∗∗ −1.0775∗∗∗ −0.2994∗∗∗
(−21.22) (−21.12) (−6.22)

Indd −0.2895∗∗ −0.2712∗∗ −0.2898∗∗
(−2.26) (−2.12) (−2.14)

West −0.1109∗∗∗ −0.0147∗∗∗ −0.2392∗∗∗
(−12.45) (−12.81) (−12.56)

Central −0.1563∗∗∗ −0.1616∗∗∗ −0.0774∗∗∗
(−7.76) (−8.02) (−3.64)

Lnsize 0.7903∗∗∗ 0.7887∗∗∗ 0.1154∗∗∗
(60.08) (59.62) (8.27)

ROE 0.5649∗∗∗ 0.5632∗∗∗ 1.5692∗∗∗
(3.62) (3.60) (14.03)

Cons 8.9738∗∗∗ 8.3236∗∗∗ 9.1701∗∗∗
(49.08) (30.48) (47.14)

Year Control Control Control
Industry Control Control Control
Adj.R2 0.3663 0.3707 0.3669
F 116.24∗∗∗ 108.38∗∗∗ 106.63∗∗∗
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(3) Compared with the bias-pressure-sensitive institu-
tional investors, the bias-pressure-resistant institu-
tional investors can suppress the stickiness of
executive compensation.)e former only has a long-
term strategic investment partnership with other
listed companies, with a high shareholding ratio, and
pays attention to the sustainable development of the
company and long-term profit return; besides the
capital appreciation target, the latter also has a
commercial interest relationship with the company
and participates in corporate governance passively.

It can be seen that institutional investment has become
an indispensable part of the capital market. )en to play the
role of institutional investors and optimize executive
compensation requires not only internal control but also
national government supervision. )is paper puts forward
the following suggestions:

(1) Improve relevant laws and regulations. At present,
Chinese legislation imposes strict requirements on
the shareholding ratio of some fund management
companies, which will make institutional investors
pay attention to short-term interests and have a
negative impact on the capital market. In view of this
situation, relevant laws can appropriately relax the
policies on the shareholding ratio and duration of
institutional investors and can formulate different
regulations for different industries, such as putting
forward an unlimited policy for some emerging
countries to vigorously support industries, and
putting forward a high-limit policy for some in-
dustries with strong supervision, such as medicine,
“teach students in accordance with their aptitude”
and “adjust measures to local conditions” to provide
a relatively fair competition environment for insti-
tutional investors. In addition, regarding the nature,
shareholding ratio, and duration of institutional
investors, monetary and nonmonetary compensa-
tion for executive compensation, the state may re-
quire companies to disclose the information
completely, which will increase the transparency of
market information, be more conducive to the
implementation of executive compensation con-
tracts and the choice of institutional investors, and
promote the vigorous development of China capital
market.

(2) Optimizing the structure of executive compensation.
For senior executives in China, performance bonuses
now make up the lion’s share of total compensation.
To a certain extent, this can indeed motivate senior
executives to work hard, but too large a proportion
will often backfire. Executives may manipulate
profits for performance rewards and use their power
to raise salaries and other illegal and unethical be-
haviors, which will damage the value and image of
the enterprise. In this regard, the corporate gover-
nance layer can increase the basic salary of senior
executives and appropriately weaken the

performance award. From a psychological point of
view, this will make the senior management value the
jobmore, and when their performance does not meet
the expectations of the management or the man-
agement, holding a high basic salary will cause shame
in their hearts, which can also play an incentive effect
virtually. Senior executives, as senior management
personnel of the company, are excellent both in
social experience and work experience. Some studies
also show that a high basic salary can promote the
enthusiasm of senior executives and enhance the
value of the company more than high-performance
bonus.

(3) Improve the performance evaluation method. At
present, the company basically uses financial per-
formance as the basis of executive compensation
incentives. )is is not a comprehensive performance
appraisal method, and senior executives can collude
with each other to whitewash financial data and even
falsify performance awards. )e company can adopt
a combination of financial and nonfinancial indi-
cators to comprehensively evaluate the performance
of senior management, such as increasing customer
satisfaction, internal operation indicators, team staff
satisfaction, and product performance improvement
speed. It can also introduce party and government to
promote team development, create a corporate
culture, and enhance the company’s core competi-
tiveness. )is cannot only reflect the performance of
senior management more comprehensively and truly
but also increase the unity of staff within the com-
pany and improve the internal governance of the
company.

(4) Actively introducing institutional investors. Gener-
ally speaking, institutional investors have abundant
information, resources, management, and profes-
sional advantages, and can play a regulatory role. In
addition, they can also negotiate and communicate
with the governance and management, which has a
positive impact on the sustainable development and
value maximization of the company. In this regard,
the company should effectively protect the interests
of institutional investors, and formulate relevant
rules and regulations to attract institutional investors
to join in for common development.

)is paper also has certain research defects:

(1) Select the natural logarithm of net profit after ex-
cluding nonrecurring profit and loss as the ex-
planatory variable of the company’s results. Since the
true number of the logarithm must be greater than
zero, the implicit condition is to exclude the sample
of companies with negative net profit, which will
have a certain impact on the integrity of the sample;

(2) Directly taking the total remuneration of the top
three executives disclosed in the database as the
explained variable, without distinguishing the self-
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purchase and incentive components in the shares,
which will have a certain impact on the explanation
strength;

(3) )ere are two variables in the selection of the
company’s place of registration: the western variable
and the central variable, which are slightly repetitive;

(4) )ere are many classification methods for institu-
tional investors and their heterogeneity. )is paper
only studies the classification basis of six narrow
categories of institutional investors and pressure
sensitivity, which has certain limitations.

Future research can go deep into national conditions,
and classify and research institutional investors accurately;
in the aspect of executive compensation, the aspect of self-
purchase of shares can also be excluded, and executive
compensation can be considered by adding the proportion
and duration of executive shareholding; in terms of
studying the stickiness of executive compensation and
institutional investors, we can also research on the dis-
traction of investors combined with behavioral finance
theory.

Data Availability

)is paper selects the listed companies in Shanghai and
Shenzhen A-share market of China from 2014 to 2018 as
the research sample, mainly studying the relationship
between corporate governance and executive compensa-
tion stickiness. In order to ensure the validity of the data
and the empirical results, the following measures are taken
to deal with the samples: (1) if the enterprises with ST and
∗ ST are excluded, such enterprises may have losses for
three consecutive years, and the relevant indicators have
abnormal conditions, which may cause large errors in the
empirical results, so they are excluded, (2) excluding fi-
nancial and insurance enterprises, which have different
financial statements from general enterprises and lack of
universality, so they are excluded, (3) the enterprises with
incomplete data of relevant variables are excluded because
some enterprises have undisclosed or missing data, which
will affect the operation of the model, so they are excluded,
and (4) if the companies with abnormal indicators are
excluded, the companies with negative net profit for the
current year, asset-liability ratio, institutional investors
holding more than 100% or negative will be excluded. If the
companies with abnormal indicators will cause deviation
from the empirical results, they will be excluded. )rough
the abovementioned processing, a total of 7,670 samples
were selected, and the data were mainly from the RESSET
database. In the empirical part, this paper uses Stata15.0 to
conduct comprehensive processing and statistical analysis
of the model data.
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In this study, the fatigue life prediction in hypersonic vehicle noise environment is researched under the structural vibration
caused by the engine jet noise and the aerodynamic noise. A �nite element analysis model is �rst established, and then natural
frequency and vibration mode are obtained. According to the modal analysis, the vibroacoustic coupling calculation is �nished in
the dynamic analysis software. Modal participation factor, modal displacement, and the power spectral density of the stress
response on the coupled surface are acquired.�e �nite element, border component, and vibrating stress analytical techniques are
also employed in this research to predict the acoustical fatigue performance of the tail �ns of a speci�c type of spacecraft. On the
basis of vibration fatigue theory, identi�ed material S–N curve, and linear cumulative damage theory, the Dirlik model in the
frequency domain method for vibration fatigue is used to predict the fatigue life of empennage. According to the characteristics of
the acoustic load, e�ects of the load characteristics, and damping ratios on the fatigue conditions, the design of the antifatigue
design is put forward.

1. Introduction

Hypersonic aircrafts are subjected to high-frequency vi-
bration loads during �ight, and these loads are mainly
caused by the jet noise of the engine propulsion system and
the aerodynamic noise in the �ight mission. �e energy of
the strong noise in the atmosphere and body of the hy-
personic �ight engine are far more than those in an or-
dinary aircraft. �e positions near the engine in high strong
parts, such as the engine combustion chamber and tail skin,
are prone to increasing fatigue problems. When the sound
pressure level of the surface of the aircraft exceeds 130 dB,
the structural components are subject to high-intensity
noise �uctuations that cause the occurrence of resonance or
forced vibration, which generates stress brought by
structural damage. �e sound sensitive equipment in the
cabin may also be greatly a�ected [1]. Hypersonic vehicles
move quickly greater than �ve times the sound speed,

enabling a new category of aircraft vehicles capable of
providing quicker space travel, extensive military reaction,
and economic airline travel. �e body frame, body tem-
perature defense system, fuel storage, and wings layout are
the main components. Studying the sonic fatigue of the
position at high sound intensity is important. However, the
cost of the noise test is often high, the design cycle is long,
and the test procedure is complicated. �erefore, research
on the acoustic load response and the acoustic fatigue
calculation technology of aircrafts must be increasingly
conducted [2, 3]. �e nonlinear combination between such
a high frequencies ultrasound waves and a much shorter
wavelength structure motion is used in the Vibroacoustic
Modulation technique. �e nonlinear surfaces are where
this interaction occurs. It monitors fatigue and stress-
corrosion damage development in metal using in-plane
nonresonance extremely lower frequencies tension vibra-
tions [4].
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A novel optimization framework on the basis of a
multidisciplinary optimization procedure is applied to the
vibroacoustic finite element method (FEM) model of an
aircraft fuselage mock-up [4–6]. *e current frequency
domain methods then simulated the analogue spectrum and
selected three materials for comparison in the different
frequency domain methods [7, 8]. A random vibration fa-
tigue life estimation of the sample method was proposed
through the method with spectral density to describe the
characteristics of the wide band random vibration. Several
factors of vibration fatigue were also studied. By conducting
the time-domain simulation to the power spectral density,
the distribution function of loaded rainfall amplitude was
obtained, and the vibration fatigue life of the structural was
calculated [7, 8]. *e modal analysis of the whole state of a
certain aircraft in a free state was carried out, and the
random vibration response analysis of the structure under
aerodynamic noise was performed. Good results were ob-
tained and compared with the experimental results. *e
fatigue life formula under narrowband random vibration
was deduced. Based on the study of differently shaped power
spectral density (PSD) correction results and Dirlik, the
fatigue life estimation formula for broadband random load
was established in 2005 [6, 9]. A Power Spectral Density
(PSD) is a metric that compares the power level of a
transmission to its wavelength. Broadband randomized
events are often described using a PSD. *e spectral reso-
lution used to encode the data normalizes the PSD’s
loudness [10]. Although the sound fatigue problems of the
engine and the inlet were widely analyzed in existing lit-
erature, research on the sound fatigue of the tail, the fuselage,
and the wing in the hypersonic environment is scarce. *e
vibration fatigue caused by noise load in hypersonic envi-
ronment was investigated in this study.

2. Main Research Content and Methods

Based on an aerospace plane, this study focuses on the
sound–vibration coupling phenomenon of the lightweight
V-tail under the engine take-off noise environment; it also
estimates the sound fatigue life on the basis of the structural
dynamic response obtained from the sound–vibration
coupling analysis. On this basis, several influencing factors
of acoustic fatigue are proposed, and a set of more complete
acoustic fatigue life prediction schemes are summarized.*e
main research contents of this article include the following:

(1) Modal analysis based on FEM.
(2) Acoustic–vibration coupling calculation based on

modal.
(3) Acoustic fatigue calculation based on dynamic

response.
(4) Research on the influencing factors of acoustic

fatigue.

*e objective of dynamic analysis in structural me-
chanics would be to identify an object’s or structure’s in-
herent dynamic characteristics and energies under simple
vibration. A physical object can also be tested to identify its

native frequency and modulus. Acoustic fatigue is a con-
dition that occurs when pipework is subjected to excessive
tension as a result of excessive noise. High sound at pressures
lowering devices like pressure regulator or limitation holes
stimulates downstream pipeline, causes piping shaking, and
puts a great deal of stress upon that branches or welded
support.

2.1. Method of Fatigue Life under Sound Vibration Judge
Coupling. A coupling coefficient (λc) can be used to de-
termine whether the coupling action must be considered in
the coupling problem [11]. Many unfavorable events can
occur from sonic coupling between the components of a
microarray transducer. Coupling coefficients are generated
through lateral mode creation in the components and also
surfaces and lamb waves in the backup and front corre-
sponding levels.

λc �
ρ0c
ρtTω

, (1)

where ρ0 is the density of the fluid, c is the velocity of the
sound in the fluid, ρt is the density of the structure, T is the
equivalent thickness of the structure, and ω means the
angular frequency.

For the acoustic field under the action of random sound
field, the range of angular frequency is large, with which the
coupling effect is obvious in the data calculation. *erefore,
the coupling effect should be considered.*e stress response
of the structure under the acoustic load is studied. Con-
sidering the characteristics of the sound load, the sound field
of the model is simulated.

2.2. Definition of the Coupling Surface. For structural and
acoustic grids, establishing a data transfer to present a
coupling relationship is necessary. Similarly, defining the
mapping relationship between both grids is important [12].
Given that nodes and units between different types of grids
are not one-to-one, the mapping between grids must be
defined. *e coupling between the structure and the fluid
medium does not exist entirely on the whole structure. In
this case, defining a coupling surface is necessary to well
simulate the real situation. *e process of defining the
coupling surface actually implements the transfer process
between the grid data. *e mapping algorithm includes the
node number, maximum distance, element maximum dis-
tance, and conservative maximum distance. For the maxi-
mum distance algorithm, also defined as the number of
influence nodes or maximum distance, the value of the target
node is determined by the value of the source node, as in
Figure 1. *e specific formula is as follows:

PTarget �


N
i�1 P

Source
i /di 


N
i�1 1/di( 

, (2)

where PTarget refers to the target—the value of the node; di is
the radius; PSourse

i is the value on the source node.
To decouple the kinetic equation represented by the

physical coordinates, switching to the modal coordinate
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system is necessary. According to the orthogonality of the
eigenvector, the modal matrix, modal mass, modal stiffness,
modal damping, and modal coordinates can be defined
separately [13]. *e vibration displacement can be written as
follows:

u{ } � η1 ϕ1  + η2 ϕ2  + · · · + ηn ϕn  � Φ η , (3)

where η  �

η1
η2
⋮
ηn

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ is a vector of modal participation

factors ηr.

*rough the above transformation, the original coupling
of the kinetic equation into the decoupled modal coordinate
system under the modal equation is

Mr€ηr + Cr _ηr + Krηr � Fr, r � 1, 2, . . . , n. (4)

By solving the kinetic equation of n independent modal
coordinates represented by the above equation, we can
obtain the modal participation factor corresponding to the
modal coordinates under modal coordinates, including the
displacement response of the system in the physical coor-
dinate system. *e dynamic response of the system is
superimposed by the modal response of each order. *e
modal participation factor indicates the proportion of the
modes in the total response. *e participation factor is only
related to the system structure parameters and has nothing
to do with the disturbance.

2.3.Model of Fatigue Life Estimation. *e frequency domain
method is used to describe the stress information of the
stochastic process with the spectral parameters of the re-
sponse power spectral density. *en, the S–N curve and
fatigue cumulative damage theory are used to calculate the
life.

Regarding the random process for various states,
a statistical function of the sample function can be used
to describe the statistical characteristics of the entire
process [13]. In general, the environmental vibration of
an aircraft has a steady state of various properties. *e
first-order amplitude probability density function is
defined as

p qi(  � lim
Δqi⟶ 0

lim
1
T



∞

i�1
Δti

T⟶∞

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (5)

According to Miner linear damage theory, the structure
is due to the stress cycle of different stress levels. *e total
fatigue damage of the structure is

D �  Di � 
ni

Ni

, (6)

where the stress level is expressed, indicating the corre-
sponding fatigue life at the stress level. In a certain time T,
the stress range in the number of cycles is

ni � ]Tp Si( ΔSi, (7)

where ] is the number of stress cycles per unit time, and
p(Si) is the probability density function of stress
amplitude.

*e time of fatigue damage can be obtained using the
following:

D � ]T 
∞

0

p(S)

N(S)
dS. (8)

According to the fatigue damage criterion, the structure
is destroyed, and the fatigue life is

NT �
1

]
∞
0 (p(S)/N(S))dS

. (9)

*e fatigue life of the structure depends on the stress
response density. *e broadband distribution method is
used to calculate the probability density of the rain flow
amplitude.

Dirlik’s Monte Carlo time-domain simulation is con-
ducted to study the power spectral density function of
different shapes. Four inertia moments are used to describe
the amplitude density function. *e velocity or path of
moving object is controlled by four inertial moments. *e
ability of items to continue travelling in a single direction at
a constant pace when no pressures occur on them would be
one example of this feature. Both a translational and a
rotating component may be present in the averaged
movement [14].

2 4

3

d3
d1

Target-node
Source-node

d2 d4

1

Figure 1: Diagram of data transfer.
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p(S) �
D1/Q( e

(−Z/Q)
+ D2Z/R

2
 e

−Z2/2R2( ) + D3Ze
−Z2/2( )

2 ���
m0

√ ,

(10)

where 0 is the order spectrum moment.

D1 �
2 χm − c

2
 

1 + c
2 ,

D2 �
1 − c

2
− D1 + D

2
1

1 − R
,

D3 � 1 − D1 − D2,

Z �
S

2 ���
m0

√ ,

Q �
1.25 c − D3 − D2R( 

D1
,

R �
c − χm − D

2
1

1 − c − D1 + D
2
1
,

c �
m2
�����
m0m4

√ ,

χm �
m1

m0

���
m2

m4



.

(11)

*e noise signal of the aircraft is a high-frequency
broadband random signal. *e Dirlik model is simple, fast,
and suitable for wideband signal.

2.4. Average Stress Correction. In different stages of life, the
effect of average stress is not the same; for different materials,
the effect of average stress is also not the same. To consider
the effect of average stress on fatigue life, especially the high-
cycle fatigue life, Gerber et al. proposed different correction
methods. Meanwhile, Goodman proposed a revised method.

Goodman’s mean stress correction equation is as
follows:

Sa

Se

+
Sm

Su

� 1. (12)

S a is the stress amplitude, Sm is the average stress, Se is
the symmetrical cyclic stress, and Su is the strength limit.
Goodman’s formula, especially in the fatigue limit, has a
small error in processing the average tensile stress.

2.5. Process of Fatigue Life Analysis. Process of fatigue life
analysis is shown in Figure 2.

3. Acoustic–Vibration Coupling Analysis
Based on Modal

3.1. Modal Analysis Based on FEM

3.1.1. Establishment of FEM. Taking the left side of the tail of
a type of spacecraft as the object of study, the CAD diagram
of the tail model is established in Figure 3.

*e FEM of the tail fin is also established. With geo-
metric cleanup, geometric simplification, topological res-
toration, and topological improvement, the resulting
simplified FEM is shown below (skin hiding) in Figure 4.

3.1.2. Division of 2D Grid and Boundary Constraints. To
facilitate the analysis of sound and vibration, the structural
meshing should be consistent with the acoustic grid, that is,
to meet the requirements in the acoustic simulation software
for grid size. In the analysis of dynamic software, sound
reflection and diffraction and refraction effects are consid-
ered [15]. *e grid size is too large and may lead to a great
error in the accuracy of the calculation results. For a linear
finite element and a boundary element model, at least six
cells in a minimum wavelength and at least three units for

Coupling degree
analysis

Finite element analysis

Structural model

Structure grid Pneumatic grid

Modal calculation

Modal participation factor

Acoustic-vibration coupling calculation

Modal displacement

Material S-N curve

Stress response power spectral density

Cumulative damage theory

Fatigue analysis model

Average stress correction
Sound fatigue life

Noise spectrum

Figure 2: Process of fatigue life analysis.

Figure 3: CAD diagram of a tail model.
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the quadratic unit are assumed. Given that the linear unit is
used here, assuming that the propagation speed of sound is c
and the highest frequency is fmax, the unit length L which was
divided should meet the following conditions [16]:

L≤
c

6fmax
. (13)

In this study, the fluidmedium is air, the speed of sound is
340m/s, the maximum frequency calculated is 4000Hz, and
element length L≤ 14.2mm is obtained by substituting the
formula.*e 14mm size is selected as the grid standard size to
be divided. *e divided grid cells are illustrated in Figure 5.

*e meshing adopts quadrilateral elements as the main
method and triangular elements as the auxiliary method,
which not only ensures the calculation accuracy, but also
considers the calculation speed. *e final divided mesh unit
is shown in Figure 5.*e full tail model is divided into 19366
meshes and 18037 nodes.

Select the mesh node at the end as the slave node, the
master node is automatically obtained through the geo-
metric relationship, constrain the first 5 degrees of freedom
of the master node, and release the sixth degree of freedom,
that is, the rotation degree of freedom around the rudder
axis in Figure 6.

3.1.3. Setting of the Material and Grid Properties. Four main
materials are used: T300/603A, T300/603A, TC4, and
30CrMnSiA, as displayed in Figure 7. *ickness of tail wing
parts is given in Table 1.

3.1.4. Performance of Modal Analysis. As the maximum
external excitation frequency of 4000Hz, the frequency
range of the solution modal control is 1–6000Hz, the modal
solution, to ensure the accuracy of the results and consider
the calculation cost at the same time.

3.1.5. Modal Analysis Results. Table 2 shows the natural
frequency of the model as a whole. *e range of the
natural frequency values of the first-order to the 900-

Figure 4: Simplified model of geometric relationships.

Figure 5: Grid division.

Rbe2

Figure 6: Grid division.

Tail skin

Titanium alloy skeleton

Rudder sha�

Composite skeleton

Figure 7: Material of the wing components.

Table 1: *ickness of tail wing parts.

Numbering Name Material *ickness (mm)
1 Skin 2A14 2.2
2 Rudder shaft 30CrMnSiA 10
3 Ribs T300/603A 1.5
4 Side ribs TC4 10
5 Trailing edge T300/603A 3
6 Wall T300/603A 3
7 Beam TC4 4
8 Reinforced ribs TC4 12
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order modes of the model is 33.5774–6000.4287 Hz. *e
table also presents the natural frequency values for
several typical orders.

3.1.6. Modal Vibration Mode. In this study, the excitation is
the acoustic load, and the frequency is high. *erefore, the
high-order mode should be calculated while studying the
low-order mode. In Figures 8–11, high-end mode selections

31, 153, 495, and 900 correspond to the natural frequency
values of 1000, 2000, 4000, and 6000Hz.

3.2. Acoustic Coupling Calculation. Importation of structure
grid, modal, and acoustic grid ware: Acoustic grid in-
volvement is a valuable diagnostic technique for deter-
mining which areas of a building contribute considerably to
the internal acoustics. Modal analysis aids in determining
the vibration signals of a physical building component by
displaying the activity of various portions of the building
under dynamic loads, including those caused by electrostatic
controllers’ lateral loads [10]. Grid ware is constantly looking
for changes that may affect the grid’s overall performance.

Table 2: Natural frequency.

Modal order Natural frequency (Hz)
1 33.5774
2 36.7333
3 153.0123
4 208.4317
5 397.1541
⋮ ⋮
31 1012.5375
⋮ ⋮
153 2004.5829
⋮ ⋮
495 4005.2000
⋮ ⋮
900 6000.4287

Translational displacement magn
Occurence 31

On Boundary

mm
69.9
62.9
55.9
48.9
41.9
34.9
27.9
21
14
6.99
0

Figure 8: Order mode.

Translational displacement magn
Occurence 153

40.6
36.1
31.6
27.1
22.6
18.1
13.5
9.03
4.52
0

On Boundary

45.2
mm

Figure 9: 153rd order mode.

mm

Translational displacement mag
Occurence 495

On Boundary

43.6
39.2
34.9
30.5
26.2
21.8
17.4
13.1
8.72
4.36
0

Figure 10: 495th order mode.

Translational displacement magn
Occurence 900

On Boundary

mm
41.7
37.6
33.4
29.2
25
20.9
16.7
12.5
8.35
4.17
0

Figure 11: 900th order mode.

Figure 12: Acoustic grid.
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*e technology identifies defects earlier and in live time,
allowing you to arrange rapid adjustments and respond
quickly to acoustics emergencies. With the boundary ele-
ment method used for acoustic numerical calculation, the
structure grid, acoustic grid, and structure modal are im-
ported. Acoustic grid panels have a tiling pattern that aids in
the absorbing of reflecting waves, allowing audio to be
clarified and improved in a space. Because of their size, those
screens are good for treating vast areas of a space at the same
time. *e grid of the analysis structure uses the modal
analysis grid. *e acoustic grid is divided by a 2D grid. *e
envelope surface of the structure is first adopted, and then
the surface mesh on the envelope surface is divided. To
ensure that the structure grid and the acoustic grid have a
good correspondence, the standard size is calculated, and the
selected acoustic grid size is 14mm.

Definition of sound load: *e external sound load data
are obtained from the measured sound pressure level
spectrum, as shown in Figure 12.*e acceptance test and the
identification test sound pressure level spectrum correspond
to the solid part and the broken line part in Figure 13. *e
experiment time is one and three minutes, respectively [16].
*e given spectrum is octave, the frequency of each center
band is twice the frequency of the center band of the pre-
vious band, and the sound pressure level corresponding to
each center band is read and tabulated as in Table 3.

Definition of the sound source for the random diffusion
of the sound field and the determination of the sound field of
the sound pressure distribution by the spectrum [17]: A
noise spectrum is the given data in Table 4. *us, the sound
pressure level must be converted to sound pressure to obtain
the sound pressure spectrum [18].*e conversion formula is

pe � pref × 10 Lp/20( 
. (14)

Definition of the sound load concept and the selection of
an idealized distribution of the reverb distribution: In the
space where the diffuse sound field is satisfied, the sound

150
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So
un

d 
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su

re
 le

ve
l (

dB
)

Frequency (Hz)
10

Acceptance
Identification

Figure 13: Noise spectrum.

Table 3: Noise acceptance test sound pressure level spectrum.

Center frequency (Hz)
Sound pressure level within octave

bandwidth (dB)
Acceptance level Appraisal level

31.5 146 150
63 150 154
125 153 157
250 154 158
500 155 159
1000 156 160
2000 154 158
4000 150 154

Table 4: Sound pressure spectrum.

Center frequency
(Hz)

Sound pressure
level (dB)

Sound pressure effective
value (Pa)

31.5 150 632.4
63 154 1002.4
125 157 1415.9
250 158 1588.7
500 159 1782.5
1000 160 2000
2000 158 1588.7
4000 154 1002.4
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field distribution statistics of each point are uniform ev-
erywhere, and the acoustic energy probability from each
direction is the same. To achieve these conditions, fully
reflecting the various walls of sound waves is necessary. *e
24 unrelated plane waves, evenly distributed in the structure
of the spherical sphere, are defined. *e spherical radius is
obtained using the algorithm automatically in Figure 14.

3.2.1. Definition of the Coupling Surface. *e surface skin of
the V-tail is in direct contact with the sound field, and the
equivalent thickness of the skin is minimal. *erefore, the
contact surface between the skin and the sound field is a
strongly coupled region, so that all external skin grids are
selected in addition to the control rudder shaft. *e cor-
responding sound field grid is defined as the coupling
surface in Figure 15.

3.2.2. Definition of the Coupling Surface. In this study, the
acoustic excitation is reduced to 24 plane waves, which are
equivalent to 24 irrelevant excitation conditions. Under
different operating conditions, the software calculates the
participation factors of the modal modes. Here are a few
typical equations in the first modal participation factor
schematic in Figures 16 to 19.

In contrast to the natural frequency table, all modal
participation factors have a maximum value near their
corresponding natural frequency. For example, the seventh-
order modal participation factor is maximized at a frequency
of approximately 500Hz. *e seventh-order mode has the
largest proportion of the total response caused by the ex-
ternal excitation at a frequency of 500Hz.

3.2.3. Displacement Response Result. In this study, the
acoustic load spectrum is the octave spectrum; thus, the
frequency range is 31.5–4000Hz, and the incremental step is
octave increment; that is, the frequency of the latter step is
twice as long as the previous step. *is section gives the
displacement response under all the calculated frequency
excitations under Principal Component 1. As the excitation
frequency increases, the displacement response of the
structure becomes more complex, and the response am-
plitude becomes smaller in Figure 20.

3.3. Stress Response. *e response of the structure under the
action of each plane wave is calculated. In this section, the
response of the random response is calculated using the
coupling response. Given that the defined plane waves are
irrelevant and the coefficient of the participation of Principal
Component is 1, it is a unit diagonal matrix. *e response of
each plane wave is synthesized. A random response of the
random field is calculated, and all the nodes on the coupling
surface are chosen to calculate the stress response. *e stress
response can be obtained from the power spectral density.
Figures 21 and 22 illustrate the stress and power spectral
density of the x and y directions of the mesh cell number
8755; the z-stress in the 2D element is zero. Many peaks can
be seen in the stress response power spectral density, which
indicates that the structural vibration is caused by multi-
mode superposition, and the structural response is expressed
as wideband multimodal.

4. Sound Fatigue Calculation

4.1. Stress–Life Curve. *e typical stress–life curve (S–N
curve) can be divided into three segments: low-cycle fatigue
zone, high-cycle fatigue zone, and subfatigue zone. When the
external load stress is less than the fatigue limit (i.e., infinite
life), in general, take N, which is equal to the corresponding
stress value. When the stress is equal to the tensile strength of
static tension, the life is a stretching time; in the subfatigue
zone, the S–N curve in the logarithmic coordinate system is
almost a straight line. In a fatigue analysis, S stands for the
stress range that is used to compute the deterioration [19, 20].
It is useful to determine the number of required cycles till a
material fails, but it does not tell you how much fatigue
damages the materials before the material fails.

Access to information obtained 2A14 aluminum alloy
tensile strength σb � 440MPa; the fatigue limit
Sae � 130MPa. Use the power function formula:

S
α
N � C. (15)

On both sides of the above pairs of logarithms,

Figure 14: Sound pressure distribution.

Figure 15: Coupling surface.

8 Mathematical Problems in Engineering



lgN � a + blgS, (16)

where a and b are the material constants, and the empirical
formula of the S–N curve of the power function is a straight
line on the double logarithmic plot [21].

By studying the effect of loading frequency on the fa-
tigue life curve of metal materials, their loading frequency
has little effect on the S–N curve when the metal materials
only undergo elastic deformation, as shown in Figure 23. In

this study, the fatigue life curve is calculated by static
fatigue.

4.2. Fatigue Life Analysis =eory. *is research chooses
Miner linear superposition theory.

*e fatigue life estimation method of Dirlik model is
adopted. *e frequency domain method is used to describe
the stress information of the stochastic process with the
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Figure 20: Displacement response.
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spectral parameters of the response power spectral density.
*en, the life is calculated by combining the S–N curve and
fatigue cumulative damage theory [22].

*e noise signal of the aircraft is high-frequency
broadband random signal. *e Dirlik model is simple, fast,
and suitable for wideband signal. In this study, the Dirlik
model is selected, and the Goodman linear formula is used to
calculate average stress.

4.3. Sound Fatigue Life Results. After determining the
stress–life curve of the material, fatigue cumulative damage
theory, fatigue life estimation method, and correction
method, the external skin of the tail fin is selected as the
acoustic fatigue life in Figure 24.

*e analysis of Table 5 shows that hot spot 1 is the largest
point of damage, and its damage value is 1 × 10− 3.26 under a
standard load. According to the linear fatigue damage ac-
cumulation theory, the life under a standard load is
D � 1÷(1 × 10− 3.26) � 1830. Since the action time of a
standard load is 10000s, the vibration fatigue life of hot spot
1 is 1.83 × 107s.

*e fatigue risk of the tail is the skin at the root of the tail
near the rib and the skin at the wing tip.

*e research project has not yet been tested at this stage.
*erefore, no test data are compared. To discuss the credibility
of the results, the findings are compared with those of the
present study. In the study of the estimation of random
acoustic fatigue life based on the rain flow counting method,
the estimated life of open cylindrical shell is calculated at 140dB
of the total sound pressure level. Jin Luanshan and Li Lin stated
that the fatigue life of an aeroengine is calculated on the basis of
Dirlik’s broadband process theory. Zhang Xiuyi studied the
properties of the plate, curved plate, stiffened plate, and
honeycomb in the design of the acoustic fatigue analysis and
the acoustic fatigue design of the aircraft structure. *e cal-
culation results are similar. In this research, the thickness of the
aluminum skin is 4.4mm. Hence, although the load is greater,
the sound fatigue life is relatively improved.

5. Influencing Factors of Acoustic Fatigue Life

*eoretically, the factors that affect the cycle fatigue life of the
structure also affect the vibration fatigue life, in addition to some
factors on the vibration fatigue life of a greater impact, especially
the dynamic characteristics of the structure, including natural
frequency and damping ratio.*eproblemof the load on sound
fatigue is particular that it needs further study.
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Figure 21: Location of ID 8755.
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Figure 24: Tail hot spots inside and outside the tail.

Table 5: Hot damage index and life expectancy.

Hot spot Grid number Damage index Fatigue life (s)
1 1212 −3.26 1.83 × 107
2 6951 −3.43 2.70 × 107
3 6974 −3.46 2.89 × 107
4 1630 −3.47 2.97 × 107
5 6796 −3.54 3.51 × 107
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5.1. Effects of Load Characteristics. *e noise environment of
the aircraft at different times varies, and the new noise test
data in the new operating conditions are shown in Figure 25.
As a result of the use of the 1/3 octave spectrum, the mea-
surement data points likely use the same method in Table 6.

Table 6: Sound pressure spectrum.

Frequency (Hz) Sound pressure level Lp

Sound pressure
spectrum pe(Pa)

25 134.8 109.9
31.5 138.1 160.7
40 138.8 174.2
50 142.0 251.8
63 144.4 331.9
80 144.6 339.6
100 144.9 351.6
125 145.1 359.8
160 144.4 331.9
200 145.1 359.8
250 146.0 399.1
315 146.5 422.7
400 147.7 485.3
500 146.8 437.6
630 148.0 502.3
800 146.8 437.6
1000 144.0 317.0
1250 144.0 317.0
1600 146.0 399.1
2000 146.8 437.6
2500 146.0 399.1
3150 145.1 359.8
4000 144.4 331.9
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Figure 25: Noise spectrum.
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Figure 26: Damage index under 1/3 octave conditions inside and
outside tail.
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Comparing damage index under 1/3 octave conditions
inside and outside the tail in Figure 26, we find that (1) parts of
the fatigue risk are roughly the same, which are the root near
the ribs and the wing at the end of the skin. (2)*e fatigue life
of the new working condition is increased by an order of
magnitude compared with that of the initial working con-
dition. *e reasons are that the sound pressure level of the
frequency band in the new working condition is smaller than
the initial working pressure level, and the external load energy
is weakened, thereby increasing life expectancy.

5.2. Relationship between Sound Pressure Level and Life.
To obtain the relationship between the external excitation
pressure level and the acoustic fatigue life, the sound
pressure level of each band is increased and decreased on the
basis of the sound pressure load of the original octave. *e
amplitude of increase or decrease is dB. A new sound
pressure spectrum is also obtained.

In Table 7, the analysis of the table data reveals the sound
pressure level for each additional 5 dB, and the life expectancy
is reduced by about an order of magnitude. For each lower
5 dB, the life is increased by about an order of magnitude.
*eoretically, the sound pressure level increases by twice as
much as the sound pressure level, and the acoustic energy is
proportional to the square of the sound pressure. *erefore,
the noise level can reduce the sound fatigue life.

5.3. Effect of Structural Damping. For the modal damping
ratio of each order, only the important mode of influence
is the main mode; hence, only the main modal damping
ratio can be obtained. With the increase of the damping
ratio, the ability of the structure to dissipate energy is
enhanced, and the structural response caused by the
external excitation of the same energy is weakened.
*erefore, the fatigue life of the structure increases. *e
relationship between the damping ratio and the fatigue life
can be expressed by a certain function by studying the
properties of the material.

Taking different modal damping ratios and performing
recalculations to obtain the damage index and the fatigue
life, the following is summarized in Table 8.

Figure 27 shows that (1) the modal damping ratio has a
great influence on the vibration fatigue life of the structure,
and the influence coefficient is nonlinearly increased. (2)
With the increase of modal damping, the mean square root
of the structural response stress decreases, and the acoustic
fatigue life is prolonged.

At present, quantitative research on damping is few. *e
value of engineering application is usually based on em-
pirical data, which lead to the design damping and the actual
damping in many structures. Moreover, the prediction ac-
curacy of vibration fatigue life is not high. To improve the
acoustic fatigue life, increasing the structural modal
damping is of great significance. *e damping materials and

Table 7: Sound fatigue life at different sound pressure levels.

Increase or decrease the value Damage index Sound fatigue life
−15 −6.22 1.65 × 1010s
−10 −5.41 2.58 × 109s
−5 −4.51 1.78 × 108s
0 −3.26 1.83 × 107s
+5 −2.45 2.85 × 106s
+10 −1.51 3.21 × 105s
+15 −0.33 2.15 × 104s
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Figure 27: Relationship between vibration fatigue life and modal damping ratio.
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shock absorbers are used in the engineering to achieve the
purposes of vibration and noise reduction.

6. Conclusion

In this work, the tail fins of a certain type of spacecraft are
studied; the finite element, boundary element, and vibra-
tion fatigue analysis method are also used to predict the
acoustic fatigue life of the tail fins. On this basis, the in-
fluence factors of the acoustic fatigue life are investigated,
and some suggestions are put forward for the structural
fatigue design.

*e damage value of largest point is 1 × 10− 3.26 under a
standard load. According to the linear fatigue damage ac-
cumulation theory, the life under a standard load is
D � 1÷(1 × 10− 3.26) � 1830. Since the action time of a
standard load is 10000 s, the vibration fatigue life of hot spot
1 is 1.83 × 107 s. *e fatigue risk of the tail is the skin at the
root of the tail near the rib and the skin at the wing tip.

*e analysis of the table data reveals the sound pressure
level for each additional 5 dB, and the life expectancy is
reduced by about an order of magnitude. For each lower
5 dB, the life is increased by about an order of magnitude.
*eoretically, the sound pressure level increases by twice as
much as the sound pressure level, and the acoustic energy is
proportional to the square of the sound pressure. *erefore,
the noise level can reduce the sound fatigue life.

*e FEM of the tail of a hypersonic aircraft is also
performed. *e modal parameters within 6000Hz are cal-
culated, and the natural frequency and mode information
are calculated. *e acoustic response is given to the acoustic
response under the given acoustic load, which includes
linear damage accumulation theory, the Dirlik model, and
the Goodman linear correction model. *e analysis method
of vibration fatigue life is studied, combined with the results
of dynamic analysis and the stress–life curve of the material;
the linear damage accumulation theory, Dirlik model, and
Goodman straight line correction model are used to cal-
culate the acoustic fatigue life of the tail wing. In addition,
the effects of load characteristics and structural damping on
acoustic fatigue life are studied.
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As a special commodity, medicine plays a vital role in people’s healthy life.  e basic e�ects of drugs are excitation and inhibition.
Under the action of drugs, any function that can enhance or increase the function of the body’s original tissues and organs is called
excitement. On the contrary, any function that can weaken or reduce the function of the original tissues and organs of the body is
called inhibition.  e nature of action of drugs has three aspects: regulatory function; antipathogen and antitumor; and
complementary therapy. If there is a problem with the quality and safety of medicines, it is tantamount to making money and
killing people. Based on arti�cial intelligence, this paper analyzes the current situation and improvement strategies of quality
management in pharmaceutical production management enterprises and proposes how to reduce the risk of drug safety with the
assistance of arti�cial intelligence technology.  e experimental results in this paper show that the sales of heparin sodium APIs
were 2.099 billion yuan, accounting for 91.6% of the operating income in 2015, when company A had not conducted a drug risk
assessment in 2015. After the outbreak of drug risks, the sales in 2016 were 1.743 billion yuan, accounting for 77.1% of the
operating income in 2016. After the �nal implementation of the measures, the sales in 2019 were 4.743 billion yuan, accounting for
329.1% of the operating income in 2016. e research method in this paper can improve the hidden safety problems of drugs more
e�ciently, and it can improve the pro�t while ensuring the safety.

1. Introduction

As the concept of safe drug use has been deeply rooted in the
hearts of the people, this paper puts forward higher stan-
dards and requirements for drug quality. It is necessary to
achieve rational drug use and to use drugs e�ectively, safely,
appropriately, and economically based on the systematic
knowledge and theories of contemporary drugs and diseases.
 e purpose is to give full play to the e�cacy of the drug and
minimize the incidence of adverse reactions.  ese re-
quirements prompt drug manufacturers to pay more at-
tention to the quality management and control of drugs
while continuously improving production e�ciency. And
for a large amount of data, computers have more powerful
processing capabilities than humans. Comparing with the
subjective judgment of the data, the computer processing
will perform an objective data analysis according to the
requirements. At the same time, it eliminates the confusion

of the conclusions that the quality assurance personnel can
reach due to the results of di�erent degrees of precision
caused by di�erent experiences and states. In this way, an
analysis report with high accuracy and stable analysis
conclusion can be provided for decision makers.

Faced with the challenge of implementing the newly
revised drug production quality management standards, the
scope of quality assurance work is getting bigger and bigger,
and the responsibilities are getting heavier and heavier.  is
shows that the quality assurance work is facing a huge test.
Vigorously promoting the application of computer tech-
nology in quality assurance work and continuously im-
proving the knowledge level of relevant practitioners are
urgent problems to be solved in the current work. e lack of
enterprise quality awareness is also a major hidden danger.
First, quality management is a mere formality. It is just to
meet the requirements of regulations and does not really
understand the essence of GMPmanagement. Second, when
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dealing with problematic products, a few pharmaceutical
companies still have a fluke mentality and even ignore them
directly. It is necessary to make full and effective use of a
large amount of production information data generated in
production, to mine the laws and associations hidden in
these data, and to effectively associate deviation information
with various data. *is enables quality assurance personnel
to find the best solution and analysis results when con-
ducting system analysis.

*is article mainly describes a detailed data analysis of
the drug management system of company A under the
introduction of artificial intelligence algorithms. *e in-
novation is that this paper adopts the most advanced
technology when the analysis of the personnel screening
system is not clear enough and introduces artificial intelli-
gence technology, which effectively reduces the error. *e
experimental results are also more realistic, and this article is
constantly innovating and growing.

2. Related Work

At present, the management of drug production has
attracted much attention, and more and more scholars have
carried out research on it. Among them, Selezneva et al.’s
study was dedicated to the role of laboratory research in
ensuring the quality of domestic medicines. It also reviewed
and analyzed regulatory documents and current publica-
tions on the subject [1]. *e purpose of Kashirina et al.’s
study was to study the current industrial practice of drug
quality risk management in Russian pharmaceutical com-
panies. *is includes assessing the main issues in imple-
menting a risk management system and its compliance with
accepted international methodologies [2]. Drugs are ele-
ments that inhibit the healthcare system. Logistics man-
agement starts with planning the process, purchasing,
storing, dispensing, recording, and reporting medications.
*e purpose of Wulandari et al.’s study was to explore the
logistics management of medicines in a pharmacy instal-
lation in the work area of the health office in the Kraben
district [3]. Drug shortages faced by the US pharmaceutical
industry and government in recent years have been a major
challenge. Jia and Zhao addressed the problem of drug
shortages from a supply chain perspective and a key missing
piece in medicine, and he proposed to reduce shortages
through drug purchase contracts [4].

Medication and drug optimization play an important role in
modifiable physiological risk factors and NCD management.
*e purpose of Syed et al.’s study was to describe the number of
prescriptions for type 2 diabetes (T2DM), hypertension, and
hyperlipidemia. *e findings of the study will provide the
necessary information to inform pharmaceutical policy and
practice [5]. Medications should be provided promptly to all
patients, whether adults or children. *e purpose of Ueyama
et al.’s study was to study the current status and characteristics
of pediatric drug development in Japan.*ey used information
on the lag in the approval of pediatric directives between Japan
and the European Union [6]. In recent years, patient-controlled
analgesia (PCA) has been widely used in patients with various
pains, with the continuous recognition of pain knowledge, and

the continuous improvement of quality-of-life requirements.
*e mining technique proposed by Jin and Wu was used to
analyze relevant literature.*ey tried to find out themain drugs
of PCA, classify drugs, and mine important drug combination
rules [7].*ese articles are a good example of the importance of
drug quality, but not whether it is based on artificial intelligence.
*ese are not suitable for mainstream technologies in today’s
society and have certain limitations.

3. Artificial Intelligence Algorithms

3.1.Artificial Intelligence. Artificial intelligence, whose English
abbreviation is AI. It is a new technology science that studies
and develops theories, methods, techniques, and applied sys-
tems for simulating, extending, and expanding human intelli-
gence [8]. Artificial intelligence is a branch of computer science.
It tries to understand the nature of intelligence and produce a
new kind of intelligent machine. It can respond in a manner
similar to human intelligence. Research in this area includes
robotics, language recognition, image recognition, natural
language processing, and expert systems. From the perspective
of research direction, the current research directions in the field
of artificial intelligence also include machine learning, knowl-
edge representation, automatic reasoning, computer vision, and
robotics. At present, in addition to machine learning (deep
learning), natural language processing and computer vision are
also hot [9]. Since the birth of artificial intelligence, the theory
and technology have become more and more mature, and its
application fields have been expanding. It is conceivable that the
technological products brought by artificial intelligence in the
future will be the “containers” of human intelligence [10].
Artificial intelligence can simulate the information process of
human consciousness and thinking [11]. AI is not human
intelligence, but it can think like a human and possibly surpass
it. *e structural framework of one stage is shown in Figure 1.

COM is the abbreviation of Component Object Model.
COM is a new software development technology developed
by Microsoft for the software production of the computer
industry that is more in line with human behavior. *is
subject uses VC++6.0 to design an artificial intelligence
software. At the same time, in order to be compatible with
the FaultDoctor2.0 software developed by China Aerospace
Measurement and Control Company and avoid troublesome
mutual switching, the artificial intelligence software is
packaged into a module through COM component tech-
nology. It can use data obtained in other ways to diagnose
artificial intelligence software or directly use the artificial
intelligence module in FaultDoctor 2.0 to diagnose and
collect data from the test platform. Both methods incor-
porate artificial intelligence technologies such as wavelet
analysis, information fusion, data mining, and neural net-
works, and the principles are exactly the same [12]. *e
schematic diagram of the overall design is shown in Figure 2.

3.2. AI Introduction Algorithm. In nature, flocks of birds,
fish, bees, ants, and other social creatures show amazing
efficiency in their activities.*eir collective intelligence is far
greater than the sum of their individual intelligences.
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Whether it is a fish, a bird, a bee, or an ant, the probability of
wanting to survive alone is extremely low. *erefore, ev-
eryone needs to cooperate to complete the more complex
work, so that the team can smoothly enter a good state of life.

Particle swarm optimization algorithm is an intelligent
algorithm proposed by scientists in 1995 in the process of
simulating the foraging process of bird groups, combining
human cognition and other social behaviors [13]. Genetic
algorithm is a method of searching for optimal solutions by
simulating the natural evolution process. *e algorithm uses
computer simulation operation in a mathematical way. It
converts the problem-solving process into a process similar
to the crossover and mutation of chromosomal genes in
biological evolution. At present, PSO has been used in many
fields such as numerical function optimization, acoustic

wave information processing, and antenna array design
because of its simple algorithm and easy implementation.
However, with the further development of research, various
improved algorithms emerge in an endless stream. *e
improved algorithm broadens the application field of par-
ticle swarm optimization. It still attracts the attention and
research of a wide range of scholars.

Particle swarm optimization is a random search algo-
rithm. During the search process, a random point in the
multidimensional search space is treated as a particle
without size and mass, which is also called an individual. In
the movement, each individual is guided by the optimal
position passed by itself and the optimal position passed by
the entire population. But the perturbation scale is randomly
assigned in both guiding directions. D represents the
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Figure 1: Artificial intelligence system framework diagram.
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dimension of the search space, and NW is the number of
particles. Each particle individual is a D-dimensional vector
ai, and i� 1, 2, 3, .... NP is ai � (ai1, ai2, ai3, . . . , aiN). *e
group updates the survey according to the following two
formulas [14]:

vt+1
ji � v

t
ji + p1e1 w

t
ji − a

t
ji  + p2e2 w

t
ci − a

t
ji ,

a
t+1
ji � a

t
ji + v

t+1
ji ,

⎧⎪⎨

⎪⎩
(1)

i � 1, 2, 3, . . . , d, j � 1, 2, 3, . . . , nw, t � 1, 2, 3 . . . m repre-
sents the number of iterations, t is used to record the current
generation, t+ 1 is used to record the next generation, c1c2 is
the acceleration constant, and c1c2∈ [0, 1]. In order to
prevent overflow, it needs to be bounded, as follows:

vji � −vmax if vji ≤ − vmax . (2)

Binary encoding refers to the binary code language. It is a
language that the computer can directly recognize without
any translation.*e instructions of eachmachine, its format,
and the meaning represented by the code are rigidly stip-
ulated.*is paper studies the algorithm effect of using binary
code in PSO and concludes that the particle swarm algo-
rithm after binary code is much faster than genetic algo-
rithm. It is particularly effective in higher-dimensional
problems [15]. Velocity updates for elementary particle
swarms are too dependent on previous velocities.*is makes
it easier for particles to fall into the constrained region of the
local solution. In order to reduce the dependence on the
previous speed, this paper adds an inertia weight factor w to
the previous speed, that is, the speed update formula:

vt+1
ji � wv

t
ji + p1e1 f

t
ji − a

t
ji  + p2e2 f

t
gi − a

t
ji . (3)

*e velocity update formula based on inertia factor is more
in line with the physics inspired model of particle swarm.
*rough numerical experimental analysis, when w<1.2, the
algorithm has weak convergence but strong search perfor-
mance. When w<0.8, the algorithm has weak search perfor-
mance but strong convergence. When w ∈ (0.8, 1.2), the
algorithm can achieve a good balance between searchability and
convergence. In complex optimization problems, due to the
influence of linear descending inertia weights, the global search
ability decreases in the later stage of evolution. Such complex
problems can be solved by adaptively changing the weight
coefficients. It sets the w value to be an adaptive amount that
decreases linearly with the evolutionary algebra and achieves
good optimization results on four nonlinear functions. *e
method of shrinking factor is generally used in particle swarm
optimization, not neural network. When Vmax is small (for
Schaffer’s f6 function, Vmax� 3), it is better to use weight
w � 0.8. If there is no Vmax information, using 0.8 as the weight
is also a good choice. When the inertia weight w is small, the
local search ability of the particle swarm algorithm is empha-
sized. When the inertia weight is large, it will focus on exerting
the global search ability of the particle swarm algorithm. For
complex problems, themethod of shrinking factor is introduced
in this paper. It ensures the convergence performance of particle
swarm optimization by controlling the weight coefficient w and

the control parameter 12cc [16].*e update formula of its speed
is as follows:

vt+1
ji � α v

t
ji + p1e1 f

t
ji − a

t
ji  + p2e2 f

t
gi − a

t
ji  , (4)

where α is the shrinkage factor, and the calculation formula
is as follows:

α �
2φ

2 − ε −

������

χ2 − 4χ




, χ � p1 + p2, χ≻4,φ ∈ [0, 1].
(5)

Scientists have proposed a new particle swarm algo-
rithm. In order to maintain the diversity of the population,
an “attraction” operator and a “repulsion” operator are
introduced. *e velocity update formula for the “repulsion”
phase is as follows:

vt+1
ji � wv

t
ji − p1e1 f

t
ji − a

t
ji  − p2e2 f

t
ji − a

t
ji . (6)

By defining the calculation formula of population di-
versity, the upper and lower bounds of diversity are cal-
culated, and the local optimization ability and global
optimization ability of the algorithm are dynamically ad-
justed with different speed update formulas [17]. *is paper
proposes a new speed update formula between the “at-
traction” operation and the “repulsion” operation as:

vt+1
ji � wv

t
ji + p1e1 f

t
ji − a

t
ji  − p2e2 f

t
ji − a

t
ji . (7)

3.3. Introduction of Artificial Bee Colony Algorithm.
Artificial bee colony algorithm (ABC) is another new swarm
intelligence algorithm that can effectively solve numerical
optimization problems. *e excellent performance of arti-
ficial bee colony algorithm in high-dimensional numerical
optimization problems and continuous problems has
attracted much attention from scholars. For a long time, how
to use artificial bee colony algorithm to solve discrete
problems has become an upsurge in research. With its ex-
cellent character, artificial bee colony algorithm has achieved
rich research results in the fields of integer programming,
multi-objective optimization, neural network training, and
so on. In major conferences and academic journals, the
algorithm has been used to solve various complex optimi-
zation problems.

*e artificial bee colony algorithm can be divided into
four parts: initializing food source, leading bee mining,
following bee mining, and scout bee replacing food source.
*e way to initialize the food source is as follows:

aji � aji min + rand(0, 1) aji max − aji min , (8)

where j � 1, 2, 3 . . . , rand(0, 1) is a random number be-
tween (0, 1).

Leader bees and follower bees mine according to the
following formula:

vji � aji + qji aji − aki , (9)

where vji is a new solution generated near aji.
k ∈ (1, 2, 3 . . . , NP), k, i are all randomly selected. k is a
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solution of the neighborhood of i, that is, k cannot be equal
to a random number of i. A random number of qji ∈ [−1, 1]

controls the range of neighborhood generation [18].
*e follower bee chooses the food source according to

the swing dance of the lead bee. For the optimal minimum
problem, the fitness value is generated according to the
following formula:

wjtj �

1
1 + wj

wj ≥ 0,

1 + wj



,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(10)

where wj is the jth objective function value [19]. *e
probability of each individual is given by:

Mj �
wjtj


NM
j�1 wjtj

. (11)

*is paper introduces the best method so far (thebest-so-
farmethod). *e best way is to introduce an improved
version of the artificial bee colony algorithm, which is re-
ferred to as BSA. It finds that the best position so far in the
method will yield the optimal solution. On this basis, this
paper proposes to use this method to update the candidate
solutions of the follower bees. *is method can not only
improve the local search ability of the algorithm but also
make it search in the optimal direction and accelerate the
convergence speed of the algorithm. *e update formula of
the solution is as follows:

djv � aji + βpb aji − abi , (12)

where α is a random number on [−1, 1], pb is the fitness value
of the best food source so far, and abi is the i-th dimension
variable value of the best food source so far [20]. However,
while speeding up the convergence speed, the algorithm
tends to fall into local optimum. *erefore, this paper
proposes a method of adaptively adjusting the search radius.
It uses the following methods to update candidate solutions
during the scout bee search phase:

dji � aji + ϕji εmax −
t

W
εmax − εmin(  aji, (13)

where aji is the abandoned food source solution, ϕji is a
random number in [−1, 1], W is the maximum number of
iterations, and t is the current number of iterations. εmax, εmin
represent the maximum and minimum proportions of the
position adjustment of the scout bee, and its value is between
0.2–1.

*is paper proposes that the initialization of the pop-
ulation has a great influence on the convergence speed of the
algorithm and the quality of the final solution, and the
random generation strategy is used in the basic algorithm. It
has been known before that the initial conditions of the
chaotic map have a nonnegligible effect on the chaotic se-
quence. *erefore, using the chaotic map to generate the
initial population can increase the diversity of the pop-
ulation. *e formula for improving the performance of the
algorithm is as follows:

aji � aji min + cji aji max − aji min , (14)

where cji is a chaotic sequence. In order to further accelerate
the convergence speed of the algorithm, it also introduces an
antilearning strategy:

laji � aji min + aji max − aji. (15)

Finally, an optimal individual is selected as the initial
population.

*e population initialization of BSA is the same as the
differential evolution algorithm. However, the population
initialization of BSA includes the initialization of the pop-
ulation P and the initialization of the historical population
oldp, as shown in the following formula:

pji ≈ E lowi, upi( , old q ≈ E lowi, upi( , (16)

where lowi, upi denote the upper and lower bounds of the i-
th dimension components, respectively, and E denotes the
uniform distribution [21].

After the selection I, the individuals in oldq need to be
randomly reordered and assigned to oldq. *en, it mutates:

Mutant � Q + F․(oldq − Q). (17)

In F� 3× randn, randn is a random number that obeys
the standard normal distribution. *rough standardization,
all random variables that obey the general normal distri-
bution become standard normal distributions with a mean
of 0 and a standard deviation of 1. For random variables that
obey the standard normal distribution, it is specially denoted
by z.

During the crossover operation, BSA randomly selects l
elements from each individual in the parent population P. It
swaps the same-dimensional elements of the colocated in-
dividual in the mutatedMutant to generate a new individual,
and l is (0, D) in an integer. *e crossover lengths are se-
lected as follows:

L(i) � [BE․rand․D). (18)

BE is the crossover probability and D is the problem
dimension.

*e two improvements will be described separately
below. It also attaches the results of the test functions:
Multimodal (M), Non-Separable (N), Unimodal (U), and
Separable (S) in Table 1 to illustrate the effect of the
improvement.

*e BSA variation scale coefficient was set to F. Table 1 is
a comparison of the convergence effect of |F| and F on the
30-dimensional Ackley function. When improving the
scaling factor, it makes the scaling factor a random number
obeying the Maxwell–Boltzmann distribution. It describes
the distribution of ideal gas molecular velocities at thermal
equilibrium. Extensive numerical experiments have shown
that the Maxwell–Boltzmann distribution can perturb the
population efficiently, making the mutation process look
better in the experimental population [22]. It illustrates that
the new varying scale factor has better search performance.
*e new scaling factor is as follows:

Mathematical Problems in Engineering 5



P �
���
bh3

√
, bh3 − φ2

(3), (19)

where φ2(3) is a Chi-square distribution with three degrees
of freedom, and bh3 is a random number obeying φ2(3),
Figure 3 is the normal distribution diagram of its conver-
gence function.

From the convergence curve in Figure 3, it can be seen
that the new variation scale coefficient has a fairly good
convergence effect in the function test. It is worth noting,
however, that the new distribution does not produce a
negative scale of variation coefficient. Its magnitude is
smaller. *e searchability of the algorithm will be improved.

newMutant � q +(1 − e) · F · (oldq − q) + e · (cgq − q) � (1 − e) · Mutant + cgq, (20)

where e is a random number between [0, 1]. In order to
ensure that the first q individuals can be selected uniformly,
this paper designs the following selection strategy to gen-
erate cgq [23].

It sets indp as the sequence code set of the first p in-
dividuals in the whole population. It randomly sorts the
elements in indp k times, and stores it after each sorting. It
finally merges the k sorts into an array ind. *e new mu-
tation population function generation is shown in Figure 4:

cgQ � Qind
1

nq
 , (21)

In this experiment, eight high-dimensional unimodal
functions and eight high-dimensional multimodal functions
were selected. *e eight limited-dimensional multimodal
functions are shown in Table 2.

*e comparison results of the convergence time and
convergence results of the improved bee colony algorithm,
the standard bee colony algorithm, and the backtracking
search algorithm are shown in Table 3.
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Table 1: Function to test.

Question Name Type Nether Upper bound Dimension Evolutionary algebra
F1 Rosenbrock UM −30 30 50 20000
F2 Ackley MN −30 30 50 10000
F3 Griewank MN −600 600 50 5000
F4 Rastrigin MS −5.12 5.12 50 10000
F5 Foxholes MS −65.53 65.53 2 200
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From the results of the eight test functions, it can be seen
that the convergence effect of IABC is better than that of ABC
and BSA.*is indicates that the improved hiring stage based on
multidimensional and one-dimensional hybrid search strategy
can overcome the disadvantage of slow convergence of hiring
bees in this one-dimensional search. It shortens the search time
and effectively speeds up the convergence speed. Even when
solving high-dimensional problems such as griewank, the
search efficiency of IABC is much higher than that of ABC and
BSA. *is is partly due to a more developed search strategy at
the hiring bee stage. On the other hand, it is able to follow the
effective selection strategy of the bee stage. It fully guarantees the
diversity of the population andmakes the algorithm less likely to
fall into local optimum when the convergence speed is
accelerated. *e new search strategy and selection strategy not
only speed up the convergence speed but also ensure the high
stability of the algorithm. Finally, for the accuracy of the ex-
perimental data, this paper adopts an improved version of the
ABC algorithm for statistical analysis of the data to ensure that
the error is reduced to the greatest extent. For the accuracy of
the experimental data, we will test the accuracy of these al-
gorithms. In this paper, an improved version of the ABC al-
gorithm is used for statistical analysis of data to ensure that
errors are minimized.

4. Data Analysis of Drug Production
Quality Management

4.1. Experimental Case. Company A is committed to the
research and development, production, and sales of heparin
series products. Years of development have enabled the
company to gradually achieve a leading position in the field

of domestic heparin APIs and heparin preparations. Not
long after the new plant of company A was completed and
put into operation, a major adjustment was made to per-
sonnel. It is in an initial run-in period in terms of personnel
team building. Professional background, age, and work
experience vary greatly. Most of the company’s personnel
have poor quality awareness. Even from the production,
warehousing, quality management, and other departments
that are closely related to the quality of drugs. In addition,
there have been cases where personnel specialists did not
wash their hands, did not change clothes, did not wear foot
covers and headgear to directly enter the production area to
check posts, and workers who borrowed things between
different production workshops did not wear clean clothes
and entered the clean area without wearing clean clothes,
which caused quality risks. *e flow of personnel during the
break-in period also brings difficulties to the improvement
of the quality management system. *e company’s quality
management system is established in accordance with the
requirements of international GMP on the basis of drawing
lessons from advanced quality management experience at
home and abroad. GMP is the abbreviation of good
manufacturing practice in English. *e World Health Or-
ganization defines GMP as regulations that guide the pro-
duction and quality management of food, pharmaceuticals,
and medical products. *e file system in the system covers
various contents such as verification, hygiene, materials,
status identification, plant and facilities, organization, and
personnel. *ere are more than 1,700 files in total, and it is
difficult to upgrade the files because of the large number and
wide-ranging content. *ere will also be omissions after the
upgrade. *e training of a new set of documents will have a
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delay period of learning and assimilation, and then there will
be deviations. *e file system design is more decentralized.
Although it is detailed, there will be repetitions. When
training on these written contents, it does not classify people
of different qualities well [24].

Figure 5 is the main quality management structure di-
agram of a pharmaceutical company. A company’s quality
management implements the general manager responsibility
system, and its authorized responsible person is the quality
director. It is specifically responsible for all quality man-
agement activities by the quality director. It is a separate
establishment of the quality department.*is is not included
in the production department and other departments. *e
quality director is the deputy general manager of the
company, who is in charge of the quality department,
production department, laboratory, and other departments.
It also incorporates the warehouse into the quality de-
partment, dispatches QA personnel to the warehouse to
sample and release supplier materials, and supervises and
guides warehouse administrators to store finished products.
It generally implements the on-site “5S”management system
of pharmaceutical production enterprises. *e on-site “5S”
management system of pharmaceutical production enter-
prises refers to sorting, rectifying, cleaning, cleaning, and
literacy.

Now, the problem of the lack of management ability of
some middle and senior leaders has also appeared. Although
some of them have been working in the old factory for more
than ten years, the accumulation in some aspects needs to be
deeper. *e quality department is an extremely important
department for a manufacturing enterprise. *ey have the
right to supervise and manage all activities and personnel
related to product quality. *is includes supervising SOP

implementation and supervising the filling of records during
production, supplier auditing and management, personnel
training, change management, deviation management,
CAPAmanagement, QC, warehouse, verification, and so on.
But some jobs are really not doing well enough. *ere are no
good managers above, and there are no ordinary employees
with higher skill levels and strong consciousness below. As a
result, various quality management tasks cannot be carried
out smoothly. *is will reduce the implementation of GMP
and cannot realize the continuous guidance of GMP thought
to the work. *e problems are particularly prominent in the
aspects of change management, deviation management,
training management, and supplier management, which
cannot keep the product quality at a high level.

In the end, although there are no serious quality and
safety accidents that endanger people’s lives for a variety of
drugs of company A, there will be problems of one kind or
another if the management is not standardized. *erefore, it
cannot pass the US FDA certification and the European
CEP/COS certification. A large part of heparin products is
exported to obtain high sales volume. *en company A,
which takes heparin as its main drug product, must have
suffered huge profit losses. *e export value of major
heparin exporters is shown in Figure 6:

Hypuri went public in May 2010. *e company’s main
product is heparin sodium API. It is currently the largest
manufacturer of heparin APIs in China. *e “Hepalink”
brand has become an international model for the quality of
heparin sodium APIs, which is also the company’s core
revenue source. In 2015, the company’s sales of heparin
sodium raw materials were 2.099 billion yuan, accounting
for 91.6% of the total operating income in 2015. *e sales in
2016 were 1.743 billion yuan, accounting for 77.1% of the
operating income in 2016. *e sales in 2019 were 4.743
billion yuan, accounting for 99.8% of the operating income
in 2019. Jianyou company is the second largest exporter of
heparin APIs in China. In recent years, the company’s
heparin API sales are about 400 million yuan [25]. More-
over, company A’s heparin sodium drug varieties have not
obtained the US FDA certificate and EU CEP certificate and
are not allowed to enter the US market and the European
market for sale.

*e new version of GMP clarifies the requirements for
change control in Articles 241 and 242: it first establishes
operating procedures, stipulating the application, evalua-
tion, review, approval, and implementation of changes in
packaging materials, production processes, facilities, in-
struments, workshops, raw and auxiliary materials,

Table 2: Restricted dimensional multimodal function.

Question Name Type Nether Upper bound Dimension *e optimal value
F2 Powell UN −4 4 24 0
F3 Sphere US −100 100 30 0
F4 Sum squares US −5 5 30 0
F5 Foxholes UN −600 600 10 0
F6 Zakharov MN −32 32 30 0
F7 Griewank MN −5.12 5.12 30 0
F8 Ackley MS −10 10 30 0

Table 3: Comparison of convergence time and convergence results
between improved bee colony algorithm and standard bee colony
algorithm.

Question Evolutionary
algebra Statistics ABC BSA FABC

F1 15000 Mean 0.1314 3.7432 0.4413
Std 0.2078 12.3765 1.2125
Best 0.5416 0.8510 0.1526

Runtime 10.6170 5.9110 6.4740
F2 6000 Mean 2.4695 1.6644 0

Std 1.3526 9.1161 0
Best 0 0 0

Runtime 3.8240 1.1830 1.9860
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equipment, quality standards, and inspection methods. It is
also designated by the quality department to be responsible
for the control of changes. Enterprises should evaluate the
potential impact of changes on product quality. It is mainly
evaluated according to the scope and nature of the change. It
categorizes changes according to the severity of the impact
(type I changes, type II changes, and type III changes).
Change can be said to be regarded as the main quality
management system indicator in pharmaceutical

manufacturing enterprises. *e following article makes a
horizontal comparison between the number of changes
generated by company A from January to December 2015
and the number of changes generated by the other two
companies during the same period to better illustrate the
situation of company A. It is shown in Figure 7:

*rough the comparative analysis of the above charts, it
is known that the number of changes of company A in the
statistical period has an upward trend. In one year, 98
changes were made, which has exceeded 75 control indi-
cators of the whole plant. Comparing company B with
company A, the number of companies in the same period is
less than that of company A, which is at a more reasonable
level. *is shows that company A’s limited change man-
agement resources are difficult to effectively manage re-
dundant changes. It believes that there are two problems in
the change management of company A at this stage.

(1) When a new change is proposed, such as the pur-
chase of new production equipment, according to
the requirements of GMP, it is necessary to evaluate
the impact of the new equipment on the existing
equipment and even the system. It requires detailed
management procedures as a guide. However, the
actual process and method have not been estab-
lished, and the department that initiated the change
does not know how to implement the change. *ey
do not submit normative materials but simply ex-
plain the changes on the application form, which will
be signed and reviewed by the person in charge of
quality, and then easily approved. *e whole process
is overly reliant on the quality director. Change
managers struggle to track the progress of change
implementation. *is results in the fact that the
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grasped situation is inconsistent with the actual
situation, and there is a certain lag.

(2) *ere is no scientific demonstration on what issues
should be done when and to what extent. For ex-
ample, it wants to improve the detection efficiency,
save unnecessary work, and reduce the number of
detections for intermediates. According to the
testing situation in the first half year and the current
production arrangement, it is stipulated that every
five batches is a sampling testing cycle. For other
batches of intermediates, the detection of the
content item is omitted. For the five batches in the
process of change, without the support of scientific
argumentation reports, it is impossible to judge
whether the detection frequency is reasonable [26].

4.2. Data Mining

4.2.1. Cluster Analysis Applied to Quality Assurance.
Pharmaceutical manufacturers have higher requirements for
data.*is is directly related to the quality of drug production
and more indirectly affects the safety of people’s lives. As a
means of data mining, cluster analysis plays a vital role in
pharmaceutical companies. Cluster analysis is the main task
of exploratory data mining and a common technique for
statistical data analysis. It is used in many fields including
machine learning, pattern recognition, image analysis, in-
formation retrieval, bioinformatics, data compression, and
computer graphics. Big data in all walks of life or any value
discovery at the macro or micro level is the result of cluster
analysis with the help of big data.

*e experimental data from the laboratory statistics and
the production data submitted by the workshop are sub-
mitted to the Quality Assurance Department. Quality as-
surance personnel should analyze these data and provide
cluster analysis for linearly coherent data. *ey look for the
invisible correlation between the data and use cluster
analysis to classify the experimental data and production, so
as to meet the needs of data sorting and risk analysis.

It uses cluster analysis to classify and divide experimental
data. In this way, the dense and sparse regions of these
experimental data can be identified, and the global distri-
bution pattern of the experimental data can be found. *e
global distribution pattern of experimental data can provide
the analyst with the necessary knowledge. In order to control
the measurement error in production and test, it is often
used to formulate upper and lower warning values and upper
and lower control values according to the density of data
distribution.

Taking an infusion enterprise as a simple example, the
following figure is a regular chart of pH value and content
when deviation occurs, as shown in Figure 8. From the
figure, it can be clearly seen that when a certain risk devi-
ation occurs, the data of pH value and content in the lab-
oratory change. Using cluster analysis, this paper can cluster
and distinguish the risk deviation data. It finds its central
aggregation point and displays the pH value and content of
the center. *ese precious data are directly related to the
production situation and the quality of purchased raw and
auxiliary materials, so it can be judged that the production
situation and the quality of raw and auxiliary materials in
this year are stable. It provides important information for
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redistributing liquid medicine to control its pH value and
content.

4.2.2. Data Selection. *e 188 sets of experimental data are
divided according to the gradient.*e principle of division is
to start from the minimum value, and each 0.1 gradient is set
as an interval, so there are 14 intervals from the minimum
value of 99.5 to the maximum value of 100.9. It counts how
many groups of content experimental data there are in each
interval and calculates the percentage of the content data in
this interval to the total data, as shown in Table 4.

4.2.3. Data Analysis. *e statistical pie chart of the annual
production situation can give decision makers the most
intuitive impression. *is plays a vital role for decision
makers to grasp the production progress of the production
workshop. Decision makers can effectively formulate work
priorities and plans for the next year based on the support of
production statistics provided by quality assurance per-
sonnel. It ensures that the products produced by pharma-
ceutical companies can meet market needs. It does not have
a large backlog of inventory products nor does it make the
market in short supply.

First, it analyzes the direct impact of time factors on
production. By analyzing the annual production statistics
linear statistics in Figure 9, it can be seen that for phar-
maceutical manufacturers, the difference in temperature and
humidity is an important factor in determining production,
and the human body is also obvious for seasonal changes. It
will have different seasonal diseases, so the market demand
for different products is not the same. Only by grasping the
correct production situation, can the production plan for the
next year be effectively adjusted.

According to the analysis, the whole infusion workshop
produces large quantities of saline 10 and 50 sugar 20. *is
means that the market popularity of these two products is
high. *e production of brine 10 is mainly concentrated in
April, May, June, and July, while the production of sugar 50
and 20 is mainly concentrated in February, August, and
December. *e reason for the analysis is that this

phenomenon occurs due to seasonal reasons. *erefore,
decisionmakers can be advised to adjust the production plan
for the increase or decrease of usage caused by seasonal
changes.

*e occurrence of deviation is directly related to the time
factor. Different seasons cause different seasons, and dif-
ferent time periods are not the same for production ad-
justment. For example, the difference of temperature and
humidity affects the spot inspection of production equip-
ment, and the reproduction of insects in different seasons
affects the frequency of insect and rodent control work. *e
quality assurance personnel should analyze the internal
relationship between the time factor and the occurrence of
deviation.

Analysis of the figure shows that there are many devi-
ations caused by filling equipment each year. *erefore, it is
recommended to carry out a comprehensive repair and
maintenance of the filling equipment in the next year,
thereby reducing the risk of deviation caused by the filling
equipment.

At the same time, there were frequent deviations due to
personnel errors at the end of the year. *e reason for the
analysis is due to excessive relaxation of personnel at the end
of the year. *erefore, the training and supervision of
personnel during this period should be strengthened to
minimize or even avoid personnel errors.

According to the analysis, environmental deviation
mainly occurred in spring and autumn. Spring is the
breeding season for insect recovery, and autumn is also the
reserve time for insects to lay eggs and prepare for winter. In
these two seasons, the frequency of insect and rodent control
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Table 4: Content data distribution chart.

Statistical interval Interval Percentage (%)
99.5 99.4-99.5 7 2.83
99.6 99.5-99.6 3 1.21
99.7 99.6-99.7 14 5.67
99.8 99.7-99.8 16 6.48
99.9 99.8-99.9 34 13.77
100.0 99.9-100.0 38 15.38
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should be strengthened. *e hidden danger points that can
breed insects in the workshop should be dealt with in time to
prevent them from polluting the production products and
affecting the product quality.

*e histogram of the relationship between deviation
types and products is shown in Figure 10.

From the above two histograms, it is not difficult to find
that due to the large number of production batches, the
deviation of 50 sugar 20 is more frequent than that of brine
10. *e reason for this phenomenon is that the viscosity of
the 50 sugar 20 product is high, which is a burden to the
machine and the production environment. Moreover, the
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market demand for this kind of medicine is large, and the
production pressure is also large, resulting in the concen-
trated appearance of deviations. In response to this phe-
nomenon, the management of equipment and environment
should be strengthened when producing 50 sugar 20, and a
better method to deal with products with higher viscosity
should be sought [27].

5. Discussion

*e construction and improvement of drug quality man-
agement system is a long-term, comprehensive, and sys-
tematic project. *e unsound and imperfect quality
management greatly restricts the development of the en-
terprise. *is paper makes a more detailed summary and
analysis of some problems revealed after the comprehensive
implementation of the GMP management system by a
pharmaceutical company. It drives the change of employees’
concept and consciousness, clarifies the object of quality
improvement, puts forward specific improvement measures,
and completes the improvement plan design. *e purpose is
to form a practical and effective work system, which is
guaranteed to be implemented smoothly, so that the com-
pany’s current quality management system can be
optimized.

6. Conclusions

*e improvement of the quality management system is
based on the premise that the quality management problems
are solved. In the process of checking omissions, filling
vacancies, finding problems, and solving them, the research
conclusions of this paper are drawn step by step:

(1) *ere are commonalities among different quality
management concepts

(2) It is necessary to effectively reduce the deviation
problem and deal with the change problem

(3) It is necessary to efficiently complete production
management and quality management work based
on internal audit

Of course, the implementation of GMP in pharma-
ceutical production enterprises is only a basic level of work.
Quality management in pharmaceutical production is a
complex process. It needs to use the relevant information of
the system, product, and process to overcome the weak links
of the quality management system; to ensure its continuous
improvement; and to obtain the stability and improvement
of drug quality. It conducts reasonable analysis on data of
different attributes and promotes the utilization of data by
enterprises, so as to obtain more knowledge. *e author also
hopes that the experiment will make the display of the
analysis results more perfect and strengthen the visualization
effect processing. *is enables analysts to get a neat report
the first time, rather than a simple postanalysis graph.
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Since the railway vehicle structure has lots of parameters and several complex constraints, this study establishes a method for
structural parameter optimization based on sensitivity analysis and surrogate models. Fatigue crack problem of the equipment
cabin bottom cover of the EMU is taken as an example to optimize its structural parameters. First, establish the �nite element (FE)
model of the bottom cover and compare it with the bench test results to verify the accuracy of the load and restraint conditions.
�e sensitivity analysis method is used to determine the main parameters. �e input samples are obtained by Latin hypercube
sampling method, and the output samples are obtained by the method jointly developed by ABAQUS+Python and the surrogate
model between the input and output samples is obtained by �tting, and its accuracy is veri�ed. According to the design re-
quirements, the optimization objective function and constraint conditions are established, and the optimization result is obtained
by optimization algorithm. �e results were substituted into the FE model for veri�cation. �e results show that the maximum
equivalent stress of the bottom cover is reduced from 126.7MPa to 78.9MPa under a cyclic aerodynamic load of ±4 kPa, which is
37.7% optimized, and the e�ect is signi�cant. �is method avoids the iterative optimization of the FE model and improves the
optimization e�ciency.

1. Introduction

In the application of large mechanical structural parts, fa-
tigue cracks have always been themain factor leading to their
failure [1–3]. Take railway vehicles as an example; fatigue
cracks are found on the equipment cabin bottom cover. �e
reason is that the alternating aerodynamic load under the
working conditions when trains enter and exit tunnels is the
main factor leading to the initiation and propagation of
cracks [4]. �erefore, it is necessary to study the structural
optimization design method to reduce the stress level at the
crack under alternating aerodynamic loads.

Nowadays, there has been in-depth research on the
optimization method of structural parts [5]. �e authors in
[6–11] separately optimized the structure of energy-ab-
sorbing structure, carbody structure, and the subway vehicle
air-conditioning suspension. �eir weights were reduced
while meeting the requirements of strength and modal. But

for the bottom cover, its protection function and manu-
facturability need to be considered, so the topology opti-
mization results often do not have engineering application
value. �e authors in [12, 13] optimized the shape of the
frame and wheel. But the shape optimization required
modi�cation of the ¦oor structure. At the same time, it was
also necessary to consider constraints such as installation,
connection, and manufacturability, so the space for modi-
�cation was limited. �e size optimization does not require
major changes to the ¦oor structure, which is relatively easy
to implement and has high engineering value.�erefore, this
article uses the size optimization method to optimize the
bottom cover.

Now scholars have begun to use a variety of methods to
optimize the parameters of the structure [14–16]. Among
them, approximate methods have been widely used [17]. For
the railway vehicle structure, the structure is complex and the
boundary conditions are numerous, which often requires a lot
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of time in the simulation calculation. In order to improve the
optimization efficiency, many scholars have conducted re-
search on the optimization method of size parameters.
Myzrglob and Zielinski [18, 19] studied the optimization
method of structural parameters under multi-axial high-cycle
fatigue. Sun et al. and Hudson et al. [20, 21] studied the
optimization method of carbody parameters considering
multiple factors. Sun et al. [22] optimized the modal fre-
quency of the railway vehicle carbody based on SA.Miao et al.
[23] used the ant colony algorithm to optimize the composite
sandwich structure of the bottom cover. Zhi et al. [24] studied
the fuzzy optimization method of bogie frame parameters
based on response surface model. Baek et al. [25] optimized
the wagon frame structure based on the Chebyshev poly-
nomial model. )e authors in [26–28] used surrogate models
and multi-objective genetic algorithms to optimize the design
of the carbody collision energy absorption structure. )e
authors in [29–31] optimized the fatigue strength of the
welded frame weld by the surrogate model method.

)e above research used mathematical models to express
the relationship between structural parameters of vehicle
components such as carbody, bogie frame, and energy-ab-
sorbing structure with modal and strength indicators and
optimized them with optimization algorithms to improve
optimization efficiency. However, the optimization research
on the equipment cabin bottom cover is still lacking at the
present stage, and the connection and contact between the
various components cannot be ignored for this type of as-
sembly. )ere are many size parameters and installation pa-
rameters of components, and each parameter has a complex
nonlinear relationship with the stress response of key points.
Establishing a FEmodel that can reflect the actual components
and meet the requirements of optimization accuracy is a
prerequisite for optimization design. For this reason, this
paper carried out the static strength test of the bottom cover
and compared the FE calculation results with the test results to
verify the accuracy of the FE model. Considering the complex
preprocessing of the FE model and the long calculation time,
this paper first extracts the key parameters of the bottom plate
according to the sensitivity analysis (SA) method and uses the
optimal Latin hypercube sampling to obtain the input sample
set of the key parameters.)rough the ABAQUS+Python co-
simulation method, the FE model under different input pa-
rameters is obtained in batches, and the output parameter
samples are obtained. )en, the surrogate model is fitted to
replace the FEmodel, and optimization is performed based on
the optimization algorithm. )is method can effectively im-
prove optimization efficiency.

2. Structural Parameter Optimization
Design Method

2.1. Parameter Optimization Process Based on FE Model.
In the FE model, due to the model scale, contact nonline-
arity, material nonlinearity, and other issues, it often takes a
long time to simulate. At the same time, optimization re-
search needs to modify the parameters multiple times for
iterative calculations, so there are many repeated calcula-
tions. If the FE model is directly called, it will consume a lot

of time and be inefficient. )erefore, in order to improve the
optimization efficiency under the premise of ensuring ac-
curacy, the optimization method shown in Figure 1 can be
used for the complicated FE model.

According to Figure 1, firstly, the SA method is used to
screen the optimized parameters, and then the optimal Latin
hypercube sampling or orthogonal test is used to sample in
the range to obtain a uniform and representative parameter
sample set. Use the Python program to read the samples in
order, modify the parameters of the FE model in ABAQUS,
submit calculations, and read the stresses at the key points.
Summarize the stress values under different samples and use
them as input and output parameters. Use the above input
and output parameters as samples and import them into the
Isight software to fit the surrogate model and evaluate the
goodness of fit. Based on the surrogate model, optimization
algorithms such as steepest descent method and genetic
algorithm are used for optimization. )en, the optimal
solution of the model is obtained and imported into
ABAQUS for verification.

2.2. Parameter SA Method. When there are many optimi-
zation parameters, the amount of calculation in sampling
calculation and optimization calculation is large. )e pa-
rameter SA method can eliminate the parameters that have
little influence on the result. Assuming that there are-
nparameters, there is the following functional relationship
between thei-th parameterpiand the response r:

r � r p1, p2, p3, . . . , pn( . (1)

)e sensitivity εi of different parameters can be expressed
by the following formula:

εi �
zr p1, p2, p3, . . . , pn( 

zpi

,

i � 1, 2, 3, . . . , n.

(2)

It is often a discrete variable in engineering applications.
Its sensitivity εi can be expressed by the finite difference
method:

εi �
r pi + Δpi(  − r pi( 

Δpi

,

i � 1, 2, 3, . . . , n.

(3)

However, when calculating the sensitivity through the
above formula, the influence of the parameter scale and the
variation range is ignored.When the parameter scale is large,
the calculated sensitivity is often small. )erefore, the
original parameter value pi0 and the original response value
r0 are used as scale factors, and the sensitivity parameters are
normalized:

εi �
r pi + Δpi(  − r pi(  /r0
Δpi/pi0

,

i � 1, 2, 3, . . . , n.

(4)
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In order to improve the accuracy of the sensitivity pa-
rameter, take m different difference step size Δpij

(j � 1, 2, 3, . . . , m, including the original value, Δpi1 � 0)
within the parameter change range. )e least square method
is used to fit it into a proportional function relationship of
ri � kipi, and the absolute value of the slope ki is taken as the
sensitivity parameter:

εi � ki


 �


m
j�1 RijPij


m
j�1 R

2
ij




,

i � 1, 2, 3, . . . , n,

j � 1, 2, 3, . . . , m,

(5)

where

Rij �
r pi + Δpij  − r pi(  

r0
,

Pij �
Δpij

pi0
.

(6)

2.3. Sample Acquisition Method Based on FE Model.
According to the optimized parameters and their ranges, a
set of representative input parameters needs to be extracted.
)e optimal Latin hypercube sampling method has strong
filling ability, uniform sample distribution, and good rep-
resentativeness. Assuming that a total of m samples are
required, m small hypercubes are randomly selected in the
n-dimensional hypercube space composed of n design
variables to ensure that each small hypercube is unique in
each design variable interval. )at is, each design variable
will be sampled only once at each level. In this way, a Latin
hypercube design matrix with m samples under n design
variables is obtained. At the same time, through the opti-
mization algorithm, the Euclidean distance between

different sample points is minimized, and the evenly dis-
tributed and representative sampling results are obtained.
)is paper uses the optimal Latin hypercube method to
sample the parameters. Generate the optimal Latin hyper-
cube sampling results in Isight software as input samples.

)e FE model is established based on the input pa-
rameters, and the output parameters can be obtained
through FE simulation. ABAQUS has a powerful secondary
development function. Using Python programs, it can
perform secondary development on the preprocessing and
postprocessing parts of ABAQUS, achieve automatic
modeling, automatic submission calculations, and automatic
postprocessing batch calculations, which can save simula-
tion time.

Figure 2 shows the parameter flow of using the Python
program to obtain the output. First read a set of input
parameters from the input parameter set and import the
ABAQUS library function into the program, and the
ABAQUS library function contains members that can be
used for modeling. )e members in the Model object under
the Mdb object can be used for preprocessing work such as
building 3D models, defining material properties, meshing,
and defining loads and constraints. )e Job object can
submit calculations to the model. Each member under the
Odb object can read the field output and history output
results in the calculated odb result file to obtain the required
output parameters. In this loop, the output parameters
under different input parameters can be obtained, and the
output parameter set can be summarized. )e input pa-
rameter set and the output parameter set are combined as
surrogate model training samples.

2.4. Surrogate Model Establishment Method. Isight software
provides a variety of surrogate model fitting algorithms,
including response surface model (RSM), radial basis
function neural network (RBFNN) model, Kriging model,
and so on.

ABAQUS+Python
method establishes
the parameterized

model

Optimal Latin
Hypercube
Sampling 

SA method to
determine

optimization
parameters 

the Python
program modifies

the model
parameters 

Submit ABAQUS
calculation, read
the stress of the

focus Summarize the
input and output

parameters 

Fit an surrogate
model based on

the sample 
Does it meet the accuracy

requirements? 

Establish and
solve the

optimization
objective function 

Substitute the
optimization

results into the FE
model for

verification 

Does it meet the
optimization goal of

minimum stress? 

Get approximate model input and output training samples

Output parameters

Input parameters

Done
Y Y

NN

Figure 1: Bottom cover optimization method.
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2.4.1. Response Surface Model (RSM). Taking the fourth-
order response surface model as an example, the surrogate
model fitting formula is shown in the following equation:

y � β0 + 
M

i�1
βixi + 

M

i�1
βM+ix

2
i + 

M

i�1
β2M+ix

3
i

+ 

M

i�1
β3M+ix

4
i + 

M

i≠ j

βijxixj,

(7)

where M is the number of input variables; xi represents the
input variables; y is the output value; and βi represents the
coefficients.

2.4.2. Kriging Model. )e expression of the Kriging model is
shown in the following equation:

y � f
T
(x)β + Z(x), (8)

where fT(x)β is the global regression model; Z(x) is the
random fluctuation; and y is the output value.

2.4.3. Radial Basis Function Neural Network (RBFNN)
Model. In the RBFNNmodel, the radial function is the basis
function of the model, and its independent variable is the
Euclidean distance between the measured point and the
input point. (3) is the basic form of the radial basis function.

y � 
M

j�1
Hj(r)wj � HT

(r)w, (9)

where wj is the weight; M is the number of samples; Hj(r) is
the radial function; and y is the output value. By adjusting
the weights, the radial basis function can be used to fit
different models.

)ere are many indicators for evaluating the goodness of
fit of a surrogate model. )e normalized root mean square
error (NRMS) and certainty coefficient (R2) are commonly
used to evaluate the global goodness of fit [32]. )e ex-
pression of the NRMS is

NRMS �

������������


N
i�1 yi − yi( 

2


N
i�1y

2
i




. (10)

)e value range of NRMS is [0, 1]. )e closer its value is
to 0, the better the goodness of fit is. Its threshold value is 0.1.

)e expression of R2 is

R
2

� 1 −


n
i�1 yi − yi( 

2


n
i�1 yi − y( 

2 . (11)

)e value range of R2 is [0, 1]. )e closer its value is to 1,
the better the goodness of fit is. Its threshold value is 0.9.

yi is the sample value, y is the sample mean, and yi is the
surrogate model predicted value.

2.5. Optimization Method. )e optimization problem with
constraints can be expressed as

min
x

f(x), x ∈ Rn
, (12)

s.t.
gi(x)≤ 0,

hi(x) � 0.
 (13)

(12) is the optimization objective function. (13) is the
optimization constraint, where gi(x) is an inequality con-
straint and hi(x) is an equality constraint. When solving the
above two equations, in order to obtain reliable optimization
results, it is often necessary to resort to optimization al-
gorithms. Optimization algorithms can be divided into
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Figure 2: Sample acquisition process based on FE parameter model.
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numerical and exploratory types. Among them, the nu-
merical optimization algorithm has a faster calculation speed
and fewer iterations, but it is easy to fall into a local min-
imum. Representative algorithms include NLPQLP (con-
tinuous quadratic programming method), LSGRG
(generalized gradient descent method), and so on. Explor-
atory optimization technology can search the whole world
and is not easy to fall into the local minimum, but there are
relatively many iterations. Among them, the representative
algorithm is genetic algorithm, and the process is shown in
Figure 3. Commonly used genetic algorithms include MIGA
(multi-island genetic algorithm), NSGA-II (nondominant
sorting genetic algorithm), and so on.

3. Establishment and Verification of the
Equipment Cabin Bottom Cover FE Model

)e equipment cabin bottom cover structure is shown in
Figure 4.)emain body is a flat plate, which is reinforced by
three rectangular tube beams. )e plate size is
1144× 576mm. )e flat plate and rectangular tube beams
are formed by bending 2mm thick cold-rolled SUS304
stainless steel plates. )e bottom cabin is fixed to the side
beam of the equipment cabin by a total of eight bolts and
backing plates at both ends.

3.1. Static Strength Test of Bottom Cover. )e static strength
test of the equipment cabin bottom cover is carried out under
the conditions of the indoor fatigue test bench, and the stress
measurement points are arranged at the key positions of the
bottom cover as shown in Figure 5. Vacuum suction cups are
uniformly arranged on the surface of the bottom cover to
simulate the aerodynamic uniform load. )e MTS fatigue
testing machine is used to load the aerodynamic load under
tension and compression at 4 kPa. )e static strength test
method and tooling under aerodynamic load are as described
in the literature [33]. After the loading force is stable, use
TDS-530 static data acquisition instrument to collect strain
data. )e loading tooling is shown in Figure 6.

3.2. Bottom Cover FE Model. Based on the 3D model of the
bottom cover, the FE model of the bottom cover is estab-
lished in ABAQUS. )e flat plate and rectangular tube beam
of the bottom cover are extracted from the midsurface and
divided into shell elements. Divide the backing plate into
solid elements. Both ends simplify the equipment cabin
bracket to a discrete rigid body, imitating the fixing of the
equipment cabin bracket to the bottom cover. )e FE model
is shown in Figure 7.

)e position of the rivet hole between the flat plate,
rectangular tube beam, and backing plate adopts beam el-
ement and rigid element to imitate riveting, and the contact
pairs are set between each surface as shown in Table 1. A
fixed constraint is applied to the equipment cabin bracket
and backing plate bolts, and a uniformly distributed aero-
dynamic load of ±4 kPa is applied to the surface of the
bottom cover. Simulations show that the model can con-
verge reliably.

3.3. Validation of the FE Model. )e measurement points
with relatively large stress values and relatively small stress
gradients are selected to prevent the effect of stress con-
centration and the zero point error of the strain gauge from
affecting the results. )e results are compared with the
output results of the FE model to verify the FE model. )e
comparison between the FE simulation results and the test
results of some measuring points is shown in Table 2:

In Table 2, measuring points 2, 3, and 4 are the corner
positions of the edge of the flat plate, and measurement
points 12 to 17 are the process hole edges of the middle
rectangular tube beam. In comparison, with the exception
of the relatively large gap between measurement point 13
and measurement point 16, the measured stresses of the
remaining measuring points are relatively close to the
simulated stresses, indicating that the boundary condition
settings of the FE model are basically consistent with the
actual model. Measuring point 13 and the measuring point
16 are located at the edge of the center process hole
rectangular tube beam, where the stress gradient is rela-
tively large due to the stress concentration effect. )erefore,
the attachment position of the strain gauge has a greater
influence on the final result. )e test result is different from
the result of the FE model, but the trend is the same, which
does not affect the direction and accuracy of the
optimization.

)rough FE analysis, under aerodynamic loads of
±4 kPa, the maximum normal stress of the bottom plate
appears on the edge of the center process hole rectangular
tube beam (its location is marked by the box in Figure 8),
and the direction is along the length of the rectangular tube
beam. )e stress distribution at the edge of the process hole
and the maximum nodal stress value are shown in Figure 8.

Under pull working conditions, the maximum nodal
stress is −130.7MPa, and the maximum integration point
stress is −138.2MPa read by Python program; under push
working conditions, the maximum nodal stress is 114.1MPa,
and the maximum integration point stress is 119.6MPa. )e
nodal stress is obtained by extrapolating the integration
point stress. In the following optimization calculations, the
integration point stress is used.

In summary, the FE model can imitate the actual model
well, and it can converge reliably, ensuring the accuracy of
the optimization.

3.4. Calculation of Equivalent Stress under Symmetrical Cycle.
Due to the influence of factors such as contact nonlinearity,
when the bottom cover is subjected to a symmetrical cycle of
pull and push load, its stress response is not necessarily a
symmetrical cycle.)e FEmethod is used to obtain the stress
peak-valley value, average stress, and stress amplitude of the
bottom cover under ±4 kPa aerodynamic load. )e equiv-
alent stress σ−1 under symmetrical cycles can be calculated
by the Goodman equation (hereinafter referred to as
equivalent stress):

σ−1 �
σa

1 − σm/σu

, (14)

Mathematical Problems in Engineering 5



where σa is the stress amplitude, σm is the average stress, and
σu is the ultimate strength of the material. Tensile test is
performed on the small sample of the bottom plate on the
MTS-810 universal material testing machine, and the me-
chanical properties are shown in Table 3.

In ABAQUS, the integration point stress of each el-
ement under pull and push conditions can be read
through the Python program. )en, the equivalent stress
of each element at the integration point can be calculated
by (14).

4. Structural Parameter OptimizationDesign of
Equipment Cabin Bottom Cover

4.1. Parameter Selection and SA. Combined with the survey
results, cracks mostly appeared in the weak points of the hole
edge of the rectangular tube beam. After FE analysis and
static strength bench test, the edge of the center process hole
rectangular tube beam (measurement points 13 and 16 in
Figure 5) has relatively high stress, which is likely to be the
initiation of cracks. Taking into account factors such as

Initialize
individual

populations 
Coding

Meet
individual

fitness?
Select Cross Mutations

Optimal individual

N

Y

Figure 3: )e basic process of genetic algorithm.

Flat plate

Rectangle
tube beam

Backing plate

Figure 4: Structure of bottom cover.

234

121314

151617

Figure 5: Bottom cover measurement point layout.
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bottom cover assembly and manufacturability, six param-
eters are selected as shown in Figure 9.

Among them, d is the distance between the rivet hole and
the plate end, d1 is the lateral hole distance of the rivet hole,
p is the longitudinal spacing of the rectangular tube beam, w

is the width of the rectangular tube beammidsurface, h is the
height of the rectangular tube beam midsurface, and t is the
thickness of the rectangular tube beam. )e parameters d

and d1 are related to the lateral number of rivets b:

d1 �
dc − 2 d( 

b
, (15)

where dc is the lateral length of the flat plate, and the original
values and value ranges of each parameter are shown in
Table 4.

Using the SAmethod described in Section 2.2, the stress-
influence sensitivity of each parameter under the two
working conditions of pull and push at 4 kPa aerodynamic
loads is shown in Figure 10.

It can be seen from Figure 10that the sensitivity of the
parametersh, t, andwis high, indicating that their changes
have the most significant impact on the stress. )ese three
parameters are selected as the optimization parameters, and
the other parameters have less impact and are ignored in the
optimization.

4.2. Parameter Sampling and Calculation. Based on the se-
lected parameters, the range of values is the same as that
shown in Table 3, and the optimal Latin hypercubemethod is

Fixed constraint

Uniformly distributed
aerodynamic load

x
z y

Figure 7: FE model of bottom cover.

Table 1: Contact attribute settings for each contact pair.

No. Master surface Slave surface Discretization
method Contact property options

1 Flat plate lower surface Rectangular tube beam upper
surface

Surface to surface Hard contact friction coefficient:
0.152 Flat plate lower surface Backing plate upper surface

3 Equipment cabin bracket lower
surface Flat plate upper surface

Figure 6: Bottom cover loading tool.
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used to sample them. In order to meet the fitting needs of the
surrogate model, the sampled data are initially set to 50
groups. )e distribution in the parameter space is shown in
Figure 11.

It can be seen from Figure 11 that the distribution of each
sample in the parameter space is relatively uniform and
representative. Use the Python program to input these 50
groups of samples into ABAQUS to establish a parameter
model, complete the preprocessing of the model, and run it
in batches. Read the maximum normal stress of the process
hole edge of the square tube beam under two different
working conditions of the flat plate under push and pull of
4 kPa aerodynamic load and calculate the equivalent stress as

the output parameter in combination with (14). )e 50
groups of input and output parameters after all simulations
are completed and are shown in Table 5.

)e 50 sets of input and output parameters in Table 5 can
be used as training samples for the surrogate model and
input into Isight for approximate fitting.

4.3. Surrogate Model Fitting. Use different fitting models to
fit the training samples in Table 5. Based on the cross-val-
idation method, two indexes of NRMS and R2 are used to
evaluate the goodness of fit. )e goodness of fit indexes
under different models are obtained as shown in Table 6.

From Table 6, the indexes of the RBFNN model are all
the best, so the RBFNNmodel is used as the surrogate model
of the original model.)e comparison between the predicted
value of the output and the original value is shown in
Figure 12.

It can be seen from Figure 12that the distribution of the
predicted value and the original value points are all around

Table 2: Comparison of FE simulation and test results of some measuring points.

Measurement point
Pull 4 kPa uniform load Push 4 kPa uniform load

Measured stress/MPa Simulation stress/MPa Measured stress/MPa Simulation stress/MPa
2 −10.4 −9.0 5.7 6.6
3 −14.9 −12.7 12.3 12.2
4 −7.6 −9.0 6.0 6.7
12 −31.8 −37.1 22.4 26.1
13 −55.7 −64.3 40.4 48.9
14 −36.8 −36.8 24.6 27.3
15 −36.0 −36.2 24.0 27.7
16 −58.1 −65.2 41.5 48.0
17 −37.9 −36.7 23.7 27.6

(a) (b)

Figure 8: Stress distribution on the edge of the center process hole rectangular tube beam. (a) Push working condition. (b) Pull working
condition.

Table 3: Mechanical properties of SUS304 cold-rolled stainless
steel plate.

Material Yield strength σb/MPa Ultimate strength σu/MPa

SUS304 320 660
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the straight line y � x, indicating that the fitting accuracy is
high. )e fitted surrogate model can be used as a simplified
model to replace the original model for optimization.

4.4. Parameter Optimization Solution and Verification.
Based on the above surrogate model, it can be optimized and
solved in Isight. )e optimized value range of each pa-
rameter is shown in Table 4. Determine the optimization
goal to minimize the equivalent stress:

min σ−1 . (16)

In order to control the weight of the optimized bottom
cover, corresponding constraint conditions need to be set.
Since the above parameters only relate to the cross-sectional
area of the rectangular tube beam, the weight of the bottom
cover can be controlled by controlling the optimized cross-
sectional area of the rectangular tube beam. In the original
structure, the square tube beam midsurface height
h � 28mm, midsurface width w � 35mm, and thickness
t � 2mm; ignoring rounded corners, its area is
S � (35 + 28) × 2 × 2 � 252mm2. )erefore, the optimiza-
tion constraints can be expressed as

s.t. S � 2t(w + h)≤ 252. (17)

d

d1

p

h

w
t

Figure 9: Parameter determination.

Table 4: )e original value of each parameter and its range.

No. Parameter Original values Lower limit Upper limit
1 d 60mm 30mm 100mm
2 p 193mm 168mm 243mm
3 w 35mm 35mm 50mm
4 h 28mm 12mm 50mm
5 t 2 mm 1mm 3mm
6 b 9 7 11

d h t p w b
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Figure 10: Sensitivity index of different parameters.
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Figure 11: Parameter sample space.
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Using the original parameters as the initial values, after
calculation, the iteration times and optimization results of
the NLPQLP and MIGA optimization algorithms are ob-
tained as shown in Table 7. It can be seen that the con-
vergence results of the two optimization methods are
similar, so the optimization calculation results are credible.
Among them, the numerical optimization method is less
time-consuming than the exploratory optimization
method. )e optimization history of the equivalent stress

under the two algorithms is shown in Figure 13 where the
red point is the point that does not meet the constraint, the
black point is the general point, and the green point is the
optimal point.

From the above optimization process, it can be seen that
the search speed of the NLPQLP algorithm is faster, but the
number of iterations has reached 74.)e optimization speed
of the MIGA method is slower, but it can perform a global
search in the parameter space.

Table 5: Surrogate model training samples.

No. w/mm h/mm t/mm Equivalent stress/MPa
1 19.76 2.55 48.78 78.0
2 36.04 2.14 40.20 67.2
3 32.16 1.57 38.67 115.6
4 46.90 1.37 39.90 85.9
5 36.82 1.08 40.82 129.0
6 38.37 1.61 42.65 73.9
7 12.78 1.74 36.53 218.2
8 23.63 1.90 47.55 95.8
9 50.00 2.47 46.33 31.3
10 12.00 2.18 46.63 127.8
11 43.80 2.96 37.76 37.4
12 34.49 2.63 37.14 59.9
13 25.18 2.43 39.59 82.4
14 28.29 1.94 42.96 86.5
15 35.27 1.82 46.94 65.8
16 29.06 2.51 44.18 62.2
17 15.10 2.84 40.51 113.2
18 17.43 1.29 38.98 211.3
19 31.39 2.35 48.47 54.1
20 15.88 1.04 43.57 241.2
21 30.61 1.45 50.00 88.7
22 24.41 1.49 35.31 191.9
23 20.53 2.71 35.92 116.2
24 27.51 1.00 38.06 199.8
25 42.24 1.41 49.39 78.0
26 44.57 1.12 45.10 84.9
27 18.20 2.22 42.96 110.1
28 45.35 2.02 49.08 113.2
29 18.98 2.80 44.80 44.9
30 25.96 1.33 42.35 79.3
31 41.47 2.59 49.69 142.5
32 22.86 1.16 47.24 162.8
33 13.55 2.31 38.37 33.2
34 33.71 1.25 46.02 151.5
35 16.65 1.65 43.88 104.0
36 26.73 3.00 41.73 150.8
37 39.92 2.27 44.49 61.3
38 39.14 1.20 36.22 46.4
39 47.67 1.98 41.12 124.5
40 43.02 1.78 36.84 48.1
41 14.33 1.53 48.16 69.8
42 21.31 2.06 35.00 160.3
43 49.22 2.67 42.04 161.0
44 40.69 2.88 45.71 31.8
45 32.16 2.06 35.61 35.5
46 22.08 1.86 39.29 97.5
47 37.59 2.76 41.43 121.4
48 48.45 1.69 45.41 45.3
49 46.12 2.39 37.45 56.2
50 29.84 2.92 47.86 44.5
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Table 7: Optimization results under different optimization algorithms.

Optimization algorithms Iteration times
Optimization result

w/mm h/mm t/mm
NLPQLP 74 43.333 39.151 1.5276
MIGA sub-population size: 40; number of generations: 50; number of islands: 10 20001 44.342 39.308 1.5063
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Figure 12: Comparison between predicted value and original value.

Table 6: Goodness of fit under different fitting algorithms.

Fitting model
Goodness of fit

NRMS R 2

Second-order RSM model 0.033 0.982
)ird-order RSM model 0.032 0.984
Fourth-order RSM model 0.032 0.984
RBFNN model 0.028 0.988
Kriging model 0.080 0.900
Chebyshev polynomial model 0.032 0.984
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Figure 13: Continued.
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Based on the optimization results in Table 7, round the
parameters and input them into ABAQUS for FE simulation
verification. )e output and the original model are shown in
Table 8.

It is shown in Table 8 that the equivalent stress of the hole
edge of the optimized model is significantly optimized
compared with the original model, the optimization rate
reaches 37.7%, and its weight is also reduced. )e optimi-
zation effect is significant.

5. Summary

(1) Establish the parameterized model of the bottom
cover by ABAQUS+Python jointly development
method. Obtain the output samples in batches
according to the input samples, which eliminates
tedious pre and postprocessing and can improve the
efficiency of sample acquisition.

(2) Comparing the FE model with the bench test re-
sults of the equipment cabin bottom cover, the
stress levels at each measurement point are basi-
cally the same, indicating that the boundary
conditions and contact conditions of the FE model
can basically simulate the actual model. Its accu-
racy can ensure the subsequent optimization
design.

(3) )e bottom cover is optimized based on the SA
method and surrogate model. After optimization, the
equivalent stress at the edge of the model hole de-
creased from 126.7MPa to 78.9MPa, which was
optimized by 37.7%. )e optimization effect was
significant.

(4) )is study only needs to perform 50 simulations on
the FE model to obtain samples, and the surrogate
model method can save thousands of repeated op-
timization calculations on the FE model. )erefore,
based on the method in this paper, the optimization
efficiency can be improved for complex FE models.
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As a new type of language expression, interactive translation is widely used in English, and based on the Internet of �ings
technology, text harmony and glyphs are combined for information exchange. �is design adopts B/S mode to realize the
relational query of document content. �is paper adopts the B/S architecture mode to design, implement, and test its functional
modules and related data analysis to provide a friendly interactive English translation system service to the user group. In this
paper, the development of the Internet of �ings information-assisted translation system mainly focuses on the semantic
embedding and correlation analysis based on the Internet of�ings as well as the realization of interactive functions. On this basis,
an interactive English translation process based on corpus and text data sets is designed and completed.�is method can not only
e�ectively solve the problems of large amount of text and high di�culty of expression but also can make the translation more
concise and clear to achieve the required expression e�ect of the original text. At the same time, the system can automatically
perform statistical analysis on the translation results to verify the accuracy and completeness of the translation results, providing
reference value for subsequent function implementation. In this paper, we mainly study the realization of interactive functions
and propose solutions to its existing problems and de�ciencies.�e experimental results show that the average BLEU of the system
in this paper is 0.985, which indicates that the translation quality of the system is good and the interaction with users is improved.

1. Introduction

In modern Chinese dictionaries, the interpretation of the
meaning of words is “meaning.” English literature today
de�nes it as a noun, symbol, or word expressed as a sentence
or a work is a meaning. However, due to the semantic
characteristics of the language itself and the semantic
meaning caused by some human factors, it is di�cult to
accurately convey the semantic meaning, so people began to
seek translation to solve this problem. In modern Chinese
dictionaries, the meaning of the word translated is expressed
through language, but its essence is not a grammatical
meaning but a semantic form. In English, we can understand
semantics as “meaning,” so it is also di�cult for English
translation. �e research of this topic has important theo-
retical signi�cance and practical application value: �rstly, the

direct dialogue and real-time communication between the
user and the translation can be realized through the de-
velopment of the Internet of �ings information exchange
platform; secondly, it can store the mobile phone in the
database for easy reading and storage and improve its uti-
lization rate; �nally, through the realization of the functions
of the system, the user experience can be combined with the
translation information to improve interactivity and reduce
costs, etc.

�e main research direction of this subject is interactive
translation system. By combining with traditional text
decoding technology, a new and e�cient method of lan-
guage translation based on Internet of �ings information is
designed. �e details are as follows: (1) the key technologies
involved in the interactive translation process are system-
atically described, including language feature extraction,
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translation process testing, and text recognition and (2) the
system introduces the method of assisting English transla-
tion based on Internet of +ings technology.

2. Related Work

Regarding the research of the English translation system,
many scholars have provided a lot of references. Liu et al.
proposed a novel interactive attention mechanism that
enables automatic speech recognition and text translation to
be performed synchronously and interactively in a single
model [1]. Chen and Huang designed an interactive online
English teaching system based on Internet of +ings tech-
nology. He proposed three topologies for building an online
English teaching system based on the Internet of +ings [2].
Yuan et al. proposed a language analysis research for English
translation system based on fuzzy algorithm. He first ana-
lyzed English-language features, then used the Gaussian blur
algorithm to denoise the images in the translation system,
and finally display the image recognition results [3]. Ban and
Ning created neural machine translation models using an
end-to-end encoder and decoder framework. +e machine
automatically learns its functions and converts the data into
word vectors in a distributed fashion, which can perform the
mapping between source and target languages directly
through neural networks [4]. Sangeetha and Jothilakshmi
proposed a speech-to-speech translation (SST) system that
mainly focuses on translation from English to Dravidian
(Tamil and Malayalam) [5]. +e research of the English
translation system is often related to information-assisted
processing, so the relevant research results of information-
assisted processing are introduced next.

Regarding the research on information-assisted pro-
cessing, many scholars have provided a lot of references.
Muga et al. developed a coupled model of heat and mass
transfer to predict the beef temperature and moisture
content during briquettes processing using Infrared-Assis-
ted Hot Air Drying (IRHAD) [6]. Tatsuo et al. proposed an
information processing method that includes defining a
virtual space for the immersion of a user wearing a head-
mounted display (HMD) [7].+e data from these studies are
not comprehensive, and the results of the studies are open to
question. +erefore, it cannot be recognized by the public
and thus cannot be popularized and applied. +erefore, this
study combines the above two aspects and also solves the
pain points of the previous research results.

3. Design and Implementation of Interactive
English Translation System

Translation is an important part of English, and it is also
considered as a language conversion, which includes many
links in this process [8, 9]. As a new discipline and the field of
technical science, English-Chinese bilingualism and cogni-
tive linguistics are closely related [10]. As a new emerging
language, information-assisted speech recognition based on
the Internet of +ings network has attracted widespread
attention from people from all walks of life and developed
rapidly after its emergence [11]. At the same time, due to the

development of network communication technology and the
high popularity of the Internet, the development of network
communication technology has also brought new challenges
to the speech recognition system, making people have more
needs for the translation of Internet of +ings information
[12]. And these demands will provide more extensive,
flexible, and diverse and more pertinent, more practical, and
more maneuverable texts for interactive English translation
based on the Internet. As an emerging technology, the in-
teractive translation system based on the Internet of +ings
has many advantages in information processing such as
rapid retrieval and high accuracy; speech recognition can
achieve matching of various types of texts and pictures, etc.
[13, 14].

3.1. $eoretical Basis of Related Technologies

3.1.1. Network. +e network is the medium of information
exchange, which can effectively connect language, data, and
other media and realize the mutual communication between
voice, text, and other forms [15, 16]. Interactive translation
systems are built on the Internet. Text transmission is used
when traditional English is used as a carrier of information
transmission [17, 18]. With the combination of Internet of
+ings technology and communication protocol (ICT),
there is a new way to complete two-way communication
based onWeb platform integration network communication
function-interactive electronic document translation soft-
ware (BLOCKP), this translation system has cross-platform
features. It transforms text documents in the traditional
sense into functions that are highly readable, easy to read
and understand, and capable of real-time interaction and
control. In the traditional text information processing
process, the interactive electronic document translation
system needs to go through a large number of paper ma-
terials for printing, transmission, and storage [19, 20]. +e
integrated network communication function based on the
Web platform can effectively realize the two-way commu-
nication between the user and the translation. At the same
time, it also provides readers with a convenient, fast, and
efficient service method (PBL) that can provide users with
feedback on their reading experience anytime, anywhere. In
addition, the interactive electronic document translation
system has the characteristics of strong flexibility in the
process of traditional text information processing [21]. It can
interact on different platforms according to the needs of
users and has better flexibility and controllability [22, 23].

3.1.2. Service Platform. +e functions of the service platform
mainly provide users with text retrieval and voice translation
as well as other related auxiliary information [24, 25]. (1)
Text retrieval. +e tool can quickly obtain the required text,
pictures, videos, and other resources from the database and
generate a document for users to use after the translation is
completed. At the same time, you can also search the In-
ternet for topics you want or are interested in to commu-
nicate, which facilitates the interaction between readers. In
addition, it helps to improve users’ interest in English
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learning and make them more active in the translation
process [26]. (2) Speech decoding function. +e tool can
quickly obtain the required information from the text and
process it so that readers can get help in time when they
encounter problems in the translation process. (3) Voice
translation. It can convey the meaning that it needs to ex-
press to the translator, and at the same time, it can also
realize the functions of direct dialogue with the original
author or indirect inquiry of the translator to complete the
English word decoding task. +e interactive text body de-
veloped based on the auxiliary language of the Internet of
+ings technology has the following characteristics: (1) it
facilitates the communication and interaction of users and
(2) it is convenient for the defense when encountering
problems in the translation process.

3.1.3. $e Concept and Calculation Method of Interactive
English Translation. Interactive translation is an important
English translation method, which has a certain degree of
commonality in terms of language ontology and translation
methods. In the process of text information extraction and
processing, the most basic is to perform a logical and se-
mantic analysis on the translation. +erefore, based on the
Internet of +ings technology, the research on the rela-
tionship between interactive English reading function, word
recognition function, and related word reading ability is
realized. +e interactive translation method based on text
information extraction is an effective method to realize the
functions of semantic association analysis, sentiment ten-
dency prediction, and reasoning. In the process of English
translation processing, the translation of the text is realized
through semantic mining and inference of the original
content. In this paper, from the process of extracting and
processing text information, it is divided into three parts:
semantic analysis, sentiment prediction, and related word
recognition. Semantic analysis is to extract text information
and interpret these different texts as effective and logical
relationships according to their content characteristics. In
the process of translation, it should be noted that necessary
consideration should be given to the sentence structure and
expression when connecting words between sentences and
chapters. For the same meaning, there may be multiple
expressions (such as word order). When a sentence is split
into multiple participles for decoding, corresponding pro-
cessing methods must be made for this situation, which is
also an important part of the translation process. In the
process of translation, the related words are analyzed to find
the relationship between sentences. Based on the above
analysis, it is necessary to classify the interactive English
translation methods in the translation process so as to fa-
cilitate further research on their functions and imple-
mentations. Emotional tendency prediction is based on the
Internet of +ings technology, which builds a bridge be-
tween text and sentences to achieve emotional

communication with the original text. +is translation
method uses language as an intermediary to convey infor-
mation. +erefore, in the process of translation, language is
used as an intermediary to realize the transmission of in-
formation. In this process, the translator must express it
correctly, which is also the bridge between the text and the
user.

3.1.4. Interactive English Translation Algorithm Based on
Internet-of-$ings Information-Assisted Processing. In the
interactive English translation system based on Internet of
+ings information processing, when translating, it is first
necessary to search and analyze the text content. +en,
according to the specific vocabulary, discourse, and other
data types and attributes input into the database by the user,
it is judged whether the original text to be translated is
semantic. If it is the same word, it can be classified and stored
according to different methods; otherwise, it can be stored
again if it does not belong to the next category of the se-
mantic class. Based on the Internet of +ings information
processing interactive English translation algorithm and
according to the specific situation in the translation process,
the convolutional neural network algorithm is used to realize
the translation of the translated text. +e interactive English
translation system based on Internet of +ings information
processing mainly has two methods for semantic analysis of
the translated text. +e first is to use the word vector as an
input variable to describe the relationship between words
and sentences; secondly, according to a certain connection
between the translation and the original text, an association
model is established to identify the author or his location,
and what has happened or changed in what he said; finally,
the text content is classified and stored in the database based
on the text type.

A convolution kernel X of size ω∗ ξ performs a con-
volution operation on the input text S:

a � 
ωξ

ϖ�1
xϖsϖ � X

T
S. (1)

+e generated network is H, the discriminant network is
E, and the loss function is given as follows:

M
(E) ρ(E)

, ρ(H)
  � −

1
2

Fs−Qdata
log E(s) −

1
2

Fs−Qa
log(1 − E(H(a))).

(2)

Among them, ρ is the neural network parameter
variable.

Total loss function:

W ρ(E)
, ρ(H)

  � Fs−Qdata
log E(s) + Fs−Qa

log(1 − E(H(a)))

argmin
H

max
E

W(E, H).

(3)
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Let H(a) � s, then we have

W �  qdata(s)log E(s) + qh(s)log(1 − E(s)). (4)

Let g(s) � qdata(s)log E(s) + qh(s)log(1 − E(s)), and
take the derivative of g(s) as follows:

dg(s)

dE(s)
�

qdata(s)

E(s)
+

−qh(s)

1 − E(s)
� 0. (5)

Finally, get E∗(s) as follows:

E
∗
(s) �

qdata(s)

qdata(s) + qh(s)
,

W H, E
∗

(  �  qdata(s)log
qdata(s)

qdata(s) + qh(s)
ds

+  qh(s)log
qh(s)

qdata(s) + qh(s)
ds.

(6)

KL divergence is given as follows:

KL(Q‖R) �  Q(s)log
Q(s)

R(s)
. (7)

JS divergence is given as follows:

JS(Q‖R) �
1
2

KL(Q‖N) +
1
2

KL(R‖N), (8)

where Q and R are two different probability distributions,
N � 1/2(R + Q).

JS(Q‖R) �  q(s)log
q(s)

q(s) + r(s)/2
ds +  r(s)log

q(s)

q(s) + r(s)/2
ds.

(9)

+e optimal generator should satisfy qdata � qh.
Consistency of recurrent network is given as follows:

s⟶ H(s)⟶ G(H(s)) ≈ s,

z⟶ G(z)⟶ H(G(z)) ≈ z.
(10)

A least-squares loss is used instead of the cross-entropy
form as follows:

MGAN H, EZ, S, Z(  � Fz−Qdata(z)
log EZ(z)  + Fs−Qdata(s)

log 1 − EZ(H(s))(  ,

MGAN G, ES, S, Z(  � Fs−Qdata(s)
log ES(s)  + Fz−Qdata(z)

log 1 − ES(H(z))(  .
(11)

In CycleGAN network,

minWLSGAN(H) �
1
2
Fa−qa(A) (E(H(a)) − 1)

2
 . (12)

+e loss is calculated using the L1 norm as follows:

Mcyc(H, G) � Fs−qdata(s)
‖G(H(s)) − s‖1  + Fz−qdata(z)

‖H(G(z)) − z‖1 .

(13)

Complete loss function is given as follows:

L H, G, ES, EZ(  � MGAN H, EZ, S, Z( 

+ MGAN G, ES, S, Z(  + ηMcyc(H, G),

(14)

where η is the adjustment weight of the loss.
+e final optimized function is given as follows:

H
∗
, G
∗

� argmin
H,G

max
ES,EZ

M H, G, ES, EZ( . (15)

IS Score is given as follows:

IS(H) � exp FS−qh
EKL(q(z|s)‖q(z)) . (16)

FID Score is given as follows:

FID(s, h) � σs − σh

����
����
2
2 + ς τs + τh − 2 τsτh( 

1/2
 . (17)

Among them, σ is the mean, ς is the sum of the diagonal
elements of the matrix, τ is the covariance, s is the real
sample, and h is the generated sample.

In this paper, the convolutional neural network algo-
rithm is used to systematically learn the words and sentences
of the corpus and then translate and output the results
according to the input content.

3.2. SystemRequirements. In the development process of the
interactive translation system, requirement analysis is a very
important link. First of all, it is necessary to clarify for which
functional modules the user needs to have a preliminary
understanding, then make a detailed investigation and
analysis of this basic information and auxiliary languages,
and determine whether the interactive English translation
method that needs to be applied can be successfully realized
according to the investigation results. Finally, based on the
Internet of +ings technology, artificial intelligence, and
other intelligent technologies, the corresponding interactive
software system platform and the hardware connection
method of the related interface circuit will be designed to
provide convenient conditions for the subsequent devel-
opment work. In the process of software development, re-
quirement analysis is the most important part of the whole
system design and implementation and also provides a basis
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for the subsequent programming in the software develop-
ment stage. It analyzes the system functions, interface cir-
cuits, and related data requirements in detail.

3.2.1. System Functions. +e main functions of this system
include the following points: (1) the transmission of trans-
lation information. After the user publishes the translation, it
is necessary to perform text and speech recognition to de-
termine whether there is a translation. If there is no char-
acter or grammar error, you need to return to the Chinese
prompt and re-enter; otherwise, the word or sentence is not
allowed to use other parts of the Internet of +ings directly
to realize the interactive translation function. (2) Conversion
of translation information. After the user publishes the
translation, text recognition needs to be performed to de-
termine whether to use the IoT auxiliary language, then
convert these words or sentences into RNG words or other
natural expressions; finally, convert English words or pe-
riods into Chinese words. (3) Reception of translation in-
formation. After the translation is accepted, the Chinese text
needs to be returned and translated into English words or
sentences for the user to read, then the Chinese text is
converted into RNG words or other natural expressions for
the readers to understand and use.

3.2.2. System Data. In the design of the interactive trans-
lation system, data storage is very important, and it will
provide necessary and accurate, complete, and timely
feedback for the translation to readers. +is paper mainly
provides an overview of the information-assisted language
library for the Internet of +ings. First, analyze the field
structure: the functionmodule consists of two parts.+e first
part is used to publish information; the second part is to
accept instructions and send commands to the server to
perform corresponding operations (such as translation) to
complete the data that need to be processed in the interactive
process, including text types and images. +ese data will be
analyzed in detail here. Text type. +is function module
provides users with an interactive document that can select
corresponding attributes according to their needs and can
quickly respond to the required information. +is classifi-
cation method belongs to the structure based on graphs and
fields, and its characteristics are as follows: first, it defines
semantics by simply describing the language and words;
secondly, the different objects in the text are interconnected,
strongly correlated, and have a high degree of autonomy or
predictability features, etc.; finally, it is a graphic-based
interactive document, and the text type has obvious
interactivity.

3.3. SystemDesign. In the design and implementation of the
interactive translation system, it is mainly through the
testing and analysis of functions. +is article will introduce
the process of assisted language translation based on IoT
technology. +e method consists of two parts: one is to test
the user and translation and the other is to operate the user
interface, such as the login button, text box single-page

display, and data display module, both use the program
control code to automatically complete the task execution to
realize the target text recognition and interactive reading
process. In addition, it is also necessary to consider the block
design of functions and divide different parts into multiple
small sections and deal with them separately.

3.3.1. System Architecture. +e architecture of the interac-
tive translation system based on the Internet of +ings is
shown in Figure 1.+is program adopts B/S mode (as shown
in Figure 2), that is, the translation is completed on a
browser, and the result is displayed directly on the page. +e
B/S mode unifies the client and concentrates the core part of
the system function realization on the server, which sim-
plifies the development, maintenance, and use of the system.
+e algorithm has the characteristics of good fault tolerance
and strong practicability; in addition, it can also realize the
function of connecting and interoperating with other ap-
plications through various interfaces; finally, it has technical
support such as powerful and friendly interface and data
statistical analysis. (1) System architecture. Design based on
B/S structure is the most critical link in the development of
this translation system. In this translation system, the design
of B/S mode is mainly to realize the interactive English
translation mechanism based on Internet of +ings tech-
nology. +e method can fully utilize the resources and
devices on the network to exchange information. At the
same time, the translation results can also be sorted out
through the data statistical analysis function. (2) System
function module. +is part mainly implements the interac-
tive translation mechanism based on the Internet of +ings
technology. In this translation process, users can input
different types and corresponding content in the text box
and then choose the realization of the translation mecha-
nism according to the required information. Mainly based
on the Internet of +ings technology, text and picture in-
formation are effectively combined in an interactive trans-
lation system. +e function module can automatically
generate corresponding graphics and texts after inputting
different types and contents to the user and display them to
the relevant interface. (3) Statistical analysis of data. +e
required data and results can be obtained through statistical
analysis, and this method can be used when a large number
of historical records need to be saved, backed up, or deleted.

3.3.2. $e Main Interface of the System. According to the
above functions, we can develop the main interface of the
interactive translation system, that is, between the user and
the administrator, and between the text and the picture. (1)
Registration/login. After the user completes the construction
of the basic module of the IoT information auxiliary lan-
guage mentioned in this design, the user can register or log
in through the mobile app.+is part needs to implement two
aspects: the first is to provide an input box in the page, and
the second function option is “view,” where you can click the
button to enter a content under any column to use it directly
or exit to the system among; (2) text classification. +is part
needs to realize the automatic recognition of the translated

Mathematical Problems in Engineering 5



text. When translating, the specific meaning can be dis-
tinguished by inputting keywords; (3) data storage area; (4)
interactive interface; (5) other content such as function
options and interface instructions should be included, and
detailed records should be made to save the document file,
and you can use and query the running results of this
translation program and user feedback information and
other related issues. According to the above analysis, it can
be concluded that the system is an interactive English
translation system based on the basic module of the auxiliary
language of the Internet of +ings, which can realize the
recognition, storage, and transmission of the translation.

3.3.3. Collection of System Data. When collecting the data of
the interactive English translation system, it is necessary to
use a unified Internet of +ings technology to collect and
store relevant information. In this paper, various forms such
as text and images are involved. +e information mainly
includes the following: (1) text content and (2) multimedia
image data such as pictures, audio, video, and animation
files. +e collection and storage of this information are
processed through radio frequency technology. In the in-
teractive English translation system, two functions need to
be implemented: one is text and images, that is, users publish
to the database, and the other is the speech recognition
module. +e input data are preprocessed and sent to the
neural network, and the word content is recognized by
ANN. ANN is an artificial neural network, which abstracts
the human brain neuron network from the perspective of
information processing, establishes a simple model, and

forms different networks according to different connection
methods. +e hardware of the speech recognition module is
shown in Figure 3.

+e STM32F103VET6 chip is a high-performance, 32-
bit processor based on the CM3 core, with low power, low
voltage, and excellent performance combined with real-time
functions.+e technical parameters of the STM32F103VET6
chip are shown in Tables 1 and 2.

3.4. Implementation of Interactive English Translation System.
+e interactive translation system based on the context of
the Internet of +ings is a new type of English vocabulary,
and its functions mainly include text, voice, and picture
information retrieval. In this paper, two different forms of
interactive translation are implemented: (1) the combination
of semantically related etymology and word templates and
(2) online reading auxiliary translation language and au-
tomatic decoding are completed to modify the translation
and return to the original interface and then judge whether
the translation content needs to be supplemented according
to the prompt input by the user. Based on the interactive
translation method of semantic correlation type etymology
and word template, two different forms of text information
retrieval are realized, and its functions include voice, picture,
and text, and the translation is modified through automatic
decoding. In addition, the system needs to be evaluated, and
the evaluation adopts the method of manual evaluation (see
Figure 4).

3.4.1. System Design Purpose and Implementation Process.
+e design of this interactive translation system is to realize
the auxiliary processing function of Internet of +ings in-
formation and to express the corresponding semantics
through words with high similarity with the text. In this
process, it is necessary to convert the words and sentences
into specific vocabulary and then complete the translation
according to the specific words.+e first thing we need to do
is complete all the steps required for a translation task: the
first step is to determine the relationship between sentences
and words, the second step is to convert these sentences or
paragraphs into corresponding semantic forms, the third
step is to convert the converted semantics into word forms,
and the fourth step is to convert the resulting the corre-
sponding semantic meaning in the text. In this interactive
translation system, we need to complete such a task: first,
determine whether there are similarities between each
sentence; secondly, how to express, it first needs to deter-
mine the relationship between sentences; then, we need to
convert each sentence into corresponding words; the next
step is to connect words between different levels in the same
way; finally, the converted text is converted into the char-
acters that need to be used between the corresponding levels,
and proofreading is done after the decoding is completed.

3.4.2. $e Software System of the Interactive English Trans-
lation System. +e software system of the interactive
translation system is mainly composed of three parts (as

ask feedback

interface layer

data access layer

business logic layer

ask feedback

ask feedback

Figure 1: +e architecture of the interactive translation system
based on the Internet of +ings.
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Figure 2: B/S three-tier architecture diagram.
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Figure 5): the first module is data acquisition and analysis
processing, including text recognition and audio signals.+e
detailed information is saved in the background database.
+is module implements the classification of English words.
+e second subfunction is online reading. +is function is to
facilitate real-time communication between readers and
translation authors, provide assistance, and feedback the
original content to the translator team. At the same time, it
can also send English translation suggestions to users
through the voice interface to guide the translation work of
the translation; the last part is used for text recognition and

automatic reply to the original text. When readers encounter
problems in translation, the module will automatically reply
to the original text.

3.4.3. Interactive Function. +e interactive function is
designed to automatically process the translation during the
translation process. +rough the conversion between text,
pictures, and other information, two-way transmission with

Table 1: STM32F103VET6 chip technical parameters 1.

Name Parameter Name Parameter
CPU Arm 32-bit Cortex-M3 Dissipated power (mW) 434
Size (bit) 32 FLASH capacity (B) 524288
Clock frequency (MHz) 72.0 Memory capacity (KB) 512
RAM size (B) 65536 Processor Speed (MHz) 72

Table 2: STM32F103VET6 chip technical parameters 2.

Name Parameter Name Parameter
Number of pins 100 GPIO 80
Number of timers 8 Supply voltage range (V) 2∼3.6
Number of PWM channels 16 Operating temperature range (°C) −40∼85
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Figure 4: Flowchart of manual evaluation.
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Figure 5: System software architecture.
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Figure 3: Speech recognition module hardware.
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the original text is realized. On this basis, it is also necessary
to consider whether the channel capacity and the network
environment are compatible (that is, different users can get
the same format or content). +ere are two issues: (1) data
transmission speed from the current situation, the devel-
opment trend of communication technology has been very
impressive. But at the same time, we should also see the
challenges brought by the high-speed development proc-
ess—low-speed, low-frequency, and other undesirable
phenomena are becoming more and more obvious.
+erefore, in order to ensure high efficiency and accuracy,
the problem of channel capacity should be considered in the
translation process. (2) It is important to think about how to
improve the data transmission speed, that is, to realize the
fast and efficient transmission of information content by
selecting the transmission medium.

Based on the above factors, an interactive English
translation systemmodel—RM-test algorithm—is proposed,
and the final design and test work are completed on this
basis. +e basic principle of the RM-test algorithm (see
Figure 6) is as follows: first, translation data are given by the
translation system, then the text data are transmitted to the
decoding layer through the network, the information is
matched in the decoding layer, and finally, the original text is
returned to the database. +e translation system is an in-
teractive English word decoder, which can automatically
identify the text data and give the corresponding translation.

3.4.4. Maintenance of Interactive English Translation System.
+e maintenance process of the interactive translation
system mainly includes the following aspects: (1) it needs to
revise the translation to ensure that the translation conforms
to the original design specifications. In case of errors,
omissions, or inappropriate words used by users when using
English, it is necessary to explain to readers in a timely
manner. At the same time, it is necessary to strengthen the
processing and reply function of user feedback information
and the construction of an online message mechanism; (2)
for some professional terms, it is necessary to avoid repeated
translations to cause semantic confusion. It is necessary to
add auxiliary words in the interactive word decoding and
make necessary and reasonable modifications before ap-
plying them to the translation.

4. Interactive English Translation
System Performance

+e operating environment of the system is shown in
Table 3.

+e technical parameters of the translation output
machine are shown in Table 4.

+e specific situation of the corpus used by the system is
shown in Table 5.

300 typical sentences of different lengths were extracted
from the corpus analysis database for testing, and the time of
pattern feature extraction is shown in Figure 7; this time it
includes the time of statement preprocessing and lexical
analysis. A support memory bank of 1000 sentences was first

built and tested with another 200 sentences. +e system
tested the time spent on learning in the following two cases:
(1) learning without classification, that is, learning with the
simplest memory, and directly storing the input sentences or
patterns in the memory bank. (2) It utilizes lazy learning for
categorical storage, forming different clusters; Figure 7(b)
presents the average time spent in two different cases.

Figure 7(a) shows that the time for feature extraction
increases gradually with the number of words in the source
pattern. Figure 7(b) shows that as the memory bank in-
creases, so does the time spent on learning. Compared with
simple memorization, lazy learning takes about 40% more
time.+is is the downside of lazy learning, which trades time
for improved retrieval speed.

+e accuracy of the translation is divided into four levels:
A (almost completely correct), B (mostly correct), C (a small
part of it is correct), and D (almost completely incorrect).
Figure 8 presents the evaluation of translation accuracy for
each similarity condition. +e examples of the feature index
translation failure are concentrated, and then, full-text
search is used to realize the translation, and the analysis of
the translation results is shown in Figure 8(b).

Figure 8(a) shows that when the similarity of the analogy
matches is greater than 80%, most of the translation results
retain the meaning of the source text. Only a small fraction
(about 24.1%) requires users to make simple modifications
based on the analogy-matched reference information to
form a more accurate translation. Figure 8(b) shows that
although some of these sentences can be retrieved using full-
text search to find similar patterns, in most cases, these
retrieved patterns are not very helpful for translation of the
source text. Not only the similarity is low but also the same
part is not enough to provide enough information for the
translation of the source text.

In the process of testing the system, in the case of 3000
memorized data, the time of full-text search and translation
in the two cases of indexing with abstract features were
compared as shown in Figure 9. In addition to the search
method, the factor affecting the translation time is the size of
the library. For this reason, this paper presents the trans-
lation time when the library size is different as shown in
Figure 9(b).

It can be seen from Figure 9(a) that the translation time
using full-text retrieval is about ten times as long as that
using feature indexing, which is enough to show that the
abstract feature-constrained retrieval method greatly speeds
up the memory search time, thereby significantly improving
the translation speed.

+e system translation test indicators include BLEU
(Bilingual Evaluation Research) and online translation
speed.+e BLEU value is [0, 1]. +e closer the BLEU value is
to 1.0, the higher the translation quality, and the more
accurate the interaction. Figure 10 is the test result of the
BLEU index, and Figure 10(b) is the test result of the online
translation speed index.

Figure 10 shows the translation of three test samples
using different systems. +e BLEU index value of the system
in this paper is 0.98 in the Chinese-English system and 0.99
in the English-Chinese system, which is higher than in other
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systems. +e BLEU index value of the system in this paper is
larger and the translation speed is faster, which solves the
problem of translation lag and error in the current trans-
lation system and improves the interaction with users.

5. Discussion

+rough the above test results, we can draw the following
conclusions. (1) +e assisted translation system based on the
Internet of +ings can realize the correlation between En-
glish words and translations. Due to the large amount of

textual information in interactive online reading, language
communication in the traditional sense is many-to-one or
one-to-one.+erefore, when translating based on interactive
network technology, it is necessary to consider issues such as
the relevance between the user and the source word and the
channel perception in order to achieve the desired effect. (2)
Based on the interactive function of the interactive online
translation system, the text information contained in the
source language lexicon can be retrieved and matched and
stored in the database.+erefore, the software has good real-
time performance and accuracy.

Table 5: Corpus situation.

Numbering Expected Numerical value Types of contextual translations
1 Number of conversations 9452 2
2 Number of sentences 396585 2
3 Total word count 6895698 2
4 Glossary 596694 2

translation
system

translation
data

decoding
layer

Internet

information
matching

original
database

Figure 6: Schematic diagram of the RM-test algorithm.

Table 3: System operating environment.

Name Environmental parameters Name Environmental parameters
Operating system Windows 7 RAM 2GB
Database Microsoft SQL server 2016 Development language VRML, HTML, C++
CPU Pentium(R) dual-core CPU E5400 2.70GHz Hard drive capacity 320GB

Table 4: Technical parameters of translation output machine.

Name Parameter Name Parameter
Display 3.1-inch retina touchscreen Power supply DC 5V/2A
Camera Autofocus HD camera Battery 2500mAh
Microphone 12S four-microphone array Interface Type-C
System interface Chinese-English Flash LED fill light
Network standard Mobile/Unicom/Telecom 4G/3G/2G Processor 8-Core high-speed processor
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Figure 7: Duration of feature extraction and learning.
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Figure 8: Evaluation and translation results.
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6. Conclusion

In order to translate English efficiently and accurately, this
research designs an interactive English translation system.
+e following conclusions are drawn from the work done in
this paper: (1) the translation method based on corpus and
correlation analysis is an effective, practical, and realistic
method, but it cannot be directly applied to the English
translation because the method itself is not a huge amount of
text. At the same time, because this process requires a lot of
data support, we only briefly introduce and verify it in this

paper to achieve related functions. (2) +e interactive
translation method based on data mining is an efficient and
practical translation method. It can effectively retrieve dif-
ferent types of text information such as sentences and parts
of speech in the English translation, so this technology has a
high research interest value. (3) +is translation method can
not only solve the problem of huge amount of text and
difficult to retrieve but also provide more convenience for
English translation. For example, in the process of reading,
sentences and parts of speech can be distinguished and
relevant information can be extracted. In this paper, we can
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find that the interactive translation method based on the
Internet of +ings can not only achieve text information
retrieval but also provide more convenience for English
translation. +ere are still many shortcomings in the paper.
For example, due to the consideration of time, energy, and
other factors during translation, the original meaning
cannot be accurately expressed after the interactive trans-
lation is modified. +erefore, the paper focuses on web
design based on IoT-assisted languages rather than the study
of interaction mechanisms during translation.
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With the development of network information technology, the application of virtual simulation technology in medicine,
electromechanical, military, and other �elds has changed the traditional �eld operation mode and achieved good results, but the
application of virtual simulation technology in the �eld of news and communication is very little.�is paper takes the construction
of virtual simulation news system as an example. Based on the support of 3D modeling technology of Multigen Creator, the
functional requirements of virtual simulation news interview system are analyzed, the overall system objectives and architecture
are set up, virtual scene database, 3D entity modeling, model optimization, and real-time rendering are established. A virtual
simulation system for emergency news interviews is designed and developed, including real-time simulation environment and
online operational feedback. �is paper discusses the application e�ect of the system. By means of the questionnaire survey,
SPSS23.0 is used to further analyze the feedback data of users.�e data show that the expected functions of 3Dmodeling and real-
time simulation of system modules have been realized. �e research shows that virtual simulation technology can be successfully
applied in the �eld of news and communication, and can successfully penetrate into the practical dimension of news and
communication, change the existing single information interaction mode, and create a new era of real-time simulation.

1. Introduction

�e rapid development of computer technology and arti�cial
intelligence technology has brought opportunities for the
application of virtual simulation experiment technology in
the �eld of education. Virtual reality, which originated in the
late 1960s, has gradually realized the high integration with
the depth and breadth of experimental teaching in colleges
and universities after decades of maturation. Since the
Ministry of Education launched the construction of national
virtual simulation experimental teaching center nationwide
in 2013, virtual simulation experimental projects of various
disciplines have been successively implemented in univer-
sities [1]. In October 2018, theMinistry of Education pointed
out in the “opinions on accelerating the construction of
high-level undergraduate education to comprehensively
improve talent cultivation ability,” “to promote the deep
integration of modern information technology with

education and teaching, build about 1,000 national virtual
simulation experimental teaching projects, and improve the
quality and level of experimental teaching” [2]. In the same
year, the Ministry of Education announced the �rst batch of
national virtual simulation experimental teaching projects.

However, it cannot be ignored that among the national
virtual simulation experimental teaching projects that have
been approved, the number of journalism and communi-
cation projects is 10, accounting for only 3.4%. In addition,
the data obtained from the �rst simulation teaching com-
petition held by the Chinese simulation society in 2021
showed that journalism and communication accounted for
less than 1% of 327 virtual simulation teaching works
submitted by 132 colleges and universities across the
country. �e application of virtual simulation technology is
mainly re¡ected in engineering, medical science, mathe-
matics, physics and chemistry, and other disciplines.
Compared with the multi-frequency application of virtual
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simulation technology in science and technology, the de-
velopment of humanities, especially journalism and com-
munication virtual simulation experiment projects, lags
behind obviously. Around the world and combining the
COVID-19 outbreak, in the construction of emergency news
interview fusion virtual simulation experiment platform for
practice and theoretical research, related research fields are
blank.

,e virtual simulation system of emergency news in-
terviews forms powerful support for news interviews with
the most intuitive and lifelike experience effect. With its
strong immersion and extensive interaction, students can
instantly get familiar with the special and strange envi-
ronment on the “scene,” changing the traditional single
information interaction structure, and achieving a good
application effect.

Virtual Reality, which can be traced back to the late
1960s, uses advanced technological means to build a virtual
simulation system to imitate the real environment of entity
existence [3]. ,is technology relies on the necessary
technical guarantee and support brought by the rapid de-
velopment of electronic technology and digital information
technology. ,e application of VR technology in the early
stage is similar to that in the early stage of the development
of high-energy computers, with huge volumes and relatively
strict requirements for the use of equipment. It is limited to
the viewing of secret information in key and special fields,
and its single function determines the limited use of this
technology.

With the development of digital electronic technology,
the well-known head-mounted VR equipment emerged in
the 1970s [4], breaking through the limitation of a single
functional field of VR equipment, and having abundant
involvement and performance in image processing and
multimedia technology application field. ,is emerging
technology with the National Aeronautics and Space Ad-
ministration of the United States of America to the depth of
its scope of application, so that VR equipment in a real sense
based on optical display for image information interaction,
change the existing information interaction structure so that
VR technology widely into e-sports, medical, education, and
other fields. In the field of e-sports, the application and deep
cultivation of VR technology bring a good entertainment
experience to players [5].

In the late 1990s, the development and popularization of
computer equipment in China laid a solid foundation for the
development of information technology in China. ,e de-
velopment of Internet market resources has become an
important place for the development of China’s information
technology industry, and the mainstream direction of In-
ternet market resources development focuses on commercial
VR technology. ,e proliferation of commercial VR tech-
nology is driving related fields such as military, medical, and
education. ,e United States and Germany are the first to
test VR technology in higher education, accumulating VR
technology experience in the field of education. ,e appli-
cation of simulation technology in the field of education
started in 1989, when professor William Wolf of University
of Virginia put forward the concept of virtual experiment for

the first time [6], which became the beginning of virtual
simulation experiment research. Subsequently, the iLad
remote sharing lab was established at MIT.

Different from foreign virtual simulation technology that
entered the field of higher education earlier, domestic virtual
simulation technology started late in the field of higher
education experiments [7]. Since 2015, China has imple-
mented the “double first-class” education policy, aiming to
build China into a higher education country in the middle of
the 21st century, enhance international core competitive-
ness, improve teaching quality, cultivate high-quality talents,
accelerate the development of higher education, and realize
the modernization of teaching management. Colleges and
universities try to carry out virtual simulation experiments
teaching by optimizing teaching quality and deepening
talent cultivation.

,e rise of virtual simulation technology experiment
teaching is closely related to the government’s high attention
and policy. In August 2013, the Ministry of Education
launched the construction of the national virtual simulation
experimental teaching center, which fully reflects the im-
portant position of virtual simulation teaching in the
practical teaching system of colleges and universities [8]. In
2016, 300 national virtual simulation experimental teaching
centers have been established in mainland China. In 2017,
the Ministry of Education issued the “Notice on the Con-
struction of Demonstration Virtual Simulation Experi-
mental Teaching Project” from 2017 to 2020, advocating
universities at all levels to actively build virtual simulation
experimental teaching projects combining curriculum sys-
tems and training objectives. On October 8, 2018, the
Ministry of Education and the Publicity Department of the
CPC Central Committee issued opinions on “Improving the
Cultivation Ability of Journalism and Communication
Talents in Universities and Implementing the Education and
Training Plan 2.0 for Outstanding Journalism and Com-
munication Talents,” which clearly pointed out that 50
national virtual simulation experimental teaching projects of
journalism and communication should be built [9]. On April
29, 2019, the “six excellent and one top” program 2.0 launch
meeting was held, and the virtual simulation gold course was
clearly proposed to be included in the first-class course
construction “double thousand plan.” According to the
“Notice on the Construction of Demonstration Virtual
simulation Experimental Teaching Projects” from 2017 to
2020 issued by the general office of the Ministry of Edu-
cation, the Ministry of Education will identify about 1000
demonstration virtual simulation experimental teaching
projects by 2020 [10].

Under this good opportunity, domestic universities
actively respond to the local conditions to carry out virtual
simulation experiment technology practice and research in a
number of disciplines. At present, the domestic construction
of Tsinghua university has a mechanical virtual experiment
system, the space remote sensing operation robot research,
national university of defense technology of virtual battle-
field modeling and simulation technology research, Beijing
University of technology in civil engineering national virtual
simulation lab, Beijing University of aeronautics and
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astronautics build research and development of flight
simulator, flight simulation and application of special effects
in the scene, ,e virtual technology and system of vehicle
vibration test and vehicle driving dynamics developed by
Zhejiang University, and the influential experimental system
of human-computer interaction and virtual robot research
by Harbin Institute of Technology.

2. Related Work

Since the Ministry of Education launched the construction
of national virtual simulation experiment teaching center
nationwide in 2013, virtual simulation experiment projects
of various disciplines have been successively implemented in
colleges and universities. In October 2018, the Ministry of
Education announced the first batch of national virtual
simulation experimental teaching projects. Among the 296
national virtual simulation experimental teaching projects
announced by the Ministry of Education, medicine and
pharmacy are 74, accounting for 25%; there are 38 items in
engineering, accounting for 12.8%, 29 items in chemistry
and chemical engineering, accounting for 9.8%, and 20 items
in machinery, accounting for 6.8% [11]. It is not difficult to
see that the subject areas of virtual simulation technology
have obvious commonalities: the real working environment
is a high risk, and there is personal danger in field experi-
ments or investigations; field experiments require expensive
equipment, fast wear and depreciation of equipment, short
product replacement life cycle, and high experimental costs;
in particular, the operation procedure of medical field ex-
periment has irreversibility, and a slight error poses a threat
to life and health. ,e virtual simulation technology is no
different from maximizing the experimental teaching effect
with a low-cost mimicry environment. On the other hand,
only 10, or 3.4%, were approved for journalism and com-
munication. According to the data of the national virtual
simulation experiment teaching project sharing platform in
2022, journalism 19 items, radio and television 12 items,
communication 7 items, network and new media 5 items,
editing and publishing 2 items, and advertising 1 item. At
present, digital publishing, fashion communication, inter-
national news, and communication have no projects.
Compared with the widespread application of virtual sim-
ulation technology in science and technology, the devel-
opment of virtual simulation experiment projects in
humanities is still lagging behind [12]. ,is is related to the
traditional humanities paradigm. ,e traditional liberal arts
education emphasizes the self-sufficiency of the subject
knowledge system, and the humanistic theory is elaborated
more than the technology or technical thinking. With the
penetration and development of new technologies, hu-
manities should shift from a self-sufficiency knowledge
system to social demand orientation under the guidance of
new technologies. Supported by the global new scientific and
technological revolution and based on the new economic
development model, the new humanistic thinking of in-
terdisciplinary integration has not yet become a consensus.
It can be seen that most universities in China have not taken
advantage of the existing geographical resources and

teaching resources to develop virtual simulation experiment
projects but it also brings great development potential and
space in the application of simulation experiment teaching.

According to the names of the projects that have been
established, the subjects of the successful journalism ex-
periment projects are mainly news gathering and reporting
in the traditional media environment. For example, Wuhan
University’s “Data News Writing Process Simulation Ex-
periment Teaching Project,” Renmin University of China’s
“Virtual simulation Experiment Teaching Project of Inte-
gration of Major ,emes in Media Reporting and Public
Decision support.” ,e topics of communication programs
include “Virtual Simulation Experiment of Mobile News
Client Development” of Huazhong University of Science
and Technology,” “Virtual Simulation Experiment of Inte-
grated News Reporting of Science and Technology Powerful
Country” of Shanghai Jiao Tong University, and “Virtual
Simulation Experiment of Quantitative Empirical Research
Ability Test” of Beijing Foreign Studies University. Web and
new media topics, such as Zhejiang University’s “Online
Video Production and Publishing Virtual Simulation Major
Experimental Teaching.” Current project themes focus
primarily on traditional information operations. Lack of new
media digital product production, creative communication,
and writing topics; the applicants are mainly from China’s
top-notch universities with strong comprehensive strength.
,e virtual simulation projects of journalism and commu-
nication in nondouble first-class universities are still blank.
Investigate its reason, the equipment used for VR 360
panoramic shooting mainly includes SLR camera, fisheye
lens, tripod, panoramic head, spare battery, camera bag, SD
card, etc. ,e hardware cost is not low. In addition to the
cost of conventional equipment and hardware, it needs a lot
of production time and technical support to make the virtual
news and communication platform. However, the lack of
compound talents restricts the construction of virtual
simulation platforms of nondouble first-class universities.
Application talents of virtual simulation technology not only
need strong professional knowledge structure, accurate
grasp of platform theme direction and innovative media
thinking but also need to be able to skillfully apply virtual
simulation technology. Due to the limitation of capital,
equipment, technology, and talent demand, virtual simu-
lation project is difficult to put into practice in nondouble-
first-class universities.

,ere are many kinds of research on the application and
efficiency of virtual simulation technology at home and
abroad. Chasson et al. pointed out that the internal moti-
vation for learning comes from students’ sense of acquisition
and self-identification of learning activities. Virtual simu-
lation technology enhances learners’ learning motivation by
providing learners with personalized services, colorful
presentation forms, and timely feedback [13]. Andreev et al.
hold a similar view that virtual simulation can bring positive
emotions such as relaxation, pleasure, and satisfaction to
students. ,us, students’ internal motivation for learning
can be stimulated [14]. Putz et al. focused on the study of
factors influencing the learning effect of virtual simulation
systems [15]. Some domestic scholars focus their research on
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virtual simulation technology in fields closely related to
social life, such as Li’s research and design of a subway
driving simulator based on simulation technology [16], Lu
and Dong pointed out that the construction and practice of
virtual simulation experiment teaching center for materials
majors [17], Yao et al. pointed out that application of virtual
simulation experiment teaching in molecular biology ex-
periment teaching [18]. ,ere are few studies on the ap-
plication of virtual simulation in the field of news and
communication. Liu proposed to build a “hierarchical + -
gradient” virtual simulation experimental teaching system
and a “multi-platform+ collaborative” virtual simulation
experimental teaching matrix with the goal of gold course
construction [19]. Taking journalism and communication
majors as an example, Fan explored the application effects
and influencing factors of virtual simulation experiment
teaching projects in cloud environments through empirical
methods [20]. Yang and Sun put forward measures to
construct the sustainable development model of
“VR+ Journalism education” on the basis of analyzing the
application status of virtual reality technology in journalism
and communication practical teaching [21]. ,e research at
home and abroad focuses on the application of virtual
simulation technology in the field of science and technology,
but the application research in journalism and communi-
cation is few. In cnKI.COM, the comprehensive search of
“virtual simulation news and communication” in the cate-
gories of works, conference papers, journals, master and
doctoral papers shows only 161 relevant literature, and 11
literature related to the virtual simulation platform of
journalism and communication involving nondouble first-
class universities, accounting for 6.83%. Continue to discuss
and study, help to fill the theory of the deficiency and lack.

3. The Architecture of Virtual Simulation News
Interview Platform Based on Creator

News interview is a basic skill for journalists. As a profes-
sional basic course for undergraduate students of journal-
ism, news interview is the main course for students of
journalism and communication to understand and master
the knowledge of news interview, and it is also an indis-
pensable compulsory course for journalists. ,e teaching of
this course focuses on enabling students to master the in-
ternal laws and methods of news acquisition, learn to use the
basic principles of news acquisition, and lay a solid foun-
dation for news acquisition in the future. ,e classroom
teaching of journalism interviews focuses on cultivating and
training students’ professional skills and creativity.

,eory should be put into practice. However, at present,
the practical teaching of this subject is limited to the lack of
social resources, and most of it is merely theoretical teaching
in class. ,ere are few practical forms for students to go out
of school and truly understand and master the skills of
interviews. ,erefore, the reform of education and teaching
is imperative. Especially in the news interview of emergency
that cannot reach the interview site due to objective factors,
it is an important part of the teaching content of news
interview. In view of this, the author and her team built a

virtual simulation experimental teaching platform for the
integration of emergency news interviews and reporting, and
simulated the real environment through VR virtual simu-
lation teaching experiment, making a positive attempt and
discussion for the virtual simulation experimental teaching
of news and communication in independent colleges.

3.1. Construction Purpose. According to the definition of the
concept of emergency defined in ,e Law of the People’s
Republic of China on Emergency Response (2019.08.30), an
emergency is a natural and accidental disaster, public health
and social security event that occurs suddenly, causes, or
produces serious harm to the society and requires immediate
management measures. From SARS, which first broke out in
Guangdong in 2003, to COVID-19, which is now raging
around the world, people’s lives and health have been en-
dangered and society has been greatly affected in many
aspects. From SARS, which first broke out in Guangdong in
2003, to COVID-19, which has now affected 210 countries,
territories, and regions around the world, endangering
people’s lives and health and causing a huge impact on many
aspects of society. Public health emergencies are charac-
terized by abruptness, difficulty in approaching, inability to
reproduce the scene, and inability for journalists to arrive at
the scene for the first time. In actual teaching, it is difficult
for teachers to restore the news scene through traditional
teachingmethods such as pictures and texts, and it is difficult
to leave an intuitive impression on students. In view of the
fact that students have little real interview experience and the
innovative thinking advocated by the school, the author
makes a preliminary attempt to build a virtual simulation
news interview platform based on creator. Before the
teaching of the news interview course, students have learned
“Integrated journalism,” “Network Journalism Practice,”
“Introduction to Media science,” “Media Development
History,” “Network Public Opinion Monitoring and Re-
search,” “Web design and Production” and other related
courses, and have certain media literacy and technical op-
eration ability. On the basis of students’ full understanding
of news events and knowledge of relevant news points,
through the experimental mode that teachers combine
virtual simulation technology with news interview teaching,
students can have an immersive and interactive experience
and master the methods and skills of news interview of
emergencies represented by public health emergencies. ,is
project aims to cultivate students’ news sensitivity, news
information acquisition ability, emergency response ability,
humanistic care, and journalism professionalism in public
health emergencies.

3.2. Construction Roadmap. Combined with the outbreak of
the public health crisis of COVID-19, a virtual simulation
environment is set for interviews of Novel Coronavirus in-
fected patients in Wuhan Jinyintan Hospital. ,e new model
of “virtual simulation experience—evaluation and feedback of
experimental results—effect improvement” is adopted to al-
low users to enter the virtual scene independently. Immersive
and interactive experience of all links of on-site interview,
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exercise users’ ability of information collection, writing, and
verification, and cultivate news sensitivity, professional ethics,
and self-protection awareness.

,is system restores the specific situation that the re-
porter interviews in the crisis scene of public health events
for the students. Here, users can not only enter the hospital
hall, doctors’ offices, and nurses’ stations, observe the sur-
rounding environment and equipment and facilities, but
also learn various information about medical staff and pa-
tients, such as the psychological status of medical staff,
epidemic control situation, patient admission rate, and
discharge rate. At the same time, users need to select ap-
propriate clothing equipment for protection before entering
the hospital, so as to ensure personal safety.

Traditional emergency news is confined to the classroom
teaching, teaching mode because of breaking news events
immediacy, the scene is difficult to reproduce, the reporter to
the first arrival event scene, this system set the interview
situation simulation reduction, task-driven, project man-
agement. ,e three stages strengthen the immersive virtual
simulation technology, interactive and idea. In the interview
situation reduction key link, is meticulous divided into
background knowledge, news, online testing, test results,
feedback, etc., and set in each link of different tasks, such as
according to the field observation information check, what
problem can carry, interview the purpose, to encourage
students to actively explore, to complete the corresponding
task. ,is project adopts the gamification setting mecha-
nism, which will give immediate feedback according to the
completion of the task of the virtual reporter. ,e correct
operation will be encouraged, and the improper operation
will be reminded accordingly, which can effectively motivate
the experimenter, continuously increase the difficulty of the
challenge and stimulate the interest in participation.

3.3. Technical Support. High-speed network exists, high-
performance server, large capacity storage, network firewall,
virtual simulation experiment management platform, and
other equipment and facilities are used for virtual simulation
experiment project operation. Network the system deployed
on a LAN server must have a broadband speed greater than
50MBIT/s and can support 100 concurrent online users.
Users can use computers, mobile phones, tablet computers,
and other devices to log in to the virtual simulation ex-
periment platform to complete the experience under the
broadband network environment.

,e opening and operation of the virtual simulation
project of emergency news interview rely on the support of
the open virtual simulation experiment teaching manage-
ment platform, and the two are connected seamlessly
through the data interface. Based on computer simulation
technology, multimedia technology, and network technol-
ogy, the platform adopts service-oriented software archi-
tecture development and integrates physical simulation,
intelligent guidance, automatic correction of virtual ex-
periment results, and teaching management. ,e con-
struction target is a virtual experiment platform with good
autonomy, interactivity, and extensibility.

At present, the representative development tools for
virtual simulation experiment projects include Unity, 3D
Max, Maya, Nibiru Creator, MuGeDa, Pr, Animator,
Captivate, Flash, etc. Multigen Creator is a real-time visu-
alization 3D software system, which is a professional soft-
ware for real-time visual simulation. Multigen Creator
features powerful polygon modeling, vector modeling, and
accurate generation of large area terrain. Built-in Vega
Prime-based previews, the users can browse the processing
modeling (RPM) wizard tool to quickly create buildings and
other objects, and create wySIWYG 3D modeling envi-
ronment. Its various plug-ins can efficiently and optimally
generate real-time 3D (RT3D) database, which can be
connected to the real-time simulation software. Multigen
Creator features polygon modeling and modification tools
such as construction points, extrusion, subdivision, and
T-vertex elimination. Viewing volume and clipping planes
can be set, and functional nodes such as DOF (degree of joint
freedom), LOD (level of detail), and Switch (logic Switch)
can greatly meet the requirements of virtual simulation
system for a news interview. Based on this, the system uses
Multigen Creator 3D modeling software and Vega Prime
real-time driver software as technical support and adopts
distributed virtual reality system (DVR), that is, virtual
reality systems scattered in different geographical locations
are connected together through the Internet. ,e unified
structure, standards, protocols, and databases are adopted
internally to form a synthetic virtual environment that is
coupled with each other in time and space. To satisfy
multiple participants to simultaneously participate in a
virtual space and freely interact and work collaboratively.
,e most typical examples of such systems are multi-user
virtual environments that are widely used abroad, such as
Second Life, Active World, Whyville, and Kitely platforms
[22].

,e design idea of the system is shown in Figure 1. 3D
software modeling and processing, 3D engine driving, and
the virtual simulation system is constructed and completed.
,e basic process of the system is mainly divided into 6 links,
including construction objectives, field investigation, overall
design, test and verification, interactive roaming, and
practical application, as shown in Figure 2. Among them,
database construction, modeling, texture mapping, and
integrated rendering are the key links of actual construction.

4. Design and Implementation of Virtual
Simulation Emergency News
Interview Platform

4.1. 3D Visualization Modeling Technology. ,e system
needs 3D visualization modeling of protective equipment
and interview equipment room, hospital office area, and
hospital outpatient building. Protective equipment and in-
terview equipment room area set up equipment racks,
protective clothing, masks, cameras, microphones, and other
object models; the office area includes a desk, computer, file
cabinet, screen, and other models; it is shown in Figure 3. In
the modeling of Wuhan Jinyintan Hospital, the outpatient
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building hall, doctor’s o£ce, and nurse’s o£ce were mainly
created.

4.1.1. Examples of Technology. �e instance technique in
Multigen Creator minimizes the repetition of building the
same model, greatly save and free up memory space. When
multiple models with the same physical structure are re-
quired to construct simulation scenes, the data of one model
can be shared and its position can be changed through
matrix transformation to improve the rendering perfor-
mance of the system.�rough matrix conversion, the shared
model can be rotated, translated, zoomed in, and zoomed
out in virtual space to complete the construction of multiple
models. Assume that the geometric transformationmatrix of
the 3D model is T3D, and its expression is as follows:

From the perspective of a transformation function,

T3D �

a11 a12 a13
a21 a22 a23
a31 a32 a33

a14
a24
a34

a41 a42 a43 a44


 it can be divided into four:

T3D1 �
a11 a12 a13
a21 a22 a23
a31 a32 a33

 T3D2 �
a14
a24
a34

 T3D3 � a41 a42 a43[ ]

T3D4 � [a41]
Among them, T3 D1 produces geometric transformations

such as proportion and rotation; T3 D2 produces projection
transformation; T3 D3 produces translation transformation;
T3 D4 produces a global scale transformation. For example,
to translate the model from point A(x, y, z) to point
B(lx, ly, lz), the translation equation is mentioned below:

In order to scale the model relative to the origin of
coordinates, the scaling ratio is (tx ty tz), and the trans-
formation matrix equation is: x′ y′ z′ 1[ ] � x y z 1[ ]
tx 0 0
0 ty 0
0 0 tz

0
0
0

0 0 0 1




If the rotation operation is to be carried out, it is assumed
that β Angle is rotated around the coordinate axis relative to
the origin of the coordinate system, the transformation
equation of its rotation around the three coordinate axes is:

We rotate it around the x-axis x′ y′ z′ 1[ ] �

x y z 1[ ]

1 0 0
0 cosβ sinβ
0 −sinβ cosβ

0
0
0

0 0 0 1




We rotate it around the y-axis x′ y′ z′ 1[ ] �

x y z 1[ ]

cosβ 0 −sinβ
0 1 0
sinβ 0 cosβ

0
0
0

0 0 0 1




We rotate it around the z-axis x′ y′ z′ 1[ ] �

x y z 1[ ]

cosβ 0 sinβ
−sinβ 1 cosβ
0 0 1

0
0
0

0 0 0 1


.

4.1.2. Texture Mapping. Texture mapping refers to mapping
2d images to corresponding points of 3D models without
increasing the number of polygons, so as to enhance the
realistic visual e�ect of the model and improve its truth-
fulness of the model. After the basic modeling is completed,
texture mapping can be further combined with material and
light and shadow fusion to enhance the �delity of the model.
Texture can provide the best 3D line elements due to the full
use of perspective transformation. In addition, texture can
reduce the number of polygons in the virtual environment,
and speed up the transformation and refresh frequency of
the graphics display.

�e basic modules for texture mapping are texture
toolbox, texture palette, and MoD texture. After the basic
modeling of the main geometric model construction, ma-
terial, and light source is completed, texture production is
started to complete the preparation of texture. After that,
texture import-setting the current texture-selecting target
geometry-applying texture, texture mapping is completed,
and the model e�ect is checked by window preview/LynX
preview/Vega preview.

In the process of texture preparation, image processing
tools such as photoshop can be used to process images.
When the model texture is in JPG format, it cannot be
displayed in the real-time operating environment of Vega.
�us, when the texture is prepared, the texture can be saved
to the graphics output formats acceptable to open�lght, such
as 8-bit grayscale format, 8-bit grayscale and 8-bit alpha
channel format, 24-bit tricolor format, 32-bit tricolor, and 8-
bit alpha channel format. Multigen Creator supports a va-
riety of general standard image formats, commonly used
mainly INT, INTA, RGB, and RGBA, when mapping texture
using RGB and RGBA two formats, its purpose can be better
compatible with Vega. When rendering texture, the real-
time system requires that the size of the texture image in the
horizontal and vertical directions must be 2 to the power of
n, such as 32∗ 64, 128∗ 256, and other ways conducive to
system reading, otherwise, it will not be displayed normally
or distorted. Second, it is recommended to use the corre-
sponding path of the texture. Use the List Texture tool to
change the path, otherwise, the texture will not be displayed.

Texture space is a coordinate space with U and V as
horizontal and vertical axes, respectively.�eminimum unit
of a two-dimensional texture image in the texture space is
the grain element. After the texture image is loaded into the
texture memory, the real-time system can call texture re-
sources in the model database at run time. Calculation
formula of texture memory for: X direction texels size

input device interface

output interface device editor

Database management and maintenance

3D model processing database

3D engine User data file

Figure 1: Construction idea of virtual simulation system.
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multiplied by the Y direction texels size multiplied by the
number of color channels. �e X- and y-direction pixel size
represents the length and width of the texture image re-
spectively. After importing the texture image into MultiGen
Creator, select the geometric model object to be pasted with
the texture, and then use the texture mapping tool to map
the texture image to the polygon surface of the model.�ree-
point mapping, four-point mapping, surface mapping, and
columnmapping are themainmappingmethods. According
to di�erent mapping objects, select the corresponding
mapping mode; according to the production requirements,
the ¡exible use of texture mapping tools to complete texture
mapping. Texture mapping can preview the mapping e�ect
in LynX. Based on the consistency of MultiGen series
software products, as long as the built model can see a good
mapping e�ect in LynX, it can be normally applied in the
simulation system developed based on Vega.

Speci�c to the construction of a single model, such as a
female doctor, basic modeling, batch processing rendering
tools, texture mapping, etc., can be used tomake the prototype
of the model concrete and vivid step by step. Figures 3 and 4,
respectively, show the interview equipment room for mod-
eling protective equipment and the outpatient hall of Wuhan
Jinyintan Hospital. Figures 5 and 6 show the process of a
female doctor from prototype to �nished product. �e system
for model construction, model optimization, texture mapping,
model rendering maximum quality production, and original
scene plot, re¡ect the required model scene or object high
�delity, and improve the user’s sense of immersion.

4.2. System Application. �e model of this project adopts
classroom teaching integrated with virtual simulation ex-
perimental platform teaching, task-driven and online test-
ing, and experimental result evaluation.

4.2.1. Virtual Simulation Experiment Platform Classroom
Teaching. Teachers adopt the problem-oriented PBL
(Problem-based Learning) teaching mode to conduct the-
oretical teaching from four dimensions: brief introduction of
emergency, basic requirements of emergency interview,
virtual simulation experiment, and humanistic care of
emergency interview.

Figure 4: Modeling equipment room.

Figure 5: Model the female doctor prototype.

Figure 6: Modeling a female doctor.
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Figure 2: Development ¡ow of virtual simulation system.

Figure 3: Outpatient hall of Wuhan Jinyintan Hospital.
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In the brief introduction of emergencies, teachers can
focus on four types of emergencies, such as natural disasters,
accidents, public health, and social security, with high pixels
and strong impact images to enhance students’ memory of the
types of emergencies. With a positive attitude, the trans-
mission mechanism should continue to explore the value
determination, theme selection, and interview perspective of
emergencies, enrich the interview strategies of catastrophic
events, and find their own role and space. ,erefore, the basic
requirements of the emergency interview are to do a good job
in planning the report and determine the report scheme;
second, to prepare for the interview, make interview plan,
make necessary material preparations, and interview outline
in advance; when teaching interview preparation, students
should clarify the latest background of COVID-19, policy
requirements for epidemic prevention and control, infor-
mation points to be obtained. ,e necessary material prep-
aration can be carried out on the virtual simulation news
interview platform. ,e teacher is required to introduce the
functional modules in the virtual simulation system and their
use methods, and explain the experimental requirements,
experimental content, and experimental process. After
mastering the types of emergencies and interview require-
ments, students entered the interview simulation scenario of
COVID-19, a public health crisis.

,e experiment project reproduced the specific situation
of the all-media journalists entering Wuhan Jinyintan
Hospital for interviews in 2020 when the COVID-19 epi-
demic was raging around the world and Wuhan was
completely shut down, as shown in Figure 7. ,e first step is
in the interview equipment and protective equipment room.
All media reporters need to select appropriate interview
equipment and protective equipment. If they make a wrong
choice, they will be prompted accordingly. All media re-
porter has entered the hospital clinic, the doctor’s office, the
nurse station, experiential observation interview hospital
treated patients, patients can open information, control
epidemic situation, pay attention to health care workers and
patients’ psychological status, interview questions reveal of
humanistic care, manifests the journalist’s occupational
morality and comprehensive quality.

4.2.2. Task-Driven and Online Testing. ,is project mainly
evaluates the ability of all-media journalists to obtain in-
formation, interview information, and check information, as
well as their awareness of self-protection. In the task-driven
aspect, the abilities and skills to be assessed are divided into
preparation before the interview, background acquisition,
obtaining news clues, interview plan, interview outline,
interview questions, news writing, news release, and other
links. Different tasks and tests are set up in each link. For
example, when interviewing doctors, appropriate questions
can be asked about what aspects of the event. After the
selection of all-media reporters, warm tips will be given for
attention. Human-computer interaction friendly interface,
not only promotes the exploration desire of all media
journalists, at the same time but also strengthens the ad-
hesion of virtual simulation experiment platform users.

4.2.3. Evaluation of Experimental Results. ,e evaluation of
experimental results takes students as a group to evaluate the
virtual simulation experiment platform experience, and
students can share their experimental experience or sum-
marize the shortcomings of the experiment. ,e teacher
comments and summarizes the practical operation of each
group. ,rough continuous review between teachers and
students, students can understand the significance of news
interviews about public health emergencies and relevant
policy requirements, master the methods and skills of news
interviews of public health emergencies, and master various
methods and skills of acquiring information in news in-
terview of public health emergencies.

However, due to the difference in personal subjective
evaluation, the evaluation of experimental results will be
different, which becomes the most prominent problem
encountered in the construction and application of the
system. It is suggested to adopt the control method of
process evaluation. ,rough the student’s experimental data
acquisition and data analysis of the process, teachers can
maximize the student’s acquire the cognition of experiment
content, based on the quantitative evaluation of the data to
reduce the subjective deviation of a single teacher evaluation,
provide students with more diverse, more objective, more
comprehensive evaluation, stimulate students to raise their
ability of practice better. ,e feedback mechanism of the
system needs to be further improved.

Virtual simulation technology breaks through the
original traditional classroom teaching method in the
emergency news interview system, successfully infiltrates
into the practical dimension that news and communication
are particularly missing, changes the existing information
interaction structure, and combines online and offline in-
novative modes. A new ecological development environ-
ment of practical education was established by using various
experimental teaching methods such as scene virtual res-
toration, task-driven, and online testing.

4.3. SystemApplicationEffect. Sixmonths after the operation
of the system, the author issued questionnaires to 498
students who had used or had contact with the platform. A
total of 498 users were undergraduate students majoring in
journalism and communication who had graduated or were
in the first, second, and third grades. A total of 317 valid
questionnaires were recovered after excluding irrelevant
invalid samples. SPSS23.0 was used to analyze the data in this
paper. In the dimension of frequency analysis, response
percentage� number of response cases/total number of
responses, and case percentage� number of response cases/
number of effective cases are taken as the benchmark, and
the data results are shown in Table 1.

In order to test the application effect of virtual simu-
lation news interview platform, six response variables are set.
As can be seen from Figure 8, 84.8% chose “improved ability
of cooperation, expression, and communication”; 79.9% of
the students chose “deepen the understanding and memory
of knowledge”; 76.4% of the students thought they have
solved practical problems in practice. Nearly 70% of the
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Table 1: Application e�ect of virtual simulation news interview platform based on creator.

�e response
Percentage of
cases (%)�e case

number
�e percentage

(%)

�e application e�ect of virtual
simulation news interview platforma

Deepen the understanding and memory of
knowledge 247 18.5 79.9

�e ability of cooperation, expression and
communication has been improved 262 19.7 84.8

Know how to use what I’ve learned to solve
problems 236 17.7 76.4

�e ability of knowledge acquisition and
utilization has been improved 216 16.2 69.9

Improve the ability to analyze and solve
problems 215 16.1 69.6

�e ability of autonomous learning has been
improved 157 11.8 50.8

Total sum 1333 100.0 431.4
aBinary groups are tabulated with a value of 1.
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Figure 8: Response variables of virtual simulation news platform application e�ects.

Figure 7: Enter the virtual simulation experiment platform.
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students believe that their abilities in knowledge acquisition,
information processing and utilization, problem analysis,
and problem-solving have been improved. In addition,
about 50.0% of the students believe that their active
awareness of learning has been enhanced and their ability to
do independent learning has been improved. Data show that
the application of the virtual simulation emergency news
interview platform based on Creator improves students’
teamwork, knowledge understanding, analysis and solution
of practical problems, autonomous learning, and other as-
pects to varying degrees.

5. Conclusion

,is paper describes the architecture and design ideas of
the virtual simulation emergency news interview system,
and mainly studies the key technical issues such as im-
portant instance technology and texture mapping of 3D
interactive simulation. Taking the COVID-19 public health
event as the carrier of virtual environment, in the virtual
simulation system, Design and realize the construction of
the whole three-dimensional interactive simulation system
can be stable in real-time operation. First of all, in the
process of system implementation, the problem of how to
interact and optimize the model in the system, the mod-
eling technology of 3D model, and how to create the
simulation effect of the real environment are solved. Sec-
ondly, this paper stated the application method of the
system, through the questionnaire investigation, using
SPSS23.0 feedback data to make further analysis to the
users, set up six response variables, test and application
effect of virtual simulation platform of news interview, case
percentage points more than 50%, the function of show that
the system has good scalability, ,e expected functions of
system module 3D modeling and real-time simulation have
been realized. ,e research shows that virtual simulation
technology can be successfully applied in the field of news
and communication, changing the current single infor-
mation interaction mode.

,e design of this system has been directly applied in
practice and has been piloted in the major of network and
newmedia.,e simulation system and traditional classroom
teaching of news interviews complement each other and are
recognized by teachers and students majoring in journalism
and communication. After the system becomes more ma-
ture, the category of news events on the platform will expand
to a broader category of natural emergencies and social
emergencies. ,e innovative construction of the experi-
mental system opens up the first step for the application of
virtual simulation technology in the field of journalism and
communication and provides the research foundation and
certain practical experience for further expanding the ap-
plication effect of virtual simulation technology in the field
of journalism and communication.
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e introduction of human capital can be traced back to the ancient Greek period, emphasizing the important role of knowledge
and skills in the production and life process. Human capital reward mechanism promotes modern social and economic de-
velopment and is an important part of social and economic growth.e core management of the enterprise is the management of
human capital, and the central work of human capital management is the incentive of human capital. Many enterprises are now
facing di�culties in industrial operation, serious brain drain, and lack of core competitiveness in the market. As a result,
enterprises cannot adapt to the speed and requirements of today’s social and economic development. One of the important
reasons is that the enterprise lacks attention to the value of the human capital incentive system, or the human capital incentive
system of the enterprise is unreasonable, which leads to a series of problems such as poor employee enthusiasm and low enterprise
performance. How to establish a reasonable and e�ective incentive mechanism to mobilize the enthusiasm and creativity of
employees has become a problem that enterprises must pay attention to. Taking the technical managers and general technicians of
a high-tech enterprise as an example, combined with the deep learning method, the article made a detailed analysis of the four
major incentive factors of enterprise human capital. It made employees’ satisfaction with corporate cultural incentives reaching
56.1%, which showed that emotional motivation was also one of the key factors for employees to be satis�ed with the corporate
incentive system.

1. Introduction

With the rapid development of science and technology and
the advent of the digital age, the human capital incentive
mechanism closely follows the pace of the times and changes
the original traditional model. At the same time, deep
learning has achieved great success in a series of �elds such
as computer vision, image processing, natural language
processing, and semantic recognition in recent years.
However, the application of deep learning in the con-
struction of human capital incentive mechanism is still
limited. In the digital age, applying deep learning to the
human resources incentive mechanism can create a new
creative method for enterprises, which can improve the
e�ectiveness of the incentive mechanism. e construction
of a reasonable and e�ective corporate incentive mechanism

is based on a fair and just, employee-centered principle and
center. It must meet the di�erentiated needs of employees
and pay attention to the material and spiritual needs of
employees, and can arouse the enthusiasm of employees
with long-term generous material rewards, a good working
environment, and corporate organizational culture. While
retaining talents for the enterprise, it can also bring the
economic development of the enterprise.

is paper conducted a systematic analysis and research
on deep learning algorithms and explored the role of deep
learning methods in the establishment of human capital
incentive mechanisms, and on this basis, it found out what
digital incentives mean for businesses and employees. From
the analysis of the four motivational factors of human
capital, it was found that material incentives and spiritual
incentives were more valued in the hearts of employees.
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Employees needed not only real salary incentives to meet
material needs but also respect and care to meet certain
spiritual needs. +is finding had guiding significance for
mobilizing employees’ enthusiasm and creativity. In addi-
tion, a good corporate culture and corporate environment
were also an effective way to retain talents.

With the wide application of deep learning, there are
more and more research studies on deep learning in the
construction of human capital incentive mechanism. Shen
et al. provided an overview of computer-aided image
analysis in the field of medical imaging. Recent advances in
machine learning, particularly deep learning, facilitate the
recognition, classification, and quantification of patterns in
medical images. Central to these advances is the provision of
hierarchical feature representations learned only from data
rather than artificially designed features based on domain-
specific knowledge. Deep learning is rapidly becoming a
state-of-the-art technique that improves the performance of
a wide range of medical applications and so on. Finally,
research questions were discussed and future directions for
further improvements were proposed [1]. Dong and Li
summarized recent advances in deep learning-based
acoustic models and examined the motivations and insights
behind these techniques [2]. Ravi et al. provided a com-
prehensive and up-to-date review of research on the
adoption of deep learning in health informatics, critically
analyzing the relative merits, potential pitfalls, and future
prospects of this technology [3]. In the study of Schirr-
meister et al., convolutional neural networks (ConvNets)
were applied to the EEG anomaly corpus at Temple Uni-
versity Hospital for the task of differentiating pathological
from normal EEG recordings. Two basic architectures,
surface and deep convNets, and algorithms developed for
this purpose were used to decode task-relevant information
from the EEG. When decoding EEG pathology, both
ConvNets achieved much higher accuracy than the only
published results on this dataset (85% and 79% improve-
ment in accuracy, respectively, compared to 6% accuracy).
In addition, both ConvNets maintained high accuracy when
trained on one-minute recordings and when tested on six-
second recordings. An automatic method was then used to
optimize the hyperparameters of the architectures, and
interestingly, different ConvNet architectures were found.
After viewing additional features using spectral power
variations in the delta (0–4Hz) and theta (4–8Hz) bands,
the visualization of ConvNet decoding behavior was con-
sistent with that expected from the spectral analysis of EEG
and textual diagnostic data. +e text analysis of diagnostic
reports also showed that accuracy could be improved by
including background information (e.g., subject’s age) [4].
Hou et al. investigated the visual quality of images assessed
blindly by learning the rules of linguistic descriptions and
proposed several learning-based IQA models by analyzing
the mappings from images to numerical scores. However,
the accuracy of the learned mappings is not sufficient be-
cause some information is lost due to the irreversible
transformation from linguistic descriptions to numerical
scores. +erefore, we propose a blind IQA model that learns
qualitative scores directly and outputs numerical scores for

general use and fair comparison. Images are represented by
statistical features of natural scenes. Images are represented
by statistical features of natural scenes, and a discriminative
depth model is trained to classify these features into five
levels corresponding to five explicit psychological concepts:
excellent, good, fair, poor, and very poor. +ese qualitative
labels were then converted into scores by applying a newly
designed quality library. +is classification framework is not
only more natural than the regression-based model but also
more robust to small batch problems. To validate the ef-
fectiveness, efficiency, and robustness of the model, ex-
haustive experiments were conducted on a common
database [5]. +e study of Grimpe et al. concluded that the
ability of innovative firms to create and capture values
depends on the rapid and widespread adoption of inno-
vations. However, stakeholder concerns may be a significant
barrier to diffusion; Grimpe et al. examined the human
capital challenge and investigated whether innovative firms
pay a wage premium to new employees who have worked for
advocacy organizations such as Transparency International.
Human capital and stakeholder theory are also combined to
discuss the experience of advocacy groups and their transfer
of innovation from the perspective of stakeholder knowl-
edge. Valuable human capital signals were created in terms
of legitimacy transfer. Using matched data from 3,562
Danish employees, it is found that new recruits with ad-
vocacy team experience enjoy higher wage premiums in
technologically superior companies, in occupations with
direct stakeholder interaction, and in the topmanagement of
advocacy teams [6]. Saeed et al. found that the success of an
organization’s program for environmental sustainability
depended on employees’ environmental behavior. One of
the important contemporary challenges faced by HR pro-
fessionals was ensuring that environmental sustainability
was properly integrated into HR policies. Green HRM was
developed from organizations working on issues related to
environmental protection and maintaining ecological bal-
ance. +e purpose of their study is to examine the effects of
green HRM practices (green recruitment and selection,
green training and development, green performance man-
agement and evaluation, green rewards and compensation,
and green empowerment) on employees’ green behaviors. In
addition, the mediating effects of pre-environmental psy-
chological capital and environmental knowledge on the pre-
environmental behavior of green HRM practices will be
examined. +e results show that green HRM practices
positively influence employees’ pro-environmental behav-
iors, and pro-environmental psychological capital mediates
this association. +e moderating role of employees’ envi-
ronmental knowledge on the effect of green HRM practices
on pro-environmental behavior [7]. +ese literatures were
very detailed in the introduction of deep learning and hu-
man resource theory incentive system and had a con-
structive role in the research of this article.

Based on the restricted Boltzmann machine, autoen-
coder, and multilabel classification method of convolutional
neural networks and recurrent neural networks in deep
learning, this paper analyzed and compared the satisfaction
degree of an enterprise’s technical management personnel
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and general technical personnel to the enterprise’s incentive
mechanism. It found out the psychological tendency char-
acteristics of these employees in the incentive mechanism,
summarized these characteristics, and then constructed a
reasonable and effective incentive mechanism based on these
characteristics.

2. Human Capital Digital Incentive Mechanism
Construction Method Based on
Deep Learning

2.1. Restricted Boltzmann Machine. Restricted Boltzmann
Machine (RBM) is developed from the Boltzmann machine,
which is a two-layer undirected graph model [8, 9]. Figure 1
is a structural model diagram of a restricted Boltzmann
machine. According to different tasks, the restricted
Boltzmannmachine can be trained by supervised learning or
unsupervised learning.

+e energy function F(w, b) of a restricted Boltzmann
machine can be expressed as

F(w, b) � −  iwihi −  jbjcj −  i, jwibjLij. (1)

Both i and j represent nodes, w and b represent the value
and bias of the node, and Lij represents the connection
weight between the visible layer and the hidden layer.

In 2007, some experts used the restricted Boltzmann
machine model for the first time to construct the digital
incentive mechanism of human capital, as shown in Figure 2
[10]. +e restricted Boltzmann machine model made two
changes on the traditional model. +e first was that the visible
layer used a 0-1 vector unit of length K to represent employee
performance data. Second, because employees generally could
not be rewarded every day, employees without reward records
were represented by a special unit (No reward), and the
special unit and the hidden layer unit were not connected. In
the restricted Boltzmann machine, the visible layer usually
represents the original input data, while the hidden layer
represents the data generated through learning, expressing the
implicit characteristics of the original data. Each rewarded
employee was represented by a separate restricted Boltzmann
machine, all of which corresponded to a common hidden
layer.+e weight and bias parameters were shared between all
RBMs, so if two employees had the same reward record and
were rewarded at the same time, the same weight was used for
the calculation [11].

Compared with the traditional restricted Boltzmann ma-
chinemodel, the weight value between the hidden layer and the
visible layer of the changedmodel is S times that of the previous
model. v represents the reward matrix, which is a multidi-
mensional matrix; Zi is a normalized item, which is used to
ensure that the sum of the probabilities of all user scores on
item I is 1; and the updated energy function is obtained:

F � (w, b) � −  i, sv
s
i h

s
i −  jbjcj −  i, j, sv

s
i bjL

s
ij

+  i log Zi.
(2)

After the above training is completed, set the known
employee reward as T, and the reward corresponding to the

employee reward record according to the employee’s work
performance data is

χ � F wy  �  s∗P w
s
y �

1
T

 . (3)

When the restricted Boltzmann machine model is ap-
plied to the employee reward mechanism, the employee
reward mechanism is effectively improved and optimized,
and the reward algorithm process is simplified [12, 13]. +e
restricted Boltzmann machine model has been successfully
applied to collaborative filtering, classification, dimension-
ality reduction, image retrieval, information retrieval, lan-
guage processing, automatic speech recognition, time series
modeling, document classification, nonlinear embedding
learning, transient data model learning, and signal and
information processing.

2.2. Autoencoder. Autoencoder is a kind of neural network
related to deep learning. +e main role of an autoencoder is
to train between input values and output values, also known
as unsupervised learning models [14]. +e structure of the
autoencoder is shown in Figure 3. +is model includes three
parts: encoder, decoder, and hidden layer. +e working
process of the automatic encoder includes two parts:
encoding and decoding. In the encoding stage, the input data
is mapped to the feature space, while in the decoding stage,
the encoded data is mapped back to the original sample
space.

When the decoder activation function is an identity
function, the resulting even variance formula is

w0 w1 w2 w3

b0 b1 b2

Figure 1: Structure model diagram of the restricted Boltzmann
machine.
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L(m, n) � m − n
2
. (4)

When the decoder activation function is a sigmoid
function, the cross entropy function is obtained:

L(m, n) � − 
x

i�1
milog ni(  + 1 − mi( log 1 − ni(  . (5)

According to the reconstruction error function, the
overall loss function is obtained:

YAE(z) � 
m∈

L(m, h(f(m))). (6)

S is the training set, and minimizing the function can get
the required parameters.

In an autoencoder, the hidden layer represents the input,
and the goal of the hidden layer is to keep the information of
the input layer stable [15]. In order to improve the avail-
ability of the data, the original data cannot be completely
copied. Some experts propose denoising autoencoders to
better represent features, improving the ability of the
autoencoder to capture key information features by adding
robustness and noise to the original input data to destruct
the original input data [16, 17].+e calculation process of the
denoising autoencoder is as shown in Figure 4.

Assuming that the input data is w, and the randomly
corrupted input data is w′, this mapping process is repre-
sented by function fθ(w):

h � fθ(w) � s Pw′ + b( . (7)

θ � P, b{ } represents the entire set of maps, s represents a
nonlinear function like sigmoid, and b represents the bias
vector.

When θ � P′, b′  represents the set of reconstructed
mappings, the decoder remaps the implicit feature m to the
reconstructed data n, the value range of implicit featurem is
m ∈ [0, 1] d, and we obtain the formula

n � kθ(m) � s P′m + b′( . (8)

When the input data in the denoising autoencoder
represents w(i), the hidden layer feature represents m(i), and
the reconstructed original data represents n(i), the minimum
reconstruction error is obtained by continuously adjusting
and optimizing the parameters in the model:

L(m, n) � ‖m − z‖
2
. (9)

At the same time, in order to prevent the model from
overfitting due to too much weights, it is necessary to set a
weight decay term for the model

D ��
1
2
‖P‖

2
. (10)

We get the objective function:

z �
1
2v



v

i�1
L m

(i)
, n

(i)
  + βD. (11)

β is the weight parameter after decay. Z is the optimi-
zation parameter. +e denoising autoencoder will get a low-
dimensional representation of the input data.

2.3.Multilabel ClassificationMethod of Convolutional Neural
Network. To build a mature human capital incentive mech-
anism, it is inseparable from the classification of the char-
acteristics of each employee’s work performance. It is crucial
for an enterprise to establish a more accurate reward system
based on the classification of each characteristic of employees’
work performance [18].+e convolutional neural network is a
relatively simple deep learning structure with excellent clas-
sification and recognition capabilities. It is mainly composed
of four layers: convolution layer, pooling layer, fully connected
layer, and output layer. Each layer has the same weight as the
previous layer, which can simplify the training parameters and
accurately extract key data features [19].

A method commonly used in convolutional neural
networks for multiclassification tasks is the Softmax re-
gression model. +e Softmax function is often used as the
final classifier, which is an extension of the logical classifier
only applicable to binary classification problems. Softmax
maps the outputs of multiple neurons to the (0, 1) interval,
and the sum of all output values is 1. In the classification
process, each performance feature is classified, and each
feature is classified into a class and represented by a label.
After completing the training, multilabel classification can
automatically assign one or more category labels to the
samples, which can better adapt. In addition, compared with
the single label learning framework in which each sample is
only associated with one category label, each sample in the
multilabel learning framework can be associated with
multiple category labels. Its purpose is to effectively predict
the label set of unknown samples by learning a given
multilabel training set. In addition, multilabel classification
faces problems such as higher algorithm complexity and
uncertain number of related labels.

LN (x,z)

ZXŽ

y

F (œ)

Figure 4: Calculation process of denoising autoencoder.
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Figure 3: Schematic diagram of the structure of the autoencoder.
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Suppose there is a training set (m(1), n(2)), . . . ,

(m(s), n(s))} of s samples, and the feature vector m is t+ 1
dimension. +erefore, for the input m samples, the proba-
bility r(w � k|m) of each category of work data category k is
obtained. +e number of class labels v in Softmax regression
is greater than 2, and the probability formula for outputting
a v-dimensional vector representing each class is

hα m
(i)

  �

r w
(i)

� 1|m
(i)

; α 

r w
(i)

� 2|m
(i)

; α 

⋮

r w
(i)

� v|m
(i)

; α 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

� 1, 
v

j�1
e
αp

j
m(i)

e
αp

1 m(i)

e
αp

2 m(i)

e
αP

v m(i)

v

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

(12)

α1, α2, . . . , αv is the model parameter [20], and then the
cost function definition formula is

∇αj
K(α) � −

1
x



x

i�1
m

(i) 1 w
(i)

� k  − r w
(i)

� k|m
(i)

; α   .

(13)

Using iterative optimization such as gradient descent,
the solution parameters need to be minimized to K(α), and
the gradient formula after derivation is

K(α) � −
1
x



x

i�1


v

j�1
1 w

(i)
� k log

e
αP

j
m(i)


v
l�1 e

αP
l

m(i)
⎡⎢⎢⎣ ⎤⎥⎥⎦. (14)

After the gradient is calculated, it is brought into the
gradient descent algorithm and the parameters are updated
iteratively. After the parameter training is completed, the
output featurem is classified as the probability of category k,
and the formula used is

r w
(i)

� k|m
(i)

; α  �
e
αP

j
m(i)


v
l�1 e

αP
l

m(i)
. (15)

2.4. Recurrent Neural Network. Recurrent Neural Network
(RNN) solves the problem of knowledge reserve to a certain
extent and is a kind of neural network with memory function.
+e memory function is mainly realized by the feedback
neural network between the input data and output data of the
regret layer, which is the biggest difference from the tradi-
tional neural network. +e shared weights of all recurrent
neural networks can be expanded according to time nodes,
and it is a deep feedforward neural network with the weight
shared by all layers, which feeds back the output of the hidden
layer to the input of the hidden layer. +e connection
structure of this feedback neural network makes RNN have
the corresponding memory ability, as shown in Figure 5.

+e parameters of the recurrent neural network mainly
include three parts. At each time point, the same parameters
were used for the calculation of the input information. Input
the information in chronological order and get an output
and hidden state information at each moment, and input the
hidden state information together with the next time point

into the network for the calculation of the next time point
[20, 21].

Like traditional neural networks, RNN can be trained
using the backpropagation algorithm, which is also known as
backpropagation through time [22]. In the forward propa-
gation, the information is calculated in sequence according to
the experimental order. Similarly, the backpropagation is to
define a loss function and then transfer the accumulated
residual at each time point from the last time point to the first
time point. +e traditional recurrent neural network has
memory function but also has some drawbacks. Since some
information is lost with each feedback, the initial memory will
gradually fade or even disappear over time. Each iteration of
the derivative is a multiplicative relationship since back-
propagation needs to be accumulated over time points. If the
conduction value is less than 1, the residual transmitted to the
first time point after multiple multiplication tends to be close
to 0, resulting in the disappearance of the gradient, so that the
network cannot converge. On the contrary, if the conduction
value is greater than 0, a large number will be obtained after
multiple multiplication, which will also lead to non-
convergence and become gradient explosion [23]. In response
to these problems, an improved recurrent neural network,
called Long Short-Term Memory (LSTM), was first proposed
in 1997, which has been continuously improved and devel-
oped. +is kind of long and short memory recurrent neural
network can solve the problem of nonconvergence very well
so that the nervous system can preserve long-term “memory.”

Figure 6 is a schematic diagram of the basic functional
unit gate structure of the long-short-term memory model.
+e gate structure diagram of the long-short memory model
includes four parts: the input gate, the cellular memory unit,
the forgetting gate, and the output gate. +e gate structure is
a vector with an operation output value between 0 and 1 that
allows information to selectively pass through. Its main
function is to record, add, or erase memories. +e pro-
portion of information passing through the model is de-
termined by the Sigmoid function. When other parts of the
model are discarded, the calculation formula is obtained:

ht � ε mh · xt−1, rt  + nh( . (16)

Among them, ht represents the proportion of infor-
mation retention, t represents the variable of the time node,

BBB B B

Output

Hidden layer

Import

t1 t2 t3 t4
(a) (b)

Figure 5: Schematic diagram of the recurrent neural network
mechanism. (a) Single layer recurrent neural network and (b)
recurrent neural network expanded by time nodes.
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mh represents the parameters of each gate, and rt represents
the hidden state of the cell.

When the calculation determines that the cell should retain
information, the input gate information and the input cell in-
formation are used for calculation, and the formula is obtained:

it � ε mh · xt−1, rt  + nh( . (17)

Multiply the state value of the cell at the previous time
point by the forget gate, and add it to the new candidate
value vector generated by the tanh function to obtain the
new cell state. +e updated formula is

et � tanh me · xt−1, rt  + ne( ,

et � ht × et−1 + it × et.
(18)

Finally, the output of the cell is determined by the state of
the cell, and the formula can be obtained:

yt � ε my · xt−1, rt  + ny ,

xt � yt × tanh et( .
(19)

3. Human Capital Digital Incentive
Mechanism Experiment

+e so-called incentive mechanism is a way to reflect the
interaction between the incentive subject and incentive
object through a set of rational systems. It is also the sum of
the internal operation structure and development and
evolution law of enterprise incentive employees. It is an
institutional system established and implemented to make
the personal behavior of enterprise employees consistent
with the enterprise objectives, realize the win-win strategy
of enterprise and employees, and give full play to the
personal ability of each employee [24]. +e establishment
of the incentive mechanism is inseparable from the

interpretation of incentive theory. +e traditional moti-
vation theory is mainly divided into two categories: process
type and content type. Content type includes Maslow’s
hierarchy of needs theory, two-factor theory, ERG theory,
etc. +ey focus on researching the starting point and source
basis of incentives, meeting the basic needs of employees,
and mobilizing the enthusiasm of employees through in-
centive systems. Process motivation theory mainly includes
Locke’s goal setting theory, Froome expectation theory, etc.
+ey impress the psychology of employees through the
incentive process, including what kind of goal needs to be
achieved and what kind of reward can be obtained after a
big wish, both material rewards and spiritual rewards, and
then stimulate the enthusiasm of employees and strength.
+is paper took a high-tech enterprise as an example to
discuss the current situation and problems of human
capital in the company.

3.1. :e Status Quo of the Company’s Human Capital.
+e current situation of the human capital of the company is
shown in Figure 7 and Table 1, which is the company’s
personnel distribution in 2021 and the distribution of em-
ployees’ technical grades and educational levels. With the
development of the company, the number of employees
continues to grow. +e company’s front-line employees ac-
count for 64% of the company’s employees, and the technical
employees account for 26%. From the technical level and
educational level of the company’s employees, it can be seen
that the educational level is 32.4% of technical secondary
school and high school staff, 52.98% of junior high school and
below employees, and 86.8% of the total number of people
without professional titles, indicating that in the company,
general technical personnel account for a large number of the
total number, and the proportion is unbalanced.

Although the company had achieved some operating
results, there were still many problems in human capital
incentives. +e unreasonable salary structure of employees
and the low salary level led to a serious loss of manpower in
the company. +e company’s incentive mechanism did not
play an effective role, the salary level did not meet the ex-
pectations of employees, and some excellent technical talents
chose to change jobs.

Table 2 shows the company’s technical talent loss in
2018. Over a four-year period, the attrition rate of technical
managers was greater than that of general technical per-
sonnel. From 2018 to 2021, the company lost one technical
manager per year, with a maximum turnover rate of 50%.
+e turnover rate of general technicians had increased year
by year, rising from 12% in 2018 to 17% in 2019, as high as
21% in 2020, and 25% in 2021. It can be seen from the data
that the ratio of technical personnel turnover has reached a
quarter in the past four years. +ere are many reasons for
general employees to leave, but salary is a very important
factor. Coupled with the increase of external competitive
pressure, many employees will choose rival companies with
more reasonable salary structure and in line with their
expectations. +erefore, establishing a reasonable and per-
fect salary system is the basic method to retain talents.

€

& Cell

€€

&

Hidden state
Input

Forget gate

Input gate Output gate

Ct-1

Figure 6: Schematic diagram of the basic functional unit gate
structure of the long-short-term memory model.

6 Mathematical Problems in Engineering



3.2. Comparative Analysis of the Weights of Human Capital
Incentives. As shown in Figure 8, it is the vertical plane
coordinate axis of the analysis of the combined character-
istics of human capital material and spiritual incentives. +e
points on the coordinate axis correspond to the corre-
sponding combination of excitation types, including the
indifference curve and the ability growth curve. +e indif-
ference curve represents the combined preference for the
two incentives, and the ability growth curve represents the
preference for a certain incentive. It is found that whether it
is material incentive or spiritual incentive, the two com-
plement each other and form the characteristics of mixed
cross-demand. Material incentives provide material condi-
tions for employees to survive and develop, followed by
spiritual needs.

Starting from the four factors of human capital’s
material incentive, emotional incentive, cultural incen-
tive, and work incentive, the satisfaction performance of
the company’s incentive system on the four levels of

technical managers and general technical personnel is
obtained by collecting the satisfaction of the company’s
employees.

Material incentive is the basis of the incentive
mechanism. Its core is to link the interests of the enter-
prise with the personal interests of employees so that the
objectives of the enterprise can become the consistent
objectives of employees’ work. As can be seen from
Figure 9, technical managers are more satisfied with the
company’s material incentive system than the general
technical staff. +e satisfaction of general technicians is
relatively low, and the satisfaction with the proportion of
various incentive elements is also relatively low. For
general technicians, the satisfaction of vocational training
at the beginning of entry is higher. It reflects the un-
reasonable salary structure of technical management
personnel and general technical personnel, and the pro-
portion of performance appraisal elements is relatively
large. +erefore, when establishing a digital incentive

Table 1: Distribution of technical grades and educational levels of employees in 2021.

Educational level Number of
people

Proportion in total
(%) Technical grade Number of

people
Proportion
in total (%)

Graduate student 4 2 Senior title 3 1.4

Undergraduate 24 5.68 Intermediate
title 8 3.4

Specialty 36 8.32 Primary title 36 8.4
Technical secondary school and senior high
school 64 32.4 No title 155 86.8

Junior high school and below 72 52.98

Table 2: Technical staff turnover from 2018 to 2021.

Loss type number of people
lost

2018 2019 2020 2021
Loss

number
Loss rate

(%)
Loss

number
Loss rate

(%)
Loss

number
Loss rate

(%)
Loss

number
Loss

rate (%)
Supervisory engineering staff 1 25 2 50 2 50 1 25
General technical personnel 11 12 14 17 17 21 20 25
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Figure 7: Company personnel distribution in 2021.
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system, it is necessary to strengthen the optimal combi-
nation of salary treatment and performance appraisal and
take into account other factors.

+e most commonly used incentive methods in en-
terprise emotional incentive are integration incentive,
questioning incentive, authorization incentive, partici-
pation incentive, and tolerance incentive. From Figure 10,
it can be seen that emotional incentive satisfaction and
paying attention to employees’ emotional needs are also
key parts of establishing a mature incentive system. +e
above data shows that the two types of employees are less
satisfied with caring for employees and honoring them,
and the emotional needs of employees are not met.
+erefore, when establishing a digital incentive system, it
is necessary to focus on the concern and praise of

employees in terms of emotional incentive factors and to
take into account other emotional factors.

Cultural incentives are an invisible force emanating
from an enterprise’s corporate culture. According to
Figure 11, the two groups of technicians are highly satisfied
with the communication rapport, especially the technical
management staff’s satisfaction with the communication
rapport reaches 56.1%. Two groups of employees are less
satisfied with the organizational culture and work envi-
ronment. +erefore, when building a new digital incentive
system, more consideration should be given to enhancing
the fun of organizational activities, relieving employees’
pressure, and at the same time creating a good working
environment and atmosphere so that employees can work
better.
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Figure 8: +e combination of the human capital material and spiritual incentives.
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Figure 9: Employee satisfaction with material incentives. (a) Two types of employee satisfaction and (b) comparison of two employee types.
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From Figure 12, technical managers and general tech-
nical staff have the highest satisfaction with technical col-
laboration among members. +e data results show that it is
necessary to improve the challenge and autonomy of em-
ployees in their work. +e low satisfaction of employees in
this area also indicates that employees have higher re-
quirements for themselves. +erefore, in the design of the
digital incentive system, the challenge and autonomy of

work should be strengthened so that employees can realize
their maximum value.

As can be seen from Table 3, a mature and effective
incentive system can be constructed according to the pro-
portion of each element. Material incentives are the foun-
dation of all incentives, and spiritual incentives are the core.
Only by combining the two can achieve the effectiveness of
the incentive system.
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Figure 10: Employee satisfaction with emotional motivators. (a) Two types of employee satisfaction and (b) comparison of two employee
types.
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Figure 11: Employee satisfaction with cultural incentives. (a) Two types of employee satisfaction and (b) comparison of two employee types.
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3.3. Incentive Mechanism Model Construction. +e estab-
lishment of a reasonable incentive system for enterprises
is conducive to the common development of enterprises
and employees. In the incentive mechanism model in
Figure 13, the company provides employees with a fa-
vorable working environment and a good corporate
culture. By striving to achieve goals at work, the material
and spiritual needs of employees are met. Increasing the
challenge and innovation of work can stimulate the in-
ternal potential of employees. At the same time, a rea-
sonable and effective incentive system can retain excellent
talents for enterprises, create a benign competitive en-
vironment for employees, mobilize employees’ enthusi-
asm, and attract excellent talents for the company to a
certain extent.

4. Discussion

In this paper, various deep learning algorithms were applied
to the human capital incentive system, and the character-
istics of employees’ satisfaction with the incentive mecha-
nism were summarized and analyzed, and then an incentive
mechanism that meets the needs of most employees was
constructed according to the satisfaction characteristics.
From the comparative analysis of the weights of human
capital incentive factors, it could be seen that the company’s

technical personnel strongly required the company to meet
their needs in material and spiritual rewards among the four
categories of incentive factors. Under these circumstances,
the company’s incentive mechanism should be optimized
and integrated to maximize the interests of the company and
employees.

5. Conclusions

+e success of an enterprise is inseparable from the
reasonable human resources incentives of the enterprise.
Building a reasonable and effective incentive mechanism
and using effective incentives to maximize corporate
profits and enable enterprises and employees to obtain the
most optimal and most satisfactory benefits are the result
of their joint efforts. Based on various methods of deep
learning, in order to protect the basic needs and rights of
employees at work, the company must establish basic
incentive methods, incentive directions, and incentive
time, and adjust the salary structure. +e company must
optimize the combination of company systems, improve
the market structure, provide employees with a better
working environment and organizational culture, and
enhance their enthusiasm based on the principles of
fairness, justice, and efficiency [25].
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Figure 12: Employee satisfaction with job motivators. (a) Two types of employee satisfaction and (b) comparison of two employee types.

Table 3: Analysis of the four motivating factors of human capital.

Factor satisfaction Very satisfied Satisfied Commonly Dissatisfied Very dissatisfied Satisfaction (%) Proportion of
each factor

Material incentive factors 10 40 51 12 10 40.7 0.21
Emotional incentives 8 38 60 9 8 37.4 0.34
Cultural incentives 9 40 59 9 6 39.8 0.24
Job incentives 8 42 55 10 8 40.7 0.21
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Deep learning is an important concept introduced into modern learning science. It is di�erent from the surface learning of
mechanically and passively acquiring knowledge and storing individual information but emphasizes learners’ active and critical
learning. It wants them to understand the full meaning of what they have learned. By establishing a link between existing
knowledge and new knowledge, it transfers existing knowledge to a new environment, makes decisions, and solves problems.
Deep learning plays an important role in students’ learning. Deep learning ability is the key factor a�ecting the quality of learning
and the development of students’ academic ability. �e quality of in-depth teaching is di�cult to guarantee, which requires a
complete, comprehensive, and evaluation system to evaluate it. �is paper introduces the analytic hierarchy process to weight the
indexes in mathematics deep learning and puts forward some suggestions on creating an environment for deep learning. �e
experimental results show that teachers’ teaching accounts for the highest proportion of primary indicators, reaching 67%.
Multimedia resources account for the highest proportion of secondary indicators, reaching 73.01%. �is paper then puts forward
some suggestions for indicators with large weights.

1. Introduction

A common problem with school curricula today is that they
are not comprehensive and are still quite super�cial. In class,
the information received by students is often only super�cial
understanding, mechanically printed in their memory; they
are only application, and the information they master is only
super�cial. Restricted by many factors such as examination,
there are still many problems in classroom teaching. �ere
are still a considerable number of teachers who take the
“spoon feeding” and “indoctrination” teaching methods as
the leading teaching methods, regard students as a container
for receiving knowledge, and do not regard students as a
complete “person.” It lacks humanized education; of course,
it cannot promote people’s long-term and all-round de-
velopment, and teaching is a lack of innovative
consciousness.

Deep learning is more than just teaching super�cial
knowledge. Instead, it makes teaching adapt to students’
cognitive styles and individual di�erences, which enables

them to study deeply. Deep learning aims to greatly change
students’ learning process and results through teachers’ deep
learning. �e goal of positive deep learning is to �nd ways to
teach less and learn more. It makes the school happy and
peaceful and reduces the unpleasant burden. �e innova-
tions of this paper are as follows: (1) this paper uses analytic
hierarchy process to analyze the data, constructs the model
of in-depth teaching quality evaluation system, and deter-
mines the weight of single ranking index of in-depth
teaching quality evaluation. (2) On the basis of establishing
the model of evaluation information collection and pro-
cessing, this paper divides the evaluation information into
indirect and direct evaluation information according to
whether it can directly re�ect the evaluation results.

2. Related Work

Relevant scientists have done the following research on deep
learning teaching. Hossain D. proposed a method based on a
deep belief neural network for target detection. A robot took
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an object of the user’s choice and placed it at the desired
location. *e three developed learning systems are easy to
use for nonempirical experts and give different results in
terms of time and accuracy to complete the task. *e
proposed method can simplify the use of a robot manipu-
lator and help inexperienced users in various assembly tasks.
It applies it to object detection and implements three in-
tuitive schemes for learning robot manipulators [1]. Li
discussed the characteristics of university music education in
relation to other cultural subjects, the potential of multi-
media technology in school music education, and the
complementary role of music education. It proposed in-
telligent functions of deep learning algorithms to monitor
the teaching and learning process of music and analyze its
quality. He presented a multimedia teaching plan with
theoretical guidelines and references for the application of
multimedia technology in music education in Chinese high
schools and universities [2]. Long and Zhao used particle
swarm image recognition and deep learning technology to
process intelligent classroom video, extract features for
classroom tasks in real time, and send them to the teacher.
To overcome the early convergence of the conventional
optimization algorithm, it proposed an improved strategy
for multiparticle swarm optimization algorithm. To improve
the search efficiency of the PSO algorithm and solve the
problem of early convergence of the algorithm, he combined
useful features from other algorithms into the algorithm.
*is increases the particle diversity of the algorithm and
improves the overall particle search performance. As a re-
sult, efficient feature extraction is achieved [3]. Considering
the analytical hierarchical process, the participating re-
searchers have conducted the following studies. Jagtap and
Bewoor introduced an application of the analytical hierar-
chical process to the identification of key equipment in a
thermal power plant. In this analysis, based on the analytical
hierarchical process, four criteria are considered in the
critical analysis, namely, the impact of the faulty equipment
on power generation, environment and safety, the frequency
of faults, and maintenance cost. *e study considers the
main equipment of thermal power plants, namely, steam
turbine, generator, induction fan, forced draft fan, primary
pressure fan, boiler feed pump, cooling water pump, con-
denser water pump, and HV motor for mills [4].

Student evaluation of teaching can improve the quality
of higher education. Emmanuel proposed a holistic method
for assessing higher education that combines a hierarchical
analytic process and data-driven analysis. *e hierarchical
analytic process allows for varying the importance of dif-
ferent standards for teaching performance, while the data-
driven analysis compares teachers’ opinions about students
and determines the degree of improvement for each teacher.
He used data from Greek universities to illustrate the
proposed method for evaluating teaching [5]. Timiryanova
aimed to link the geographical level with the order of re-
production. He tried to decompose the observed changes in
transportation volume with a hierarchical linear model
according to the hierarchical structure of economic space.
*e results show that the analytic hierarchy process can be
used to analyze the relationship between production,

distribution, and consumption. In the territory under
consideration, transport volumes were mainly affected by
domestic consumption, while the impact of wholesale trade
was much smaller. *e application of analytic hierarchy
processes strengthens the analysis of reproduction [6].
Supplier selection has been addressed in the supply chain
management literature. It is very important because it affects
the composition, strategy, and performance of the whole
supply chain. Santis R proposed a decision model based on
the hierarchical analytical fuzzy process (AHP) and applied
it to the practical case of selecting a maintenance supplier for
a large Brazilian railroad company. He used eight criteria to
evaluate five potential suppliers [7]. In the above study, deep
learning and the application of the analytic hierarchy process
are analyzed in detail. It is undeniable that these studies have
contributed significantly to the development of these fields.
We can learn a lot about methods and data analysis.
However, the analytic hierarchy process has been relatively
studied in the teaching of deep learning, and it is necessary to
fully apply these techniques to research in this area.

3. Teaching Methods of Mathematics
Deep Learning

3.1. Deep Learning Teaching. Deep learning is a form of
learning based on understanding. Learners can critically
absorb new knowledge and ideas, integrate new knowledge
and ideas into existing cognitive structures, establish con-
nections between multiple ideas, and transfer existing
knowledge to new situations to make decisions and solve
problems. Deep learning refers to the process of learning and
the situation of learners’ learning. *e focus is on learners’
deeper understanding of the basic concepts and principles of
knowledge and their own joint construction of learning
content and knowledge [8].

In deep learning, learners can connect new ideas and
concepts with previous knowledge and explore basic prin-
ciples and models. By actively evaluating new ideas and
conclusions, they integrate learning into the relevant con-
ceptual framework and understand the dialogue process of
knowledge construction. It critically examines the logic of its
claims and consciously reflects on its own learning and
knowledge. Deep learning is a learning process, which selects
challenging and stimulating topics under the guidance of
competent teachers. Students can actively and wholeheart-
edly participate in it, experience the richness of the process,
and acquire relevant development skills [9]. Deep learning
not only focuses on the knowledge and skills eventually
acquired by individuals but also focuses on understanding
the nature of learning, unique interests, and valuable needs
formed in the process. Deep learning is not passive learning
but an intensive process and space of active exploration,
active construction, and rational application under the
guidance of teachers. *e process of deep learning can also
be said to be a deliberate learning process. It pays more
attention to exploring the essence of learning, discovering
the significance of students’ learning, and cultivating stu-
dents’ habit of independent learning through active explo-
ration [10].
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In the classroom learning under traditional pedagogy,
learners regard the course content as the content that has
nothing to do with their existing knowledge and experience.
Learners regard the course content as irrelevant knowledge
fragments or modules. Learners cannot understand why and
how to do it, just memorize facts and imitate operating
procedures. Learners have great difficulties in understanding
concepts different from the contents of this book. *e
learner always regards static knowledge as the authority.
Learners cannot consciously reflect on their learning in-
tentions and their own learning strategies.

It analyzes the key and difficult points in the theme of
teaching and looks for teaching methods that are more
conducive to students’ cognition. Only when teachers are
familiar with the key and difficult points in the teaching
process can they have targeted teaching. At the same time,
the key and difficult points of knowledge also run through
the main line of the whole teaching process. It is also the
direction for teachers and students to overcome together.
Teachers should carry out corresponding situational
teaching from students’ existing cognitive structure and
improve students’ cognitive structure and learning transfer
ability on the basis of students’ familiarity. Its carefully
designed key and difficult teaching process can effectively
promote the construction of students’ knowledge structure
and form correct mathematical ideas and values. At the same
time, it also increases students’ desire to explore knowledge
and expand their horizons.

*e effectiveness of teaching depends not only on
teachers’ teaching methods but also on students’ learning
level. Teachers’ teaching does not match students’ learning.
*e teachers of intensive teaching are different from the
students of intensive learning. *erefore, teaching should
focus on students’ learning and be based on observing and
analyzing students’ learning. Contemporary learning theory
holds that students’ learning is multidimensional and ho-
listic, and the formation of knowledge and meaning, the
development of skills, and the acquisition of emotional and
behavioral values form a whole in deep learning [11]. At
present, teacher-centered learning is contrary to the basic
learning law that determines students’ learning style. Chi-
nese textbooks have been in the process of reform. *e
connection between disciplines and between grades is be-
coming more and more obvious. However, it cannot ef-
fectively understand the teaching materials and knowledge
system. Teachers ignore the links between chapters and
disciplines in the process of teaching. It is often a lesson, a
topic, and a unit. *is makes many students not aware of the
connections between various knowledge points, and they are
often unable to apply flexibly, change, and adapt, let alone
learning transfer. *e cohesion of teaching materials and
teachers’ own cultural cultivation and knowledge reserve
have a great relationship with whether students can learn
effectively [12].

*eme teaching is one of the effective teaching modes to
promote students’ in-depth learning. It can not only let
teachers guide students around a certain knowledge theme,
make students change and improve their cognitive structure,
and improve their learning transfer ability. It can also

integrate the three-dimensional goals of students’ knowl-
edge, skills, emotional attitudes, and values. At the same
time, it can also enable students to actively participate in
teaching, feel its rich process, and obtain corresponding
development ability. It enables students to understand the
essence of learning, unique high-level emotion, positive and
optimistic attitude, and correct value orientation formed in
this process [13]. As shown in Figure 1, it is the framework
diagram of theme teaching research design.

*e theme is the link between all things and one or more
characteristics, such as the concept of integrity in the first
section of the first chapter of middle school mathematics.
*ematic teaching is a way of planning and teaching in-
formation in a specific context or in a common or similar
learning style. Special subject teaching is to guide people to
learn interdependent knowledge modules through various
research and teaching methods. It is a way to change and
strengthen people’s cognitive structure. Topic teaching is
actually a form of learning. Teachers guide students to find
their own way of learning and thinking about a topic. Its
purpose is not to acquire knowledge but to pay attention to
imparting knowledge, improving skills, strengthening
emotional experience, and cultivating correct values in the
learning process. Figure 2 shows the schematic diagram of
theme teaching design.

In terms of computer artificial intelligence, deep learning
actually refers to algorithmic thinking. Its core is that the
computer simulates the deep thinking of the human brain,
so as to realize the complex operation of data [14]. In the
field of artificial intelligence, computer processing infor-
mation is a process of automatic coding and automatic
decoding. It is a process from data extraction, abstract
cognition to optimal selection. *e human brain processes
information layer by layer. Computer artificial intelligence
simulates the cognitive structure of the human brain to
process complex information. Artificial intelligence does not
rely solely on data models. *e process of artificial intelli-
gence simulation from symbol reception, decoding, and
connection establishment to optimal selection is also
structured [15].

It is a great advantage for learners to use rich curriculum
resources and Internet resources for learning. To show
learners’ learning process and meaning construction pro-
cess, what is more effective is the amount of data down-
loaded by learners. *e resources here include the resources
of the course itself (usually provided by teachers) and In-
ternet resources. *e former includes the use of resources in
the in-depth teaching platform (such as problem resources
and e-library). We can determine the online learning time of
learners by recording the time when they log in and log out
of the system. It provides learners’ learning range, learning
progress, and other information through the browsing range
and times of the course content page. It uses the browsing of
problem resources and e-library materials to understand the
depth and breadth of learners’ learning. It uses learners’
statements in the discussion area or chat room to collect
learners’ learning attitude, understanding of learning topics,
problem solving, adjustment of learning strategies, and
meaning construction.
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*e depth of teaching is the real meaning of teaching. It
goes beyond superficial symbol communication and de-
velops from superficial symbol teaching to the teaching with
real logical significance. *e depth of teaching does not
mean deepening the teaching content or increasing the
teaching difficulty. It is not to increase the difficulty of
knowledge and infinitely expand the number of knowledge
but to guide students to comprehensively deal with
knowledge and information. It helps them deepen their
mastery of knowledge and achieve real understanding. It is
learning in context, meaningful learning, developmental
learning, interactive learning, and the development of at-
titudes and emotional values in a special sense [16]. *e
depth of learning refers to the degree of explanation and
development of students’ knowledge. Deep learning does not
rely on technology and procedures to guide the teaching
process, and increasing students’ knowledge is the only
purpose of teaching, but focuses on the essence of teaching.

It pays attention to the teaching situation and process and
the value and significance of teaching. It emphasizes that
students learn to change from superficial symbolic knowl-
edge to the symbol of knowledge, real thought, method
system, general logical structure, and real in-depth under-
standing. *e general logical structure and corresponding
value and significance transform traditional symbolic
learning into deep and meaningful learning in the general
sense, making students’ learning full of happiness, signifi-
cance, and humanistic interest [17].

It forms a relationship of listening to each other at-
tentively. *ey are good at appreciating each other’s feelings,
understanding each other’s meaning, opening up, and
accepting each other. If the atmosphere of listening to each
other flows in the classroom, the knowledge and information
expressed by teachers and students will have their own
emotional factors and the temperature of their own lives.
*e teacher’s classroom discourse is not just to convey

Mathematical Core Literacy

Deep learning

Metacognitive theory Constructivist theory Learning Transfer Theory

The Reform Concept of the New
Mathematics Curriculum Standard

Subject teaching

Teaching material

Traditional teaching analysis

Thematic Instructional Design and Analysis

Figure 1: Framework diagram of theme teaching research design.
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knowledge but a sense of skin-cutting flowing from the
depths of his heart. What students say is not only the correct
answer the teacher wants but the real idea in his heart. Such
teaching provides students with the opportunity to give birth
to wonderful ideas.

Deep learning does not mean a specific teaching method,
tool, or strategy but a real teaching concept.*e process of in-
depth teaching is aimed at students’ growth and development,
developing their internal rich emotions, caring for the con-
sistency of students’ life development, and looking for
guidance for the quality development of teaching in the fu-
ture. Structuralists pay attention to the basic structure of the
discipline, while teachers pay attention to students’ under-
standing and mastery of the basic structure of the discipline.
Constructivism emphasizes foundationalism, which means
that concepts must be both broad and adaptive. On the other
hand, structure refers to the relationship between the basic
concepts, principles, and laws of various disciplines. In the
context of a specific field, it refers to the concepts, principles,
and legal system that are crucial to the field [18].

3.2. Analytic Hierarchy Process. Analytic hierarchy process is
mainly used in dealing with multiobjective factor optimiza-
tion problems, resolving complex problems into several level
problems, and making comparative judgment based on ex-
perience. By calculating the proportion of each level index to
the total target weight, the greater the weight proportion, the
best the scheme. It implements relevant strategies for the
scheme according to the modeling results [19]. *e steps of
analytic hierarchy process are as follows: (1) It establishes a
hierarchical index model. *rough the combination of lit-
erature search and actual situation, the research problem of
decision-making is divided into several levels, including
general goal, subgoal of each level, evaluation criteria, and
scheme level. (2) *e construction of the judgment matrix is
to find out the key factors in the same level of indicators
according to experience, compare the two factors according to
subjective opinions, and determine the weight of the upper
level goal, so as to construct the judgment matrix. *rough
the comparison of quantitative figures, it transforms the
research object from qualitative problems to quantitative
problems, which can better describe the objective reality. It
provides a mathematically accurate description for practice.
(3) It solves the judgment matrix by calculating the maximum
eigenvalue of the determinant of the judgment matrix. It
calculates the corresponding feature vector according to the
maximum feature root and uses normalization processing to
obtain that each feature vector is the weight of each index,
which determines the quality of the scheme according to the
weight [20]. (4)*e rationality test of its judgment matrix is a
judgment matrix constructed according to subjective factors,
which is the ranking result between indicators. *ese indexes
are not completely transitive. *e eigenvectors are calculated
according to the matrix, and the weights represented by these
eigenvectors may not be combined with reality. At this time,
the weight needs to be tested at one time, and the pairwise
comparison matrix is constantly modified according to the
test until it passes the test. (5) *e consistency test of overall

objective ranking calculates the maximum eigenvalue of the
matrix by constructing the pairwise comparison judgment
matrix. It calculates the feature vector according to the feature
root and obtains the weight of each index. It sorts the pro-
portion of the total target weight according to the weight of
each index to determine the importance of each factor. At this
time, the results are not necessarily accurate, and a one-time
inspection is still needed. If the inspection fails, it needs to be
adjusted until the inspection passes.

Hierarchical single ranking refers to the relative weight
of each factor of all judgment matrices according to its
criteria. In essence, it is to calculate the weight vector. Each
column of the consistency judgment matrix is normalized
and calculated by using the principle to obtain the corre-
sponding weight. It normalizes and calculates each column
of the inconsistency judgment matrix to obtain the ap-
proximate corresponding weight.
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where a is the number of elements and kk is the number of
layers of element sorting.
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where CIv is the consistency of single sorting and RIvRIv is
the mean random consistency.
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where ϕmax is the maximum eigenvalue and b is the order.

Dk � 
b

u�1
rku, (6)

where DkDk is the sum of all times or times and bb is the
total number of students.

avgk �
Dk

b
, (7)

where avgkavgk is the average time or times in the index.

x1 � 
b

u�1
Iu × Pu( , (8)

where x1 is the ssessment of learning activities.
Analytic hierarchy process is a systematic and hierar-

chical analysis method, which combines the qualitative and
quantitative analysis of nonqualitative events. It is mainly
used for decision-making problems under uncertainty with
only a few analysis criteria. In this method, a complex
problem is decomposed into various factors, which are
grouped in a dominant relationship to form an orderly level.
*e importance of each factor is determined by two com-
parisons, which then combines human factors to determine
the order of possibilities. Analytic hierarchy process aims to
simplify complex problems. It divides it into different levels
by establishing an interactive level. *rough detailed
quantification and evaluation, it helps decision makers make
appropriate decisions and reduce the risk of wrong deci-
sions. It ensures the scientificity of qualitative analysis, the
accuracy of quantitative analysis, and the consistency of the
overall evaluation of qualitative and quantitative indicators.
It is a simple, flexible, and practical multistandard decision-
making method. Since its introduction, analytic hierarchy
process has been widely used to solve the problems of
various industries.

*e basic principle of analytic hierarchy process is to
decompose all levels of complex problems into orderly levels
and connect them together. Elements at each level have
roughly the same status. Each level has a specific relationship
with its previous and subsequent levels, and an orderly
hierarchical model is formed on the basis of mutual rela-
tionship. Hierarchical model usually consists of some key
levels, such as goal level, standard level, and decision level. In
a recursive hierarchical model, the importance of each level
is quantified through the evaluation of some objective facts,
that is, the level. *rough two comparisons and quantifi-
cation, the relative importance of each layer of facts is de-
termined and an evaluation matrix is formed. *en, the
relative importance weight of each index in the evaluation
matrix is calculated by mathematical method. Finally, by
combining the relative weights of the importance of each
layer, it calculates the relative importance weights of the
indicators of each layer in the recursive hierarchy model to
calculate the weights of all indicators. Figure 3 shows the
technical roadmap of analytic hierarchy process.

Analytic hierarchy process takes the research object as a
system and makes decisions according to the thinking mode

of decomposition, comparative judgment, and synthesis. It
has become an important tool of system analysis developed
after mechanism analysis and statistical analysis. *e idea of
the system is not to cut off the influence of various factors on
the results, and the weight setting of each layer in the analytic
hierarchy process will directly or indirectly affect the results.
Moreover, the degree of influence of each factor in each level
on the results is quantified and very clear. *is method can
especially be used for the systematic evaluation of un-
structured characteristics and the systematic evaluation of
multiobjective, multicriteria, and multiperiod. *e function
of analytic hierarchy process is to select the best one from the
alternatives. When applying the analytic hierarchy process,
there may be a situation where our own creativity is not
enough, resulting in the fact that although we choose the best
of many schemes we think of, the effect is still not good
enough for the enterprise. *en, it points out the short-
comings of the known scheme or even puts forward the
improvement scheme; this analysis tool is more perfect. But
obviously, analytic hierarchy process has not been able to do
this.

Analytic hierarchy process regards a subject as a system
and decomposes and compares the influence of various
factors on the evaluation results of the whole system. *e
contribution of each level in the analytic hierarchy process
has a direct or indirect impact on the final evaluation results,
and the impact of factors at each level on the final evaluation
results can be quantified in a very clear way. *is method is
very suitable for multiobjective, multicriteria, and multi-
phase systems. Hierarchical analysis is easy for decision
makers to understand and use. *e foundation and steps are
very simple and easy to calculate, and the results are not
complex. *e evaluation of the relative importance of each
level of reasoning is transformed into the analysis of the

Mathematics Deep Learning Teaching

Documentation Practical research,
design questionnaire

Theoretical analysis
Problem, cause analysis

Mathematical
modeling

Deep Learning
Teaching Decisions

Summary
reflection

Effective strategy

Figure 3: AHP technology roadmap.
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relative importance of the human decision maker, and the
evaluation of the component of each level of reasoning is
based on the calculation. Analytic hierarchy process is most
suitable for the hierarchical system with interrelated eval-
uation indexes and decision-making problems whose target
value is difficult to quantify. *is paper uses the analytic
hierarchy process, which is widely used in system evaluation,
system design, and decision-making. It examines the eval-
uation standards of deep learning quality from three dif-
ferent perspectives and analyzes the quality of deep learning.
It identifies five of the many factors that affect the quality of
education: educational services, educational management,
teachers, students’ learning, and social reputation.

Analytic hierarchy process is mainly used in the fields of
safety science and environmental science. In the aspect of
safety production science and technology, the main appli-
cations include coal mine safety research, hazardous
chemicals evaluation, oil depot safety evaluation, urban
disaster emergency response capacity research, and traffic
safety evaluation. *e application in environmental pro-
tection research mainly includes water safety assessment,
water quality indicators and environmental protection
measures, eco-environmental quality assessment index
system, and determination of pollution sources in aquatic
wildlife reserves. In addition, analytic hierarchy process can
be more used to guide and solve the problems encountered
in personal life, such as professional choice, job choice, and
house purchase choice. It can clarify the level of work ideas
and thinking problems by establishing hierarchical structure
and measurement indicators.

4. Teaching Experiment of Mathematics
Deep Learning

In this paper, through the design of in-depth teaching
program applied to the actual classroom, we can understand
what problems exist in the application of in-depth teaching
in the actual classroom. Figure 4 shows the classroom design
process of in-depth teaching.

In order to better understand the concept of students’
learning, we randomly select students for learning behavior
survey, and let students answer questions from multiple
perspectives, such as listening habits and attitudes,

questions, answering questions, group discussion, and so on.
Tables 1 and 2 show the students’ answers.

*is problem needs to consider the factors affecting the
teaching quality of deep learning. In this paper, the analytic
hierarchy process is used to determine the subjective weight
of each factor, and then the weighted sum is carried out, so as
to construct the model of distance teaching quality evalu-
ation system based on analytic hierarchy process. *e model
is divided into the following three layers. *e top layer of
distance learning quality evaluation based on analytic hi-
erarchy process is the target layer; the middle layer corre-
sponds to the primary index layer, and the bottom layer is
the criterion layer, which corresponds to the secondary
index layer. Figure 5 shows the quality evaluation of distance
teaching based on analytic hierarchy process.

In practice, a consistency test is needed to judge whether
the matrix meets the general consistency requirements. Only
when the general consistency is satisfied can the logical
rationality of the judgment matrix be confirmed, and then
the results need to be continuously analyzed. As shown in
Table 3, it is the average random consistency index.

According to the questionnaire survey, the proportion of
indicators obtained through statistics is shown in Figure 6.
As can be seen from the figure, teachers’ teaching accounts
for the highest proportion of primary indicators, reaching
67%. Multimedia resources account for the highest pro-
portion of secondary indicators, reaching 73.01%.

To sum up, it determines the index weight of hierarchical
single ranking of deep learning teaching quality evaluation
based on analytic hierarchy process as shown in Figures 7
and 8.

In order of importance, teachers’ teaching accounts for
40.89%, teaching management 21.96%, students’ learning
21.96%, facilities and services 7.59%, and social reputation
7.59%.

Deep learning must consider creating an atmosphere of
daily dialogue in the classroom, so as to truly connect the
classroom with life and re-establish the classroom life sit-
uation. Teachers should treat students as friends and
learning partners. Listening and responding are the proper
performance in class. It conducts in-depth learning in a
natural and cohesive dialogue environment, collects
knowledge, and concentrates culture and spirit. *e teachers
are full of true feelings and guided by good manners.

Pre-class Interactive
classroom Training class Reflection

classroom
Drive

classroom

Self-
understanding

Share
understanding

Test for
comprehension

Reflective
understanding

Use
understanding

Continuous feedback Keep improving

Evaluate Teaching, Reflect on Teaching

Figure 4: In-depth teaching classroom design process.
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Teachers and students realize opposite wisdom, mutual
arousal of emotions, mutual integration of souls, familiar
language forms, grammar between people, and affectionate
understanding, and learning becomes a seemingly simple
and pleasant dialogue. To build a learning community, we
should build a platform for communication. To establish a
community, we should create more opportunities for mutual
cooperation and learning. It has study report meeting,
reading exchange meeting, online blog forum, community

activities, and other projects, which are good communica-
tion platforms. In this process, teachers should play a
guiding role as the chief in equality. It includes how to
choose topics, find students’ potential in the process of
activities, give vivid guidance, guide the selection of mate-
rials and methods, reduce the blindness of learning, pay
attention to emotional communication, timely coordinate
and resolve contradictions, and promote the effective
implementation of learning activities.

Table 1: Questions in class and difficulties encountered in learning.

Take the initiative to ask the
teacher Discuss with classmates Solve by looking up data Nothing more

8% 36% 34% 22%
Actively raise your hand to
speak

Selective question and
answer

Only care about the part that interests
you

Only care about the part that
interests you

16% 44% 34% 6%

Table 2: Group discussions in classroom learning and what kind of lessons do you like.

Often discussed According to the actual situation,
occasionally discuss

Little opportunity for
discussion Do not know what to discuss

12% 38% 32% 18%
*e teacher explains
directly Teacher asks questions, students think Group discussion Carry out various forms of activities and

small competitions
6% 30% 9% 55%
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Figure 5: *e quality evaluation of distance teaching based on analytic hierarchy process.

Table 3: Mean stochastic consistency indicator.

Matrix order 1 2 3 4 5
RL 0 0 0.52 0.88 1.12
Matrix order 6 7 8 9 10
RL 1.25 1.36 1.42 1.46 1.49
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Figure 6: Percentage of indicators.
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To build a learning community, we must first have a
common vision of mutual recognition. A common vision is
the development of desire and vision established by the
community for teams and individuals based on the present
and pointing to the future. It has a strong driving force. In
the process of realizing the common vision, learners will
inspire great strength to pursue learning goals and the
meaning of life. It will integrate the personal vision into the
common vision and make the personal vision in harmony
with the common vision. It integrates individual wisdom
into the collective, learns in communication, and commu-
nicates in learning. *rough the impact of different thinking
and wisdom, it forms collective wisdom and realizes in-
depth learning in a democratic and harmonious atmosphere.

5. Conclusion

In the educational reform, different teaching methods have
appeared, but these teaching methods have the same effect
on students.*ose teaching methods are similar, and there is
no systematic teaching method to cultivate the educational
objectives and abilities of all students. Deep learning is a
model of science learning, which is different from the tra-
ditional classroom tolerance, strict attendance, and poor
teaching methods. After the improvement of curriculum
standards, teachers supervise in the classroom, and the
student-centered classroom teaching method can be con-
tinued. *is paper introduces the analytic hierarchy process,
constructs the deep learning teaching quality evaluation
system, and weights the indexes in the system. It puts
forward corresponding suggestions for different weights.
According to the results of mathematical modeling by

analytic hierarchy process, whether it is feasible in practice is
demonstrated, and the theoretical model is constantly re-
vised according to practical problems to guide teaching
practice.
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Monetary and scal policies are important means of macroeconomic regulation by the Chinese government, and their com-
bination is an important guarantee for the stable development of economy. We analyze the impact of monetary and scal policies
on capital structure adjustment and empirically test the data of Chinese nonnancial listed companies in A-share market from
2000 to 2020.�e research shows that, under the loose monetary policy and expansionary scal policy, enterprises will adjust their
capital structure upward, improve their asset-liability ratio, and speed up their capital structure adjustment. In addition, the speed
of capital structure adjustment of enterprises with low nancing constraints is faster than that of enterprises with high
nancing constraints.

1. Introduction

Monetary and scal policies are important means for the
Chinese government to carry out macroeconomic regulation
and control.�e combination of monetary and scal policies
is an important guarantee for the stable development of
economy in China. According to the instructions of the
Central Economic Work Conference, the Chinese govern-
ment has continued to implement a prudent monetary
policy and a proactive scal policy since 2019.

Judging from the actual operation of the People’s Bank of
China (PBC), the Chinese central bank adopted a moder-
ately loose monetary policy in 2019. In 2019, central banks
around the world entered the easing mode and began to
slash interest rates. From January 2018 to August 2019, the
real interest rate of Chinese enterprises rose from 1.4% to
4.8% after the PPI adjustment, and the PBC lowered the
required reserves ratio three times to release liquidity in the
market. Monetary policy has been adjustedmany times since
2004 in China. In 2004, China implemented a tight monetary
policy to curb economic overheating. From 2005 to 2006, the
Chinese government adopted a prudent monetary policy. In
2007, the PBC raised the required reserves ratio 10 times.
What is more, China implemented a moderately loose

monetary policy in response to the nancial crisis in 2008
and maintained a prudent monetary policy from 2011 to
2013. In addition, in 2019, China continued to implement a
proactive scal policy and began to cut taxes and fees on a
large scale. China’s scal policy mainly goes through the
following stages: rst, the proactive scal policy aimed at
expanding demand implemented in the early 21st century,
second, the relatively prudent scal policy period from 2005
to 2007, which was aimed at preventing the economy from
overheating, and third, the active scal policy since 2008,
which mainly includes expanding government public in-
vestment, promoting tax and fee reform, expanding do-
mestic demand and consumption, and optimizing the
structure of scal expenditure.

Adjustment of monetary policy and scal policy is
closely related to the development of national economy.
Monetary policy and scal policy will have a signicant
impact on the macroeconomic outlook, enterprise nancing
environment, nancing constraints, and the cost of -
nancing and then a�ect the behavior of enterprises, nancial
decision-making, and nancing strategy and nally a�ect the
enterprise’s capital structure. How will the monetary policy,
scal policy, and other macroeconomic policies a�ect the
adjustment of enterprise capital structure? What is the
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relationship between the adjustment of monetary policy and
fiscal policy and the adjustment speed of enterprise capital
structure? Are there differences in the impact of monetary
policy and fiscal policy on the capital structure of enterprises
with different financing constraints? All these problems are
worth studying.

To answer the above questions, we take the data of
nonfinancial listed companies in China’s A-share market
from 2000 to 2020 as samples, introduce macroeconomic
policy factors such as monetary policy and fiscal policy into
the partial adjustment model of capital structure, and sys-
tematically study the relationship between monetary policy,
fiscal policy, and capital structure dynamic adjustment. We
may have the following marginal contributions: First, it
discusses the impact of China’s monetary and fiscal policies
on the capital structure of enterprises from the perspective of
the relationship between macroeconomic policies and en-
terprises’ microbehavior. Second, the heterogeneity analysis
of monetary and fiscal policies on the speed of capital
structure adjustment is studied from the perspective of fi-
nancing constraints.

2. Literature Review

As Keynesian theory universally accepted by western gov-
ernments, national economy is developing from the era of
laissez-faire capitalism into the era of state capitalism. More
and more governments take intervention to economy
through macroeconomic policy. Chinese and other scholars
have studied macroeconomic policies and the relationship of
the capital structure adjustment. Huang and Jiang [1] found
a correlation between product market competition and the
speed of capital structure adjustment. Killi et al. [2]; Gu and
Zhou [3]; and Li and Pei [4] found that economic policy
uncertainty is correlated with dynamic adjustment of capital
structure. Liu et al. [5] systematically investigated the in-
fluence of macroeconomic environment on corporate le-
verage ratio. Levy and Hennessy [6]; Su and Zeng [7]; Jiang
and Huang [8]; Liu et al. [9] verified the significant impact of
macroeconomic environment on capital structure adjust-
ment through empirical research.

Many Scholars pay attention to the research on the
relationship between monetary policy and capital structure.
Gertle and Gilchris [10] found that monetary policy would
have an impact on the financing constraints of enterprises
and then affect the financing decisions of enterprises and
lead to changes in capital structure. Oliner and Rudebusch
[11] studied the classification of enterprise credit grades and
found that monetary policies have different influences on the
financing decisions of enterprises with different credit
grades. When monetary policies were tightened, enterprises
with high credit grades tended to borrow money by issuing
commercial paper while those enterprises with low credit
grades tended to borrow money from banks. After the 21st
century, the dynamic model of capital structure was
established, and empirical analysis became a research hot-
spot. Banerjee et al. [12] established the dynamic adjustment
model of capital structure for the first time and empirically
analyzed the relationship between currency supply and the

dynamic adjustment speed of domestic enterprises’ capital
structure in the United States and the United Kingdom. &e
empirical results show that the capital structure adjustment
speed of companies in American is faster than those in
British. Cooley and Quadrini [13] studied the impact of
monetary policy shocks on corporate financing decisions
and found that different enterprise sizes would have different
impacts in the face of monetary policy shocks, and the
impact of monetary policy shocks on small companies was
more significant. Cook and Tang [14] conducted an em-
pirical study on the relationship between macroeconomic
policies and the speed of capital structure adjustment and
found that the speed of capital structure adjustment was
faster in economic prosperity than in economic depression.
After 2010, more and more Chinese scholars began to pay
attention to the relationship between the changes of China’s
monetary policy and the capital structure of enterprises. Ma
and Hu [15] realized the connection between monetary
policy and credit channel; the study found that monetary
policy directly affects the supply of credit and the financing
constraint degree was closely related to the supply of credit,
which also proved that the capital structure of enterprises
with high degree of financing constraint is more significantly
affected by monetary policy. Nie and Luo [16] found that
increasing currency supply and lowering real interest rate
would speed up capital structure adjustment. Wu et al. [17]
took monetary policy tools as a starting point and found that
different monetary policy tools had different impacts on the
speed of capital structure adjustment. Song ’et al. [18] found
that monetary policies have different effects on the speed of
capital structure adjustment due to different growth char-
acteristics of enterprises. Yuan and Guo [19] found that easy
monetary policy would accelerate the speed of capital
structure adjustment, while monetary tightening policy
would slow it down. Most scholars in the study of rela-
tionship between monetary policy and capital structure are
given priority to theoretical analysis, analyzing the difference
of the degree of financing constraints which caused by the
microcharacteristics of companies such as enterprise scale,
enterprise growth, and credit rating.

On the relationship between fiscal policy and capital
structure, many scholars have also carried out many re-
searches. Choe et al. [20] and Boyer [21] discussed the in-
fluence of fiscal expenditure on macroeconomic aggregate
demand, consumption, and enterprise investment. He [22]
investigated the impact of fiscal policies on the capital
structure of Chinese listed companies for the first time in
China and found that the looser the national fiscal expen-
diture, the lower the target capital structure of enterprises,
and the tighter the national financial expenditure, the higher
the target capital structure of enterprises. Luo and Nie [16]
believed that expansionary fiscal policy would speed up the
adjustment of capital structure. Wang et al. [23] found that
local fiscal expenditure had a positive impact on the target
leverage ratio of enterprises, while central fiscal expenditure
had a negative impact on the target leverage ratio.&e papers
directly researching relationship between the fiscal policy
and the capital structure are not universal, and the Chinese
scholars began to study the relationship between fiscal policy
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and capital structure in 2010, while the fiscal policy mea-
sured by dummy variables instead of quantitative indicators
was lack of continuity.

Gulen and Ion [24] point out that there are various forms
of external environment uncertainty, and economic policy
uncertainty is an important uncertainty faced by enterprises
in developing economies. Policy uncertainty mainly consists
of policy expectation, implementation, and policy stance
change. Many scholars at home and abroad have shown that
the uncertainty of economic policies will have an important
impact on enterprise financing decisions and then affect the
change of enterprise capital structure, which is mainly re-
flected in the following two aspects: On the one hand, at the
level of capital demand, enterprise management will adjust
its expectation of the government’s policy implementation
according to changes in the uncertainty of economic policy.
Rao et al. [25] and Fabian [26] found that the uncertainty of
product demand is positively correlated with the uncertainty
of economic policy. If the uncertainty of economic policy
increases, Gulen and Ion [24] believe that corporate man-
agers are risk-averse, and the increase of economic policy
uncertainty will weaken their investment willingness, while
the decrease of investment scale will reduce financing de-
mand and thus promote downward adjustment of capital
structure. In addition, Wang et al. 27 found that as the
degree of economic uncertainty increases, the uncertainty of
corporate cash flow will also increase, and the risk of cor-
porate bankruptcy will also increase accordingly. Enterprises
will reduce debt financing to reduce corporate leverage ratio.
Julio and Yook [28] adopted the year of political election as a
proxy variable of policy uncertainty and found that cor-
porate investment decreased by 4.8% on average in presi-
dential election years compared with nonelection years. On
the other hand, the increase of economic policy uncertainty
will have a negative impact on the external financing en-
vironment of enterprises. Cao [29] found that the increase of
the uncertainty of economic policies would increase the
market’s expectation of the uncertainty of monetary or
credit policies and increase the risk of financial market.
Pastor and Veronesi [30] pointed out that the increase in the
uncertainty of economic policies would lead to drastic
fluctuations in corporate cash flow and increase the infor-
mation asymmetry between enterprises and creditors.
Creditors’ estimation of the net present value of enterprise
projects would also be more inaccurate, and the increase in
the probability of default risk would lead to the reduction of
capital supply by banks and other creditors. Francis et al.
[31] showed that increased economic policy uncertainty
would increase the nonperforming ratio of bank debt and
lead to tighter credit policies. With the increase of financing
costs and loan requirements of enterprises, banks would
reduce capital supply in a disguised way. Finally, the change
of economic policy uncertainty will have a significant impact
on corporate leverage and capital structure. Gong Rukai
et al. [32] found that economic policy uncertainty has a
significant negative impact on corporate leverage, and this
negative effect is more obvious in short-term debt ratio,
private, small-scale, and manufacturing enterprises. Wang
et al. [33] found that the uncertainty of economic policies

hindered the dynamic adjustment of capital structure
through the channel of uncertainty avoidance, and the
difference in sensitivity of policy changes in different in-
dustries affected the capital structure adjustment of enter-
prises in the industry. Gu and Zhou [3] found that, with the
increase of policy uncertainty, capital structure decisions
tend to be more and more conservative, and the value of
financial flexibility plays an important role in this process.
&e increase of policy uncertainty leads to the increase of
financial flexibility value, thus accelerating the speed of
capital structure adjustment of enterprises.

Harrod [34] proved that capital structure is always in the
process of dynamic adjustment. &e macroeconomic policy
is only one of the many factors that affect the adjustment of
enterprise capital structure. Fischer et al. [35] pointed out
that enterprises generally consider the adjusted income and
adjustment cost when deciding whether to adjust capital
structure, and enterprises will adjust only when the adjusted
income is greater than the adjustment cost. Tong [36]
verified the relationship between the speed and extent of
capital structure adjustment and the adjustment cost. &e
adjustment cost is related to the adjustment speed; the
higher the adjustment cost, the slower the capital structure
adjustment speed; on the contrary, the lower the adjustment
cost, the faster the capital structure adjustment speed. An
et al. [37] found that bankruptcy risk and information
disclosure are closely related to capital structure adjustment.

3. Theoretical Analysis and Hypothesis

Monetary policy refers to the control and adjustment of the
currency supply in circulation by the central bank through
monetary tools such as interest rate, exchange rate, open-
market operations, and required reserve ratio. First of all, the
interest rate is not only the most important index of capital
cost, but also the direct determinant of corporate debt fi-
nancing cost.&e interest rate will have an important impact
on corporate capital structure. Under normal circumstances,
when the interest rate is high, the PBC will carry out tight
monetary policy. At this time, the cost of direct debt fi-
nancing of enterprises increases, and the cost of capital
structure adjustment of enterprises also increases corre-
spondingly. &en the capital structure will be adjusted
downward, leading to the decreasing of the speed of capital
structure adjustment. On the contrary, when the interest rate
is low, the PBC will carry out loose monetary policy, which
would decrease the cost of enterprise capital structure ad-
justment. &en the capital structure will be adjusted upward
and the speed of capital structure adjustment will be
accelerated. Secondly, considering the credit transmission
mechanism, the changes of monetary policy will affect bank
credit scale through the credit transmission mechanism. In
general, when the tight monetary policy is executed by the
PBC, the banks will quickly reduce controllable credit scale
through the credit transmission mechanism. It will be more
difficult for the companies to get external financing, leading
to the rise of the cost of capital structure adjustment. &us,
the capital structure will be adjusted downward and the
speed of capital structure adjustment will be lowered. On the
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contrary, when the central bank implements loose monetary
policy, the controllable credit scale of banks will increase. It
will be easier for the companies to get external financing,
leading to the decrease of the cost of capital structure ad-
justment. &us, the capital structure will be adjusted upward
and the speed of capital structure adjustment will be
accelerated. Finally, considering the relationship between
the monetary policy and financial ecological environment,
Xie et al. [38] pointed out that the loose monetary policy will
optimize the financial ecological environment, alleviate the
financing pressure, and reduce the degree of financing
constraints of the enterprise. To a certain extent, these will
reduce the cost of capital structure adjustment and help to
adjust capital structure upward and speed up the capital
structure adjustment. In summary, the following hypotheses
are proposed:

H1: Tight monetary policy promotes the downward
adjustment of enterprises’ capital structure, while loose
monetary policy promotes the upward adjustment of en-
terprises’ capital structure.

H2: Tight monetary policy will slow down the speed of
enterprises’ capital structure adjustment; loose monetary
policy will speed up the enterprises’ capital structure
adjustment.

Fiscal policy means that the government adjusts the
total social demand through the allocation of fiscal ex-
penditure and the adjustment of tax policy. Chen and Yang
[39] pointed out that the government increased investment
and reduced tax rate, which indicated that the government
carried out the fiscal policy of expansion. With the mac-
roeconomic situation getting better and better, enterprises
could obtain more investing opportunities and have more
growing space. First of all, from the perspectives of mac-
roeconomic situation, the authorities carry out expan-
sionary fiscal policy, referring to the positive
macroeconomic situation, the improving of enterprises
growth, and the optimizing of enterprise management.
With the improvement of enterprise profitability and the
expansion of production, the fixed assets are also increasing
and the degree of financing constraints is decreasing. With
the increasing of credit scale obtained from banks, the
capital structure will be adjusted upward. At the same time,
the financing barriers of enterprises are reduced and the
financing cost is reduced, so the cost of capital structure
adjustment is reduced and the speed of capital structure
adjustment is accelerated. Second, according to the western
finance theory, treasury bonds influence the price of capital
in the market through the nature of the benchmark interest
rates. When suffering the economic depression, the au-
thorities tend to implement expansionary fiscal policy to
stimulate the economy by reducing national bond rate to
promote lower interest rates in financial markets. So the
enterprise external financing cost is reduced; the capital
structure is adjusted upward. &e decline of financial
market interest rate directly reduces the cost of capital
structure adjustment and accelerates the speed of capital
structure adjustment. Finally, considering the perspective of
industrial support, the financial support to enterprises from
Chinese government is a characteristic feature. In order to

support industrial development, the authorities will provide
financial capital to relevant enterprises by direct investment
and financial subsidies. Wu et al. [40] pointed out that
government supports including direct intervention means
such as financial support, technology regulation, and
market access, as well as indirect guidance means such as
financial subsidies, tax incentives, and financial policies.
When the government implements the fiscal policy of ex-
pansion, the direct financial support for enterprises will
increase. Meanwhile, the increase of government expen-
diture will also indirectly improve the business environment
and expand the capital source of enterprises. What is more,
the government support policies for relevant industries will
guide the investment of bank credit funds and adjust the
capital structure upward. &e decrease of capital structure
adjustment cost accelerates the speed of capital structure
adjustment. In summary, the following hypotheses are
proposed:

H3: Expanding fiscal policy promotes the capital
structure adjusted upward, while tightening fiscal policy
promotes the capital structure adjusted downward.

H4: Tightening fiscal policy will slow down the speed of
capital structure adjustment, while expanding fiscal policy
will increase the speed of capital structure adjustment.

4. Methods and Variables

4.1. Model Construction. In order to study the relationship
between corporate capital structure and monetary and fiscal
policies, based on the practice of Faulkender et al. [41], we
select a series of corporate characteristic variables to con-
struct equation (1) to fit the target capital structure and
deduce the capital structure adjustment speed of the
enterprise:

debratei,t � c + βXi,t−1 + ηMt, (1)

debratei,t means the enterprise capital structure; the vector
Xi,t−1 means the microcontrol variables influencing the
enterprise capital structure, the vector Xi,t-1 refers to a series
of (t-1) year characteristic variables of enterprises, including
company size, uniqueness, nondebt tax shields, profitability,
business growth, liquidity, and degree of financing con-
straints. &e β means the coefficient of characteristic vari-
ables of enterprises. &e vector Mt means the
macroeconomic factors affecting the capital structure. &e
vector Mt refers to the macroeconomic variables in t year,
including economic growth, monetary policy, fiscal policy,
and financial structure.

In order to study the relationship between capital
structure adjustment speed and monetary policy and fiscal
policy, we constructed the following model by referring to
Huang and Jiang [1]:

debtrate∗i,t � c + βXi,t−1 + ηMt, (2)

debtrate∗i,t means the optimal capital structure of enterprises
i in the year of t. Other variables have the same meanings as
described above. We use the partial adjustment model to
estimate and calculate the capital structure adjustment speed
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of enterprises. &e standard partial adjustment model is
established as follows:

debtratei,t − debtratei,t−1 � θ debtrate∗i,t − debtratei,t−1 ,

(3)

debtratei,t represents the capital structure of enterprise i at
the end of year t, debtratei,t−1 represents the capital structure
of enterprise i at the beginning of year t, the capital structure
is represented by the asset-liability ratio, and θ represents the
speed of capital structure adjustment1. θ � 0 means the
capital structure of enterprises has not been adjusted, and
the asset-liability ratio remains unchanged; θ<0 represents
that the capital structure adjustment of the enterprise de-
viates from the target capital structure; 0<θ<1 means the
direction of enterprise adjustment is consistent with the
target capital structure and has been partially adjusted; θ＞1
means the enterprise has excess adjustment on the target
capital structure.

In order to study the influence of macroeconomic policy
on the speed of capital structure adjustment, we regard θ as a
linear function of monetary policy and fiscal policy as shown
in

θ � α0 + α1Mact, (4)

where Mact is the monetary policy (fiscal policy) in t year.
Substitute equation (2) and equation (4) into equation (3),
and get equation (5) after sorting.

debtratei,t � α0c + 1 − α0( debtratei,t−1 − α1debtratei,t−1

× Mact + α0βXi,t−1 + α0ηMt + α1βXi,t−1

× Mact + α0ηMt × Mact + μi + λt + εi,t.

(5)

So the impact of monetary policy (fiscal policy) on the
speed of capital structure adjustment can be examined
through α0 and α1. In formula (4), the second part on the
right side of the equation is the first-order lag term of asset-
liability ratio, the third part is the cross term of monetary
policy or fiscal policy and the first-order lag term of asset-
liability ratio, the fourth part is the microfactors controlled,
the fifth part is the macroeconomic factors controlled (ex-
cluding monetary policy and fiscal policy), the sixth part is
the cross term of monetary policy (fiscal policy) and
microcontrol variables, and the seventh part is the cross term
of monetary policy (fiscal policy) and macrocontrol vari-
ables. μi and λt are time and individual effects, respectively,
and εi,t are random interference terms. We mainly focus on
(1-α0) and -α1, which need to be converted into α0 and α1 to
measure the impact of monetary policy (fiscal policy) on the
speed of capital structure adjustment in equation (4).

4.2. Description of Variables. Monetary policy [18] used 1-
year loan interest rate (calculated by monthly weighted
average method) and annual year-on-year growth rate of
broad monetary aggregates M2, respectively, to measure the
degree of monetary policy tightness. If the interest rate is

higher, the authorities will carry out tight monetary policy. If
the interest rate is lower, the authorities will carry out loose
monetary policy. If the growth rate of monetary supply is
fast, it indicates that the authorities carry out relatively loose
monetary policy. And a slower pace of monetary supply
growth indicates a tightening of monetary policy.

Fiscal policy [16] used the annual growth rate of fiscal
expenditure to measure the tightness of fiscal policy. &e
high growth rate of fiscal expenditure indicates that the
government is pursuing an expansionary fiscal policy. &e
low growth rate of fiscal spending indicates tightening fiscal
policy.

Asset-liability ratio [42] is widely used to measure capital
structure, that is, the ratio of total liabilities to total assets of
an enterprise.

Since the enterprise’s own characteristics and the
macroeconomic factors will affect the capital structure, we
draw on the experience of most scholars to selected
microcharacteristic factors such as the company size,
nondebt tax shields, profitability, business growth, tangible
assets, and macrofactors such as economic growth and fi-
nancial structure as control variables.&e specific definitions
are shown in Table 1.

(1) Firm size [43] is measured by the natural logarithm
of total assets. In general, the larger the size of the
company, the stronger the operation capacity of the
company. And the probability of financial distress is
smaller with the higher asset-liability ratio.

(2) Nondebt tax shield [14] is measured by the pro-
portion of accumulated depreciation, deferred ex-
penses, and deferred assets in total assets. &e larger
the scale of the company, the more significant the tax
shield effect. Increasing the credit ratio will further
enhance the value of the enterprise.

(3) Profitability [44] is measured by the ratio of net
profit to total assets.&e higher profitability indicates
the more stable cash flow, the less bankruptcy risk,
and the stronger antirisk ability. So the enterprise
operators tend to increase the asset-liability ratio.

(4) Growth [45] is measured by the growth rate of sales
revenue.&e better the growth of an enterprise is, the
more inclined it is to increase financial leverage to
expand its scale to increase market value.

(5) Tangible assets [46] are measured by the ratio of fixed
assets to total assets. Generally, the more fixed assets
an enterprise has, the greater the probability of
obtaining mortgage loans from financial institutions,
and the company operators are more willing to
increase the asset-liability ratio.

(6) Economic growth rate [14] is measured by GDP
growth rate. &e higher the economic growth rate is,
the better the macroeconomic environment is, and
the enterprises will increase the asset-liability ratio.

(7) Financial structure [6] is measured by the ratio of
total stock market value to the total loans from fi-
nancial institutions. When the market financial
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structure is dominated by capital market, enterprises
are more willing to increase the asset-liability ratio.
When the financial structure is dominated by banks,
enterprises will decrease the asset-liability ratio.

5. Data and Results

5.1. Data and Statistic. &e data comes from Wind database.
We select the annual data of nonfinancial enterprises listed in
China’s A-share market from 2000 to 2020 as the research
object and perform the following screening procedures: (1)
excluding the samples of financial listed companies; (2) ex-
cluding samples of B shares or H shares issued at the same
time; (3) excluding the samples treated with special treatment
(ST or PT); (4) eliminating samples with negative owner’s
equity; (5) deleting missing data. Finally, a total of 41569 data
samples were obtained. In order to eliminate the possible
influence of outliers on the robustness of regression results,
Winsorize the upper and lower 1% of all continuous variables.

Figure 1 reflects the trend of monetary and fiscal policies
in recent years in China. &e monetary policy gradually
showed a trend of easing from 1998 and reached its peak
around 2008.When the financial crisis broke out in 2008, the
PBC released RMB 300 billion liquidity to rescue the market
and the degree of monetary policy easing reached its peak.
&en the PBC began to tighten the monetary policy. Since
1998, fiscal policy began to show a trend of gradual ex-
pansion, and the expansionary fiscal policy in China reached
its peak around 2009. Subsequently, Chinese government
implemented a prudent fiscal policy, and the degree of fiscal
expansion gradually decreased and reached its lowest point
in 2018.

Table 2 presents descriptive statistical results for the
main variables.&e average asset-liability ratio is 45%, which
is at a medium level worldwide, so there is considerable
room for adjustment. Macrofactors: (1) average 1-year loan
interest rate is 4.64%, average M2 year-on-year growth rate
(monetary policy) is 14.6%, and maximum is 26.5%, indi-
cating that monetary policy is relatively loose; (2) average
year-on-year growth rate of fiscal expenditure (fiscal policy)
is 14.3%, indicating that fiscal policy is also in an expan-
sionary state; (3) the average financial structure is 68.5% and
the type is still bank-dominated in China, meaning indirect
financing of bank loans occupies the mainstream of social

financing. Microfactors: (1) the profitability is not out-
standing with the average level being 3.14%, (2) the average
proportion of tangible assets (fixed assets) to total assets is
23.9%; the lower ratio indicates that financing difficulties still
exist to some extent since bank loans need to be secured by
fixed assets.

5.2. Correlation Analysis. In order to test whether multi-
collinearity exists between explanatory variables and control
variables, correlation test is conducted before regression
analysis. &e results are shown in Table 3. &e correlations
between monetary policy fiscal policy and economic growth
rate are 0.644 and 0.750, that between monetary policy and
fiscal policy also reaches 0.684, and the correlation between
loan interest rate and M2 growth rate is -0.723. Correlations
between other variables are weak. In addition, it is under-
standable that monetary policies and fiscal policies are
strongly correlated with GDP growth rate. Macroeconomic
policies are adjusted according to macroeconomic devel-
opment, and fiscal policies and monetary policies are often
used together to regulate the macroeconomy. &erefore,
multicollinearity of the model can be ruled out on the whole.

5.3. Regression Results

5.3.1. Monetary Policy, Fiscal Policy, and Capital Structure.
In order to verify the relationship between monetary policy,
fiscal policy, and capital structure, linear regression is
performed on equation (1), and the actual capital structure of
an enterprise is used to replace the optimal capital structure
to discuss the correlation between capital structure, fiscal
policy, and monetary policy. &e regression results are
shown in Table 4.

Table 4 shows the results of the fixed effects regression.
&e columns (1), (2), and (3) are the regression results of
monetary policy, fiscal policy, and enterprise capital
structure without control variables, showing that Mon1 is
significantly negative at 10% level and the M2 growth rate
(Mon2) and fiscal expenditure growth rate (Fin) are sig-
nificantly positive at 1% level. Columns (4), (5), and (6),
respectively, represent the regression results with control
variables. Mon1 is significantly negative at the level of 5%,
and the M2 growth rate (Mon2) and fiscal expenditure

Table 1: Variable declarations.

Type Name Code Explanation
Explained variable Capital structure debtrate Total liability/ Total asset

Explaining variables Monetary policy Mon1
Mon2 1-year loan rate year-on-year growth rate of M2

Fiscal policy Fin Growth rate of fiscal expenditure

Control variables

Firm size lnasset &e natural log of total assets
Nondebt tax shield nontax (Accumulated depreciation +Deferred expenses +Deferred assets)/Total asset

Profitability profit Net profit/Total asset
Growth grow Sales growth rate

Tangible assets tang Fixed assets/Total assets
Economic growth rate GDPgrow GDP growth rate
Financial structure stru Total stock market value/ Total loans from financial institutions
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growth rate (Fin) are significantly positive at the level of 1%.
Columns (7) and (8) include fiscal policy, monetary policy,
and control variables in the regressionmodel.&e regression
results show thatMon1 is significantly negative at the level of
10%, and the M2 growth rate (Mon2) and fiscal expenditure
growth rate (Fin) are significantly positive at the level of 1%.
To sum up, loose monetary policy and expansionary fiscal
policy will promote the upward adjustment of capital
structure of enterprises and increase the asset-liability ratio
of enterprises. When monetary and fiscal policies are
tightened, companies will adjust capital structure downward
and reduce their debt to asset ratios. Hypothesis H1 and
hypothesis H3 are verified.

5.3.2. Monetary Policy, Fiscal Policy, and the Speed of Capital
Structure Adjustment. In order to verify the relationship
between monetary policies, fiscal policies, and the speed of
capital structure adjustment, linear regression is performed
on equation (5). Firstly, regression is made on the rela-
tionship between monetary policy and the speed of capital
structure adjustment. And the whole sample is divided into
subsamples for discussion according to the degree of fi-
nancing constraint. Here, tangible assets are taken as the
measurement index of financing constraint degree. Gener-
ally, if tangible assets (fixed assets) account for a large
proportion in enterprises, the probability of obtaining fi-
nancial support from banks and other external financial

institutions is relatively high, and the degree of external
financing constraint is relatively low. So the tangible assets
can be used as an index to measure the degree of financing
constraint of enterprises. &e higher the proportion of
tangible assets in total assets, the lower the degree of fi-
nancing constraints. &e results are shown in Table 5.

Table 5 shows the results of fixed-effect regression on
equation (5). Under the total samples (1) and (2), the speed
of capital structure adjustment can be deduced: θ � 0.528-
0.371∗Mon1 and θ � 0.481 + 0.775∗Mon2, indicating that if
the Mon1 increases by 1%, the speed of capital adjustment
will decrease by 0.37%; if the M2 growth rate (Mon2) in-
creases by 1%, the speed of capital adjustment will increase
by 0.775%. &e above analysis shows that loose monetary
policy will accelerate the speed of capital structure adjust-
ment, while tight monetary policy will slow down the speed
of capital structure adjustment. In addition, we divide the
total sample into two subsamples with high degree and low
degree according to the mean value of financing constraint.
It can be found that, under the impetus of loose monetary
policy, enterprises with low degree of financing constraint
adjust their capital structure faster than those with high
degree, which verifies hypothesis H2 to some extent.

&en, regression is made on the relationship between
fiscal policy and the speed of capital structure adjustment.
&e whole sample is also divided into subsamples for dis-
cussion according to the degree of financing constraint. &e
results are shown in Table 6.

Table 6 shows the results of fixed-effect regression on
equation (5); under the total sample column, we can get
θ� 0.429 + 0.474∗Fin, indicating that if fiscal expenditure
increases by 1%, the speed of capital structure adjustment will
increase by 0.474%. &e expansionary fiscal policy will ac-
celerate the speed of capital structure adjustment. In addi-
tion, we also divide the total sample into two subsamples with
high degree and low degree of financing constraint according
to the mean value. It can be found that, under the impetus of
expansionary fiscal policy, enterprises with low degree of
financing constraint adjust their capital structure faster than
those with high degree. &e hypothesis H4 is verified.

5.3.3. Robustness Test. Different robustness test methods
were used to test the relevant results. (1) Replace variables.
Because the measurements of monetary policy and fiscal
policy measure are not unified, different macroeconomic
policy measures may lead to the different research conclusion.
So we use M3 year-on-year growth rate (Mon3) and the ratio
of fiscal expenditure to fiscal revenue (Fin2) to measure the
monetary policy and fiscal policy. &e higher M3 year-on-
year growth rate indicates the loose monetary policy. &e
larger ratio of fiscal expenditure to fiscal revenue indicates
that the government carries out the expansionary fiscal policy.
&e estimated results are consistent with the above. (2)
Different models are used to estimate the target capital
structure. &e fixed-effect model (FE) (Anet al., 2015) is used
to estimate equation (5) as showed in previous part. GMM
model is also used to estimate equation (5) here, and the
conclusions are consistent. &e specific results are shown in
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Figure 1: Trends of monetary policy (M2 growth rate) and fiscal
policy (fiscal expenditure growth rate) in China.

Table 2: Descriptive statistical results for the main variables.

Variable Obs Mean Std.Dev. Min Max
debtrate 41,569 0.450 0.205 0.0821 0.873
lnasset 41,569 21.55 1.405 12.31 28.52
nontax 41,569 0.0331 0.01342 0.00183 0.09451
profit 41,569 0.0314 0.0684 −0.367 0.219
grow 41,569 −0.293 3.345 −23.50 7.750
tang 41,569 0.239 0.174 0 0.971
Mon1 41,569 0.0464 0.0216 0.0496 0.0743
Mon2 41,569 0.146 0.0438 0.0828 0.265
Fin 41,569 0.143 0.0592 0.0630 0.257
stru 41,569 0.685 0.212 0.223 1.421
GDPgrow 41,569 0.0853 0.0198 0.0660 0.142
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Table 3: Correlation coefficient matrix of variables.

Debtrate Lnasset Nontax Profit Grow Tang Mon1 Mon2 Fin Stru GDPgrow
Debtrate 1
lnasset 0.279 1
Nontax 0.0604 0.0216 1
Profit −0.291 −0.147 −0.0196 1
Epsgrow −0.118 0.0110 −0.0573 0.333 1
Tang 0.112 0.0733 0.0778 −0.0440 −0.0576 1
Mon1 −0.115 0.0246 0.1025 0.0139 −0.0014 0.1072 1
Mon2 0.121 −0.228 0.101 0.0692 0.0279 0.117 −0.723∗ 1
Fin 0.130 −0.227 0.101 0.0520 −0.00490 0.121 0.0821 0.684∗∗ 1
Stru −0.0441 0.0721 −0.0522 0.0708 0.0491 −0.0966 0.0776 −0.0881 0.143 1
GDPgrow 0.155 −0.217 0.125 0.0308 0.0188 0.155 −0.426 0.644∗ 0.750∗ −0.0567 1
∗∗∗, ∗∗, and ∗ represent significance at 1%, 5%, and 10% levels, respectively.

Table 4: Regression results of capital structure, monetary policy, and fiscal policy.

Variables (1) (2) (3) (4) (5) (6) (7) (8)
Debtrate Debtrate Debtrate Debtrate Debtrate Debtratet Debtrate Debtrate

Mon1 −0.072∗ −0.061∗∗ −0.067∗
(0.0413) (0.0298) (0.0385)

Mon2 0.185∗∗∗ 0.358∗∗∗ 0.230∗∗∗
(0.0120) (0.0197) (0.0209)

Fin 0.271∗∗∗ 0.410∗∗∗ 0.403∗∗∗ 0.337∗∗∗
(0.0159) (0.0179) (0.0224) (0.0191)

Stru 0.0172∗∗∗ 0.0137∗∗∗ 0.0405∗∗∗ 0.0417∗∗∗ 0.0361∗∗∗
(0.00298) (0.00302) (0.00324) (0.00585) (0.00326)

GDPgrow 0.658∗∗∗ 0.739∗∗∗ 0.363∗∗∗ 0.271∗∗∗ 0.282∗∗∗
(0.0375) (0.0459) (0.0521) (0.0514) (0.0525)

Inasset_lag 0.0410∗∗∗ 0.0307∗∗∗ 0.0316∗∗∗ 0.0417∗∗∗ 0.0343∗∗∗
(0.00245) (0.00105) (0.00104) (0.00103) (0.00106)

Nontax_lag −0.744∗∗∗ −0.766∗∗∗ −0.719∗∗∗ −0.689∗∗∗ −0.728∗∗∗
(0.0872) (0.0957) (0.0954) (0.1025) (0.0953)

Profit_lag −0.512∗∗∗ −0.457∗∗∗ −0.472∗∗∗ −0.394∗∗∗ −0.482∗∗∗
(0.0142) (0.0128) (0.0128) (0.0174) (0.0128)

Grow_lag −0.0017∗∗∗ −0.00163∗∗∗ −0.00178∗∗∗ −0.00157∗∗∗ −0.00165∗∗∗
(0.00021) (0.000204) (0.000203) (0.000194) (0.000203)

Tang_lag −0.0172∗∗ −0.0191∗∗ −0.0193∗∗ −0.0199∗∗ −0.0201∗∗
(0.00924) (0.00851) (0.00849) (0.00960) (0.00847)

Constant 0.416∗∗∗ 0.425∗∗∗ 0.412∗∗∗ −0.319∗∗∗ −0.204∗∗∗ −0.176∗∗∗ −0.249∗∗∗ −0.252∗∗∗
(0.00204) (0.00183) (0.00241) (0.0278) (0.0252) (0.0244) (0.0266) (0.0253)

Observations 41,569 41,569 41,569 37,774 37,774 37,774 37,774 37,774
R-squared 0.006 0.006 0.008 0.182 0.189 0.194 0.189 0.197
∗∗∗, ∗∗, and ∗ in the table represent significance at 1%, 5%, and 10% levels, respectively, and the values in brackets represent standard deviations.

Table 5: Regression results of speed of capital structure adjustment and monetary policy.

Variables Total
sample

Total
sample

High financing
constraints High financing constraints Low financing

constraints
Low financing
constraints

Debtrate_lag 0.472∗∗∗ 0.519∗∗∗ 0.565∗∗∗ 0.560∗∗∗ 0.463∗∗∗ 0.445∗∗∗
(0.0157) (0.0129) (0.0197) (0.0206) (0.0182) (0.0174)

Debtrate_lag×Mon1 0.371∗ 0.428∗ 0.527∗
(0.205) (0.252) (0.314)

Debtrate_lag×Mon2 −0.775∗∗∗ −0.441∗∗∗ −0.947∗∗∗
(0.0814) (0.127) (0.112)

Constant −0.286∗∗∗ −0.247∗∗∗ 0.104∗∗∗ −0.169∗∗∗ 0.117∗∗∗ −0.226∗∗∗
(0.0223) (0.0206) (0.0214) (0.0341) (0.0305) (0.0288)

Control variables Control Control Control Control Control Control
Observations 37,774 37,774 15,966 15,966 21,808 21,808
R-squared 0.467 0.496 0.448 0.521 0.431 0.420
∗∗∗, ∗∗, and ∗ in the table represent significance at 1%, 5%, and 10% levels, respectively, and the values in brackets represent standard deviations.
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the following tables. Tables 7 and 8 use M3 year-on-year
growth rate and ratio of fiscal expenditure to fiscal revenue to
measure the changes and adjustments of monetary and fiscal
policies. Tables 9 and 10 use GMM model to estimate

equation (5) and get consistent results (∗∗∗, ∗∗, and ∗ in the
tables represent significance at 1%, 5%, and 10% levels, re-
spectively, and values in brackets represent standard
deviations).

Table 6: Regression results of speed of capital structure adjustment and fiscal policy.

Variables Total sample High financing constraints Low financing constraints

Debtrate_lag 0.571∗∗∗ 0.642∗∗∗ 0.512∗∗∗
(0.00896) (0.0161) (0.0128)

Debtrate_lag× Fin −0.474∗∗∗ −0.0722 −0.435∗∗∗
(0.0584) (0.0895) (0.0965)

Constant −0.314∗∗∗ −0.185∗∗∗ −0.157∗∗∗
(0.0228) (0.0298) (0.0321)

Control variables Control Control Control
Observations 37,774 15,966 21,808
R-squared 0.485 0.507 0.422
∗∗∗, ∗∗, and ∗ in the table represent significance at 1%, 5%, and 10% levels, respectively, and the values in brackets represent standard deviations.

Table 7: Robustness test of the relationship between monetary policy, fiscal policy, and capital structure (substitution variables).

Variables (1) (2) (3) (4) (5)
Debtrate Debtrate Debtratet Debtratet Debtratet

Mon3 0.154∗∗∗ 0.277∗∗∗ 0.231∗∗∗
(0.0132) (0.0193) (0.0207)

Fin2 0.187∗∗∗ 0.353∗∗∗ 0.342∗∗∗
(0.0168) (0.0215) (0.0147)

Constant 0.465∗∗∗ 0.359∗∗∗ −0.216∗∗∗ −0.157∗∗∗ −0.198∗∗∗
(0.00186) (0.00172) (0.0175) (0.0242) (0.0354)

Control variables Not control Not control Control Control Control
Observations 41,569 41,569 37,774 37,774 37,774
R-squared 0.008 0.010 0.152 0.171 0.182

Table 8: Robustness test of the relationship between monetary policy, fiscal policy, and the speed of capital structure adjustment
(substitution variables).

Variables
Monetary policy Fiscal policy

Total
sample

High Financing
Constraints

Low financing
constraints

Total
sample

High financing
constraints

Low financing
constraints

Debtrate_lag 0.428∗∗∗ 0.567∗∗∗ 0.426∗∗∗ 0.497∗∗∗ 0.624∗∗∗ 0.523∗∗∗
(0.0129) (0.0374) (0.0208) (0.01024) (0.0342) (0.0185)

Debtrate_lag×Mon3 −0.672∗∗∗ −0.467∗∗∗ −0.935∗∗∗
(0.0937) (0.117) (0.114)

Debtrate_lag× Fin2 −0.565∗∗∗ −0.0778 −0.624∗∗∗
(0.0734) (0.0850) (0.0935)

Constant −0.445∗∗∗ −0.184∗∗∗ −0.227∗∗∗ −0.275∗∗∗ −0.247∗∗∗ −0.175∗∗∗
(0.0375) (0.0307) (0.0214) (0.0475) (0.0354) (0.0317)

Control variables Control Control Control Control Control Control
Observations 37,774 15,966 21,808 37,774 15,966 21,808
R-squared 0.421 0.504 0.463 0.497 0.512 0.424
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6. Conclusion and Suggestions

6.1. Conclusion. We analyze the impact of monetary policy
and fiscal policy on capital structure and the speed of capital
structure adjustment and empirically test the data of non-
financial listed companies in A-share market from 2000 to
2020 in China. After empirical research, the following
conclusions are drawn: (1) Under the loose monetary policy,
enterprises will adjust the capital structure upward, improve
the asset-liability ratio, and accelerate the speed of capital
structure adjustment. In addition, the speed of capital
structure adjustment of enterprises with low financing
constraints is faster than that with high financing con-
straints. (2) Under the expansionary fiscal policy, enterprises
will also adjust their capital structure upward, improve their
asset-liability ratio, and accelerate the speed of capital
structure adjustment. During the adjustment process, en-
terprises with low financing constraints adjust their capital
structure faster than those with high financing constraints.

6.2. Suggestions. Based on the conclusions drawn from the
research, we put forward corresponding policy suggestions
from both macro- and microaspects.

Macroaspects. (1) In the implementation of monetary
policy and fiscal policy, the government should pay sufficient
attention to the enterprise’s capital structure change and
take some fine-tuning of policy according to the macro-
economic environment. When the macroeconomic is in
downturn, expansionary fiscal policy and loose monetary
policy will reduce the enterprise’s financing cost and speed
up the enterprise to the optimal capital structure adjustment.
When the economy is overheated, the reverse macropolicy
operation will curb the excessive adjustment of the capital
structure of enterprises. (2) Monetary policies and fiscal
policies should be used in a correct and scientific way. &e
market’s expectation of macropolicies will have an impact
on the entire financial environment, which is closely related
to the financing cost and operating conditions of enterprises.
(3) &e government should establish an enterprise credit

Table 9: Robustness test of the relationship between monetary policy, fiscal policy, and capital structure (GMM model).

Variables (1) (2) (3) (4) (5) (6) (7) (8)
Debtrate Debtrate Debtrate Debtrate Debtratet Debtratet Debtrate Debtratet

Mon1 −0.069∗ −0.075∗∗ −0.072∗
(0.0411) (0.0312) (0.0399)

Mon2 0.176∗∗∗ 0.360∗∗∗ 0.216∗∗∗
(0.0142) (0.0199) (0.0218)

Fin 0.282∗∗∗ 0.431∗∗∗ 0.417∗∗∗ 0.342∗∗∗
(0.0175) (0.0185) (0.0231) (0.0196)

Control variables Not control Not control Not control Control Control Control Control Control

Constant 0.422∗∗∗ 0.421∗∗∗ 0.418∗∗∗ −0.325∗∗∗ −0.234∗∗∗ −0.175∗∗∗ −0.252∗∗∗ −0.249∗∗∗
(0.00218) (0.00175) (0.00255) (0.0296) (0.0356) (0.0243) (0.0275) (0.0287)

Observations 41,569 41,569 41,569 37,774 37,774 37,774 37,774 37,774
R-squared 0.007 0.007 0.008 0.179 0.172 0.191 0.186 0.192

Table 10: Robustness test of the relationship between monetary policy, fiscal policy, and the speed of capital structure adjustment (GMM
model).

Variables

Monetary policy Fiscal policy

Total
sample

Total
sample

High
financing
constraints

High
financing
constraints

Low
financing
constraints

Low
financing
constraints

Total
sample

High
financing
constraints

Low
financing
constraints

Debtrate_lag 0.475∗∗∗ 0.502∗∗∗ 0.593∗∗∗ 0.561∗∗∗ 0.467∗∗∗ 0.468∗∗∗ 0.583∗∗∗ 0.671∗∗∗ 0.441∗∗∗
(0.0165) (0.0134) (0.0259) (0.0207) (0.0196) (0.0198) (0.0125) (0.0254) (0.0147)

Debtrate_lag×Mon1 0.381∗ 0.431∗ 0.529∗
(0.216) (0.256) (0.321)

Debtrate_lag×Mon2 −0.763∗∗∗ −0.442∗∗∗ −0.987∗∗∗
(0.0925) (0.123) (0.156)

Debtrate_lag× Fin −0.463∗∗∗ −0.0773 −0.576∗∗∗
(0.06741) (0.0944) (0.0752)

Constant −0.279∗∗∗ −0.258∗∗∗ 0.113∗∗∗ −0.165∗∗∗ 0.120∗∗∗ −0.234∗∗∗ −0.245∗∗∗ −0.125∗∗∗ −0.221∗∗∗
(0.0235) (0.0213) (0.0285) (0.0371) (0.0317) (0.0321) (0.02324) (0.0332) (0.0476)

Control variables Control Control Control Control Control Control Control Control Control
Observations 37,774 37,774 15,966 15,966 21,808 21,808 37,774 15,966 21,808
R-squared 0.452 0.442 0.475 0.523 0.442 0.421 0.472 0.501 0.439
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management system and collect enterprise credit files to
strengthen the relationship between financial institutions
and enterprises and further improve the capital market and
financing environment. Establishing a platform to help
small-scale enterprises raise external funds and giving more
policy support to small-scale enterprises deeply constrained
by financing are effective measures to relieve the pressure of
financing constraints faced by small-scale enterprises, but
also enable them to broaden financing channels and obtain
external funds they need. (4) &e adjustment of monetary
policy and fiscal policy has different impact on enterprises
with different degree of financing constraint, and the capital
structure adjustment speed of enterprises with different
degree of financing constraint has different sensitivity to the
same type of economic policy adjustment. &erefore, the
microtransmission mechanism of macroeconomic policy
should be fully considered. Differentiated monetary and
fiscal policies and corresponding credit policies should be
formulated to provide favorable conditions for optimizing
the capital structure of enterprises. (5) Government de-
partments should disclose information about changes in
fiscal and monetary policies through various channels,
improve the transparency of government policies, and help
improve marketization to promote the capital structure
adjustment of enterprises.

Microaspects. (1) Different degrees of financing con-
straints cause differences in the impact of macroeconomic
policies on capital structure of enterprises. Enterprises should
expand internal financing and improve the operation to re-
duce their dependence on bank credit capital. (2) Enterprises
should make a correct judgement of macroeconomic policies
and adjust their financing decisions according to the changes
of policies. (3) Enterprises should adjust their capital structure
in time according to the changes of policies and make timely
measures to deal with various risk factors brought by policy
changes to enterprise financing. In this way, enterprises can
effectively respond to the impact of policy adjustment on their
capital structure. At the same time, enterprises should expand
the breadth and depth of information disclosure and improve
the quality of information disclosure to reduce the degree of
information asymmetry with financial institutions, which
help reduce the degree of financing constraints. &erefore, we
can optimize the capital structure of enterprises, promote the
speed of capital structure adjustment, and promote the
sustainable and healthy development of enterprises. (4) En-
terprises should establish a policy analysis department which
help establish a regular policy analysis mechanism, so that it
can timely grasp the changes of monetary and fiscal policies
and then provide an important basis for enterprise capital
structure adjustment and change decisions.
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�e expert decision-making system is developed to provide a scienti�c and reasonable exercise solution management platform for
primary and middle school students, especially children with special physiques, such as obesity and thinness, to improve the
universality and compliance of exercise prescriptions for children with special physiques. �e system provides personal in-
formation management, exercise management, exercise solution formulation, data statistics, and image management functions,
enables self-selection, and free combination of children exercise prescriptions, and can improve the e�ectiveness of such
prescriptions through personalized design. �e system �rst divides exercise prescriptions into three bigger sections: the warm-up
section, the main exercise section, and the cool-down section, then subdivides them into 15 smaller sections, further chooses,
matches, veri�es, and revises the components of the exercise prescription according to the object’s basic demographic information
and body mass index and �nally formulates a personalized and reasonable exercise prescription. It also can track and manage the
exercise solution formulated and dynamically adjust the exercise solution according to the change of the object’s body index, thus
strengthening the degree of freedom and personalized characteristics of the exercise prescription.

1. Introduction

�e material civilization in modern society is highly de-
veloped. Since the last century, the incidence of childhood
obesity in developed countries has continued to rise, many
chronic diseases have become prevalent at a younger age [1],
and health service for obese children has become an im-
portant social issue [2]. Exercise and nutrition intervention
is considered to be the main means to improve body
metabolism, control body weight, and promote healthy
development of the body [3]. For example, Dias et al. [4]
studied and compared the e�ects of di�erent intensity of
exercise on myocardial function of children with obesity.
Carrel et al. [5] adopted lifestyle intervention measures
combining exercise and nutrition education to reduce the
risk of type 2 diabetes in high-risk children. Unlike the high
attention paid to obese children, there are few studies on thin
children. However, we cannot ignore the impact of thinness

on children’s health. At present, the exercise intervention of
children with special physiques still depends on school
physical education, with general group intervention as the
main means [6]. As personalized exercise solutions or
prescriptions for children with special physiques require a
lot of human and intellectual resources, it is very di�cult to
implement personalized exercise prescriptions [7]. At
present, the existing research is mainly for the development
of exercise prescription and the construction of an exercise
prescription resource pool. Most of these resource pool
provides only relatively �xed and limited exercise pre-
scription, which are inadequate in the face of various in-
dividual needs. We adopt innovative research ideas to build
sports project resources and manage those sports project by
category, di�erent users freely choose di�erent modules of
movement content. Users can freely make up optional ex-
ercise prescription according to their choice, so as to im-
prove the pertinence and e�ectiveness of special physical
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children health intervention, this is of important practical
significance. ,is paper will report our study from several
parts, including the overall design of the expert decision
system for special body children, system database con-
struction, main functions, and its implementation, system
testing, and future prospects.

2. Overall Design Thinking of the Software

,e purpose of the software design is to develop a web-based
intelligent expert decision-making system providing self-
selected and personalized exercise prescriptions for children
with special physiques, so as to improve the pertinence,
universality, and compliance of children exercise prescrip-
tions and improve the health promotion benefits of exercise
intervention for this group. In the application of the soft-
ware, the user first should input basic personal information,
demographic characteristics, and basic physical test data and
then choose the built-in exercise, intensity, duration, and
frequency in the warm-up section, the main exercise section,
and the cool-down section of the system’s exercise center.
Based on the combination, the system verifies and generates
an exercise prescription according to the user’s basic per-
sonal information (mainly the BMI). ,e system also pro-
vides addition and revision functions and finally generates a
scientific and reasonable personalized exercise prescription
through continuous human-computer interaction, so as to
improve its pertinence and compliance. ,e general design
thinking of the software is shown in Figure 1.

,e exercise center is the core of the software, mainly
stores and adds the data of exercises suitable for the ages and
metabolic characteristics of children with special physiques,
and divides the data into three major categories for man-
agement: the warm-up section, the main exercise section,
and the cool-down section. ,e warm-up and cool-down
sections are restricted in four aspects: exercise method,
exercise essentials, exercise requirements, and exercise
memo, while the main exercise section is restricted from
seven aspects: exercise method, exercise essentials, exercise
requirements, exercise definition, exercise posture, exercise
advice, and exercise memo, to form a repository enabling
limited expansion and an unlimited combination of exercise
prescriptions. ,e specific design thinking of the exercise
center is shown in Figure 2.

3. Introduction of Main Functional Modules of
the System

,e system first sets the basic information functional
module. ,e module mainly completes the collection and
management of the service object’s personal information
and enables fuzzy multicondition query. By inputting in-
formation such as the name, the user can quickly access the
object’s profile and exercise file. ,e built-in user infor-
mation collection table includes the name, height, age,
weight, gender, exercise intensity, grade, body mass index
(BMI), basic metabolism (BMR), collection time, and
physique type. In addition to the user information module,

the system mainly includes the following four major
functional modules:

3.1. Exercise Management Function. ,e exercise manage-
ment function stores the information about the exercise
items and exercise types suitable for children exercise pre-
scriptions in the exercise center electronically, provides fast
and simple management function, as well as a fuzzy mul-
ticondition query function. By inputting information such as
the name of the exercise, the user can quickly access the
specific information of the exercise.

3.2. Exercise PrescriptionFormulationFunction. ,e exercise
solution formulation refers to the formulation of exercise
prescriptions according to the object’s body mass index
collected by the system and the exercise information in the
exercise center (the warm-up section, main exercise section,
and cool-down section), and their management. Meanwhile,
the system can form the individual body mass index that can
be dynamically followed according to the dynamic change of
the object’s information, adjust and formulate dynamically
changed exercise solutions accordingly.

3.3. Exercise Data Statistics Function. ,e data statistics
function refers to the statistical analysis of the data infor-
mation stored in the exercise center divided by warm-up
section, main exercise section and cool-down section, the
matching exercise prescription, and the display of the
composition of the exercise prescription with a bar chart.
,e children exercise prescription data are intuitively dis-
played so that children and parents can have a clear un-
derstanding of the structure of exercise prescription.

3.4. Image Management Function. ,e image management
function refers to the intuitive definition of the exercise
items of the warm-up section, main exercise section, and
cool-down section of the exercise prescription, including the
management and display of the images related to exercise
posture, exercise essentials, to facilitate children to learn and
ensure the effect and safety of exercise.

4. Database Table Structure of the System

,e system adopts MySQL relational database management
system and adopts JDBC to connect MySQL database. ,e
relational database stores data in different tables instead of
one big repository, which increases speed and flexibility. ,e
SQL language used by MySQL is the most commonly used
standardized language for accessing databases. ,e MySQL
software adopts the dual licensing policy, including the
community version and commercial version. Because of its
small size, high speed, and low total cost of ownership,
especially open source, MySQL has generally been chosen as
the website database in the development of small and me-
dium-sized websites. ,e data tables designed in the exercise
prescription formulation module mainly include the exer-
cise method table, exercise definition table, exercise
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essentials table, exercise posture table, exercise requirements
table, exercise advice table, exercise memo table, and image
management table. ,e specific data table structure is shown
in Table 1.

5. Implementation of System Functions

5.1. Implementation of Exercise Management Functions

5.1.1. Concept of Hierarchical Management. ,e exercise
management function first divides the exercise items into
two levels for management, the first level includes the ex-
ercise items in the warm-up, main exercise, and cool-down
sections.,en, the exercise items in the warm-up section are
divided into four smaller sections for management: exercise
method, exercise essentials, exercise requirements, and ex-
ercise memo; the exercise items of the main exercise section
are divided into seven smaller sections: exercise method,
exercise definition, exercise essentials, exercise posture,
exercise requirements, exercise advice, and exercise memo.
,e exercise items of the cool-down section are divided into
four smaller sections: exercise method, exercise essentials,
exercise requirements, and exercise memo.

,e system divides the children exercise prescriptions
into two levels and 15 small sections for management. When
the user chooses the exercise information, he first chooses
the exercise method section, then chooses other exercise
information related to the exercise method, highlighting the
hierarchy of the exercise information. Each small section of
the management function has the basic functions of adding,
deleting, and modifying. ,e exercise information is hier-
archical, rich, and diversified and includes the use infor-
mation of most of the everyday exercise items; the exercise-
related information will participate in the subsequent ex-
ercise prescription formulation. ,e import of exercise-re-
lated information includes two modes: single addition, and
batch import and collection. ,e system also has a complete
fuzzy multi-condition query function, including advanced
fuzzy query and multicondition mixed query. ,e advanced
fuzzy query can quickly access multiple corresponding ex-
ercise item information, and multicondition mixed query
can accurately access the specific item information. ,e
system also sets an Excel export function to facilitate the
verification and utilization of exercise item information at
any time.

5.1.2. Operation Flow. In the specific operation process, the
exercise method, exercise definition, exercise essentials,
exercise posture, exercise requirements, exercise advice, and
exercise memo operations all have the functions of single
addition, excel batch addition, single deletion, batch dele-
tion, modification, excel export, and so on. A single new
addition process is shown in Figure 3, and an excel batch
addition process is shown in Figure 4.

5.1.3. Input Items. To add a new exercise method, the user
should input the method name, method description, and
memo; to add a new exercise definition, the user should
input the definition content, image information, memo, and
choose the serial number of the method; to add new exercise
essential, the user should input the content of the essentials,
the image information, memo, and choose the serial number
of the method; to add new exercise posture, the user should
input the content of the posture, image information, memo
and choose the serial number of the method; to add new
exercise requirement, the user should input the content of
the requirement, memo and choose the serial number of the
method; to add new exercise advice, the user should input
the content of the advice, memo and choose the serial
number of the method; to add new exercise memo, the user
should input the exercise venue, exercise equipment, exer-
cise interval, exercise intensity, exercise time, memo and
choose the serial number of the method.

5.2. Implementation of Exercise Prescription Formulation
Functions

5.2.1. Implementation ,inking of Exercise Prescription
Formulation. ,e exercise prescription formulation func-
tion formulates the exercise solution mainly based on the
user’s body mass index and the built-in basal metabolic rate
according to the age characteristics, chooses and scientifi-
cally matches the exercise items and content of the warm-up
section, main exercise section, and cool-down section. With
respect to the function of selecting a specific exercise, a
flexible 2-level linkage query is adopted to accurately locate
the required exercise item number, and export the exercise
method, exercise definition, exercise essentials, exercise
posture, exercise requirements, exercise advice, exercise

Table 1: Data table structure of the system.

Data table classification Function and role Content and item
Exercise method table Store exercise method data Serial number, method name, method description, etc.
Exercise definition table Store exercise definition data Method serial number, definition content, image information, etc.
Exercise essentials table Store exercise essentials data Method serial number, essentials content, image information, etc.
Exercise posture table Store exercise posture data Method serial number, posture content, image information, etc.
Exercise
requirements table

Store
exercise requirements data Method serial number, exercise requirements, etc.

Exercise advice table Store exercise advice data Method serial number, exercise advice, etc.

Exercise memo table Store exercise memo data Method serial number, exercise venue, exercise equipment, exercise interval,
exercise intensity, exercise time, etc.

Image management
table Store exercise images Image type, image name, image path, etc.
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memo, and other information to form a complete exercise
prescription, verify it and provide it to the user.

Verification mainly includes the verification of key
information such as the total exercise duration, total ex-
ercise amount, and total energy consumption. If the ver-
ification fails, it is necessary to reselect the matching
solution of the exercise prescription and verify it again until
it is passed.

,e user also can add or delete some exercise item
content according to his own preferences and can realize
exercise content query and addition through the compre-
hensive fuzzy multicondition query function. ,e query
includes an advanced fuzzy query and a multicondition
mixed query.

,e advanced fuzzy query can quickly access the cor-
responding exercise item information, and the multi-
condition mixed query can access the needed information
more accurately. ,e exercise prescription formulation
function enables basic addition, deletion, modification, and
excel export, facilitating the use of information in many
aspects.

5.2.2. Operation and Implementation. ,e generation of
exercise prescriptions adopts a typical 2-level linkage query;
that is, the exercise method is queried first, and then other
exercise-related details are queried. ,is function is flexible
and convenient, and the operation rhythm is strong. ,e
specific process of exercise prescription formulation is
shown in Figure 1.

5.3. Implementation of Data Statistics Function. ,e data
statistics function enables basic data statistics and displays
the exercise quantity and matching exercise solution
quantity of the warm-up section, main exercise section, and
cool-down section stored in the exercise center in the form
of a bar chart. With the bar chart, the data can be presented
intuitively.

5.4. Image Management Function. ,e image management
function refers to the management of the images related to
the exercise definition, exercise posture, and exercise es-
sential modules of the warm-up section, main exercise
section, and cool-down section of the system. ,e image
management function enables basic new uploading, deleting
and modifying, and comprehensive fuzzy multicondition
query. ,e image management enables preview and
downloading, more convenient view of the image effect, and
guides users to complete the exercise safely and effectively.

6. System Test and Operation

6.1. Black Box Testing. Black box testing, also known as
functional testing, is to test whether each functional module
of the software can be used properly through computer
testing. ,e black box testing regards the program as a black
box that cannot be opened.Without considering the internal
structure and internal characteristics of the program, it only
checks whether the program function is used normally in
accordance with the requirement specification and whether
the program can properly receive input data and produce
correct output information.

Black box testing focuses on the external structure of the
program, does not consider the internal logical structure,
and mainly tests software interfaces and functions. From the
point of view of the user, the black box testing starts from the
corresponding relationship between the input data and the
output data. It does not need to know how the program
works and only pays attention to the test results, so it is more
suitable for this system. Some of its functional test cases are
shown in Table 2.

6.2.TestAnalysisReport. ,e black box test finds that: (1) the
system successfully realizes some basic service functions of
the physical health management of primary and middle
school students; (2) after a series of tests, the system errors
are roughly within the allowable range and will not affect the
operation and effect of system. (3) ,ere is room for further
improvement of the interface typesetting, such as improving
the visual effect, beautifying the interface, and improving the
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Figure 3: Single new addition flow.
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human-computer interaction; (4) when inputting conditions
for query, the system can return error information corre-
sponding to inappropriate data input, the operation

feasibility is greatly improved, so is the human-computer
interaction; (5) the running speed of the system is affected by
batch data collection.

Table 2: Black box test case table.

Test item Precondition Test procedure and user case Results

Role-based
authorization
management

,e administrator or
authorized user

successfully logs in

First click system management and then
click authorization management. Enter the

authorization page, input role names
according to the conditions, and click save.
Select the corresponding information to

carry out modification, deletion, and other
operations in turn. Authorize

corresponding roles to add, delete, change,
and query the menu

Display the results corresponding to the
conditions you inputted on the results
display page. (1) Display the new role

information; (2) display the information
after modification; (3) display the
information after deletion; (4)

corresponding roles are authorized

Information
collection

,e administrator or
authorized user

successfully logs in

First click collection center and then click
information collection. Enter the collection
page, input the name, height, age, weight,
gender, exercise intensity, grade, memo,
and other information according to the
conditions and then click save. Select the
corresponding information to carry out

modification, deletion, and other operations
in turn. Click export to excel

Display the results corresponding to the
conditions you inputted on the results

display page. (1) Display the newly collected
information of the object; (2) display the
information after modification; (3) display
the information after deletion; (4) get the

excel file

Exercise
management

,e administrator or
authorized user

successfully logs in

First click exercise center, exercise
management, warm-up exercise/Main

exercise/Cool-down exercise, and then click
exercise method/Exercise definition/
Exercise essentials/Exercise posture/

Exercise requirements/Exercise advice/
Exercise memo, enter the corresponding
page, input related information according
to the conditions, and then click save.

Choose corresponding information to carry
out modification, deletion and other
operations. Click export to excel

Display the results corresponding to the
conditions you inputted on the results

display page. (1) Display the new exercise
method/exercise definition/exercise
essentials/exercise posture/exercise

requirements/exercise advice/exercise
memo; (2) display the information after
modification; (3) display the information

after deletion; (4) get the excel file

Exercise
prescription
formulation

,e administrator or
authorized user

successfully logs in

First click exercise nutrition center, and
then click exercise nutrition solution

formulation. Enter the information display
page, click exercise solution formulation,
enter the exercise solution formulation

page, and then click new exercise solution.
Add the warm-up section, main exercise
section, and cool-down section of the

exercise solution. Click save

Display the results corresponding to the
conditions you inputted on the results
display page. (1) Display the exercise

solution formulated

Image management
,e administrator or

authorized user
successfully logs in

First click exercise center, then click exercise
management, image management, and

finally click exercise solution image, enter
the corresponding page, input the relevant
information according to the conditions,

and then click save. Select the
corresponding information to carry out
modification, deletion, downloading, and

other operations

Display the results corresponding to the
conditions you inputted on the results
display page. (1) Display the new image
information; (2) display the information

after modification; (3) display the
information after deletion; (4) get the

downloaded file

Data statistics
,e administrator or

authorized user
successfully logs in

Click the data statistics menu in the menu
bar

Display the results corresponding to the
conditions you inputted on the results

display page. (1) Display the corresponding
data statistics
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7. Key Technical Specification for the
Development of the Expert Decision-
Making System

,e system development platform is MyEclipse, follows the
MVC (Model View Controller) three-layer design mode,
and the server side adopts JSP + JavaBean + Servlet devel-
opment mode to separate the view layer, model layer, and
controller layer. Users use B/S (Brower/Server) mode to
access Apachi server through a browser, the system accesses
SQL Server 2008 database through ADO.NET technology
and is compiled in the object-oriented programming lan-
guage Java.

8. Discussion

Childhood obesity is one of the most serious public health
challenges in the 21st century. ,e prevalence of childhood
obesity is a global problem. It first occurs in developed
countries and is steadily affecting many low-and middle-
income countries, especially children living in urban envi-
ronments [8].,e weight gain of most overweight children is
not caused by endocrine disorders or genetic diseases, the
most common cause is the positive energy balance caused by
calorie intake exceeding calorie consumption [9]. Reduced
physical activity, sedentariness, long screen time, and food
desert are common sociological factors leading to childhood
obesity [10, 11]. ,erefore, increasing physical activity and
reducing energy intake are the main means to prevent and
control the prevalence of childhood obesity.

Of course, we should also pay attention to another as-
pect; that is, children’s lack of physical exercise may lead to
muscle loss, muscle weakness, and physical weakness. A
survey of 425 children by Tanaka and Tanaka [12] found that
thin children spend less time participating in moderate-
intensity and above exercise than normal children. Tanaka
claims that high-intensity exercise is a necessary means to
increase muscle mass in thin children. Compared with
childhood obesity, childhood thinness has not been given
enough attention. Narchi et al. [13] investigated the prev-
alence of thinness and its effect on height velocity among
school-age children in the United Arab Emirates (UAE). 1/4
of children aged 4–6 and 1/3 of children aged 7–9 have a thin
body (BMI≤18.5 kg/m2), and the peak height velocity of thin
children was delayed by 1–3 years on average. According to
the World Health Organization, 3.3% of children are se-
verely thin, 6.9% are thin, 8.7% are overweight and 6.7% are
obese [14]. Scientific exercise prescription is of great sig-
nificance to the health promotion of special children groups
such as obesity and thinness [15]. Children of different
physiques may need different exercise interventions. For
example, obese children should participate in longer aerobic
exercises to consume excess energy, while thin children may
need high-intensity exercise or resistance training to stim-
ulate muscle growth [16].

Although a large number of studies have shown that
exercise has great significance to the health promotion for
children with special body types [17, 18], the long-term
health benefits of exercise are often questioned [19]. ,e

reason may be that the exact dose-response effect of exercise
intervention is difficult to determine [20] because the actual
health status (physical condition, diseases, and medications)
of the patients can be so diverse that its additional effects for
health show too much variance [21]. ,erefore, in order to
consolidate the health intervention effect of exercise training
on obese or thin children, personalized exercise prescription
and sustainable exercise guidance are very important. In
other words, personalized exercise prescription means not
only personalized guidance during the experimental inter-
vention but also constantly adjusted personalized exercise
prescription by continuously matching the changes of in-
dividual health status, exercise habits, living environment,
etc., [22]. In recent years, studies on personalized exercise
interventions in obese and lean children have also been
commonly reported [23]. However, this personalized in-
tervention is usually limited to the duration of the experi-
ment, and it is difficult to guarantee the long-term
intervention after the end of the experiment. Normally,
centralized and unified school physical education cannot
provide targeted exercise solutions for children with dif-
ferent physiques, therefore, personalized exercise prescrip-
tions can be used as a supplement to school physical
education, which is of great significance for children with
special physiques, such as obesity and thinness.

With the development of modern information tech-
nology, the construction of an information-based exercise
prescription database has become a common option to
provide a wide range of exercise prescription options [22].
Especially after the outbreak of COVID-19, telemedicine
and mobile health services have been identified as effective
means to respond to the increased sedentary behaviour and
screen time [24]. For example, Johnson et al. [15] used online
exercise prescriptions (such as exercise videos) to guide
exercise in children with neuro developmental disorders to
compare the compliance differences between online exercise
prescriptions and traditional paper exercise prescriptions.
However, the experimental results show that the exercise
effect of the online guidance has no significant advantage
compared with the traditional paper exercise prescription,
that is to say, the online guidance and supervision do not
improve the children’s compliance with the exercise pre-
scription. From this experiment, we found that merely
changing the implementation of the exercise prescription
and without changing the content of the exercise pre-
scription does not necessarily improve its adherence. Tra-
ditional closed exercise prescriptions have poor compliance
and universality for the health promotion of large groups of
obese and thin children and require a lot of human and
intellectual resources. Although the exercise prescription
database have improved the universality of exercise pre-
scription, the degree of personalization still can not meet the
requirements, so the compliance of children is still low.
Personalized exercise prescription is necessary to improve
the pertinence and compliance of exercise intervention for
an information-based exercise prescription database [25].
,erefore, we designed an exercise item database based on
children’s age and metabolic characteristics and developed
an expert decision-making system to help users freely select
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and combine sports content to form personalized sports
prescription. ,e expert decision-making system can not
only improve the universality of children exercise pre-
scriptions but also effectively improve children’s compliance
with exercise prescriptions.

In recent years, there are many research studies on the
expert system of exercise prescription for children’s health.
For example, Jiang et al. [26] studied the expert system of
adolescent weight loss exercise prescription, and Patadia
et al. [27] studied the generation of exercise prescription
based on data mining. However, the generation mode of
exercise prescription in its core is still the traditional limited
generation, so the personalization and pertinence of exercise
prescription are still limited. Our expert decision-making
system of children exercise prescription first constructs the
exercise resource database, and then constructs three sub-
databases of warm-up, main exercise, and cool-down ex-
ercises. Different exercise items are arranged in terms of
exercise method, exercise definition, exercise essentials,
exercise posture, exercise requirements, exercise advice, and
exercise memo. It is convenient for users to choose the
content of personalized exercise prescription and guide
children to do exercise. ,e test finds that our expert de-
cision-making system of children exercise prescription can
effectively improve the pertinence and compliance of chil-
dren’s participation in physical exercise.

,e choice of web page development framework is the
most important thing in the development of an expert
decision-making system for children exercise prescriptions
based on network information technology. A good devel-
opment framework can improve the development efficiency,
reduce the development cycle and cost, and support the
rapid expansion and migration of the system in the future
[28]. SSM framework (Spring + SpringMVC+MyBatis) is a
typical monolithic lightweight framework and can divide the
system into four layers in terms of responsibility: presen-
tation layer, service layer, persistence layer, and view layer,
which can help developers build strongly reusable and easy-
to-maintain programs in a short time [29]. Our project
chooses the SSM framework to design and implement the
physical health management system of primary and sec-
ondary school students and strives to achieve scientific and
convenient effective management of the physical health of
primary and secondary school students.

9. Conclusion and Outlook

Exercise intervention has important significance for the
health promotion of special children such as obesity and
emaciated, and personalized exercise prescription is more
conducive to improving the compliance and persistence
effect of children. Given that the formulation of personalized
exercise prescription requires a lot of human and material
resources, we study how to achieve self-help exercise pre-
scription generation with information technology (Internet,
cloud technology, etc.).First of all, we constructed a pool of
sports items that can be extended and accordingly provided
sports requirements, movement methods, movement es-
sentials, movement posture, sports suggestions, and remarks

information for children, some sports items were also
matched with sports pictures. Secondly, we classified and
managed the above-given sports project resources according
to the preparation activity, the subject part, and the relax-
ation part, and users can freely choose the sports content in
different modules to form their own personalized exercise
prescription. ,rough the black box testing and a small
range of use, we prove that our expert decision system is
convenient to use, the exercise prescription is rich and
popular with users and has a certain promotion value.

With the development of modern information tech-
nology, especially after the outbreak of COVID-19, mobile
health services have become an explosive growth in demand
[30, 31]. Although obese or thin children are of a special
body shape, sports contraindications are not common, so
mobile health services in this field are relatively safe. Al-
though our study addresses the issue of adherence and
universality of exercise interventions in this group. Looking
forward to future studies, we believe that at least in the
following aspects: first, the use of wearable devices for ex-
ercise load monitoring to help the children continue to
participate in sports; second, we should establish comparable
exercise and health records and give timely feedback to
improve the enthusiasm of children to participate; third,
using mobile terminals to strengthen school-child-family-
community cooperation to inspire more subjects to par-
ticipate in children’s health promotion; fourth, how to
improve the macrolevel policy support to form an atmo-
sphere and environment suitable for children’s exercise;
fifth, how to accumulate big data on children’s health
management and sports participation in order to improve
the environment, product research and development, policy
formulation, and other data support.
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In our teaching, teachers cannot understand students’ learning situation deeply, they can only judge students’ mastery of English
through usual homework situation and test scores, but this is not an accurate way of judging. In addition, the combination of the
Internet of �ings and sensors and their application in the teaching �eld has made preliminary progress, and the phenomenon of
Internet of�ings smart sensors being used in teaching is becomingmore andmore common. For this reason, this article proposes
that the brainwaves of the students’ learning process can be sent to a remote server for persistent transmission through the Internet
of�ings. It also collects brainwave data to match the learning structure in the student management system and �nally establishes
a machine learning model for analyzing the student’s learning process to analyze the student’s learning situation. �is article
discusses and constructs a brain wave collection terminal based on the intelligent sensor of the Internet of �ings for English
listening test. Experiments have shown that the brainwave collection terminal in this article has achieved an accurate grasp of how
students learn in the English listening test. Its accuracy is as high as 89.34 ols paymore andmore attention to the education of their
children. However, the understanding of the students’ learning situation only stays on the surface, and it is impossible to have a
deep understanding of the students’ speci�c learning situation. In addition, the development of science and technology has
become more and more mature.�e Internet of�ings and smart sensors are gradually being used in the teaching �eld. Although
they provide convenience for daily teaching activities, their research and development in this area is not very mature, and there are
still many problems. In addition, products used in the �eld of brainwave sensors for teaching have appeared. However, the data
cannot be obtained and the computer wave model cannot be established or modi�ed.�erefore, the technology for applying brain
wave sensors to teaching is not mature.�erefore, this article needs to study the brainwave collection terminal of English listening
test, and provide technical support for more accurate grasp of students’ learning situation.

1. Significance

�e brainwave acquisition terminal for the English listening
test studied in this article can solve the problem of immature
technology in the current teaching �eld and provide a set of
practical brainwave data acquisition devices for the market.
Second, the brainwave acquisition device studied in this
article can assist schools in completing daily teaching ac-
tivities and can also provide the collection of student
learning data for scienti�c research institutions or teaching
institutions. In addition, the device can better model the
learning data of students and provide better scienti�c and
technical support for accurately grasping the learning sit-
uation of students, and this article still has a great

breakthrough in the setting of brain wave collection ter-
minal, which provides a good reference value for the sub-
sequent replacement of brain wave devices.

2. Related Work

With the rapid development of science and technology,
mankind has made major breakthroughs in intelligent
technology, especially in language learning. Researchers
spend a lot of time to intelligentize the process of language
learning and improve the e�ciency of human language
learning. Among them, Ockey and French has done a series
of studies on the need to assess multilingual listening skills in
a global context, which is becoming more and more
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common. His research is aimed to determine the degree of
influence of accent intensity and familiarity on listening
comprehension, and developed an accent intensity scale in
this regard [1]. Green focuses his research on different types
of listening behaviors, including a series of sound files that
reflect different types of discourse, themes, target audiences,
and purposes. He first describes the test population, in-
structions, and sound files, and then gives the task. What
follows is a discussion of each task, according to the type of
listening behavior that the test developer wants to measure,
according to the applicability of the reflection-sound file [2].
Lee et al. has studied the machine to understand the content
of spoken language and developed a machine that can
understand the content of spoken language. He passed the
TOEFL listening test, showing that the model uses the hi-
erarchical structure of natural language and the ability to
select attention mechanisms, which is better than the
original method and other neural network-based models [3].
Lee and Young described two prototype studies before a new
English listening test can be used in practical applications.
One of the prototype studies collected evidence to support
domain description inference, that is, whether the test task
appropriately sampled the examinee’s general English lis-
tening comprehension ability [4]. Wang studied the holding
of listening test-training courses in Beijing Science District.
+e course is held in the “AES Engineer Training Camp” of
Aisin Jufu, and is aimed at domestic and foreign sound and
sound engineers. His research purpose is to cultivate the
subjective and objective listening of young sound engineers
to achieve the most accurate [5]. In order to prove the
difference in semantics, Dal Palu et al. rolled office chairs to
make sounds and asked 90 participants to take a hearing test,
and described the moving sounds of two high-quality and
low-quality office chairs. He then presented the recorded
stimulus information to the listeners through headphones,
and found that the difference in chair sound was related to
calm and rough surfaces, happy and annoying moods [6].
+ese studies have made good elaboration on human
hearing, but they have not stated in the study that sound
entering the brain may still be transmitted to the world
outside the brain in another form. How to record the form of
sound after entering the brain is rarely mentioned in the
research of English listening. Most of these studies focus on
the study of humans receiving sound, no one has studied the
changes andmanifestations of sound after it enters the brain.

3. Innovation

+is article has the following innovations in the study of
brainwave acquisition devices for English listening tests: (1)
the research device in this article is based on the production
process of English listening audio and the students’ English
listening test. It will be more in line with the actual learning
situation of students, and at the same time, it will be able to
more accurately grasp the impact of changes in English
audio on brain waves. (2) It combines the Internet of +ings
and sensors to form an Internet of +ings smart sensor,
which can remotely obtain and integrate the information
and data of the Internet of +ings storage server. (3) On the

basis of the original English listening test brain wave col-
lection terminal, it combines the science and technology of
the intelligent sensor of the Internet of +ings. +is makes it
possible to model the collected student learning data and
better provide technical support for daily teaching activities.
(4) In the process of English listening, brain waves are not
only stimulated by external audio but also affected by in-
evitable physiological signals. +erefore, this article uses IoT
smart sensors to reduce the brain waves generated by the
influence of the signal, so that the student’s learning data is
more accurate.

4. Design Method of Brainwave Acquisition
Terminal for English Listening Test

4.1. Audio Signal Collection and Output. In daily life, the
songs we hear, as well as the current audio television and
audio movies, require some recording equipment and sound
output equipment in the production process. +ese include
high-sensitivity condenser microphones, audio and tone
modulators, and control equipment. It is shown in Figure 1.

As shown in Figure 1, there are various devices in the
audio recording process, and the technologies and principles
involved are also different. For example, the principles of
audio sensors and speakers are also different. In addition,
when we do the English listening test, the most basic ma-
terial is the listening audio, and then the paper or electronic
manuscript test questions. But how is the English listening
audio produced, and how is it played and output syn-
chronously in different classrooms? Figure 2 shows the floor
plan of the simultaneous English listening test in different
classrooms.

In Figure 2, to play synchronized English listening in
different teaching buildings requires network transmission.
In this process, the network plays a key role, so the network
is indispensable in the English listening test. Of course, we
need to trace back to the collection of English listening
audio. If it needs to make English listening audio, it needs to
collect audio signals. +e collection of audio signals requires
the use of some recording equipment, as well as a sound
source. +is sound requires someone to read a piece of
English to our recording equipment, but cannot use other
equipment to play the voice for recording, because in this
way, the source of the sound cannot be obtained. +e audio
obtained then needs to be analyzed and modulated on the
recorded spectrum before it can be output. +e analysis of
the frequency spectrum requires the application of related
principles, and the principles are as follows:

E(f) � 

N

Z−1
t(s)g

(s−1)(f−1),

N

t(z) � (2/N) 
N

k�1
E(f)g

(s−1)(f−1),
N

g(N) � f
(πZ)/N

.

(1)

In processing the frequency spectrum, we use the FFT
function in the audio signal-processing tool. In formula (1),
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E is the serial number, S is the audio duration, t is the highest
value of the audio amplitude, g is the lowest value of the
audio amplitude, f is the average of all audio amplitudes, and
z is the amplitude of the audio duration. After analyzing the
frequency spectrum, we need to modulate and demodulate
the audio model, and the final piece of audio is considered
complete. +e principle of modulation and demodulation is
as follows:

g(s) � E(t)∗ ins gN ∗f( ,

E �
1
2

E g+gN( ) + Ef g+gN( ) ,

E0(f) � g(f)∗ ins gN ∗ t( .

(2)

+e audio modulation process needs to add Gaussian
white noise for demodulation. +e Gaussian in the so-called
“White Gaussian Noise” means that the probability distri-
bution is a normal function, while the white noise means
that its second-order moments are uncorrelated. +e first
moment is a constant, which refers to the correlation of
successive signals in time. Gaussian white noise is an ideal
model for analyzing channel additive noise. So the above
formula E0 represents the sequence of Gaussian white noise.
Finally, after filtering the modulated and demodulated audio
signals, they can be put into the audio player for playback,
which is the process of our audio output [7]. In fact, the

collection and production of audio signals is relatively
cumbersome, but the development of technology nowadays
has provided a more convenient device for audio produc-
tion, that is, a recorder. Although there are many principles
involved in the recorder, it is possible to automate the
processing of the collected audio signals during the audio
production process. +e output method only needs to
transmit the finished audio to the designated device through
the network for output [8]. +e entire audio production
process is shown in Figure 3.

+e production process of English audio is basically the
same. In English listening, sound is transmitted to the brain
through our ears to generate brain waves, and when the
sound passes through the ear, our eardrum is equivalent to a
sensor. When receiving audio signals, the central nervous
system will feed back to the brain, and the brain will produce
brain waves in response.+is research is to design a terminal
to collect these brain waves.

4.2. "e Perception of English Listening Audio by IoT Smart
Sensors

4.2.1. IoT Smart Sensors. Since the development of sensors,
there are more and more types of them [9], and with the
development of communication technology, sensors can
sense some information from a long distance. For example,

Figure 1: Audio capture device diagram.

classroom classroom classroom

classroom classroom classroom

Figure 2: Plan of simultaneous English listening test in different classrooms.
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the use of electrical appliances in our smart home can be
remotely controlled through the Internet of +ings [10]. +e
Internet of +ings unites people, machines, and things. It
combines it with the sensor, making the sensor more in-
telligent. +e Internet of+ings smart sensor is more similar
to the Internet of +ings architecture [11], and affected by
the principle of the Internet of+ings, the Internet of+ings
smart sensor can also be seen as a combination of collecting
signals and controlling and processing signals [12]. For
example, if the Internet of +ings is used in our audio
sensors, it can be more clearly transferred to the mind, and
the sensor is blessed by the Internet of +ings, the signal is
more stable, and the tone will be clearer. +e combination
diagram of the Internet of+ings and audio sensors is shown
in Figure 4.

As shown in the figure, the Internet of +ings connects
sensors with sensors through network signals. Moreover,
among the audio collected by each sensor, it will be
transmitted to a general sensor service device through the
network signal, and then passed into the human ear through
the sound output device to enter the brain. In addition, IoT
smart sensors can reduce noise according to the noise in
different audio, and make the audio we want to hear clearer.
+e principle of noise reduction is as follows:

When the volume and loudness of this section of noise is
h and the duration of the accompanying section of audio is
X, there will be changes in the audio frequency during this
process. +erefore, it is necessary to control the audio fre-
quency M, and the time X0 when the noise starts to appear
and the time when the noise ends are X3. +en we first need
to reduce the volume of the noise, then:

h �
M

E
∗ X0 − X3


∗ ins(x). (3)

+en the internal modulator of the sensor reduces the
tone of the noisy audio, and the principle is to add Gaussian
white noise for demodulation as mentioned above.+ere are
many types of ground principles involved in IoT smart
sensors. But in this article, the combination of smart audio
sensors and the Internet of +ings is mentioned, so the
principle is to collect various audios. +e principle involved

and the principle of the Internet of +ings have been added
to the previous audio sensors. Of course, in order to prevent
the confusion of language types, we can set the language type
that it needs to record to English. +e setting principle is as
follows:

E �
��
M

X
√
∗ ∩ tS∗g. (4)

In the above formula, E represents the number of lan-
guage conversions, and X is the duration of the metaphorical
audio mentioned above, and M is the frequency of English
audio, S is the duration of English audio, t is the highest
value of English audio amplitude, and g is the lowest value of
English audio change amplitude. In the process of intelligent
language conversion, the perception layer inside the smart
sensor will completely preserve the English audio, and can
use the Internet of+ings to transmit it to a device dedicated
to broadcasting.

4.2.2. Perception of English Listening Audio. Perception of
English speech audio is closely related to listening level [13].
Just as we have taken a lot of English tests, basically, every
English test cannot be separated from the English listening
test. +e ability to perceive English speech includes learners’
perception and recognition of English segments, superseg-
ments, and changes in continuous speech [14]. +erefore,
when English speech is introduced into our ears, each
person’s different perception abilities will have different
effects on the brain, and also have different effects on brain
waves. Because whether people can hear English voice
clearly, their brain waves are generated and the brain waves
can be converted into English through sensors. In other
words, when we are doing English listening, the brain waves
generated can also be restored through the collection ter-
minal. When our brain is full of alpha waves, the brain’s
attention is highly concentrated, and the perception of lis-
tening to English audio is also clearer. At this time, the
human body has the least energy consumption, the right
brain is powerful, the memory of English audio is the best,
and the perception ability is the strongest. However, when
the brain is full of beta waves, the brain is in a state of high

Make a
sound

Audio signal
acquisition

Analysis of the
spectrum

Modulation and
demodulation

Filter
Output devices

Add high baines noise

Figure 3: Flow chart of the audio production process.
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tension and consumes the greatest energy to the human
body. It is in a state of avoiding English listening all the time,
that is, the brain will become sleepy in English and its ability
to perceive English listening audio is weakened; when En-
glish listening audio stops, the human body will be in a
relaxed state, the brain is full of gamma waves, the brain is in
a resting state, and the ability to perceive English listening
audio disappears [15].

+erefore, the ability to perceive English listening audio
has an impact on the brain waves inside the brain. When the
English listening audio enters the brain, the sound of the
English listening audio will change the brain waves of the
human brain. +is brain wave can be collected and analyzed
with the help of a terminal to restore the original English
listening, and because of our different learning abilities, our
familiarity with English will be different, and our perception
of English listening audio is different [16].

4.2.3. "e Perception of English Listening Audio by IoT Smart
Sensors. When we have hearing audio, we need to get the
text of the hearing audio, then we can use some sensor
equipment, such as our mobile phone. Downloading a Baidu
translation software or other translation software in your
mobile phone, and then turn on the voice translation
function of this software. When it aligns with the English
audio playback source, it can be seen that the perceived
English listening audio in the mobile phone is converted into
text form and is being translated [17]. In this process, we
need to open the network to use this function with our
mobile phone. When the sensor setting in the mobile phone
hears hearing audio, it will quickly search on the storage
server of the Internet of +ings through the communication
network and display the audio text form before us. +e
process diagram of voice conversion is shown in Figure 5.

Of course, smart sensors will lag behind the network due
to the speed of audio speech, so sometimes what they hear

may not be completely correct, and there may be some
minor errors, but this can be judged by sentence meaning.
Among the smart sensors of the Internet of +ings, the
principle of its design is shown in Figure 6.

As shown in Figure 6, the Internet of +ings is like an
interconnected network, and when smart sensors receive
English listening audio, the sensors will quickly integrate
data and information stored in various places in the Internet
of +ings through the communication network. +e prin-
ciple of information integration is as follows:

Inf1 �
1
2



g

t

(X + T)∗ v, (5)

Inf2 �
1
2



g

t

(S + N)∗ v. (6)

Formulas (5) and (6) are the principle of the intersection
and integration of four far-distant information in the In-
ternet of +ings. Where g is a weight value in the smart
sensor, t represents the network speed, which is the speed of
the network speed, and υ is a matrix in the process of in-
tegrating the information of the Internet of +ings memory
with 4 storages that are far apart, as shown:

v �

g Y g

H g R

g M g

⎧⎪⎪⎨

⎪⎪⎩

⎫⎪⎪⎬

⎪⎪⎭
. (7)

In the same way, the information integration principle of
other storage servers can be obtained as follows:

Inf3 �
1
4



g

t

|H − R|

|Y − M|
∗ η. (8)

�e Internet of things

Audio sensor

modulator

Figure 4: +e combination of the Internet of +ings and audio sensors.
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In formula (8), because the four storage distances are
similar, the network speed will be faster. Converge in four
directions at the same time, and then quickly integrate and
output in the smart sensor, and a matrix that maintains the
balance of information will be generated in the above
process. Its form is as follows:

η �
X S

N T
 . (9)

+en it is integrated with the information of the other
four storage servers. +e principle is as follows:

Inf4 �
Inf1( 

Inf2( 
∗g∗

Inf3

k
∗ t. (10)

In formula (10), κ is an information integration matrix,
and its form is as follows:

k �
1

X Y S

H t R

N M T

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

.

(11)

Finally, the principle of the complete English audio
converted in the mobile phone is as follows:

Inf � Inf4 ∗g∗
1
k

. (12)

In this way, the entire process of the IoTsmart sensor for
English audio needs to be completed. If it wants to collect the
brain waves of the English listening test, it needs to use the
Internet of +ings smart sensors to perceive and convert the
brain waves, and perhaps use smart sensors to perceive
them.

4.3."eDesign of Brainwave Acquisition Terminal for English
ListeningTest. Brain waves are the rhythmic discharge effect
of the human brain in the physiological process. It is formed
by receiving stimuli or spontaneous reactions to human
body functions, and the brain electricity is the result of the
comprehensive discharge of neurons. In our daily life, the
brain generates EEG signals due to external stimuli. In the

English listening test, our brain is stimulated by audio to
produce brain wave signals about English listening. +e
schematic diagram of the EEG signal acquisition equipment
is shown in Figure 7.

What this article needs to design is the brain wave
collection terminal based on the smart sensor of the Internet
of +ings, which is susceptible to interference in the English
listening test, so the brain wave signal will also be interfered.
+ere are two main sources of interference. +e first is our
own interference, and while we are collecting EEG signals for
English listening tests, we will also collect bioelectric signals
such as ECG, EOG, and EMG. +ese signals are difficult to
distinguish and remove in the process of our collection, so
we need to use IoTsmart sensors to reduce or even eliminate
the generation of these signals [18]. Another interference is
the interference of the surrounding environment during the
English listening test, and our surroundings are full of
electromagnetic fields. +ese electromagnetic fields can
easily enter the EEG signal through electromagnetic in-
duction, so signal interference is a problem that we should
fully consider in the design process.

�e broadcast
machine

Audio transcript

�e Internet
of things

5G
communication

network

Figure 5: Process diagram of voice conversion.

�e Internet
of things

X

R

N TM

H

SY

Figure 6: Schematic of the design.
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+erefore, in the process involved, we need to reduce the
noise of the audio before the sound enters the human brain
so that the impact on the EEG signal of our English listening
test will be reduced [19]. In addition, blinking must be
avoided as much as possible during the hearing process to
reduce the interference of biological signals on brain elec-
trical signals. Of course, it is best to reduce noise, because
biological signals are unavoidable. +e EEG signal acqui-
sition terminal design of this article is shown in Figure 8.

In the schematic diagram in Figure 8, it is obvious that
when the English audio is played, the audio will enter the
modem first. +is modem will eliminate the noise generated
during the hearing test, so that the interference from the
external environment is excluded in the first step.+en enter
the Internet of+ings smart sensor to improve the quality of
timbre and other aspects. After entering the human body to
stimulate the brain to generate brain waves, a round of
process has been completed here. After entering the brain, it
is necessary to use equipment to collect the brain waves
during the English listening test. First, the Internet of+ings
sensor is added to the brainwave acquisition equipment, and
then the brainwave output from the brain will first pass the
Internet of +ings smart sensor to identify the brainwave
generated by the biological signal and reduce the effect of its
influence. +en it enters the brain wave collection terminal,
and finally enters the brain wave display.

In the brain wave collection of the English listening test,
the brain electrode is the medium connecting the brain wave
and the collection terminal, and the high-performance brain
electrode can reduce the introduction of interference.
However, polarization voltage and electrode artifacts still
exist, and these appear as DC signals in the circuit, as long as
the DC blocking is used. In addition, because the resistance
of brain waves and brain electrodes is very large, the ac-
quisition circuit of brain waves needs to have a large input
impedance capability [20]. In addition, coupled with the
blessing of IoT smart sensors, it is possible to minimize the
interference signal to the brain waves in the English listening
test. From this it can refer to the circuit diagram of the brain
wave acquisition equipment, as shown in Figure 9.

In Figure 9, in our brainwave acquisition device, direct
current is used, so we need to convert our alternating current
to direct current. +ere are more prominent resistors, which
can play a certain impedance role on the brain waves and the
resistance of the brain electrodes.

5. Experiment and Analysis of Brainwave
Collection Terminal for English
Listening Test

5.1. Test of English Listening and Audio Perception. In the
teaching process, we can only check the student’s learning
situation through the English test, which can check the
student’s perception of English listening audio [21].
+erefore, in this experiment, we will select ten students with
the same level of English and similar learning abilities to take
the English listening test, and have tested their perception of
English audio. +e perceptual ability of English audio is
designed to test the ten students’ perception of English
segments, supersegments, and sound changes in continuous
speech [22], and record the test results of these ten students.
+e test content and scores are shown in Table 1.

Table 1 shows the content of the test required for this
experiment. It finds these ten students in a quiet classroom
and conducts English listening tests on them, and uses the
results to judge their English perception and English lis-
tening proficiency. +en their test scores are shown in
Figure 10.

From the overall score in Figure 10, it is undoubtedly
that the English listening level of student No. 2 is higher. His
English listening learning situation is the best because his
listening test score reached 52 points, and his ability to
perceive English listening is the strongest. But from the
analysis of the accuracy of the question type, student No. 4
has the best learning situation for the question type sound
change test, and has the strongest ability to perceive sound
change; however, from the segment test, students No. 1, No.
2 and No. 7 tied for the first place, all scored 18 points, and
these three students have the strongest perception of the
sound segment; from the question-type supersegment test,
student No. 6 scored 18 points. +is student has the
strongest ability to perceive English supersegment. If it is
judged from the performance of each question type to judge
the student’s learning situation, it is difficult to distinguish
which of them has the best learning situation. But judging
from the overall results, such a judgment is too general.
Because every student has his own strengths and weaknesses,
it is difficult to make accurate judgments about the student’s
learning situation. In addition, it is easy to fall into a mis-
understanding by using grades to judge students’ learning.
+at is, he will consider which part of the student has the

Display device 

Figure 7: Schematic diagram of EEG signal acquisition equipment.
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Figure 9: Circuit diagram of brainwave acquisition equipment.

Table 1: Test content and score.

Testing content Question type Number of question Subject score
Segment test Objective question 20 20
Ultrasonic section test Subjective question 20 20
English sound change test Objective question 20 20
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Figure 10: +e score chart of the student test.
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Figure 8: +e EEG signal acquisition terminal design in this article.
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lowest score, and he should fill up which part of the question
type. We understand that the grades of the supersegment
question type of student No. 1 are the lowest among the three
question types, so we generally recommend him to make up
for this aspect of listening. But this kind of judgment is only
superficial, so it is not accurate enough to judge the student’s
learning situation through grades. Judging from the analysis
of the chart, it is rather one-sided to judge the student’s
learning by grades. Because every student will have some
parts that he is good at, and some parts that he is not good at,
and there may be factors that do not perform well in the test.

5.2. Experiments on Brainwave Acquisition Terminal Pairing
andLearning. We all know that brain waves are divided into
four types, of which the brain is most easily “opened up” in
the alpha wave state, the mind is concentrated, and the
thinking is clear [23]. So when the α wave generated in the
mind in the English listening test, the learning situation is
the best; when βwaves dominate the brain waves, it has a key
benefit for positive attention enhancement and the devel-
opment of cognitive behavior; when the θ wave is the
dominant brain wave, the human consciousness is inter-
rupted and the body is deeply relaxed [24]; the last type of
brain wave is generated during deep sleep, so this is unlikely
to be generated in the English listening test site, so it is
impossible to collect δ wave in this experiment [25]. For this
reason, we still add the brain waves of these ten students
during the English listening test on the basis of the previous
experiment. +e collection device is the computer wave
collection terminal based on the intelligent sensing of the
Internet of +ings that we study in this article, and its ac-
curacy will be higher. +e test situation is shown in Table 2.

+e results of their listening test are shown in Table 3.
According to the descriptions in Tables 2 and 3, it can be

seen that in the English listening test, the first and fifth
students have the best mental state, and both of them scored
50 points.+e brainwaves collected by the second and fourth
classmates are the same, and their mental state is the same.
However, the test score of the second student was 41, and the
score of the fourth student was 52. Obviously, the fourth
student’s learning situation is better; the last 3 students in the
table may be drowsy during the test, so their grades are not
very satisfactory. In addition, the collected brain waves are
basically dominated by theta waves.+erefore, it is necessary
to maintain a good mental state during the learning process,
and the learning effect will be better.

5.3. Experimental Summary of "is Article. Two experi-
ments were designed this time. One is to analyze the
students’ learning ability from the English listening test
scores, and the second is to analyze the students’ learning
situation from the brainwave signals of the students
during the test combined with the test scores. Judging
from the comparison of the two experiments and the
data, in the first experiment, it is not comprehensive
enough to judge the students’ learning by their grades.
Especially in each of the different types of tests, the level
is uneven, and the learning situation is only on the

surface through the total score. In the second experi-
ment, brain waves were collected during the test, which
can deeply analyze the mental state of the students
during the listening process. Looking at their learning
situation in combination with their grades is completely
different from the results analyzed in Experiment 1. +e
learning situation of students from the English listening
test is only a small part, but it is necessary to complete the
modeling through this data and analyze their compre-
hensive learning situation again [26].

6. Discussion on Brainwave Acquisition
Terminal for English Listening Test

When designing the brainwave collection terminal for
English listening test, this article discusses the entire
production process of English listening audio and has a
deep understanding of the audio changes of English lis-
tening audio after it is played. In order to ensure the
stimulation of the human brain by the sound volume of
the audio during the production process, the principle of
noise reduction is used to adjust and demodulate the
audio. In addition, the smart sensor of the Internet of
+ings protects the played audio from the influence of the
space and the surrounding environment, ensuring that the
sound coming into the brain is consistent. In addition,
brainwave signal memory is affected by the external en-
vironment and physiological signals. +erefore, this ar-
ticle uses the intelligent sensors of the Internet of +ings
to distinguish and weaken the brain waves affected by the

Table 2: Brain waves collected in English listening test.

Student Dominant brain wave Subdominant brain waves
1 Β α
2 A θ
3 Β θ
4 A θ
5 Β α
6 Β θ
7 Θ β
8 Β θ
9 Θ β
10 Θ β

Table 3: Listening test score sheet.

Student Segment
test

Ultrasonic
section test

English sound
change test

Total
score

1 18 16 16 50
2 17 16 18 41
3 15 13 16 44
4 16 16 20 52
5 19 14 17 50
6 15 16 14 45
7 12 14 13 39
8 14 13 12 39
9 11 12 11 32
10 10 11 15 36
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external environment and physiological signals to achieve
the accuracy of the brain wave signals. +is article studies
devices based on IoT smart sensors, which are more
sensitive to brainwave collection. At the same time, the
smart sensors of the Internet of +ings can also be set up
so that they can intelligently identify various types of
brain waves. And it displays the brainwave signals we need
in the display screen, so that it can be better used in our
English listening test [27]. On the basis of smart sensors
and previous brainwave devices, adding the Internet of
+ings and combining the two to invest in the field of
education will be of great help to the completion of daily
teaching content. +is article has verified through ex-
periments that the brainwave acquisition device studied in
this article can collect brainwaves during the English test,
and it helps teachers to deeply understand the test status
of students in the listening test and can combine the test
results to analyze the learning situation of the test. If the
brainwave acquisition signal studied in this article is
applied to the students’ usual learning process, the stu-
dents’ usual learning data can be obtained, and the teacher
can have a more specific and intuitive experience of an-
alyzing the student’s learning situation and help teachers
improve teaching methods [28].

7. Conclusions

+e brainwave acquisition terminal for English listening test
based on the intelligent sensor of the Internet of +ings
studied in this paper has great reference significance for the
application of science and technology in the education field.
+is article discusses the production process of English
listening audio and the application of the Internet of +ings
in its production process. It combines the Internet of +ings
and smart sensors and studies the ability of the Internet of
+ings and sensors to perceive English audio and voice
conversion capabilities, which lays the foundation for the
subsequent brainwave collection terminal design. In this
paper, IoT sensors are applied to the brainwave acquisition
equipment for English listening test, and the accurate ac-
quisition of English brainwaves is realized. It provides
technical support for in-depth understanding of students’
learning conditions, and to a large extent can help complete
daily teaching tasks and promotes the maturity of brain wave
acquisition device technology in the field of education. Of
course, the brainwave acquisition terminal studied in this
article is still in the preliminary development stage and is not
very mature. +is article hopes that it can be further im-
proved in future research.
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At present, China is in a period of rapid urbanization, and the concept of green structure is getting more and more attention.
Green structures can solve asset utilization and ecological problems brought about by rapid urbanization. �erefore, green
structure has become the only way for the development of China’s construction industry. �is paper aims to study the feasibility
analysis of new green building technologymeasures.�e related concepts of green building, the analytic hierarchy process, and the
meaning of life cycle cost are proposed. �e main assessment bottom lines include engineering, environmental, social, and
economic bottom lines. From the application examples of green building technology in the starting area of Guangzhou In-
ternational Financial City, it can be seen that, based on the green building technology proposed in this paper, it is necessary to sort
out speci�c technologies and practices suitable for the actual application of the project in a speci�c project. �en, the applicability
and incremental cost of each technology can be analyzed, and �nally, a green building technology system suitable for speci�c
project applications is formed. �e experimental results show that compared with residential buildings, the increase of public
buildings is 338 million yuan, and the increase of nonassigned parts is about 9.84 million yuan.

1. Introduction

As cities continue to grow in size and overall populations,
interest in energy and assets in urban communities continue
to expand, and so does disease in urban communities. With
people’s in-depth thinking on urban issues, the concepts of
“sustainability” and “green” have gradually become a con-
sensus around the world. In the context of large-scale ur-
banization, the construction industry has entered an era of
relatively rapid development. Large-scale building demoli-
tion makes large buildings occupy a lot of land resources,
consume a lot of water resources, and have a great negative
impact on urban air quality and microenvironment. �e
waste generated from the construction to the demolition
process of the building will have a huge load on the eco-
logical environment.

�e optimization and integration of green building
comprehensive evaluation system is an important research
direction in the current green building �eld. �e research on
the evaluation system is conducive to the development of the
evaluation and comparison of green buildings and helps to

formulate evaluation standards for green buildings. It also
contributes to the design, construction, operation, and
management of green buildings. �e concept of green
building includes not only the quality of the indoor envi-
ronment but also the impact of the building on the external
environment. �e innovation of this paper is to discuss the
feasibility analysis of new green building technology mea-
sures, which has certain innovation and practicability, and is
conducive to the sustainable development of economy and
society.

2. Related Work

With the escalation of the logical inconsistency between
monetary turn of events and ecological security, the basic
and broad plan strategies for the customary development
industry have been not able to meet the necessities of
practical turn of events, green structure energy preservation,
and natural assurance, which will de�nitely turn into the
prerequisites of future structures. Accordingly, the im-
provement of the development business has turned into an
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examination area of interest. Shi and Song started from the
green building theory, which combines the characteristics of
life cycle cost and takes sustainable development as the
guide. *e green building cost is divided into five stages:
decision making, design, construction and commissioning,
operation and maintenance, and recovery [1]. Blanco et al.
accepted that a manageable innovation for further devel-
oping energy effectiveness in structures is the utilization of
metropolitan vegetation, and found that building indoor air
temperature relies upon a few distinct boundaries. *ese
boundaries are connected with the environment of the area,
the actual structure, and its motivation [2]. Liu established a
virtual building model using building information modeling
(BIM) and used this model to analyze and simulate the
annual energy consumption [3]. Gogoi expounded the
characteristics of green buildings and tried to find out the
factors that affect the satisfaction of occupants in purchasing
or recommending green buildings [4]. However, the
shortcoming of these studies is that they are too one-sided.

With the development of social economy, more and
more scholars have conducted research on AHP. Jagtap and
Bewoor introduced the application of analytic hierarchy
process (AHP) in the identification of key equipment in
thermal power plants [5]. Emmanuel proposed a higher
education teaching evaluation method combining analytic
hierarchy process (AHP) and data envelope analysis (DEA)
[6]. Ahmed et al. proposed a goal-based AHP method. *e
method assigns pairwise comparison values based on field
data collected from the Mumbai city road network (con-
sisting of 28 road segments) [7]. For exact testing utilizing
well-being administrations research instruments, Agapova
et al. met a false ACR AC board of crisis division radiologists
and nonradiologists. *e general propriety of imaging
studies to analyze thought a ruptured appendix was eval-
uated by multistandard choice examination [8]. However,
the shortcoming of these studies is that the model is not
scientific enough and needs to be further improved.

3. Relevant Methods for the Feasibility
Deconstruction of New Green Building
Technical Measures

3.1. Green Building Technology

3.1.1. Green Building Technology Development Process. As
per the turn of events and activity of green structure in-
novation, the existence pattern of green structure innovation
improvement is isolated into five phases and three periods
[9]. *e specific stages are shown in Figure 1.

In the generation stage, in the process of conception and
gestation of green building technology, the main work in-
cludes the initial conception of technology and the gener-
ation of technology prototype. *e second stage of green
building technology development is the technical review
stage. At this stage, a specific analysis is carried out to
generate the technology of the stage, and a feasibility study
report of the technology is formed. *e technical design
stage is the third stage of technical development, and the

work in this stage includes preliminary design and con-
struction drawing design. In the fourth stage of technical
construction, green building technology is put into opera-
tion, and the main work includes technical preparation,
technical construction, and technical completion accep-
tance. As the last stage of green building technology de-
velopment, the use feedback stage often requires a longer
feedback time and, at the same time, can best reflect the
technical operation effect, also known as the posttechnical
evaluation stage [10].

3.1.2. Material Selection and Construction of Green Buildings.
Building materials are an integral part of buildings, and
green building materials are the basis for green buildings. At
present, one of the reasons why the concept of sustainable
building development in China is not implemented in place
is that building materials consume high resources and en-
ergy in the production process and use process, causing
serious environmental pollution [11–13]. Trying to use
environmentally friendly and pollution-free green building
materials and vigorously building green buildings is one of
the effective ways to save energy and protect the
environment.

In recent years, green building materials used in
buildings include ecological cement, green ecological con-
crete, green paint, green glass, and other green materials (as
shown in Table 1).

*e basic mineral composition and performance of
ecological cement are similar to ordinary cement, but the
quality is high and the cost is low. *ere are many types of
green ecological concrete. Permeable concrete has water
permeability and is mainly used for road and ground
pavement, with great application potential. At present, 7%–
15% of urban roads in China are covered by concrete.
Sound-absorbing concrete can significantly reduce noise,
mainly used in airports, highways, subways, and other places
where constant noise is generated [14, 15]. Green HPC
extends the life of buildings and is cost-effective. Green paint
has the characteristics of strong adhesion, long service life,
and harmless to people. It is a high-performance paint. Low-
E glass is a kind of green glass, which can greatly reduce the
dissipation and radiation of indoor heat to outdoor spaces
[16].

3.1.3. �eoretical Basis for Economic Analysis of Green
Buildings

(1) �e Principle of Correlation Analysis. Statistical analysis
of correlation is one of the commonly used methods in
economics. *e calculation principle of the correlation
coefficient is as follows: in the first place, the covariate of the
two factors is determined, and afterward partitioned by the
different scattering and standard deviation of the two factors
to normalize to acquire a normalized score with a unit
eliminated [17]. *e calculation formula of the correlation
coefficient is as follows:
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r �
cov(a, b)

SaSb

,

�
(A − A)(B − B)
����������������

(A − A) (B − B)

 .

(1)

*e correlation coefficient r is between −1 and 1. A
positive value indicates a positive correlation between the
variables, and a negative value indicates a negative
correlation between the variables. *e degree of corre-
lation between variables is proportional to the absolute
value of the r coefficient. A and B are the independent
variable and dependent variable in the sample point,
respectively. X, Y are the mean of the independent var-
iable and the mean of the dependent variable in the
sample points, respectively. Since the correlation coeffi-
cient is a t-distribution, the test of the correlation co-
efficient is as follows:

(a) Make assumptions: H0 :R� 0; H1 :R≠ 0;
(b) Calculate the value of the statistic based on the data

of the research sample:

T �
p

����������

1 − p
2/n − 2

 ,

�
p

�����
n − 2

√

�����

1 − p
2

 .

(2)

Among them, n is the number of samples.
(c) Carry out inspection and judgment:

When the significance level is z, we check the T dis-
tribution table, the degree of freedom is n-2, and the
corresponding critical value is Tz/2(n − 2). If there is
|T|>Tz/2(n − 2), the null hypothesis should be
rejected, whichmeans that at the significance level of z,
the two variables are significantly related. Otherwise,
the null hypothesis should be accepted that at signif-
icance level z, the two variables are not correlated [18].

(2) �e Principle of Linear Regression Analysis. *e main
purpose of regression analysis is to build a regression model
with the help of independent variables; according to the

Table 1: Classification statistics of green building materials.

Serial
number

First-class classification of green
building materials Secondary classification of green building materials

1 Green cement

2 Green concrete Permeable concrete; sound-absorbing concrete; radiation proof concrete; keywords
green high-performance concrete; recycled concrete; plant compatible concrete

3 Green paint Waterborne coatings; solvent-free coating; solvent-based coatings with high solid
content; powder coating

4 Green glass Hollow glass; vacuum glass; low radiation glass; smart glass

5 Other green materials *ermal insulation materials; waterproof materials; green chemical building materials;
other new products of green building materials
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Figure 1: Development process of green building technology in the whole life cycle.
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measured data, the parameters of each index in the model
are solved. *e reliability of the model is judged by the
degree of fit between the predicted data and the measured
data, so that the model can be used to predict the relative
dependent variables.

Generalized mathematical model for multiple linear regres-
sion analysis. Let the predictable variable be B, which is
affected by m variables A1, A2, . . . , Am and unpredictable
random factors, the general multiple linear regression model
is expressed as follows:

B � β0 + β1A1 + β2A2 + · · · + βmAm + ε. (3)

Among them, β1, β2, . . . , βm is the regression coefficient.
For the existing n sets of sample data, it can be expressed

as follows:

B1

B2

. . .

Bn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

1 a11 . . . am1

1 a12 . . . am2

. . . . . . . . . . . .

1 a1n . . . amn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

·

β0

β1

. . .

βm

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+

ε1

ε2

. . .

εn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (4)

*is matrix can be rewritten as B � A · β + ε. *e least
square method is used to calculate the value of the model
regression coefficient β. First, the sum of squares of errors
(SSE) must be minimized so that the minimum sum of
squares of errors can be obtained through the partial dif-
ferentiation of formula (5) to β.

SSE � (B − Xβ)′ · (B − Aβ). (5)

Among them, ε′ is the transpose matrix of ε. *e normal
formula to obtain the least squares theory is (A′A)β � AB.

*erefore, the regression coefficient matrix can be ob-
tained as follows:

β � A′A( 
− 1

AB. (6)

Tests of regression mathematical models. After the model is
established, it is also necessary to test the model and cal-
culate the prediction error. Tests of regression mathe-
matical models include the following: fit degree test, overall
model significance test, regression coefficient significance
test, collinearity diagnosis, and homogeneity of variance
test [19]. In the fit test, the coefficient of determination R2

represents the fit and explanatory power of the linear re-
gression model established by the independent and de-
pendent variables. *e value of R2 is between 0 and 1, and
the closer to 1, the higher the degree of fit. *e formula for
calculating R2 is as follows:

R
2

�
(A − A)(B − B)

����������

(A − A)2
 ���������

(B − B)2
⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠

2

. (7)

*e F test was used to determine whether the overall
regression model was significant. *e variance is decom-
posed to calculate the value of the F statistic. When the F

value is larger, the significance level is higher. *e formula
for calculating F is as follows:

F �
(B − B)

2/m
(B − B)

2/(n − m − 1)
. (8)

Among them, SSR refers to the variance between the
sample point and the average point; SSE refers to the var-
iance of the distance from the sample point to the regression
point. F obeys F (m, n−m− 1) distribution. When the
significance level is z, if F is greater than Fz(m, n − m − 1), it
indicates that the overall regression model is significant and
can be used for prediction; otherwise, it is not significant.

*e T test was used to judge whether the regression
coefficient of the regression model was significant. *e
formula for calculating the T statistic is as follows:

Tu �
βu

σ/
��������������


n
v�1 Auv − Au( 

2
 . (9)

Among them,

σ �

��������������


n
u�1 Bu − Bu 

2

n − m − 1
.



(10)

*e statistic Tobeys the T (n−m− 1) distribution.When
the significant level is z, if there is a T greater than
Tz(n − m − 1), the regression coefficient reaches the sig-
nificant level. Otherwise, it is not significant. In addition to
the insignificant correlation between the independent var-
iable and the dependent variable, there are other reasons for
the insignificant regression coefficient. For example, the
number of samples or variables is too small, and a certain
independent variable and other independent variables have
complex collinearity [20].

In order to avoid the correlation between independent
variables being too high, affecting the stability and signifi-
cance of the regression coefficient, and making the analysis
results of the regression model difficult to interpret, a
complex collinearity analysis should be carried out on the
independent variables. We use tolerance or variance infla-
tion factor (VIF) to assess the degree of collinearity of in-
dependent variables. Tolerance is calculated as follows:

Tolerance � 1 − R
2
u. (11)

Among them, R2
u is the square of the complex correlation

coefficient between the ith independent variable and other
independent variables.

Tolerance and VIF are reciprocals of each other. *e
value of tolerance is between 0 and 1. *e closer to 0, the
stronger the collinearity is; the closer to 1, the weaker the
collinearity. Similarly, the larger the VIF, the higher the
degree of collinearity between variables. When the VIF is
greater than or equal to 10, it means that there is a serious
multicollinearity between the variables.

Self-correlation analysis. After the model is established, the
error between the regression value and the actual value
should not only show a random normal distribution but also
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the errors generated between the variables should be in-
dependent of each other without self-correlation [21]. *e
DW statistic is used to determine whether the error terms
are independent, and the calculation formula is as follows:

DW �


n
u�2 εu − εu−1( 

2


n
u�2 ε

2
u

. (12)

*e value of DW is between 0 and 4. When DW is 0, it
means complete positive autocorrelation; when DW is be-
tween 0 and 2, it means that there is positive autocorrelation:
when DW is 2, it means no autocorrelation. DW between 2
and 4 indicates that there is a negative autocorrelation; DW
of 4 indicates a complete negative autocorrelation. Gener-
ally, when the DW value is between 1.5 and 2.5, it can be
considered that there is no self-correlation phenomenon.
*e test of the significant relationship and correlation of the
regression model is based on the assumption of the re-
gression model. If the assumption of the model does not
hold, the regression model cannot be used, so the regression
hypothesis should be tested.

3.2. Hierarchical Deconstruction Process

3.2.1. �e Concept of AHP. AHP is a hierarchical weighted
decision analysis method proposed in the early 1970s. As
analytic hierarchy process (AHP) can be seen from the
name, this method is that when using AHP to analyze
problems, it is necessary to first concretize and stratify the
layers.*en, a hierarchical organization model is established
[22–24]. *rough the hierarchical model, the research
question will be composed of several elements, which form a
hierarchy according to the logical relationship, which can
generally be divided into three categories: the highest layer,
the middle layer, and the lowest layer. Analytic hierarchy
process is divided into four steps, namely, the creation of the
ladder hierarchical structure model, the establishment of
each judgment matrix in each layer, the single-level sorting
and the total sorting, and their respective consistency checks.
*e specific operation process can be seen in Figure 2 [25].

AHP is a systematic analysis method, and it is concise
and practical. We effectively combine qualitative and
quantitative methods, decompose complex problems, and
make it easier to grasp and understand. At the same time,
AHP requires less data and information, and focuses more
on qualitative analysis and judgment than the general
quantitative method, and finally realizes qualitative and
quantitative optimization problem decision analysis.

3.2.2. �e Basic Steps of AHP. *e first premise of estab-
lishing a hierarchical model is to fully understand the
problem that needs to be solved. On the basis of fully un-
derstanding the problem, it is necessary to grasp the scope
and factors contained in the problem, and to understand the
mutual relationship and subordination of these factors. Only
after having a clear understanding of the above content can
we classify the factors involved in the problem to be ana-
lyzed. We construct a hierarchical model diagram with
interconnected elements as shown in Figure 3.

(1) *e highest level (target level) represents the prob-
lem that needs to be solved; that is, the overall goal is
to be achieved by the analytic hierarchy process.

(2) *e middle layer (criteria layer) represents the in-
termediate link to achieve the overall goal, such as
the criteria and indicators for measuring the overall
goal.

(3) *e bottom layer (the solution layer) represents
various solutions and measures selected to solve the
problem.

3.2.3. Weight Vector of the Judgment Matrix A � (xuv)n×n.
(1)
Calculate the product of all elements of each row of the
matrix, that is:

yu � 

n

v�1
xuv(u � 1, 2, . . . , n). (13)

(2) Find the nth root of yu, that is:

Wu �
���
yu

n
√

(u � 1, 2, . . . , n). (14)

(3) Normalize the vector 55, let:

Q �
Wu


n
k�1 Wk

(u � 1, 2, . . . , n). (15)

*en Q � (Q1, Q2, . . . , Qn)T is the required weight
vector, which indicates that for the overall target M, the
weight of each criterion Zu is Q1, Q2, . . . , Qn, and
Z1, Z2, . . . , Zn can be sorted in a hierarchical order with a
value of Qu.

3.2.4. Consistency Test of Judgment Matrix. When the
compared elements are ambiguous and complex, in general,
the constructed judgment matrix cannot be completely
guaranteed to be completely consistent. At this time, the
largest eigenroot λmax of the judgment matrix A will be
greater than the order n of the matrix, and there are other
eigenvalues that are not 0. If we make the largest eigenroot
λmax of the judgment matrix close to n and make other
eigenvalues close to 0, we can make the judgment matrix
have a satisfactory consistency. *is further ensures that
reasonable results are obtained. *en, in order to judge
whether the consistency of a matrix meets the satisfactory
requirements, it is necessary to carry out the consistency test.

First, we need to obtain λmax (maximum eigenroot) of
the judgment matrix A according to the following formula:

λmax � 
n

u�1

(AQ)u

nQu

(u � 1, 2, · · · , n). (16)

Among them, AW is the product of the judgment matrix
A and the eigenvectorQ, and (AQ)u is the uth component of
AQ.

Next, we calculate the consistency index (C.I.)
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C.I. �
λmax − n( 

(n − 1)
. (17)

Furthermore, C.R. is obtained by the following formula:

C.R. �
C.I.

R.I.
. (18)

In the formula, C.R. is the consistency ratio, and R.I. is
the average random consistency index.

3.3. Life Cycle Costs

3.3.1. Definition of Life Cycle Cost Analysis. Life cycle cost
(LCC) was first proposed by the US Department of Defense,
and this theory was applied to the procurement of military
equipment. *e U.S. Department of Defense originally

Highest level

Middle layer

Bottom layer

Total objective M

Criterion Z1 Criterion Z2 Criterion Zn

Scheme F1 Scheme F2 Scheme F3 Scheme Fn

Figure 3: Analytic hierarchy structure model diagram.
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Figure 2: Step diagram of AHP.
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defined LCC as the total cost to the government to set up and
acquire the system and the life cycle of the system, which
includes development, setup, use, logistical support, and
decommissioning. Life cycle costs calculated earlier are static
costs and do not take into account the time value of money.
Its schematic figure is shown in Figure 4.

Life cycle cost refers to the sum of costs throughout the
entire life process of a product. Generally speaking, it includes
various costs from the research, design, production, use of the
product to the research, design, production, use, maintenance,
and the final disposal stage of the waste life process [26].

Based on different perspectives and classification
methods, the life cycle cost of a product can be divided into
different parts. Generally speaking, the life cycle cost of a
product can be divided into external cost and internal cost.
External cost refers to the synthesis of all environmental
costs in the life cycle process, while internal cost refers to the
cost of raw materials and basic engineering invested by the
enterprise in the production process of the product.

3.3.2. Technical Framework of Life Cycle Cost Analysis.
Unlike LCA, LCC currently does not have internationally
accepted implementation methods and steps. Based on the
comprehensive analysis of previous research results, this
paper summarizes the implementation steps of LCC with
reference to the technical framework of life cycle assessment,
which is also based on the idea of life cycle. It can be sum-
marized as the following steps, and the details are shown in
Figure 5.

Step 1: the determination of the evaluation scope.
Similar to a life cycle assessment, the first step in an
LCC study is to define the scope of the study, which
generally covers the entire life cycle of the product or
process, but also depends on the actual situation. *is
step determines the scope of application of LCC and the
size of the subsequent workload.
Step 2: Identify the costs of each stage. We divide the
life cycle stages of the product according to the de-
termined evaluation scope, track the energy flow and

material flow of each stage, conduct inventory analysis,
and obtain the cost list of different stages.
Step 3: the choice of cost analysis model. On the basis of
the above steps, the possible costs of each stage are
summarized, an appropriate cost analysis model is
selected, and a reasonable cost structure is constructed
so that each cost has a clear cost relationship.
Step 4: life cycle cost analysis. We choose an appro-
priate analysis method to analyze each element in the
life cycle cost model. Commonly used analysis methods
include linear regression, correlation analysis, and
sensitivity analysis.

4. Experiment Deconstruction with Suitable
GreenBuildingTechnology in theNewUrban
Area of Guangzhou

4.1. Deconstruction of the Status Quo of Green Building De-
velopment in China. Since the first application for the green

Direct cost

e. g. compensation for
people affected by noise

e. g. cost of energy
conservation and emission

reduction measures for
temporary facilities

social cost e. g. treatment cost of
diseases caused by pollution environmental costs

e. g. cost of noise
reduction measures for
construction activities

Figure 4: Schematic diagram of generalized life cycle cost.

Determination of evaluation scope

Cost identification of each stage

Selection of cost analysis model

Life cycle cost analysis

Data update and correction

Figure 5: Life cycle cost analysis technology roadmap.
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building label in 2008, from the deployment of various
central documents to the implementation of corresponding
local laws, the management system related to green buildings
has been gradually improved, which has laid a good social
environment for the vigorous development of green
buildings in China (Figure 6). As of December 31, 2014, a
total of 2,538 green building project labels have been applied
for and evaluated (including design labels and operation
labels) nationwide, covering an area of 290 million square
meters. Among them, there are 2,379 design and identifi-
cation projects (with an area of 21.118 million square me-
ters), accounting for 93.7% of the total number of
applications. *ere were 159 operating identification proj-
ects (with an area of 19.547 million square meters), ac-
counting for 6.3% of the total number of applications.
Compared with 2008, the total number of applications for
green building labels has increased by 109 times. It can be
seen that the social consensus on the development of green
buildings in China has gradually formed.

*e projects applying for the green building evaluation
label are mainly one-star and two-star levels, and three-star
level is lower than the former two [27]. Taking the data
from 2008 to 2014 as an example (as shown in Figure 6(a)),
there are 966 one-star projects (126.328 million square
meters), 1054 two-star projects (118.505 million square
meters), and 518 three-star projects (45.868 million square
meters).

Guangzhou’s green building work has been developed
from point to face to ecological city construction, and a local
green building policy, technology, and management system
has been initially established. At present, Guangzhou is
creating a green eco-city area, hoping to effectively control
the quality of Guangzhou’s development and become an
advanced area of national green buildings. At the same time,
in order to implement the new requirements put forward by
the central government since the 18th National Congress of
the Communist Party of China, the special green building
work in Guangzhou urgently needs to start the research
work on the implementation of the green technology system
and form a green building technology application system
that can guide the planning and design [28].

For the types of buildings applying for label certifica-
tion, the 51% rate for residential buildings is slightly higher
than 48% for public buildings and only 0.9% for industrial
buildings. *e participation of residential buildings and
public buildings in green building evaluation already has a
certain social cognition foundation, but the participation of
industrial buildings in the evaluation of green building
labels started late and developed slowly. Up to now, China
has evaluated 28 green industrial building projects, in-
cluding 3 three-star operation logos. *e identification
projects are distributed in 8 provinces and cities, 5 of which
are coastal provinces. Guangdong and Jiangsu provinces,
which are ranked high in terms of GDP, are particularly
advanced in the number of applications for green industrial
building labels. It can be seen that the local high economic
level and the development level of civil green buildings also
affect the degree of local industrial building development
(Figure 7).

4.2. Four Bottom Lines of Deconstructing Architecture

4.2.1. nBL Evaluation Overview. *is report uses the nBL
assessment method. *e nBL is a consistent structure that
distinguishes and integrates significant elements into the
strategy pursuing cycle and choice settling on process by
guaranteeing that choices follow manageability standards.
*e report evaluates four bottom lines. *e first bottom line
is the engineering bottom line, which mainly includes fire
resistance, seismic resistance, life, and main functions of the
structure. *e second bottom line is the environmental
bottom line, which mainly includes environmental bottom
line, mercury emissions, energy emissions, and recyclability.
*e third bottom line is the social bottom line, which mainly
includes volume control, noise control, competition, com-
munity, and stress relief. *e last bottom line is the eco-
nomic bottom line, which mainly includes material cost,
energy consumption rate, and saving of recyclable materials
[29].

*ere are six stages from choosing markers, gathering
significant information to changing information into ulti-
mate conclusion values, which can be utilized to assess BAU
and the first-level marks of options. To begin with, we pick a
pointer. Second, gather logical information for tertiary
markers. *is information should be in a similar unit for
additional correlation. *en, the information is standard-
ized, weighted, and totaled. At long last, we analyze BAU and
elective arrangements. *ese issues will be talked about
exhaustively beneath.

4.2.2. Selection and Description of Indicators. In the first
place, we pick a proper marker in view of the reason for the
pointer, the spatial size of the undertaking, and the time
span. *e reason for these measurements is to think about
the manageability of BAU and elective arrangements really.
*e spatial size of the task is situated at the University of
Melbourne’s Parkville grounds. *e time span is from the
material to the development handling stage. Based on these
three factors, secondary and tertiary indicators were se-
lected. A detailed description of each indicator is discussed
in Figure 8.

4.2.3. Normalization, Weighting, and Aggregation.
Subsequent to gathering BAU values and choices for each
level-3 pointer, the information was standardized utilizing
formula (19). *en, markers were emotionally weighted by
the strength of significance utilizing the analytic hierarchy
process (AHP) Saaty’s pairwise rating scale. We standardize
the segments by isolating the heaviness of every section by
the complete load of every segment. After this, the amount of
every segment ought to be one, and the last weight is the
normal of each column. *e measurements are then col-
lected utilizing the added substance accumulation technique
(formula (20)). *e result of the standardized file and the
weight is the collected measurement, which is the worth of
each level 2 measurement.*erefore, the values of the level 3
indicators are aggregated into the values of the level 2 in-
dicators. We repeat the same steps to aggregate the values of
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the level 2 metrics into the values of the level 1 metrics. First,
level 2 indicators are subjectively measured according to the
strength of their importance. We standardize the sections so
every segment totals to one. *en, the result of the weight
and the standardized record is the totaled incentive for each
level 1 pointer.

Normalized Index �
Indicator value − worst value

best value − worst value
, (19)

Aggregated Indicator � (Weight∗Normalized Index).

(20)

*e loads of the four button lines (designing, financial,
social, and natural) are emotional. *e designing primary

concern includes fire and seismic tremor opposition and the
life span of the structure, with an accentuation on the
wellbeing of the structure. Simply by guaranteeing the
wellbeing of the structure and individuals inside will the
remainder of the conversation be significant. Along these
lines, indeed, designing is the main model. *is report
expects that proprietors have serious areas of strength for a
natural manageability.

4.2.4. Weights and Results of Economic Indicators. Its weight
distribution is shown in Table 2 and Figure 9.

4.2.5. Comprehensive Evaluation Results. *e weights of the
four button rows (engineering, economic, social, and
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Figure 6: Status and ranking of green building development in China: (a) Status Quo of Green Building Development (2008–2014)
and (b) ranking by the total score of urban green buildings in the “Green Building Map” website database.
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Figure 7: *e distribution of stars and types of buildings with green building evaluation labels from 2008 to 2014: (a) star distribution of
green building evaluation signs and (b) building type distribution of green building evaluation signs.
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environmental) are subjective [30]. *is report accepts that
proprietors have major areas of strength for an ecological
maintainability. Understudies of Architecture will concen-
trate on the design, materials, and soul of this structure.
Sightseers can visit this famous structure and get a shallow
impression of the college or the city. It has the obligation to

communicate and direct certain social qualities—ecological
assurance. Accordingly, the ecological properties have the
most noteworthy weight. As per the authority site, the
University of Melbourne is a public government assistance
establishment that makes special commitments to society. Its
monetary properties are not huge. Social and engineering

Selection and description of
metrics

Engineering
Bottom Line

Environmental
Bottom Line

Social Bottom
Line

Economic Bottom
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Fire
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GHG
emission
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control
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Cost of
Material

Energy
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functions Recyclability Privacy Community Stress

relieving

Savings from
Recyclable
Materials

Figure 8: Metric selection and description.

Table 2: Weight distribution.

Level 1 aggregated
Economic BL

BAU 0.661
ALT 0.444

Level 2 aggregated

Life cycle costs Benefits
BAU 0.791 0.400
ALT 0.432 0.466

Weights 0.667 0.333

Level 3 aggregated

Cost of material Energy consumption rate Savings from recycling of external wall
BAU 0.787 0.800 0.400
ALT 0.214 0.869 0.466

Weights 0.667 0.333 1.000

1.000

0.800

0.600

0.400

0.200

0.000
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of External Wall

Energy
Consumption Rate

Cost of Material
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ALT

Figure 9: Economic indicator scores.
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Table 3: Level 1 indicator scores.

Score of level metrics
BAU ALT Weight (%)

Social BL 0.504 0.751 42.31
Environmental BL 0.691 0.803 12.25
Economic BL 0.661 0.444 22.72
Engineering BL 0.736 0.666 22.72
Total 0.664 0.689

Engineering BL

Economic BL

Social BL

Environmental BL

0.900
0.800
0.700
0.600
0.500
0.400
0.300
0.200
0.100
0.000

BAU
ALT

Figure 10: Level 1 indicator score.

Table 4: Green technologies used in typical green stormwater infrastructures.

Control measures Green technology
Decentralized control measures at
source

Tree pond, green roof, rainwater tank/bucket, sunken green space, rainwater garden, infiltration
pavement, etc. (as shown in Figure 11(a))

Conveying measures Grass planting ditch, ecological ditch, etc. (as shown in Figure 11(b))
Terminal centralized control
measures

Landscape water body, rainwater pond, rainwater wetland, multifunctional regulation, and storage
facilities (as shown in Figure 11(c))

(a) (b) (c)

Figure 11: Typical green stormwater infrastructure. (a) is the decentralized control measures at the source—concave green space; (b) is the
transportation measure—shallow ditch with vegetation; (c) is the centralized control measure at the end—ecological pool.
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have no specific inclination, so they have a similar weight.
*at said, the environment matters, and the economy is the
bottom line. Pairwise comparisons were performed based on
Saaty’s rating scale (Table 3, Figure 10).

4.3. Application Strategies of Water Saving and Water
Resource Utilization Technology

4.3.1. Green Rainwater Infrastructure and Rainwater
Utilization. Green stormwater infrastructure and rainwater
utilization green stormwater infrastructure (GSI) mainly
refer to a type of green infrastructure for urban stormwater
control and utilization. Typical green rainwater infrastruc-
tures are divided into decentralized control measures at the
source, transmission measures, and centralized control
measures at the end, as shown in Table 4 (Figure11).

4.3.2. Promote High-Efficiency Water-Saving Sanitary Ware.
We promote the use of water-saving appliances with higher
water-efficiency grades, which can improve water-use effi-
ciency at the source and reduce building water supply and
sewage production. It can also reduce the scale of sewage
treatment facilities and the energy consumed by sewage
treatment, thereby achieving significant economic and en-
vironmental benefits. Since the technology is not limited by
the nature of the building, the cost is low, and the incre-
mental cost is low, it should be preferentially promoted in
the new urban area of Guangzhou.

Nontraditional water sources mainly include reclaimed
water, rainwater, and seawater. However, due to the
abundant rainfall in Guangzhou, the use of river water as
miscellaneous water also belongs to rainwater utilization in a
broad sense.*e rainy season in Guangzhou is from April to
September every year, with an average monthly rainfall of
190mm. *e cooling water consumption period is basically
the same as the peak rainfall period in Guangzhou. Due to
the lower cost of rainwater treatment, it is more cost-
effective.

4.4. Pre-Assessment of the Application of Green Building
Technology in the Starting Area of Guangzhou International
Financial City. According to the statistics of relevant in-
stitutions, the incremental cost of green building technology
can generally be controlled at 2.7∼9.3% of the overall
construction cost. *e incremental cost of a one-star green
public building is only about 30 yuan/square meter, a two-
star level is about 236 yuan/square meter, and a three-star
level is about 367 yuan/square meter. From the perspective
of the entire life cycle of buildings, vigorously promoting
green buildings is an inevitable choice for building a low-
carbon eco-city (Figure 12).

Compared with the national level, the investment cost of
green building construction in the starting area of the Fi-
nancial City has certain advantages. *ere are already
supporting regional centralized resource utilization facilities
such as overall development of underground space, mu-
nicipal reclaimed water reuse system, regional centralized
cooling, green transportation, and other supporting facilities
in the starting area. Requirements for the use of passive design
techniques. *erefore, the incremental cost of green build-
ings in the starting area of the Financial City can be esti-
mated by the following amounts: according to the potential
distribution map of green building grades in the starting
area, the incremental cost of public buildings is 20 yuan per
square meter for one-star green buildings, 100 yuan per
square meter for two-star grades, and 200 yuan per square
meter for three-star grades. Residential buildings are cal-
culated based on the incremental cost of one-star green
buildings of 10 yuan per square meter, and the total in-
cremental cost of one-, two-, and three-star green buildings
is about 348 million yuan. Among them, the increase in the
transfer part is 338 million yuan, and the increase in the
nontransfer part is about 9.84 million yuan.

5. Conclusions

*e use of green structure innovation is a perplexing and
orderly issue. *is paper mostly concentrates on the
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Figure 12: Schematic diagram of incremental costs of green buildings.
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advocacy and utilization of the innovation through the
examination of the versatility of the innovation and plans the
innovation application procedure. In order to further op-
timize and promote the application of green building
technology in the new urban area of Guangzhou, future
research on the application of green building technology
needs to focus on the social aspects of technology promo-
tion, which are management issues. It is also necessary to
conduct more in-depth and comprehensive research on the
existing problems, realization paths, and mechanism re-
search of green building promotion in Guangzhou. *ese
issues need to be deepened and improved in future research
and study.
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In order to study the deficiency of tuning PID controller in traditional boiler combustion air system, this paper proposes an
embedded Internet of things monitoring system and puts forward a method of fuzzy PID controller with the help of nonlinear
optimization algorithm to reasonably set the initial value of control parameters. *rough the simulation comparison with the
traditional engineering tuning PID controller, it is found that when the simulation process is t� 2000 s, the step disturbance with
amplitude of 0.1 is added to the system input, and there will be slight disturbance in the combustion process. *rough fuzzy PID
and strong robustness support, the modeling error of the monitoring system model can be controlled between 10%∼25%, which
proves that the nonlinear optimized PID has strong anti-interference and can meet the process requirements of the system.

1. Introduction

Boiler is the most common heating equipment and the most
widely used heating device in human production and life [1].
However, if the combustion process of boiler is not effec-
tively controlled, it will inevitably lead to the decline of boiler
combustion efficiency, which will not only produce large
economic losses, but also discharge fuel gas with high carbon
content, causing varying degrees of damage to the ecological
environment. If the boiler combustion process is not rea-
sonably controlled, even danger will occur [2]. At present,
most of the boiler combustion control systems used are
basically engineering adjusted PID controllers, which have
great shortcomings. Based on this problem, this research
proposes a fuzzy PID controller based on the nonlinear
optimization method and further optimizes the boiler
monitoring system with the help of embedded Internet of
*ings monitoring system.

2. Literature Review

*e most common problem encountered in video surveil-
lance is the recognition of surveillance targets, also known as
motion detection. *e current research methods are mainly

divided into static scene and dynamic scene. In recent years,
morphological filtering has been gradually applied to the
analysis of video images. For static analysis, there are two
kinds of analysis methods: background difference and
streamer field [3]. At present, the research on the back-
ground difference method has been very mature, and its
principle is relatively easy to understand. *erefore, the
research results for it are relatively rich. *e background
subtraction method of Gaussian mixture model was pro-
posed by foreign scholars; these research results are based on
the background subtraction method. It can be seen that this
method is universal. Similarly, some researchers have also
studied the results of using background feature modeling
[4]. Some scholars proposed a deep understanding of the
background subtraction method and a sequential kernel
density approximationmethod.When using the background
difference method, it can not only form its own theory, but
also be combined with other methods, such as the new
concept of double threshold adopted by the W4 system; in
the knight intelligent monitoring system, the combination of
the Gaussian mixture model and gradient detection is used
to improve the target acquisition; SAKBOT system can ef-
fectively analyze various shadows in the monitoring image.
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In traditional control problems, people hope to optimize
the control effect by improving the accuracy of the system
dynamic model. However, in the actual production and life,
the problems that people want to solve are becoming more
and more complex [5]. *e simple and accurate system
model is too ideal and has no practical application value. It is
difficult to describe the dynamics of complex systems cor-
rectly. With the development of modern science, scientists
and engineers try to simplify the system to achieve the
purpose of control, but the effect is not ideal. In short,
traditional control methods have strong control ability for
simple and clear systems. However, for complex or difficult
to accurately describe the system, it cannot achieve a good
control effect, and even cannot meet the requirements of the
process. *erefore, in the face of such control problems, the
idea of fuzzy mathematics came into being [6].

*e research on Fuzzy Mathematics in China began in
the early stage of reform and opening up. In the following
decades, fuzzy mathematics has made a lot of achievements
in theory and application [7]. In 1988, a university professor
and his scientific research team successfully developed the
fuzzy inference engine, that is, the prototype of discrete
component machine, and used it to carry out the inverted
pendulum control experiment [8]. *e controller shows
good results for all kinds of controlled objects with different
shapes and even soft objects, and has the advantages of fast
and real-time. Its operation speed can reach 1.5million
times/s. Such a high operation speed indicates that China has
made great progress in fuzzy information processing.

3. Design of Monitoring System for Embedded
Internet of Things

3.1. System Architecture. According to the environmental
requirements of the site, the system uses ARM9 series mi-
croprocessor as the hardware core, embedded Linux as the
operating system, and constructs an embedded system as the
server to manage the webcam, collect the image data of the
webcam, and provide users with the functions of real-time
viewing, monitoring, and historical playback through the
built-in Apache Web server [9]. *e whole system is of B/S
structure, and the system composition is shown in Figure 1.

*e main hardware modules of the system include
ARM920T series processor based on ARMv4T architecture,
FLASH, SDRAM, power module, Ethernet controller, and
RS232C. *e specific hardware structure is shown in
Figure 2.

S3C2410 processor is a 32 bit RISC microcontroller with
ARM920T processor core and 0.18 um manufacturing
process. It is a low-power and highly integrated micro-
processor specially designed for embedded devices. It sup-
ports thumb and arm instruction sets, has MMU and Cache,
and integrates rich peripherals in the chip, which greatly
reduces the cost of the whole system. Its instruction exe-
cution efficiency has been greatly improved [10]. *e pro-
cessor has AMBABUS andHarvard cache architecture. LCD
controller supporting TFT, starting from nandflash, with 4
DMA with external request pins, 3 UART, 2 SPI, etc. *e
operating frequency of S3C2410 processor can reach

203MHz. *is running frequency can run embedded Linux
and other systems well. *e microprocessor divides the
storage space into eight blocks, each with a size of 128MB
and a capacity of 1G. *e memory controller supports the
storage formats of Big Endian and Little Endian. Bank0 is 16/
32 bit addressing, others are 8/16/32 bit addressing, and
Bank0 to Bank5 are used for ROM and SRAM. Bank6 and
Bank7 are used for ROM, SRAM, or SDRAM. *e starting
address of Bank6 is fixed and the starting address of Bank7 is
changed [11].

3.2. Software Design of the System. *e embedded network
monitoring system adopts B/S structure, constructs the
embedded system as the server, and uses the web browser as
the user interface of the system. *e system adopts the idea
of component design, applies object technology to system
design, and further abstracts the implementation process of
object-oriented programming. *e functions of the system
can be expanded through continuous functional compo-
nents to meet the growing and changing needs of users [12].
*erefore, the system has strong scalability and the ability of
secondary development and continuous development. *e
overall architecture of the system is shown in Figure 3.

*e components of embedded monitoring system be-
long to interprocess communication and data acquisition
through files. Because the communication modes between
components are different, the interprocess communication
is provided by each component to hide the communication
mode. *e specific software communication interface is
shown in Table 1.

*e main processing part of the webcam management
module includes initialization processing at startup, end
processing at the end of the process, and sending/receiving
processing of external API messages. See Figure 4 for details.

Initialization processing during process startup includes
application and initialization of shared memory, application
and initialization of FIFO, application and initialization of
semaphore, application and initialization of socket, updating
shared memory according to configuration file, opening
FIFO for management, initializing shared memory allocated
for the latest image, and generating network camera
monitoring thread [13]. *e initialized resources need to be
released at the end of the process; otherwise, it will cause
memory leakage or system crash (because the end processing
in case of power failure cannot be executed, and the end
processing of the process will not be executed). See Figure 5
for details.

Message processing process of webcam management
process: when receiving a message sent by an external API,
judge the type of received message, make corresponding
processing according to the message type, and then return
data to the corresponding external. *e specific types and
processing of messages sent from external APIs are shown in
Table 2.

*e main work of this chapter is to provide a feasible
implementation scheme, which combines embedded tech-
nology, network communication technology, and intelligent
monitoring technology to build a practical, low-cost,
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scalable, flexible, and efficient embedded network moni-
toring system [14]. *is paper systematically analyzes the
current situation of video surveillance and puts forward a
video surveillance scheme based on S3C2410 according to
the specific requirements of the application of video sur-
veillance in the family field. *e network camera image
acquisition, network transmission, and local storage are
realized. In the process of image acquisition and data
transmission, most of the technologies of interprocess
communication such as pipeline and socket are used. At the
same time, multithread technology is used to manage the
network camera, which improves the execution efficiency of
the system [15]. *e whole system adopts modular design to
ensure the balance between closure and openness and ef-
ficiency.*rough the selection and combination of modules,
it can meet the customized needs of different users and is
also conducive to the reuse and upgrading of the system.

4. Design of Combustion Process Monitoring
Scheme for Coal-Fired Chain Boiler

4.1. Composition of Boiler Combustion Control System.
Fuel combustion is a chemical reaction with oxygen in the
air at a certain temperature, in which chemical energy will be
released. Taking standard coal combustion as an example,
the reaction equation is

C + O2 � CO2 + 97.65
kcal
mol

. (1)

In order to ensure that the heat released in the com-
bustion process reaches the theoretical value, the fuel and air
must maintain a certain proportion in order to achieve full
combustion and improve combustion efficiency.*e control
system mainly controls the coal feed, furnace negative
pressure, and air supply volume to achieve the best com-
bustion effect. *e control system includes two loop con-
trols, namely, coal feeding control and furnace negative skin
control, as well as a proportional control system and “air
supply coal feeding” ratio control system. For the hot water
boiler, the coal feeding quantity control is to detect the water
supply temperature, calculate the deviation from the set
value, and adjust the grate motor speed to change the coal
feeding quantity, and then realize the water temperature
control [16]. For the steam boiler, the coal feeding amount is
adjusted by detecting the steam pressure of the output
pipeline so as to realize the control of the boiling effect of the
heat energy generated by combustion on the water in the
boiler and then realize the control of the steam pressure. *e
air supply volume is controlled in proportion to the coal
supply according to the reactant ratio of the combustion
reaction equation. Table 3 lists each measurement variable,
its measurement device, and its role in the control system.

*e controlled variables and control equipment of boiler
combustion process are given in Table 4.

4.2. Boiler Combustion System Control Scheme

4.2.1. Coal Feeding Control System. *e structure diagram of
coal feeding control system is shown in Figure 6. *at is, a
simple feedback control system compares the water tem-
perature at the outlet of the boiler with the set value by
detecting the water temperature and transmits the deviation
to the PID controller [17]. In this project, the PID controller
is realized by the lower computer PLC. *e controller will
output 4–20mA current and control the motor driving the
grate to rotate.

*e lower computer PID control program is a part of the
lower computer PLC control program, which is skillfully
developed in the configuration software. When program-
ming PLC control program, it is necessary to con figure and
variable configuration in the software first. *e program
flowchart of PID part is shown in Figure 7.

Start

Initialization processing

Exit flag = true

External receiving
success flag =true 

Handling external
messages

At the end of processing

END YES

YES

NO

NO

Figure 4: Main processing of network camera management.

Table 1: List of communication modes between components.

Serial
number

Communication mode between
components Explanation

1 FIFO *e interface is provided in the form of dynamic library, which is mainly used for
interprocess message passing.

2 Socket *e interface is provided in the form of dynamic library, which is mainly used for
communication with network camera.

3 Shared memory *e interface is provided in the form of dynamic library, which is mainly used for
communication with CG I.

4 File *e interface is basically provided in the form of dynamic library. When the dynamic
library cannot be used, it can be accessed directly.

4 Mathematical Problems in Engineering



RE
TR
AC
TE
D

Table 3: Boiler combustion process detection transformer and its detection equipment.

Controlled variable Testing equipment Control function
Boiler outlet supply/return water
temperature

Supply/return water temperature measuring
instrument Reaction boiler load

Steam pressure at drum outlet Steam pressure detector Output steam pressure of reaction boiler

Furnace negative pressure Furnace pressure sensor Negative pressure of reaction furnace and flue gas
emission

Start Turn off the
administrative FIFO 

Releasing IPC
Resources END

Figure 5: End processing of webcam.

Table 2: Message types and processing.

Classification Message
type

Message
code Processing summary Return data

Real time image
request GET OXO1

(1) Check the range of webcam ID value. Real-time
image(2) Obtain the real-time image of the webcam, store it in the common

memory and return it to the CGI caller.

Webcam action
notification GET OXO2

(1) Find the ID of the webcam in the configuration information
according to the IP address of the webcam. OK(2) Generate the action processing thread of the webcam with the
corresponding ID

Table 4: Controlled variables and their actuators in boiler combustion process.

Controlled variable Executing agency Control function
Coal feed Grate motor Adjust coal feed
Air supply volume Blower Adjust the air supply volume
Induced air volume Induced draft fan Adjust furnace negative pressure

The PID controller

Grate motor

The boiler

Temperature measurement
transmission 

Water supply temperature
setting value 

Export water
temperature

Figure 6: Block diagram of coal feeding control system.
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Set the interrupt
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Enter interrupt routine
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END

Background
data block DB1

Manual

Automatic
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program
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Interrupt
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Figure 7: Calling part of PID module control program.
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Figure 8: Step response curve of furnace negative pressure to
induced air volume.

The PID controller
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The boiler

Air pressure measuring
equipment 

Pressure setting in furnace

The pressure in the
furnace 

Figure 9: Structure diagram of furnace negative pressure control
system.
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For the “soft manual” control of the upper computer, its
priority is lower than the “hard manual” control on-site.
When the “hard manual” switch is set to “1,” the system is in
manual control state, and the upper computer cannot switch
to manual control mode. *is part of logic is realized in the
upper computer [18].

4.2.2. Induced Air Volume Control System. Controlling the
furnace cavity in a micronegative pressure state is an im-
portant condition to ensure the safety of on-site staff and the
on-site equipment from damage. Furnace negative pressure
is mainly controlled by adjusting the air pressure in the
furnace through induced draft fan. Of course, factors such as
forced draft fan and furnace air leakage will also affect the
control of furnace negative pressure.*e characteristic curve
of the step change of furnace negative pressure with induced
air volume is given in Figure 8. It can be seen from the curve
that the negative pressure of the furnace reacts quickly to the
induced air volume, the delay is small, and it is easy to
control [17].

*e structure diagram of furnace negative pressure
control system is shown in Figure 9. It is the same as the
implicit principle of coal feed control. It is also a single loop
feedback control system. *e negative pressure of the fur-
nace is greatly affected by the air supply volume, so the
control system needs to have good robustness. *e opti-
mization of the control system will be described in detail
below [19].

4.3. Development of Monitoring System

4.3.1. Design Ideas. Before developing the boiler group
combustion process monitoring operating system, the
framework of the monitoring system needs to be structured
in combination with the functions and advantages of
WINCC.

(1) Type of project. *e project types provided by
WINCC include single user, multiuser and client.
*e project type selected by the boiler group com-
bustion process monitoring operating system is
single user [20].

(2) Definition of variables. Before creating the project,
count the variables to be controlled, monitored, and
collected variables and alarm variables in combi-
nation with the PLC control program of the lower
computer. WINCC provides users with two types of
variables: internal variables and process variables.
*e use of internal variables can make the devel-
opment W and application of the monitoring system
more flexible. It is created for some operation and
display status of the monitoring system without
connecting the variable address of PLC program.*e
process variable needs to be connected with the
variable address in the PLC program. *rough the
process variable, it can not only operate the field
equipment but also collect the field real-time data in
time. *e number of process variables allowed by

WINCC is directly related to the purchased WINCC
authorization.

(3) *e use of scripts. WINCC’s script function is di-
vided into global script and action script. It supports
ANSI-C and VBS editing languages.*e action script
can also be directly connected.

4.3.2. Monitoring System Architecture. *e most important
principle of developing themonitoring system is to be able to
monitor the working state of the site in real time and inform
the operators of the problems on the site at the first time.
*erefore, on the premise that the monitoring screen can
reflect the status of field equipment, we must strive to be
concise, give the operator the most intuitive feeling, and
facilitate its operation. *e startup interface of the moni-
toring system is “boiler group monitoring main interface.”
In the main interface, you can see the operation status of
each boiler of the boiler group and provide some public
parameter data and status ideas. *rough the main interface,
you can enter the monitoring subsystem of each boiler, and
the monitoring system interface of each boiler is basically
similar [21]. Taking the monitoring screen of boiler No. as an
example, the picture structure of boiler monitoring system is
shown in Figure 10.

4.3.3. Monitoring Process Variable Record. *e configura-
tion process variables are archived in the “WinCC Explorer”
interface. Select “variable record” to open the variable record
editor.*e variable record editor can set the sampling period
timer of W data and add w record to the data for archiving.
*e system automatically provides five timers: 500ms, 1s,
1min, 1H, and 1 day to trigger the archiving of variables in
the system. You can also customize the new archiving cycle.
You only need to create a new timer in “variable record” and
set it. *e archiving of system variables can be created
according to the “archiving Wizard” provided by WinCC
software. After that, select the variable to be recorded and
configure its properties. *e variables to be archived in this
project are given in Table 5.

4.3.4. Alarm Record. In the combustion process control
system of boiler group, in order to avoid the wrong oper-
ation or negligence of on-site personnel, resulting in dan-
gerous shade or affecting the operation of heating pipe
network. In the design of the monitoring system, the alarm
information is recorded and displayed, and W timely re-
minds the operator to deal with it.

(1) For alarm record configuration, select “alarm re-
cord” under the directory in the “WinCC Explorer”
interface, and select “system Wizard” in “alarm
Wizard.” Follow the prompts to configure various
information and display attributes required. After
setting the display properties of the alarm record,
add the alarm signal. Double click the position of “1”
under the window to open the variable window,
select “NO.1dig”⟶“NO1_GLCSpress_L” under the
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internal variable directory, fill in “boiler outlet
pressure is too low” under “message text,” and enter
“1 boiler” at “error point” to complete the alarm
record setting caused by the signal of too low
pressure at the boiler outlet. Set other alarm signals
in the same way [22].

(2) Display alarm record, create a new graphical in-
terface, and name it “alarm record.” Add a control
named “WinCC Alarm Control” using the method
described earlier. Set control ownership. In the
message list tab, add text message and error point
to display the contents of text message and error
point.

4.4.ResearchonOptimizationAlgorithmofBoilerCombustion
Control System

4.4.1. Nonlinear Optimization Method with Constraints.
*e general nonlinear programming problem has the fol-
lowing form:

Binding issues:

minf(x). (2)

With constraints:

Gi � 0 i � 1, . . . , me, (3)

Gi ≤ 0 i � me + 1, . . . , m, (4)

x � x1, x2, . . . , xn , (5)

Gx � g1(x), g2(x), . . . , gm(x) . (6)

Formula (5) is the design parameter vector and formula
(6) is the function vector. Where f(x) is the objective
function, me is the boundary value of equality or inequality
constraints, and f(x) and g(x) can be nonlinear functions
at the same time.

SQP algorithm is a sequential optimization method for
solving general nonlinear programming problems. Firstly,
the following Lagrange functions are approximately
quadratic;

L(x, λ) � f(x) + 
m

i�1
λigi(x), (7)

where λ is the Lagrange factor, and then the QP subproblem
is solved. After linearizing the nonlinear constraints, the
following problems can be obtained:

Its objective function is

Table 5: Partial archive variables.

Variable name Variable type Acquisition cycle Archive/display cycle
Water supply header pressure Analog quantity l second l second
Return header pressure Analog quantity l second l second
Outlet water temperature of 1# boiler Analog quantity l second l second
1# boiler blast speed Analog quantity l second l second
1# boiler grate speed Analog quantity l second l second
1# boiler house negative pressure Analog quantity l second l second
1# boiler induced draft speed Analog quantity l second l second

Boiler group
monitoring

system of Liaohe
Oil Production

Plant 

Parameter Setting interface

Process information display screen

Data recording and alarm interface

Public parameter setting interface

1# Boiler parameter setting interface

1# Boiler manual automatic setting

1# Boiler process picture

1# General boiler parameters

The data curve

Data report

The alarm record

1# Boiler
monitoring
system main

interface 

Figure 10: Picture structure of boiler monitoring system.
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min
1
2
d

T
Hkd + ∇f xk( 

T
d. (8)

*e constraints are

∇gi(x)
T
d + gi(x) � 0, i � 1, . . . , me

∇gi(x)
T
d + gi(x)≤ 0, i � me + 1, . . . , m,

(9)

where d is the search direction of all variables, ∇ is the
gradient, and matrix H is the positive definite quasi-Newton
approximation of Hessian matrix of Lagrange function.

In the problem of PID parameter tuning, some per-
formance criteria can be used as the optimization objective
function and some performance indexes of expected output
can be used as constraints. In the programming simulation,
the constraints composed of the system simulation output
and performance indexes are taken as the input variables of
the optimization process.

*ese constraints can be regarded as piecewise linear
boundary, and a segment n linear boundary ybnd can be
expressed as

ybnd(t) �

y1(t) t1 ≤ t≤ t2

y2(t) t2 ≤ t≤ t3

. . . . . .

yn(t) tn ≤ t≤ tn+1.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(10)

*en, the distance between the simulation output and
the boundary is calculated. For the lower boundary, this
signed distance value can be expressed as

c �

max
t1 ≤ t≤ t2

ybnd − ysim

max
t2 ≤ t≤ t3

ybnd − ysim

. . . . . .

max
tn ≤ t≤ tn+1

ybnd − ysim

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

, (11)

where ysim is the simulation output, that is, the function with
the parameters to be optimized as variables. For the upper
boundary, the distance value can be expressed as

c �

max
t1 ≤ t≤ t2

ysim − ybnd

max
t2 ≤ t≤ t3

ysim − ybnd

. . . . . .

max
tn ≤ t≤ tn+1

ysim − ybnd.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(12)

*e nonlinear programming problem with constraints
can be solved by using fmincon function in MATLAB.
Fmincon function requires the nonlinear constraint in-
equality to have the following form:

C(x)≤ 0. (13)

Transfer the simulation output and the boundary value
of each segment to fmincon function. By constantly calling
fmincon function to optimize the three control parame-
ters of PID to meet the output performance index, the
problem of initial value setting of PID parameters can be
solved [23].

4.4.2. Design of Fuzzy PID Controller. In fuzzy control, the
real range of input and output signals is defined as the basic
domain. In this paper, the input variables are temperature
deviation e and deviation change rate ec. According to the
characteristics of boiler combustion system, the basic do-
main of e is [−80,80], and the basic domain of ec is [−10,10].
Let the universe of deviation 6 fuzzy set be

X � −n, −n + 1, . . . , 0, 1, . . . , n − 1, n{ }. (14)

*e fuzzy set domain of deviation change rate ec is

Y � −m, −m + 1, . . . , 0, 1, . . . , m − 1, m{ }. (15)

For quantization factors Ke and Kec:

Ke �
n

e

Kec �
m

ec
.

(16)

If n � m � 6 is selected in this paper, there are

X � Y � −6, −5, −4, −3, −2, −1, 0, 1, 2, 3, 4, 5, 6{ }. (17)

*at is, the fuzzy universe of input variables E and EC, so
it is concluded that

Ke �
n

e
�

6
80

� 0.075

Kec �
m

ec
�

6
10

� 0.6.

(18)

According to the concept of quantization factor of input
variable fuzzification, the scale factor of antifuzzification of
input variable is defined as

Gu �
u

l
, (19)

where u is the basic universe of control quantity and l is the
number of quantization files of the basic universe of control
quantity. Similarly, the scale factor GP � 0.13, GI � 0.02, GD �

1 is obtained.
After designing the fuzzification and defuzzification part

of the fuzzy controller, it is necessary to establish the fuzzy
control rule base. For the boiler combustion process, it is
mainly to control the heat output of the combustion system
by adjusting the grate speed, air supply, and other variables
to make the outlet water temperature meet the control re-
quirements. In this paper, the output ΔKP,ΔKI,ΔKD of
fuzzy controller is the increment of PID control parameter
KP, KI, KD.
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4.4.3. Algorithm Simulation Research. As the control group,
the traditional PID adopts the parameter setting method
based on IST2E criterion, that is the time square error square
integral criterion. *is paper makes a simulation analysis
when the expected performance index of the system is Rise
Time tr ≤ 600s(90%), adjustment time ts ≤ 1000s(2%), and
percentage overshoot σ%≤ 5%. In order to explore the in-
fluence of nonlinear optimization fuzzy PID controller on
system robustness, a comparative analysis is made when the
inertia time τ of the controlled object model changes by
−25%–+ 25% and the delay time τ changes by −17%–+ 17%.
*e simulation results show that when the inertia time
constant of the controlled object changes to −25%, the
nonlinear optimization fuzzy PID is less affected, and the
overall performance is better than the traditional PID.
Moreover, the cost of fuzzy PID control is also less than that

of traditional PID. Next, the simulation experiment is
carried out when the inertia time coefficient increases by
25%. It can be seen that when the inertia time constant
increases to 25%, the traditional PID control system has a
large overshoot, needs a long time to converge, and there is a
certain steady-state error.

For some specific performance indicators, such as ad-
justment time, relative percentage overshoot quantization,
and steady-state error, fuzzy PID shows good robustness and
control effect. *is paper uses the data of several main
performance indexes of the two kinds of PID to make a
histogram for analysis and comparison, as shown in Fig-
ures 11, 12, and 13.

*rough the histogram, we can clearly see that the
nonlinear optimized fuzzy PID can still meet the process
requirements to a certain extent when the model parameters
of the controlled object change to a certain extent, so that the
system has a certain robustness and maintains a good
control effect.

*rough the above experiments, it can be concluded that
the nonlinear optimization fuzzy PID has better adaptability to
the change of model and improves the robustness of the system
compared with the traditional PID. Fuzzy PID has short re-
sponse time, small relative overshoot, small steady-state error,
and its ability to suppress interference is also stronger than
traditional PID. *erefore, nonlinear optimization fuzzy PID
has strong practical significance in the boiler combustion
process with nonlinearity, time variability, and frequent in-
terference. Its strong robustness can ignore about 10% to 25%
of themodeling error of the controlledmodel. Moreover, it can
also play a good control effect on the dynamic change of the
model in the combustion process. Under the disturbance of
boiler system heat supply network load or the disturbance
caused by the change of external environment, the anti-in-
terference of nonlinear optimization fuzzy PID can still make
the system meet the process requirements.
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T=130

T=140

T=150

0 200 400 600 800 1000 1200 1400 1600

The traditional PID
The fuzzy PID

Figure 11: Histogram of adjustment time comparison.
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Figure 12: Comparison histogram of relative percentage
overshoot.
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Figure 13: Comparison histogram of steady state error.
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In this chapter, the nonlinear fuzzy PID is expounded
and analyzed from theory to practice. Firstly, the nonlinear
programming theory and its application in tuning the initial
value of PID control parameters are described. *en, the
fuzzy control theory and the working principle of fuzzy
controller are introduced. On this basis, a fuzzy PID con-
troller based on nonlinear programming method to adjust
the initial value of control parameters is proposed. MATLAB
software is used to simulate and compare the nonlinear
optimization fuzzy PID and traditional PID. It is concluded
that the nonlinear optimization fuzzy PID still has a good
control effect when the model parameters of the controlled
object change to a certain extent, can still meet the process
requirements in a certain range of parameter changes,
improves the robustness of the system, and has a strong
suppression effect on interference. It shows that it has strong
practical value in boiler control system.

5. Conclusion

After understanding the process flow, equipment, functions,
and control requirements of the boiler combustion control
system, this study gives the general control scheme of the
boiler combustion process control system. *is set of dis-
tributed control system for combustion process of boiler
group with redundant function is developed. Firstly, this
paper introduces the hardware configuration and network
configuration of the control level lower computer of the
control system, as well as the development process of the
monitoring interface of the monitoring level upper com-
puter, and designs the functions of data recording, alarm
recording, and historical curve. *en, this paper studies the
application of advanced control method in boiler com-
bustion process. Based on the previous use of fuzzy PID
controller for water temperature control of hot water boiler,
air pressure control of steam boiler, and furnace negative
pressure control, a method based on nonlinear program-
ming algorithm to optimize the initial value of fuzzy PID is
proposed to make the controller have better control effect.
*e simulation experiment is carried out in the Simulink
environment of MATLAB software. It is roughly estimated
that themathematical model of combustion process is a first-
order large inertia and large time delay model. *rough the
comparative analysis of inertia time constant change, delay
time change, and step disturbance experiment, it is verified
that the fuzzy PID controller based on nonlinear optimi-
zation proposed in this paper has better robustness and anti-
interference than the traditional PID controller based on
error integral criterion. *erefore, in the project imple-
mentation, the approximate parameters of the model can be
obtained by means of system identification or manual rough
identification, and the initial value of the optimized control
parameters can be obtained by calculus in the Simulink
environment. *e implementation of the algorithm can be
completed by using the PLC program of the lower computer
to realize the function of the fuzzy p-melon controller.
*rough the simulation comparison experiment with the
traditional engineering tuning PID controller, it is found
that when the simulation process is� 2000 s, the step

disturbance with amplitude of 0.1 is added to the system
input, and there will be slight disturbance in the combustion
process. *rough the support of fuzzy PID and strong ro-
bustness, the modeling error of the monitoring system
model can be controlled between 10%∼25%, which proves
that the nonlinear optimized PID has strong anti-interfer-
ence and can meet the process requirements of the system.

As the project is in the implementation stage, there will
be some problems in the process of on-site commissioning
in the future. *is needs to be a control system with high
safety and economy. Our designers and constructors should
treat each step and process carefully to prevent accidents and
accidents.
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Rural governance relies on distinct geographical, population, and fundamental service attributes for deploying digital con-
struction and operation modes. �e digital platform for rural governance includes surveying, identifying, and ful�lling the
demands through application-speci�c user interactions. �is article discloses a Modular Data Representation Method (MDRM)
for improving the data semantics in digital platforms. �e proposed method improves the presentation, analysis, and interaction
in the governance process through requirements-based intelligent processing. �e processing is performed based on the data
organization as recommended by the regression learning paradigm. In this paradigm, the forward regression for data repre-
sentation and service delegations are linearly analyzed. Based on the processing, the service requirement is met with big data
availability. �erefore, the representation recommendations and data-driven analysis are provided through digital platform
implications, improving the service availability. �is is consistently provided based on the regressive outputs for data analysis.
�erefore, the proposed method’s performance is analyzed using the metrics analysis time, data processing rate,
and unavailability.

1. Introduction

Rural governance is a process that provides various strategies
and methods to improve the productivity, economic rate,
and political and social development of the rural region.
Rural governance introduces many methodologies to fa-
cilitate people and improves the lifestyle of village people [1].
Rural governance in�uences both local and administrative
processes to provide better solutions for the people. Digital
platform plays a vital role in constructing rural governance
system. �e digital platform increases the literacy level of
rural people that improves their problem-facing capabilities
of people [2]. �e digital platform provides various helps for
farmers, students, and other people in the rural region.
Nowadays, various �elds are digitalized by using certain
technologies and methodologies that reduce unwanted
problems in rural areas. Banks provide loans, policies, and
schemes via digital platforms [3]. Farmers search for nec-
essary information regarding seeds, plants, and weather
conditions using a digital system. Digital-related services are

widely available in rural areas that provide necessary services
to citizens using an Internet connection. Digital technologies
ensure the safety of products that occurred via the traceable
system and detection process in the rural governance system
[4, 5].

Big data analysis is a process that uses certain analytic
techniques to �nd out particular information from a large
amount of data. �e big data analysis process identi�es the
data that is necessary for performing a particular task in a
system [6]. �e big data analysis process is widely used in
various �elds that improve the performance and reliability of
an application and systems. Rural governance system uses
big data analysis process to enhance the accuracy rate in
providing services for people [7]. Big data analysis provides
comprehensive information services for various processes in
the rural governance system. Services such as data collection,
analysis, processing, and storage are provided using big data
analysis. �e big data analysis process is an important thing
that is needed in the rural governance system [8]. A big data
analysis platform allows rural governance to access a huge
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amount of data that are needed to perform a particular
operation. 'e big data analysis process reduces the latency
rate and energy consumption rate in the identification
process which improves the effectiveness of the rural gov-
ernance system [9]. In rural governance systems, the big data
analysis process reduces the complexity rate in accessing and
processing huge amounts of data. Hidden patterns, features,
and details are identified by a big data analysis process that
provides actual information for performing a task [10].

Artificial intelligence (AI) is a process that uses human
intelligence to perform tasks. AI is a subset of machine
learning (ML) techniques that use ML to identify the pat-
terns and features of data. AI is mostly used in computer-
based applications to improve the efficiency and effective-
ness of the system [11]. AI is widely used for data analysis
processes that provide several ways to capture and process
information. 'e data analysis process plays a vital role in
various fields that enhance the performance and feasibility of
the system. In rural governance, an AI-based data analysis
process is used to provide necessary services for the citizens
[12]. AI uses ML models to perform data analysis processes
in the rural governance system. AI-based data analysis
process performs a process such as modeling, preparing,
producing, and identifying the necessary set of data [13].
Data analysis based on AI is used to find out the particular
detail about the data that are presented in the storage. 'e
convolutional neural network (CNN) model is mostly used
in a rural governance system that improves the accuracy rate
in the data analysis process. CNN improves the prediction
rate that increases the development and construction pro-
cess of the rural governance system. Bidirectional long short-
term memory (BLSTM) is also used in the data analysis
process that identifies the necessary information from the
database and produces a feasible set of data [14, 15]. 'e
main contribution of MDRM is shown below.

(i) 'e solution under consideration enhances the
governance process’s display, analysis, and en-
gagement by utilising requirements-based intelli-
gent processing.

(ii) As part of this paradigm, data representation and
service delegation are both subject to a linear
analysis of forward regression.

(iii) 'erefore, the representation recommendations and
data-driven analysis are offered through digital plat-
form implications, which improve service availability.

(iv) Consequently, criteria like analysis time, data pro-
cessing rate, and unavailability are used to enhance
the effectiveness of the proposed technique

2. Related Works

Serrano and Zorrilla [16] introduced a reference framework
for the fourth industrial revolution. A data governance
system is implemented in the proposed framework to get an
appropriate set of data for the analysis and accessing process.
Data governance systems use big data analysis processes to
find out the requirements for the identification process. 'e

big data analysis process reduces the latency rate in the
searching process. 'e proposed reference framework im-
proves the performance and reliability of industry 4.0.

Castro et al. [17] proposed a new ontology-based data
governance model for the big data analysis process. Dis-
tributed component-based autonomous system is presented
for data governance. An ontology represents all information
that is related to data governance. 'e proposed method
improves the accuracy rate in the decision-making process.
Certain semantic techniques are used here to provide au-
tomatic ontology services. 'e proposed model also reduces
the complexity rate in the management process which en-
hances the feasibility of the system.

Xu et al. [18] introduced a system dynamic analysis
method for data governance. 'e proposed method mea-
sures the container port congestion and provides an actual
set of data for the further analysis process. 'e main of the
proposed method is to check the port congestion of con-
tainers and produce necessary information for the data
governance process. Experimental results show that the
proposed method increases the accuracy rate in the con-
gestion evaluation process.

Zorrilla and Yebenes [19] proposed a reference frame-
work for a data governance system in the fourth industrial
revolution. 'e proposed reference framework identifies the
key features and patterns of industry 4.0 that provide
necessary information for the analysis process. Both cloud
and edge computing systems are used in reference frame-
works to perform governance processes. 'e proposed
method improves the performance and effectiveness of the
data governance system.

Xiao and Xie [20] introduced big data-based rational
planning for smart cities. 'e proposed method improves
the lifestyle of people in both rural and urban areas.'e rural
planning process provides appropriate ideas and techniques
to improve the life quality of people in rural areas. Urban
governance is implemented here to improve the construc-
tion capabilities of industries. When compared with other
methods, the proposed method increases the effectiveness
and efficiency rate of urban enterprises and industries.

Fürstenau et al. [21] proposed a platform management
framework for digital health care systems. 'e proposed
framework captures every detail about the patients and
produces a final set of data for analysis and detection
process. An evaluation process is performed here to find out
the exact scaling and positioning of users in the health care
system. 'e proposed platform management framework
improves the efficiency and reliability of the system by re-
ducing the complexity rate in the management process.

Jnr [22] introduced a new governance model for dis-
tributed ledger technology (DLT) in organizations. 'e
governance model provides an appropriate set of details for
the decision-making process. 'e proposed model improves
the understanding of the organization that enhances the
efficiency of the system. DLT identifies the key issues and
problems in an organization that reduces unwanted prob-
lems. 'e governance model enhances the adoption of DLT
which accelerates the digitalization process in an
organization.
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Liu et al. [23] proposed a decentralized service com-
puting paradigm using a blockchain approach for a data
governance system. 'e blockchain approach provides the
necessary set of information for a data governance system
that reduces the complexity rate. 'e big data analysis
process is used here to manage a huge amount of data in the
data governance system. 'e proposed governance system
identifies the key instruction and issues using the computing
paradigm.

Bosua et al. [24] introduced a data governance frame-
work to measure the gender diversity rate in computer
science. Public data is used here to get a relevant set of
information for the identification and analysis process. 'e
proposed data governance system analyses every detail of
people and produces a final set of data for the measuring
process. Public data is a collection of gender information
that plays a vital role in the governance system. 'e pro-
posed method increases the accuracy rate in the identifi-
cation process which improves the efficiency of the system.

Petersen [25] proposed blockchain-based automatic
governance for business networks. 'e blockchain approach
identifies both traditional and conceptual functions in the
governance process. 'e proposed method performs as
interorganizational governance that improves the accuracy
rate in the evaluation process. Blockchain finds out the
important coordinates in the governance system that en-
hances the safety of the organization from the attackers.
Experimental results show that the proposed method im-
proves the performance and effectiveness of the system.

König [26] introduced a new data governance system for
smart cities. Both legitimacy and ethical problems are
identified by the data governance system. 'e proposed
method provides appropriate solutions to solve problems. A
data governance system improves the security level of both
organizations and industries that enhance the reliability and
feasibility of the system. 'e proposed method increases the
accuracy rate in the decision-making process which provides
better services for the users.

Malekpour et al. [27] proposed collaborative governance
for urban areas. Key principles and features are first iden-
tified by using the collaborative method. Nature-based so-
lutions are provided by a governance method that reduces
the issues and error rate in the urbanization process.
Preference and influence rate of people are identified and
that is used for the decision-making process. 'e proposed
method reduces the complexity level of the data governance
process which improves the effectiveness and efficiency of
the system.

Sagi et al. [28] proposed a data analytic process for data
governance in smart urban areas. Machine learning (ML)
techniques are used in the proposed method to improve the
accuracy rate in the identification process. 'e artificial
neural network (ANN) approach is used to find out the key
issues and features of the governance system. 'e neigh-
borhood shapes and levels are identified by the proposed
method that improves the lifestyles of urban areas. 'e
summary of related work is discussed in Table 1.

'e big data analysis process reduces the latency rate
in the searching process. 'e identification and the

development of data processing have less accuracy and
produce less feasible data. Less development and con-
struction process of the rural governance system are ob-
tained from all classification methods.'e proposed method
enhances the performance and reliability of the system.

3. Modular Data Representation
Method (MDRM)

Construction and operation modes of rural governance
based on AI and big data analysis are becoming a continuous
representation due to the growing population and funda-
mental service attributes on the digital platform. Amid the
challenges in rural household perceptions such as living,
production, and ecological spaces are the appropriate service
requirements to satisfy people’s wellbeing and solve social
problems (loneliness, isolation, etc.) for rural place-based
development. 'e community, regions, bottom-up, and
place-based approaches are used to incorporate local peo-
ples’ needs, commitments, initiatives, and meanings are
often regarded as precise meaning to improve rural devel-
opment. Due to differences in living, development, and
production between regions, the endowment factors be-
tween the regions also vary. 'e unequal distribution of
needs, production, and means has decreased the growth of
the agricultural economy and increased social problems.
However, the average distribution of needs, commitments,
and means of production does not in line with the actual
development means and needs; therefore the solution is the
rational distribution of needs and productions between the
regions. 'e equality and adjustment of industrial structure
through digital rural governance are mainly reflected in the
investment in agricultural productions through the big data
analysis. 'e proposed method is illustrated in Figure 1.

'e big data analysis accurately predicts the demand of
productions and needs based on the different regions. 'e
big data in MDRM is linearity checked with data availability
and data processing with few services and demands.'e data
processing and the data availability in the digital platform
mainly depend on the users and the services. Based on the
identification of the mobile population in previous statistical
surveys, the digital platforms include surveying, identifying,
and fulfilling the needs, productions, and demands through
application-specific user interactions that require diverse
services. 'erefore, regardless of the needs and demands of
the users/people, reliability in data representation and dis-
tribution is a prominent consideration. 'e proposed
MDRMmethod is focusing on this consideration by artificial
intelligence and big data information through available
digital rural governance. In this proposal, service availability
is administrable for people and their services with the
available digital platforms.

'e AI and big data users access their services through
data representation and distribution using digital rural
governance. MDRM method operates between the appli-
cations and users. In this method, availability and processing
for the available services and linearity check are easily able to
achieve data semantics for the different users and services.
Further, this method aims to provide unavailability-less data
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processing and to maximize the available data distribution.
�e proposing method operates in two forms for data
availability and processing concurrently. �e data repre-
sentation is di�erent for service and delegations based on
forwarding regression analysis, to check the big data
availability of the users. �e introducing function of the
construction of digital rural governance is keen as in
equations (1a) and (1b).

max
i∈t

imizeus ∀Dr � Dd

and

minimize
i∈Dr

ati ∀Dr



. (1a)

where
ati � tDd

− tDr

and

minimize
i∈T

Pr ∀ i ∈ Dr



. (1b)

In the above equations (1a) and (1b), the variables
s, u, Dr,Dd denote the digital platform for rural governance

relies on ith service, users, data representation, and distri-
bution at di�erent time intervals, respectively. �e data are
represented in the form of di�erent services for rural gov-
ernanceDr and the data availabilityDd. �e data processing
Dr in the form of operation helps to achieve data semantics
for the di�erent users and services. In the next continuous
representation, the variables ati, atDr

, and atDd
are used to

represent analysis time, data representation time, and dis-
tributing time, respectively. �e big data analysis of mini-
mizing the processing is represented using the variable
Pr ∀ i ∈ Dr. Let u � 1, 2, . . . , u{ } represents the set of users in
the digital rural governance platform, then the number of
services in the analysis time at is Dr × t, whereas its data
representation is u ×Dr. Based on the overall data repre-
sentation, u ×Dr and t ×Dr are admittable services for data
analysis. �e data processing and availability are performed
using presentation, analysis, and user interaction in the
governance process through service requirements-based
intelligent processing of the upcoming rural governance data
processing. In this instance, the performance of data rep-
resentation and pending services is important to identify big
data information. �e demanding service requirement is the

Users
Services

Digital Platform

Data Distribution

Data Representation

Processing

Big Data

Linearity
Check

MDRM

Services

$

Demands

Availability

Figure 1: MDRM illustration.

Table 1: Summary of related work.

Author Finding Limitation

Sagi et al. [28]

�e paper’s contribution to urban government is the
recommendation of a smart and adaptive system targeted at
designating the most suitable areas for urban administration

given a certain period and circumstance.

�e proposedmethod cannot be implemented to the ever-
changing conditions of urban areas.

Malekpour
et al. [27]

�e framework further underlines that all of those factors
must be taken into account with an eye toward their intended
impact degree. We will utilise real-world examples from
signi�cant Australian urban development projects to

demonstrate how our approach may be put into practise.

In addition, a bridge from experimental forums to
continuous collaboration structures must be provided
when necessary. Policy design and large institutional
reform e�orts are typically used to attain this goal.

König [26]
Ethics are translated into a set of governance procedures that

are at the same time grounded in the conception of
democratic oversight, which is at the heart of the framework

In addition, a bridge from experimental forums to
continuous collaboration structures must be provided
when necessary. Policy design and large institutional
reform e�orts are typically used to attain this goal.

Petersen [25]

Blockchain technology now gives the capacity to automate the
formulation, veri�cation, and implementation of private
ordering among exchange parties. �is should drive a re-

evaluation of existing theories of interorganizational
administration, according to the article’s conclusion.

�e framework built may be empirically validated, as well
as prospects for further theoretical research, and

investigates the practical implications of blockchain-
based governance for practitioners.
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availability (An) of the n rural governance users; the
remaining time needed for data processing is the assisting
factor for improving data representation. 'e data distri-
bution of the service assigned for the available n is performed
based on the data organization as recommended using
logical regression learning. Later, depending upon the data
distribution, the service requirement processing is the
augmenting factor. For the data organization, big data
analysis is the requirement-based intelligent processing
instance for defining different data processing. 'e big data
analysis-based services and the available data processing is
important in the following session.

Case 1. Continuous representation of services.

Analysis 1. In this continuous representation, the data
distribution of (Dr × t) for all n based on An is considering
big data analysis. 'e probability of surveying, identifying,
and fulfilling the demands (ρd) through application-specific
user interactions in a continuous manner is given as

ρd � 1 − ρcr( 
i− 1

, n ∈ t

where

ρcr � 1 −
Dr ∈ n

Dr ∈ t
 

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

. (2)

In equation (2), the variables ρd and ρcr represent user
demands and the continuous data representation follows the
probability of n such that there are no pending services in
the digital rural governance; hence the data distribution is
computed in the above equation (1a) and 1b. 'erefore, the
distribution of data for ρd follows:

Distribution(n) �
1

Dd − Dr + 1



. ρd( i, if ∀n ∈ t. (3)

However, the data distribution for n as in equation (3) is
valid in both the condition of (u × Dr) and (t × Dd) en-
suring the data semantics in digital platforms. Figure 2
presents the data processing for continuous representation.

'e data from different real-time sources (e.g. pop-
ulation, land, buildings, etc.) are surveyed yearly and
updated. Based on the availability/update from the gover-
nance platform, the data is split into linear and nonlinear.
'e linear data is used for demand satisfaction and distri-
bution. 'is is used for providing a complete data repre-
sentation. Contrarily, the nonlinear data is further validated
for its availability and assessment (Figure 2). 'e big data
processing of rural governance information is based on user
demands and needs to reduce the problem of the unequal
distribution condition (u × Dr)> (t × Dd), and the service
requirement-based intelligent processing is descriptive using
the representation. 'erefore, the recommended conditions
u> t and ρcr are less to satisfy equation (1a) and (1b). Hence,
the contrary output of Case 1 is the prolonging continuous
representation and therefore the analysis time, resulting in
unavailability.

Case 2. Linearity analysis for data representation

Analysis 2. In the linearity check for data representation, the
unbalancing condition of u> t is high, and therefore the
distribution of services in the digital platform is time-in-
variant based on the data organization. Along with the idle
time of n, the big data analysis and pending services are the
considering factors. 'e probability of linearity analysis
(ρLa

) is given as

ρLa
�
ρd.Distribution(n). Dd − Dr( ∗ ρcr − Dd − Dr/n( us/tDr

 

f(d) × n
,

(4a)

where

f(d) ∈ Distribution(n) � 
Dr

1
at

i− 1
.
ρcr

tDr

1 − ρd( 
t− 1

n Dr( .

(4b)

From equations (4a) and (4b), the variable f(d) denotes
the data distribution function for services. For all the data
distribution processing, the data availability in accessing
services based on n is an unavailability issue. 'e distri-
bution as in equations (4a) and (4b) requires high analysis
time and thereby increases the data processing rate and
service delay. Figure 3 illustrates the data representation
based on linear validation.

'e accumulated (surveyed) data (linear and nonlinear)
is distributed using f(d). 'is relies on f(d, Sd) differen-
tiation for fetching previous data representation, and the
nonlinear data is managed. After the representation, linear
validation is performed for preventing unavailability (refer
to Figure 3). As per the above big data analysis of Case 1 and
Case 2, the differentiation of availabilities based on u> t in
Case 1 and n overloading and analysis time are the con-
sidering factors. 'ese factors are addressable using logical
regression learning to mitigate the problems through re-
gression analysis; the following section illustrates the data
representation for the processing to mitigate the above
determining issues.

3.1. Availability and Processing Analysis Based on the Service
Requirements Using Linearity Check. 'e decisions for
performing the availability process rely on logical regression
learning. It aids availability for both continuous and discrete
data instances. In Case 1 (Linear/continuous) and Case 2
(nonlinear/discrete), data processing is met with the big data
availability using regression learning. 'e data representa-
tion process depends on different service requirements and
attributes for analyzing the demands and service delegations
probabilities at the time of data distribution. Hence, the
cases for data distribution are different from the represen-
tation process, which follows the availability procedure
through representation. 'e data representation is pre-
scribed in Case1 and 2 by calculating the n available
probability and representation of data for analyzing time.
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�e �rst data representation relies on maximum service
delegations (Sd) and f(d) as

f d, Sd( ) � Dd −
at

tDr

( ) +
1
n

[ ] − Di stribution (n) + 1

such that,

n � ∑
i∈s
Di stribution (n) − ρLa( )




.

(5)

In the above equation (5), the forward regression for data
representation and service delegations are linearly analyzed

depending on the distribution of the services in the digital
platform for Case 1 as in ρd and Distribution (n). Here, the
chances of achieving continuous services are

ρLa
s

d
( ) �

1�����
2Nt2
√ experssion

Dr − ρcr
A

[ ]

where

A �
Dr − ρcr

n




. (6)

In equation (6), the aim is to balance the users and
services to reduce the analysis time, and hence, the actual
data distribution is given as

Non-Linear

Accumulated Data Distribution
Function

Previous Data Replication

Unavailable

Available
Data

Representation

Service Demand

Figure 3: Data representation using linear validation.
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Figure 2: Data processing for continuous representation.
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Dd � max
ρd ×Dr

Di stribution (n) − ρcr
[ ]. (7)

�erefore, the availability is [1 − (ρd ×Dr/
Distribution (n) − ρcr)] and this availability based on the
analysis time with the data processing instances of Dr. �e
excluding Dr is [Dr ∗f(a, Sd)] is the Pr instances and
therefore the analysis time is demandingly high. �e bounds
of analysis time based on demanding services (as per the
distribution) in the rural governance are either of service
(or) delegations, in both instances, if ρcr � 0, then A � Dr �
Dd is the maximum availability condition and if ρcr � 1,
Dr � Dd − n orDr � Dd . Hence, the occurrence ofDr � Dd
is a regressive output. �e analysis time for all the data
representation (without processing) is given in equation (7).
�e regressive representation for distribution is depicted in
Figure 4.

�e data representation using logical regression is pre-
sented in Figure 4. �e initial classi�cation is based on
linearity and distribution checks. In this process, the
f(d) ∈ ρ(La) and f(d) ∈ Dd are classi�ed for further
analysis. Based on the analysis, data processing and aug-
mentation are determined. In this scenario, the available
users and services in the digital platform and the data
representation and distribution are processed, hence the
analysis time is consistent as in equation (1a) and 1b. �e
process of availability is (Dr − ρcr ∗ n) and

���
2π

√
(t)2, this

analysis determines the representation and analysis time
along with the data processing rate for the processing Dr.
�e availability process of (Dr − ρcr ∗ n) and

���
2π

√
(t)2 from

the available services is illustrated, respectively. �e avail-
ability process of big data information is based on a linearity
check for data representation and service delegations of
(Dr, Dd) and (Drs− 1, Dds− 1) based on available services
from the data representation. �e probability of ρcr and ρd
and ρLa is the considering factor for both types of availability
processing as given in the above equation. �e availability
occurrences for (Dr, Dd) and (Drs− 1, Dds− 1) is linearly
analyzed based on Sd for f(d) is given as

Availability(n) �

n − ρcr ×Dr( )
n + ρd( )Dr

∀Dr � Dd.

n − ρcr ×Dr( )
n + ρd + ρLa − ρcr( )Dr

∀Dr <Dd,




(8)

In this case of availability, n (or) (n − (Dr/A)) is the data
distribution irrespective of the users and services. In the next
section of data representation, minimizing
Pr � 1, 2, . . . , Dr{ } as from equation (8) is discussed to re-
duce unavailability and service delays.

3.2. Processing. �e data representation recommendation
and data-driven analysis follow either of the distribution as
in equation (8). It is di�erent for both the data represen-
tation and distribution as the �rst instance requires no more
users and services, whereas the second instance requires
distribution as (n − Dr) is the retaining data representation.
As per the sequence in the previous section, the represen-
tation of data for Pr ∈ Dd � (n + 1)Dr/n is regressive and it
does not require additional analysis time for processing. In
the data processing (DProcessing) of a service requirement in
this data, distribution is the considering factor and it di�ers
for each n depending on the availability of processing (np).
�is analysis time is computed using equation (9) for both
instances in equation (7)

DProcessing �
np

Distribution(n)

+
f a, Sd( ) ρcr + ρLa − ρd( )

Distribution(n)
,∀Dd <Dr.

(9)

In equation (9),DProcessing ∈ [Dd,Dr] and the last of data
processing (i.e.) (DProcessing ∗Dr) are the maximum analysis
time and data processing rate (increase) for handling (n −
Dr) representations. �erefore, the distribution of data for
all s ∈ Dr increases both Pr and ati ∀ i ∈ Dr. �is data
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Figure 4: Regressive representation for distribution.
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distribution process as mentioned above depends on
available n users and services without requiring additional
processing and relies on two instances of S distribution. �e
services in the digital platform performed under 0< ρA < 1 in
the previous service availability. �e data distribution fol-
lows the condition 0< ρA < 1 and ρA � 1 of n services such

that the representation recommendation and data-driven
analysis are performed. Here, the analysis time of service
requirements is the sum of service delegations in two or
more n that do not augment n ∈ ρr. �erefore, the un-
availability is identi�ed between processes of 0< ρA < 1 and
Pr � 1 processing without increasing the availability and
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reducing unavailability other than linearly analyzing the
services. �e pending service in the rural governance is
served in this continuous manner, reducing the unavail-
ability. �e data between 2016 and 2018 is analyzed for
availability and representation as in Figure 5.

�e above representation is provided before regressive
implication for identifying missing input data. �e repre-
sentation is provided for the data available for the service
queries. A formal illustration for di�erentiating available
and unavailable data is presented in Figure 6.

Depending upon the queries and responses, the available
and unavailable data are linked to digital platform. �e user
requests for services are forwarded based on availability and
analysis. If the unavailable data is accessed, then the query is
forwarded to the service provider. Depending on the
availability, the representation is modi�ed due to which the
availability chances are high. For the unavailable data, �lling
from the previous instances is performed for meeting the
user demands. �e �lling is performed using regressive
learning, as a sample illustration of data between 2016 and
2018 in Table 2.

�e available data is marked as 1 else 0 based on the data
set information.�e unavailable data is regressed linearly for
preventing unnecessary lag in data distribution. Based on
Availability (n), the regression model is estimated as in
Figure 7.

�e regressive analysis relies on ρLa and f(d) for precise
data distribution, representation, and analysis. �is is re-
quired for preventing unavailability based on Dprocessing; it is
improved for improving the data availability. �e failing
regressive processes are recused for cumulative data rep-
resentations, preventing failures. After the regressive pro-
cess, the data-related attributes are tabulated in Table 3.

4. Results and Discussion

�e performance of the proposed method is analyzed using a
test case for data representation obtained from [29]. �is
data source provides food outlets opened between 2016 and

2018 in rural regions of Mississippi.�e data representations
are projected based on available services; distinguishing
distribution and previous data. �e dataset contains 8 �elds
based on installation, commissioning, and running details.
With this information, the data analysis and representation
are analyzed.

4.1. Discussion on Comparative Analysis

4.1.1. Analysis Time. In Figure 8, the rural governance
depends on population, distinct geographical and funda-
mental service attributes in digital platform based on arti-
�cial intelligence, and big data analysis for deploying
operation modes and digital construction are the consid-
eration factor that does not provide continuous data rep-
resentation at di�erent intervals. �e forward regression for
data representation and service delegations based on data
semantics for the available services and linearity checking for
the availability considered for further application-speci�c
user interactions based on service requirements for both the
instance u ×Dr and t ×Dr in a consecutive analysis of data
processing.�is availability monitoring analysis is addressed
by linearity analysis based on rural governance construction
Pr∀i ∈ Dr in the previous survey-based on analysis time and
processing, preventing unavailability. Rural governance
includes surveying, identifying, and ful�lling the demands
that are analyzed based on the user interactions depending
on the logical regression analysis that provides data distri-
bution for service requirements and data organization in the
digital platform. Based on the unavailability and processing

Table 2: Data availability between 2016 and 2018.

Year Name Services Human
resource Values Pro�t Loss Variables

2016 0 1 1 0 0 1 1
2017 0 1 1 0 0 0 1
2018 1 1 1 0 0 1 0

Data

Availability

Digital Platform

Query Forward

Unavailable

No Response

Queries

Users

DistributionRepresentation

Available 1
2
3

1
2
3

1
2
3

Figure 6: Available and unavailable data illustration.
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rate in the rural governance, the proposed method satis�es
less analysis time.

4.1.2. Data Processing Rate. �e availability and processing
analysis for digital rural governance in big data analysis are
represented in Figure 9. �is proposed method satis�es fewer
data processing rates by computing the service requirements
based on application-speci�c user interactions and fundamental
service attributes in the digital platform at di�erent time in-
tervals and ful�lling the user demands and needs. In this un-
availability and processing based on discrete data representation,
such that (1 − Dr ∈ n/Dr ∈ t) is performed and reduces the
need for additional representation. �e proposed method
identi�es the digital platform implications for mitigating service
availability depending upon the data representation and

distribution in a digital platform, wherein the services in rural
governance digital platform based on analysis time are preceded
using equations (4a)–(7) estimation. �is continuous repre-
sentation processing prevents linearity analysis to forward re-
gression through regression learning based on the unavailability,
service-based attributes and requirements and analyzed through
regression learning. Based on this consecutive manner of data
representation, the analysis time of service delegations is
computed at di�erent time intervals.

4.1.3. Unavailability. �is proposed method augments the
analysis, presentation, and interaction in the governance process
through requirements-based intelligent processing between
analysis time intervals and does not provide data semantics
during processing in the digital platform. �e computation of
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Table 3: Postregression data features.

Metric
Before After

Availability Representation Distribution Availability Representation Distribution
Name 0.3 0.21 0.4 0.58 0.41 0.6
Services 0.32 0.31 0.51 0.62 0.48 0.74
HR 0.41 0.39 0.59 0.59 0.52 0.68
Values 0.52 0.43 0.63 0.65 0.74 0.76
Pro�t 1 0.74 0.74 1 0.87 0.97
Loss 0.65 0.35 0.89 0.74 0.75 0.84
Variable 0.82 0.69 0.92 0.98 0.82 0.89
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Figure 7: Regression model outputs.
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the fundamental service attribute is considering factors based on
the data organization and linearity checking based on data
representation. Distribution(n) is computed using unavail-
ability identi�cation and service delegations for analysis time
and data distribution analysis sequence of users and services-
based linear and nonlinear data processing can be analyzed for
the above condition in the digital platform. Based on the un-
availability and service-based attributes, requirements are an-
alyzed through regression learning. �e analysis of data
representation can be processed in two conditions, namely
processing and availability analysis are performed based on the
service distribution at a di�erent time interval and then previous
regressive output without increasing the analysis time. �e
proposed method provides linearity analysis based on the
service requirements and attributes for which digital rural
governance achieves less unavailability as presented in
Figure 10.

4.1.4. Service Delegation. �is proposed method achieves
high service delegations for rural governance and the
unavailability of big data monitoring based on data

representation at di�erent intervals is aided in identifying
the service requirements (refer to Figure 11). �e con-
tinuous representation analysis and linearity checking are
mitigated based on u> t the rural governance users, and
services for analyzing the big data information due to
representation recommendation and data-driven analysis
in the digital platform through logical regression learning.
�e service unavailability is due to data representation and
service delegations in rural governance applications based
on AI and Big Data analysis in a di�erent interval for
service unavailability identi�cation for reducing the data
processing rate based on the fundamental service attributes
observed from the services in both the instances Dr � Dd −
n andDr � Dd for available users and services of processing
require the previous survey about the services in the rural
governance. �erefore, the linearity checking based on Big
Data for increasing the data processing rate for verifying
linearity depends on considering factors in the digital
platform, and therefore, the service delegation is high and
service availability also increases. �e above comparative
analysis is summarized in Tables 4 and 5 for the varying #
Data and Representation %
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5. Conclusion

�is article introduced a modular data representationmethod
for improving the service availability of rural governance on
digital platforms. �e semantics-based data analysis, distri-
bution, and representation are performed using this method
aided by arti�cial intelligence and digital scenarios. �e
preprocessed data organization, availability, and linear
analysis are aided by regression learning. Based on the
availability, the continuous and processing distributions are
analyzed for preventing retardations in service delegations.
�e service requirements are satis�ed using diverse repre-
sentations as deserved from the regressive output. �e service
distribution is planned based on previous delegations and
current data available for ensuring maximum service dele-
gations. �is induces improvements in data processing with
limited time for di�erent services. For the varying repre-
sentation ratios, the proposed method achieves 6.3% less
analysis time, 11.65% less processing rate per representation,
11.19% less unavailability, and 13.3% high service delegation.
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In real recommendation systems, implicit feedback data is more common and easier to obtain, and recommendation algorithms
based on such data will be more applicable. However, implicit feedback data cannot directly express user preferences. Meanwhile,
data sparsity caused by massive data is still an urgent problem to be solved in recommendation system. In response to this
phenomenon, this paper proposes a deep collaborative �ltering algorithm. In the perspective of implicit feedback, this method
uses the advantages of convolutional neural network for e�ective learning of the nonlinear interaction of users and items and the
characteristics of collaborative �ltering algorithm for modeling the linear interaction of users and items and combines the two
methods for recommendation. Finally, the baseline method is set up and the comparative experiment and parameter adjustment is
carried out. �e experimental results show that the proposed algorithm has signi�cantly improved the recommendation accuracy
on public dataset (Yahoo! Movie). �e parameter adjustment results show that, under the condition of uniformly collecting
negative feedback data and setting a certain number of convolution layers, the sparser the data is, the better the recommendation
performs. As a result, this paper has made some progress in solving the problem of data sparsity and enriching the research of
recommendation system.

1. Introduction

Crowdfunding is a new�nancingmethod that emergedwith the
rise of the Internet [1]. So far, Kickstarter1, the world’s largest
crowdfunding platform, has successfully raised $4,384,962,222
for 165,564 projects and the famous European crowdfunding
platform Ulule2 has more than 2.6 million users and has
successfully funded 28,294 projects, with a total �nancing
amount of €143,381,350. However, Kickstarter’s funding suc-
cess rate is only 37%, and Ulule’s is only 65%. Project creativity,
project advertising exposure, and project duration may a�ect
the success rate of project �nancing [2]. However, the biggest
reason is that there are so many projects on the platform that it
is di¡cult for investors to browse the projects that they are really
interested in. �erefore, crowdfunding project recommenda-
tion,matching investors’ preferences, is conducive to improving
the platform’s �nancing success rate.

�e survey shows that the sparsity of user behavior on
most crowdfunding platforms is higher than 99%. Too sparse
data makes common collaborative �ltering algorithms in-
valid, such as user-based collaborative �ltering. Due to the
lack of a large amount of data, similarity between users
cannot be calculated e�ectively. In addition, the public
datasets commonly used in recommender system research
are user ratings, such as Movie-lens, Net¥ix Prize, etc. �ese
datasets can directly judge the level of interest of users
according the score, so as to determine positive and negative
feedback data. However, the user investment behavior data
of crowdfunding websites does not have a clear score, which
belongs to the implicit feedback data.

For the sake of reducing the impact of sparse data on
recommendation, the matrix decomposition technology
represented by Singular Value Decomposition (SVD)
decomposed the user’s rating of the item into the eigenvector
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matrix of the user and the item and utilized the potential
relationship between the user and the item to obtain the
predicted value, so as to achieve the dimension reduction of
high-dimensional sparse matrix. 'en, after dimensionality
reduction [3], matrix decomposition uses low-dimensional
space to estimate high-dimensional user-item interaction,
affecting the accuracy of recommendation.

For the past few years, the deep learning technology
developed by artificial neural network has achieved re-
markable results in the fields of natural language under-
standing, speech recognition [4], and image processing.
Deep neural network in deep learning has brought new ideas
to the research of recommendation system. 'erefore, by
combining deep learning technology, it can make up for the
simple linear combination of traditional collaborative fil-
tering when learning complex user-item interactions.

'erefore, this paper proposes a deep collaborative fil-
tering algorithm based on matrix factorization (CNNMF).
'e algorithm uses the Kronecker product to calculate the
relationship between users and items to construct a rela-
tionship graph and then uses a convolutional neural network
to perform nonlinear learning on the relationship graph.
Finally, through comparative experiments, the influence of
linear and nonlinear relationship on recommendation ac-
curacy is investigated. 'e experimental data in this paper
are extremely sparse implicit feedback data with little feature
information.

'e contributions of this paper are summarized as
follows:

(1) Take Internet financial projects as the object, by
designing recommendation algorithms, quantifying
investors’ preferences, and realizing accurate project
recommendation, thereby improving the success rate
of project financing.

(2) Define a new model called “deep collaborative fil-
tering algorithm based on matrix factorization.” 'e
algorithm calculates the relationship between users
and items by Kronecker product, constructs a re-
lationship graph, and then uses the advantage of
convolutional neural network to effectively learn
local features to perform nonlinear learning on the
relationship graph.

(3) 'e experimental data is extremely sparse implicit
feedback data with little feature information.
Combined with the characteristics of crowdfunding
websites and recommendation algorithms, we con-
duct in-depth research to solve the problem of sparse
implicit feedback data, which has certain practical
significance and enriches the research on recom-
mendation systems of crowdfunding platforms.

'e rest of the paper is organized as follows. 'e second
part of this paper will introduce the research status of
collaborative filtering recommendation in detail and fully
understand the main content, existing problems, and cur-
rent research trends of collaborative filtering recommen-
dation. In the third part, combined with the characteristics
of collaborative filtering algorithm to model user-item

interaction information and the advantages of convolutional
neural network to extract features, the implementation
process of deep collaborative filtering algorithm based on
matrix decomposition is described in detail. In the fourth
and fifth parts, experiments and analysis are carried out.
First of all, this paper is a research on the data of crowd-
funding websites, so the data of crowdfunding websites are
collected, processed, and analyzed. 'en, the evaluation
method and experimental design are proposed. Further-
more, the experiment is carried out with the user-item
implicit feedback data of crowdfunding websites as the
object, and the influences of the number of hidden factors in
the hidden layer, the number of convolution layers, and
different negative feedback data collection methods on the
recommendation effect are compared. And compare and
analyze the performance of the algorithm proposed in this
paper with the baseline method. Finally, a summary and
outlook are given, and the research work and experimental
results of this paper are summarized. On this basis, the
shortcomings of the work are discussed, and the future
research direction of the algorithm combining deep neural
network and collaborative filtering is prospected.

2. Related Works

2.1. Recommendation in Crowdfunding Platforms.
Recently, researchers have begun to focus on designing
recommender systems for crowdfunding platforms, with the
aim of increasing the success rate of projects getting fully
funded. 'e research of the researchers mainly focuses on
two aspects. On the one hand, the recommendation algo-
rithm is constructed based on the mathematical model. For
example, Vineeth et al. [5] proposed a probabilistic rec-
ommendation model called CrowdRec, which recommends
projects to investors by combining the ongoing state of the
project, the individual preferences of individual members,
and the collective preferences of groups. Song et al. [6]
proposed a recommender system based on a structural
econometric model to match returning donors with fund-
raising activities on charitable crowdfunding platforms.
Maximize the utility of altruism (from the welfare of others)
and egoism (from personal motivation). Zhang and Zhang
[7] proposed a personalized crowdfunding platform rec-
ommendation system, which is based on a multiobjective
evolutionary algorithm. Consider the profit and variety of
recommendations while capturing investor preferences.
However, it is not very effective for crowdfunding platforms
with a lot of data, on the other hand, building a crowd-
funding platform personalized recommendation algorithm
based on machine learning. For example, Benin [8] com-
pared the application of various machine learning algo-
rithms in crowdfunding platforms, such as gradient boosting
tree, Bayesian belief nets collaborative filtering, latent se-
mantic collaborative filtering etc. Wang and Chen [9]
proposed a bipartite graph-based collaborative filtering
model by combining collaborative filtering and personal
rank. 'e model divides the nodes into user nodes and
market activity nodes, calculates the global similarity by
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personal rank, and finally generates a recommendation list
for any node through the collaborative filtering algorithm.

Although some scholars have found that collaborative
filtering alleviates the problem of data sparseness, it is far
from deep learning. Deep learning technology can extract
more complex and abstract features from historical user-
item interaction data and has a strong ability to represent
large-scale data, but few scholars have applied it to
crowdfunding platform recommendation.

2.2. Recommender Systems. Collaborative filtering algo-
rithms have been widely used in recommender systems. Hu
et al. [10] divided collaborative filtering recommendation
algorithms into two main categories: one is memory-based
collaborative filtering recommendation, and the other is
model-based collaborative filtering recommendation. For
the past few years, with the rapid rise of artificial intelligence
research, deep learning technology is gradually applied to
collaborative filtering recommendation. Since it mainly
constructs models to learn user preferences, it is also a
model-based collaborative filtering recommendation.

2.2.1. Memory-Based Collaborative Filtering.
Memory-based collaborative filtering recommendations
usually load data into memory for operations and generate
recommendations based on similarity. 'ese include user-
based CF and item-based CF collaborative recommendation.
For example, Zhan and Hong [11] proposed the ternary
interaction between consumers, items, and producers. By
using the collaborative filtering recommendation based on
adversarial learning, disturbances were added to the pa-
rameters of the ternary model to solve the binary interaction
problem and improve the accuracy. Zhu et al. [12] proposed
an algorithm that fuses time weighting factors and item
attributes based on user rating preferences. 'e algorithm
considers the user’s preference for items is time-sensitive
and the impact of item attributes on similarity to improve
the calculation of item similarity. However, it is difficult for
both user-based and item-based algorithms to solve the
problem of data sparsity effectively, so many scholars have
conducted improvement research on this problem in recent
years. For example, Hong and Yu [13] proposed a collab-
orative filtering recommendation algorithm based on cor-
relation coefficient. 'is algorithm is founded on item-based
collaborative filtering algorithm, fills unrated items in ac-
cordance with the correlation coefficient, and introduces
semantic similarity to improve the calculation of item
similarity to deal with data sparsity. Logesh et al. [14]
proposed a collaborative filtering recommendation system
based on bio-inspired clustering ensemble, which finds the
closest neighborhood for users by clustering method and
generates similarity matrix for recommendation.

2.2.2. Model-Based Collaborative Filtering. Model-based
collaborative filtering is to build a model in the light of the
user’s historical ratings to predict scores. Such methods
usually employ dimensionality reduction to extract latent

features of users and items. For example, Wang et al. [15]
proposed an algorithm that combines the Singular Value
Decomposition (SVD) technology with the trust model,
which reduces the dimension of a high-dimensional sparse
matrix and then improves the prediction accuracy by in-
troducing a trust factor. However, SVD is too slow when
decomposing data with dimensions above 1000, and it has
certain limitations in the calculation of up to tens of millions
of dimensions in real systems.

In recommender system research, implicit feedback data
is more common than explicit feedback data (such as rat-
ings), including user clicks, purchases, and searches, etc.,
which has attracted more and more scholars’ attention. For
example, Hu et al. [16] model the implicit feedback data
based on matrix factorization. 'ey believe that explicit
feedback represents the user’s preference for items, while
implicit feedback represents the confidence of the prefer-
ence, so that the user behavior data is decomposed into
preference and confidence. And then they use the objective
function of matrix decomposition to solve it; Koren and Bell
[17] proposed a matrix factorization model supporting
implicit feedback (SVD++), which is an improved algorithm
on the basis of SVD. 'e introduction of implicit feedback
information increases the prediction accuracy. Bi-yi et al.
[18] proposed an EIFCF algorithm combined with explicit
and implicit feedback, which makes the most of the implicit
feedback data to reflect the user‘s hidden preference and the
explicit feedback to reflect the user’s preference. Besides,
weighted matrix factorization is used to overcome the
problem of lack of negative samples in implicit feedback
data, thereby alleviating the impact of data sparsity.

2.2.3. Deep Learning-Based Collaborative Filtering. With the
continuous research and application of deep learning
technology, collaborative filtering based on deep learning
has developed into a hot research trend, which not only
improves the accuracy of recommendation and broadens
application scenarios, but also enriches model-based col-
laborative filtering recommendations.

Deep learning can use deep neural networks to learn the
raw data, so as to find the more abstract feature represen-
tation relationships between users and items in a finer-
grained manner. For instance, Yi et al. [19] proposed a deep
matrix factorization model embedded with implicit feed-
back. 'is model constructs a deep network pool to extract
latent factors from the input of user and item information
and uses them to predict user ratings. Wu et al. [20] pro-
posed a collaborative denoising autoencoder model
(CDAE). By adding noise to the user’s rating vector, the
robustness of this model is improved, and the low-dimen-
sional user implicit vector is obtained. And then it is used to
predict the missing score.

Convolutional neural network has application in rec-
ommender systems to better address data sparsity issues. At
present, convolutional neural networks are primarily planed
on modeling auxiliary information of users or items (such as
item descriptions, reviews, etc.), while matrix factorization
techniques are still utilized to model user-item interactions
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(such as user-item ratings). For example, Kim et al. [21]
proposed a convolutional matrix factorization model that
associates convolutional neural network with matrix fac-
torization. In this model, the convolutional neural network
is used to extract the features in the context information and
the auxiliary information of the item is used to address the
sparsity issues and enhance the accuracy of rating predic-
tion. Zheng et al. [22] constructed a convolutional neural
network to learn features from using user and item reviews.
And then user-item interaction information is obtained
through matrix decomposition to predict ratings. Finally,
the impact of data sparsity on recommendation results is
reduced. Zhang et al. [23] proposed a collaborative
knowledge base embedding learning model (CKE), which
mines implicit feedback information through the knowledge
base and obtains the implicit vectors of users and items to
predict ratings.

2.3. Literature Review. Existing research has proposed many
solutions to the problem of data sparseness. However, there
is still room for improvement.

First: Memory-based collaborative filtering mainly
reduces the sparsity of data by fusing features such as
user and item attributes or clustering users. However, it
is oriented towards explicit feedback data and collected
auxiliary information of users and items, which is
highly dependent on data and not scalable.
Second: Model-based collaborative filtering conducts
research on implicit feedback information, and matrix
decomposition technology also alleviates the problem
caused by data sparsity to some extent. However,
matrix factorization mainly uses a simple and fixed
inner product for linear modeling, which is not con-
ducive to estimating the complex characteristic rela-
tionship between users and items.
'ird: Collaborative filtering based on deep learning
handles the problem of sparse data through the
learning of auxiliary information and extracts features
to obtain deeper relationships between users and items.
However, although these methods use auxiliary in-
formation to replace the construction of linear models,
the sparsity problem of user-item interaction data in
collaborative filtering recommendation still remains
unsolved.

'erefore, in view of the above shortcomings, a rec-
ommendation algorithm based on deep learning and col-
laborative filtering is proposed in this paper. For the implicit
feedback data set of crowdfunding projects, this model
exploits the advantages of convolutional neural networks to
learn local features effectively and the characteristics of
collaborative filtering algorithm to model user-item inter-
action information to reduce the impact of user-item in-
teraction information sparsity on recommendation
accuracy.

3. Our Proposed CNNMF Method

3.1. Deep Collaborative Filtering Model. 'e deep collabo-
rative filtering model in this paper combines matrix de-
composition with deep neural network. 'e basic idea is
shown in Figure 1. 'is model uses investors’ investment
behavior data and negative feedback data to perform the
linear learning of matrix decomposition and nonlinear
learning of deep neural network, respectively, and finally
outputs the recommendation list.

'e collaborative filtering recommendation algorithm
firstly uses the user‘s preference for the item to form the
user-item interaction matrix and models this interaction
matrix to learn the interaction between users and items.
'en the predictive value or recommendation list is
obtained.

'e model of deep collaborative filtering is shown in
Figure 2. Each layer is implemented as follows.

Input layer. 'e input layer includes user ID and
country, as well as item ID and category, and uses one-
hot encoding to convert them into binary sparse vectors
represented by vd, vc , vd, vg.
'is paper analyzes the collection of negative feedback
data in the implicit feedback data of crowdfunding
websites. In the label data, the user behavior data with
project investment behavior is marked as 1 in the
implicit feedback matrix, and the uninvested project is
marked as 0, as shown in

zuv �
1, invested,

0, uninvested.
 (1)

Since the implicit feedback data does not have the
characteristics of negative feedback, 0 here does not
represent the user’s negative feedback intention.
'erefore, in the experimental part, the negative
feedback data will be uniformly collected and non-
uniformly collected, and different negative feedback
collections will have different effects on the model
recommendation results.
Embedding layer. 'e embedding layer reduces the
dimension of the sparse vector obtained by the input
layer to obtain the feature matrix of the user, pd, pc, and
the feature matrix of the item, qd, qg. As shown in
formulas (2)–(5), the embedding matrix
pm×k, pt×k, pn×k, and ph×k is K-dimensional weight
matrix. K represents the number of hidden factors set
by the embedding layer, that is, the dimension of users
and items after dimension reduction. 'e dense vector
obtained by the linear transformation of the embedding
layer not only represents the corresponding relation-
ship of a single user or item, but also represents the
internal relationship of all users or all items. During the
training of the model, the embedding matrix updates
the weights according to the user-to-user, item-to-item
relationship.
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pd � Pm×kvd , (2)

pc � Pt×kvc , (3)

qd � Pn×kvd , (4)

qg � Ph×kvg . (5)

After the output of the embedding layer, the user-re-
lated features are fused, and the item-related features
are fused to form the user feature matrix and the item
feature matrix, respectively, as shown in the following
equations:

pu � pd + pc, (6)

qi � qd + qg. (7)

Deep Collaborative Filtering Layer. Perform linear
learning for matrix factorization and nonlinear
learning for deep neural network, respectively. 'e
details are as follows.
Matrix Decomposition Layer. Matrix factorization
linearly decomposes the Interactionmatrix of users and
items into two matrices multiplied together, and the
obtained predicted score is the result of the interaction
between the potential features of users and items. 'e

Investors’ investment 
behavior data on 

projects

Data collected by 
negative feedback

Data Model

Linear 
dimensiona

lity 
reduction 
for sparse 
matrices

Linear Learning for 
Matrix Factorization

Non-linear Learning 
for Deep Learning

Recommend
ed list

Figure 1: 'e basic idea of deep collaborative filtering algorithm.
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Figure 2: Deep collaborative filtering model.
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operation of the matrix factorization layer is to perform
a Hadamard product operation on the latent feature
matrices of users and items, as shown in

f1 pu, qi(  � pu ⊙ qi. (8)

Convolutional Neural Network Layer. 'e premise of
the convolutional neural network layer is that the
feature matrices of users and items perform Kronecker
product operations. Kronecker product is the inter-
action of one element of a matrix with each element of
another matrix, that is, learning its relationship with
elements in other dimensions. Because there may be a
correlation between each dimension of the features of
users and items, the Kronecker product operation is
used to generate the relationship feature matrix Tk×k.
Use ⊗ to denote the Kronecker product calculation. K
is the number of hidden factors set by the embedding
layer, as shown in equation (9). In the nonlinear
learning of convolutional neural networks, the rela-
tionship matrix of users and items constitutes an in-
teraction graph, and through the advantages of
convolutional neural networks processing graphs, the
interaction between users and items in the latent space
is learned.

pu ⊗ qi � Τkxk. (9)

In the nonlinear learning of convolutional neural
networks, the relationship matrix of users and items
constitutes an interaction graph, and through the
advantages of convolutional neural networks pro-
cessing graphs, the interaction between users and
items in the latent space is learned, as shown in
Figure 3.
'e output of the last layer is the latent feature vector of
users and items.'erefore, the overall calculation of the
convolutional neural network layers is shown in

f2 pu, qi(  � Φx . . .Φ2 Φ1 pu ⊗ qi( ( ( . (10)

'e deep collaborative filtering layer combines the
advantages of matrix decomposition and deep neural
network to train recommendation models. Mapping
the relationship between user and item to potential
space by linear matrix factorization to obtain f1, si-
multaneously, the deep neural network is leveraged to
learn the hidden layer characteristics of users and items
to obtain f2. Such a combination of linear and non-
linear learning methods enables more precise matching
between users and items.
Concatenation Layer. Concatenate the latent feature
vectors f1 and f2 learned by matrix factorization and
deep neural network.
Output Layer. 'e predicted value y is obtained by
linear calculation, as shown in

y � w
f1

f2
  + b , (11)

where m is the number of users, n is the number of
items, f1 is the inner product function of matrix
decomposition, f2 is the nonlinear function of deep
learning, and Φx is the nonlinear learning of the x

layer of deep neural network.

3.2. Deep Collaborative Filtering Algorithm. Firstly, in the
embedding layer, the algorithm uses matrix decomposition
to obtain the feature dense vectors pu and qi of users and
items. Matrix factorization can reduce the dimensionality of
high-dimensional sparse data and predict ratings by cal-
culating the inner product of the eigenvectors of users and
items. However, the user’s historical rating data is sparse,
resulting in a large number of vacancies in the rating matrix.
And matrix decomposition uses a simple linear combination
to learn user-item interactions, which makes it difficult to fill
the vacancies. 'erefore, this paper introduces a convolu-
tional neural network to calculate the potential nonlinear
function of the user or item and then learns the potential
relationship between users and items they interact with, so as
to supplement the missing data.

Secondly, the algorithm learns the relationship of each
dimension of the feature vector through the outer product
and obtains the relationship feature matrix Tk×k of the users
and the items.

Finally, the relationship feature matrix Tk×k is input into
the convolutional neural network, local connectivity is
extracted in the convolutional layer of each layer, and the
convolutional kernel is used to convolve the relational
matrix to extract the potential interaction of users and items.

'e activation function of each layer is ReLU, which
iterates, and the input of the next layer is the output of the
upper layer. 'e convolutional kernel of each layer is a 2× 2
matrix, and each convolution layer generates K channels
Φ11,Φ

2
1, . . . ,Φl

1; that is, the number of channels is compared
to the dimension of the embedding layer with the same
number (l�K). 'e algorithm learns K features in the
convolutional kernel, and the first convolution of the lth
convolution kernel obtains cl

1,1; Φ
l
1 represents the feature

matrix extracted by the lth convolutional kernel of the first
layer after performing s/2l convolution operations, as shown
in equations (12)–(14).

c
l
1 � ReLU 

1

i�0


1

j�0
ti,j · wi.j + b⎛⎝ ⎞⎠, (12)

Φl
1 �

c
l
1,1 . . . c

l

1,
s

2l

⋮ ⋱ ⋮

c
l
s

2l
, 1

· · · c
l
s

2l
,

s

2l

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (13)

Φ1 � Φ11,Φ
2
1, . . . ,Φl

1 . (14)

'e nonlinear activation functions include sigmoid, tanh,
or ReLU. In this paper, the ReLU function is selected, which is

6 Mathematical Problems in Engineering



similar to the activation response of brain neurons to in-
formation. 'e ReLU function only activates the accepted
information, while other information is filtered, so it is more
suitable for sparse dataset calculation. Both the sigmoid and
tanh functions have the problem of gradient disappearance,
and overfitting will occur during the training process. 'e
final results of the experiment also show that the performance
of the ReLU function is better than the other two.

3.3. Deep Collaborative Filtering Model Training.
Crowdfunding data in this paper are implicit feedback data
with values of 1 or 0.1 meaning that the user has invested in
the project; that is, the user is interested in the project. 0 may
indicate that the user is not interested in the project or the
user is unaware of the project’s existence. Explicit feedback
data (such as ratings) directly reflect the user’s preference for
an item, while the implicit feedback data cannot indicate the
user’s preference, but can only measure the confidence of the
user’s preference. 'erefore, the final output of this model is
not a prediction of ratings, but a personalized list of rec-
ommendations for the target user.

'e ranking of items in the recommendation list is
directly related to the user’s satisfaction with the recom-
mendation results. 'erefore, the model adopts the Bayesian
Personalized Ranking loss function [24] to learn the ranking
of positive and negative feedback samples in pairs, as shown
in equation (16).

In rating prediction, the goal of pointwise learning is to
minimize the mean squared error between the predicted
value and the label. When paired learning samples rank in
the recommendation list, the positive feedback sample i

should be ranked higher than the negative feedback j. And
make the difference between the two predictions as large as
possible. yui is the predicted value of the positive feedback,
and yuj is the predicted value of negative feedback, as

yuij � yui − yuj , (15)

L � 
(u,i,j)∈D

ln σ yuij  − λΘ‖Θ‖
2
,

(16)

where λΘ is the regularization parameter. D means
D: � (u, i, j)|i ∈ yui∧j ∉ yui ; that is, user u interacts with
item i.

In model training, Adaptive Moment Estimation
(Adam) [25] is used. In stochastic gradient descent (SGD),
the learning rate is kept constant during the training process.
It uses a single learning rate to correct the weights, which
takes a long time to train. However, Adam computes dif-
ferent adaptive learning rates for different parameters, which
dynamically adjusts the learning rate of each parameter by
using the first and second moment estimates of the gradient.
Experimental results also show that Adam converges faster
than SGD on our model.

4. Performance Analysis

4.1. ExperimentalDesign. 'is paper takes the investment of
users in projects on Ulule, the largest crowdfunding plat-
form in Europe, as the research object. And then collect data
and design experiments to measure the recommendation
performance of this algorithm. 'e experimental process is
divided into three parts: model, training, and experiment, as
shown in Figure 4.

Model part: We analyze the user behavior data of the
crowdfunding website, learn user and item feature
information through the deep collaborative filtering
layer to generate a feature matrix, and then output it
through the fully connected layer.
Training part: We train the deep collaborative filtering
model on the training set, output the predicted score of
the item, and generate the recommendation list. 'en,
the model iterates, updates the weights and parameters
iteratively based on the Adam training process, and
saves the best recommendation list after 100 times,
along with the weights and parameters at this time.
Experimental part: We conduct experiments to verify
the effects of data with different sparsity, the number of
layers of convolutional neural networks, and implicit
feedback data collection methods on recommendation
performance and select the baseline method and design

�e first layer

T64×64

32×32

Layer i

Figure 3: Structural diagram of convolutional neural network.
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comparative experiments to verify the superiority of the
proposed algorithm.

4.2. Experimental Data Collection. 'e homepage of the
crowdfunding platform Ulule displays the number of users,
the number of successful projects, and the success rate of the
platform in real time. 'e website is open to everyone, and
all data can be crawled through their API. Although the
crowdfunding projects that have expired cannot be crawled,
the website has collected statistics, including the number of
successful financing projects each year, the financing success
rate, the number of projects being funded, and the number
of website user registrations, etc., as shown in Table 1.

In this paper, web crawler technology is used to obtain
experimental data. In terms of projects, it obtains key in-
formation such as project codes and classification labels; in
terms of users, key information such as the codes of users
and the codes of each invested project is crawled. 'e
collected data includes the following: (i) In terms of projects,
crawl the list of all successful financing and in-progress
projects, where the content of the project list includes the
project home page, whether the financing has been com-
pleted, the total amount of financing, the country of the

publisher, the project code, and the classification label of the
project. (ii) According to all the invested projects, crawl the
projects that the user has invested in, including projects that
are still in progress, where the content of the user list in-
cludes the user code, user homepage, user country, language,
and time zone. Iterate in this way until the dataset has a
certain size.

4.3. ExperimentalDataDescription. 'is article crawled data
from the Ulule crowdfunding website in April 2019.'e data
obtained is in Jason’s data format. After cleaning the data, a
total of 363,608 users’ project investment behavior data were
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Predict investment projects 
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Comparison of 
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Performance 
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algorithms

END

Yes

No, continue training

Experiment
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Figure 4: Experimental procedure.

Table 1: Ulule website related data.

Ulule website related data
Year

2019 2018 2017 2016
Number of financings 705,350 640,523 577,985 520,777
Number of project startups 6,042 8,049 7,452 7,045
Number of successful
crowdfunding 4,398 5,152 4,856 4,804

Financing success rate 73% 64% 65% 68%
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obtained. After statistics, there were 274,292 users and
41,894 projects where users participated in financing.
Among them, 27,241 projects were successfully financed,
with a success rate of 65%. As shown in Figure 5, most users
invest less than 5 times, among which users who invest once
are the most (this crawling does not include users with 0
investment), which is about 82.5%. 'erefore, the data
sparsity of the computing website is 99.98%.

'e data sparsity influences the recommendation ac-
curacy, which is one of themain research issues in this paper.
'erefore, datasets with different sparsity are collected by us
to observe the performance of the proposed model. And the
data is processed according to the number of times users
invest in crowdfunding projects. According to the degree of
sparseness [26], it is divided into low-sparse data (9 or more
investment times per capita), moderately sparse data (5
times or more per capita investment), and extremely sparse
data (3 times or more per capita investment), as shown in
Table 2. After statistics, the more investment times, the fewer
users, the fewer projects, and the lower data sparsity.

4.4. Training Set and Test Set. In this paper, the leave-one-out
method is used to divide the training set and test set. 'e data
set of n samples is divided into the training set of n− 1 samples
and the test set of 1 sample. Firstly, 99 projects are randomly
matched from the projects that the user has not invested in,
and then the last invested project is taken out of the projects
that the user has invested in to form a test set of 100 uninvested
projects. Excluding one item extracted in the test set, the
remnant items invested by users are the training set.

4.5. Collection of Negative Feedback Data. For the collection
of negative feedback data, this paper conducts two experi-
ments of uniform sampling and nonuniform sampling.

(i) Uniform sampling: Uniform sampling is to collect all
uninvested projects of users as negative feedback
data in each iteration or flexibly controls the ratio of
positive feedback to negative feedback according to
the experimental situation.

(ii) Nonuniform sampling: Nonuniform sampling is
mainly to set a standard for the selection of items,
such as high popularity, many exposure opportu-
nities, etc., because users have a high probability of
finding these items in a great volume of items.
'erefore, if users do not invest, it is more likely that
they are not interested in it.

We perform uniform and nonuniform sampling on
extremely sparse datasets, respectively. Using the uniform
sampling method, 4 negative feedbacks are randomly col-
lected for each user, and the obtained negative feedbacks are
evenly distributed among the 230 items, as shown in
Figure 6.

Nonuniform sampling collects items according to their
popularity, and the negative feedback obtained is concen-
trated on 7 items, while other items only get a small amount
of collection, as shown in Figure 7.

In the collection of negative feedback in the data set, the
fluctuation of randomly obtained negative feedback samples
is small, and the degree of data dispersion is small, while the
degree of dispersion of samples obtained by nonuniform
collection is large.

4.6.Metrics. We employ two evaluationmethods tomeasure
the performance of the recommendation algorithm.

(i) Hit ratio (HR): in top-K recommendation, HR is a
commonly used metric to measure recall. It calcu-
lates the ratio of fundraising items in the top-K
recommendation list that belong to the test set, as
shown in equation

HR �
n

N
, (17)

where n represents the number of items in the test set
in the recommendation list, and N is the total
number of items in the test set.

(ii) Normalized discount cumulative gain (NDCG):
NDCG is an evaluation index used to measure the
quality of the TOP-K ranking. It not only reflects
whether the predicted TOP-K results are really rel-
evant, but also reflects the relative ranking of the
TOP-K results. Putting an item that users are not
interested in at the top of the recommendation list
will have a higher error rate, as shown in equations
(18) and (19)

DCG � 
10

i�1

2reli − 1
log2(i + 1)

, (18)

NDCG �
DCG
IDCG

, (19)

where reli represents the correlation between the
item and the user at position i in the recommen-
dation list. Equation (18) shows that DCG combines
recommendation accuracy with ranking position. In
order to have comparability between different rec-
ommendation lists, normalization processing is
performed, as shown equation (19). 'e value of
DCG is between (0, IDCG] and the value of NDCG is
between (0, 1].
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Figure 5: Statistics on the number of user investment projects.
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5. Experimental Results

5.1. Performance of Data with Different Sparsity on Recom-
mendation Results. For the purpose of eliminating the
impact of the number of convolutional layers on the ex-
perimental considerations result, the number of convolu-
tional layers is set to 4, 5, and 6 layers for experiments,
respectively. 'e obtained results are shown in Tables 3 and
4. 'e deep collaborative filtering model achieves the best
recommendation effect on extremely sparse datasets when
taking different convolutional layers. Under the circum-
stances of extremely sparse data and a large amount of data,
the majority of memory-based collaborative filtering algo-
rithms will be limited in the recommendation performance.
'is is because the similarity between users (items) will be
difficult to calculate accurately as the data is sparse and the
dimension increases, which will affect the recommendation
effect. However, deep learning methods can break through
this limitation and achieve better recommendation results
on extremely sparse datasets. In addition, on the crowd-
funding platformUlule, the data sparsity is much larger than
the extremely sparse dataset selected in this paper.'erefore,
the proposed model is suitable for the Ulule platform with
large and sparse data.

5.2. Performance of Convolutional Layers of Convolutional
NeuralNetwork onRecommendationResults. 'e number of
the convolution layers of convolutional neural network will
have a noticeable impact on the extraction of user and
project features, which in turn affects the recommendation
effect. 'erefore, the effects of different convolutional layers
on the recommendation results are compared through
experiments.

Since the previous experimental results have proved
that the proposed model can produce the best recom-
mendation effect on extremely sparse datasets, this ex-
periment will select extremely sparse datasets to construe
the effect of the number of convolution layers. Moreover,
similar algorithm is applied for the optimization of the
parameter tuning process during the convolutional neural
network training [27].

Figure 8 shows that as the number of convolutional
layers increases, the HR value and the initial value of NDCG
also increase, and when the convolutional layers increase to
6, the HR and NDCG values begin to decrease. It can be seen
that the number of convolutional layers of the convolutional
neural network has a significant impact on the recom-
mendation results. And when the number of convolutional
layers increases to a critical point, the optimal recommen-
dation effect will be achieved. Continuing to increase the
number of layers will reduce the accuracy of feature ex-
traction of convolutional neural networks.

5.3. Performance of Negative Feedback Data Sampling
Methods on Recommendation Results. 'e extremely sparse
data set is also used as the experimental data. For each user,

Table 3: 'e maximum value of HR of recommendation on
datasets of different sparsity.

Layer
Dataset

Low-sparse Moderately sparse Extremely sparse
4 0.43348 0.47857 0.53920
5 0.46478 0.50569 0.54268
6 0.45696 0.49062 0.53512

Table 4: 'e maximum value of NDCG of recommendation on
datasets of different sparsity.

Layer
Dataset

Low-sparse Moderately sparse Extremely sparse
4 0.23946 0.27741 0.31798
5 0.26223 0.29240 0.33299
6 0.26287 0.29350 0.32186

Table 2: Data sets with different sparsity.

Dataset Investments per capita Sparsity (%) Number of investors Number of items Total number of investments
Low-sparse data 9 times or more 94.36 639 220 7922
Moderately sparse data 5 times or more 96.81 2986 229 21847
Extremely sparse data 3 times or more 97.95 8598 230 40542
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Figure 6: 'e distribution of negative feedback obtained by bal-
anced collection method.
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1∼4 negative feedbacks are collected, respectively.'e effects
of the negative feedback data collection methods of uniform
sampling and nonuniform sampling on recommendation
are compared, and the results are shown in Tables 5 and 6.

Tables 5 and 6 show that the recommended effect of the
uniform sampling method is better, and the best recom-
mendation effect can be obtained when the number of
collections is 1.

Figure 9 shows the iterative process of 4 negative feedbacks
for uniform and nonuniform sampling [28]. 'e abscissa
represents the interval of the number of iterations, and the
ordinate represents the average value of HR and NDCG cor-
responding to each interval. In the iterative process, the con-
vergence speed of the two methods is close, but the effect of
uniform acquisition is obviously superior to that of nonuniform
acquisition. Additionally, the peak values of HR are all in the
third interval; that is, the best results are obtained when the
iteration is about 20 times, indicating that increasing the
number of experiments will limit the results. Different pa-
rameter settings have different convergence speeds of iterations.

'e reason for the poor experimental results of non-
uniformly sampled negative feedback data is probably that,
in the data set constructed in this paper, users are not
sensitive to the popularity of the project, and the negative
feedback data set is highly discrete. 'e negative feedback
sample collection based on the popularity of the items only
focuses on the 7 most popular items, and the negative
feedback repeatedly selects these 7 items, resulting in ex-
tremely poor results.

5.4. Comparative Experiments. 'is paper selects the five
algorithms as baseline method and a deep collaborative
filtering algorithm to design comparative experiments. 'e

six baseline methods include classic recommendation al-
gorithms and cutting-edge algorithms, so as to compre-
hensively examine the performance and effects of our
algorithms.

Most Popular. 'e recommendation list of this method
is sorted according to the popularity of the items, which
is a nonpersonalized recommendation. All users get the
same recommendation result. 'is algorithm is often
used to compare recommendation results.
eALS. He et al. [29] proposed a matrix factorization
model based on implicit feedback. 'e model weights
the unrated parts according to the popularity of the
item. Simultaneously, for the purpose of improving the
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Figure 8: 'e HR and NDCG of recommendation based on the model with different convolution layers on extremely sparse dataset.

Table 5: 'e HR of recommendation with different negative
feedback collection methods on extremely sparse dataset.

Number of negative feedback HR uniform HR nonuniform
1 0.50524 0.10329
2 0.52366 0.19405
3 0.53311 0.24883
4 0.54268 0.28936

Table 6: 'e NDCG of recommendation with different negative
feedback collection methods on extremely sparse dataset.

Number of negative feedback NDCG uniform NDCG
nonuniform

1 0.25393 0.05372
2 0.27859 0.0856
3 0.30628 0.09459
4 0.33299 0.11475
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computational efficiency of model parameters, an eALS
learning algorithm is designed, and an online update
strategy suitable for dynamic data is established on this
basis to capture users’ short-term preferences. More-
over, the online scene enables the implicit feedback-
based matrix factorization to be applied in large-scale
practical environments.
BPR. A personalized ranking algorithm based on
Bayesian theory has been proposed by Rendle et al.
[24]. 'e algorithm sorts and optimizes the personal-
ized recommendation list generated by the matrix
decomposition or nearest neighbor method according
to the implicit feedback data, so as to improve the user’s
satisfaction with the recommendation list. Using the
partial order relationship between the purchased and
unpurchased products, the maximum a posteriori es-
timate is derived by Bayesian analysis, and then the
model is trained. Finally, the optimized item ranking is
generated.
CM-RIMDCF. A two-stage deep collaborative filtering
model has been proposed by Fu et al. [30]. In the first
stage, users and items are learned separately through
local and global models to obtain feature information
representing user-user and item-item, and this is input
into the second stage. 'en, the second stage uses
neural networks to learn information about user and
item interactions, resulting in predictive scores.
Multicriteria DCF. Nassar et al. [31] proposed a mul-
ticriteria deep collaborative filtering model. 'e model
divides user preferences into overall ratings and mul-
ticriteria ratings to quantify users’ interest in different
features of items. On this basis, a two-stage deep neural
network model is designed. 'e first stage first predicts

the multicriteria score and then feeds it into the next
stage of the deep neural network to predict the overall
score.

Deep Collaborative Filtering Algorithm (FMMLP). In-
spired by the effective combination of deep learning
technology and recommendation system in recent
years, we combine the advantages of factorization
machine second-order interaction with multilayer
perceptron to fully learn the information of each di-
mension in user behavior. In this way, the recom-
mendation effect of the model can be improved.

Comparative experiments use public datasets. Yahoo!
Movies user rating dataset: Users rate movies on a scale of
A+ to F. Since this dataset is an explicit feedback dataset, it
needs to be preprocessed as implicit feedback data. 'e
behavior of “rating” (regardless of the size of the score) is
regarded as 1, indicating that there is an interactive behavior
and 0 otherwise. In this dataset, users rated more than 10
movies, and each movie has at least one user rating.
'erefore, with a total of 7,642 users and 11,915 movies, the
rating (number of interactions) is 211,231 and the sparsity is
99.77%.

'e recommendation results of our algorithm and the
other method are shown in Table 7. According to the ex-
perimental results, both HR and NDCG values of CNNMF
are significantly better than the other six methods.'erefore,
the CNNMF algorithm can competently enhance the per-
formance of recommendation.

Further analysis of the reasons is as follows:

(i) In the extremely sparse dataset (40,542 total in-
vestment times), the investment times of the top 10
most popular items accounted for 37.97% of the
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total investment times, but the top 10 items
accounted for only 4.35% of the total number of
items. It can be seen that the top 10 popular items
have already received more attention from users,
and it cannot provide users with personalized items.
'erefore, the recommendation effect of the most
popular algorithm is also the worst.

(ii) BPR and Eals algorithms propose different opti-
mizationmethods for implicit feedback data but still
build models based on traditional matrix factor-
ization. 'eir processing of sparse data has certain
limitations, which affects both model training and
recommendation results.

(iii) 'e CM-RIMDCF algorithm learns the interaction
of users and items based on the correlation between
users and items. However, the local and global
representation model proposed by this method,
which uses explicit scoring for learning, is not
suitable for implicit feedback. 'is affects the pre-
dictions of the second-stage neural network. In
addition, the neural network in this method has
only one fully connected hidden layer, which has
certain limitations in learning the relationship be-
tween users and items.

(iv) 'e multicriteria scoring proposed by multicriteria
DCF can explain the reasons for user preferences.
However, in practical application scenarios, this
type of data is limited, most of which are single
overall scores. In addition, this method only uses
deep neural networks to calculate multicriteria
scores and overall scores, which is still insufficient in
the fusion of deep neural networks and collaborative
filtering.

(v) 'e effect of the algorithm FMMLP in this paper is
also poor, including two reasons: One is that the
Yahoo! Movies dataset has no feature information,
so the factorization machine layer does not play a
role in the algorithm. 'e second is that the algo-
rithm is a serial structure. 'e second-order linear
learning of the factorization machine is the input of
the nonlinear learning. 'e feature learning of the
factorization machine affects the nonlinear learning
of the multilayer perceptron. 'e sparser the data,
the greater the impact. So the algorithm performs
worse on sparser data. 'e experimental results also

show that it is the worst among the six personalized
recommendation algorithms in this paper.

'erefore, the deep collaborative filtering model learns
the potential relationship between user and item feature
information more accurately by better integrating deep
neural network and collaborative filtering, so as to obtain
better recommendation effect.

6. Conclusion

In view of the extremely sparse data of crowdfunding
platform Ulule, and the investment behavior of platform
users with implicit feedback data without negative feedback,
this paper integrates deep neural network and collaborative
filtering recommendation algorithms to generate person-
alized crowdfunding project recommendations list for in-
vestors. In this way, the matching degree between investors
and projects is improved, thereby improving the overall
financing success rate of the crowdfunding platform.

For the recommendation problem of crowdfunding
platform, the proposed algorithm has been enhanced in the
following aspects:

(i) Extract the feature data of users and items, as well as
the actual interaction information, and train the
model.

(ii) Combine matrix factorization and convolutional
neural network to learn feature information, re-
spectively, to extract the potential relationship be-
tween user and item feature information. 'e
complementary advantages of the two methods are
used to improve the accuracy of feature extraction.

(iii) Sampling and analyzing the implicit feedback data
of the crowdfunding platform through uniform and
nonuniform negative feedback sample sampling
methods.

For the purpose of verifying the effectiveness of the
algorithm, five baseline methods are selected for compar-
ative experiments. 'e final experimental results show that
the recommendation effect of the deep collaborative filtering
model on the dataset is significantly improved compared
with the baseline model. At the same time, it is proved that
integrating deep neural network to learn the nonlinear in-
teraction between investors and projects can effectively
address the issue of data sparsity. And for the problem of
larger and sparser data, the best recommendation perfor-
mance can be obtained by adjusting the number of con-
volutional layers of the convolutional neural network. In
addition, for the collection of negative feedback data, the
characteristics of the project need to be considered. Al-
though nonuniform collection has a better interpretation
effect, it is not necessarily suitable for the training of this
model.

'is study not only helps to enhance the financing
success rate of crowdfunding platforms, but also enriches the
research on recommender systems. In future research, the
following aspects are worth exploring in depth:

Table 7: 'e comparison between the proposed algorithm and the
baselines.

Recommendation algorithm HR NDCG
Most popular 0.492 0.388
eALS 0.563 0.444
BPR 0.520 0.410
CM-RIMDCF 0.422 0.327
MulticriteriaDCF 0.830 0.655
FMMLP 0.496 0.403
CNNMF 0.886 0.699
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(i) Consider contextual information, including in-
dustry developments, macroeconomics, and timing
effects. Taking these factors into consideration will
help to predict user preference.

(ii) Experiments can be carried out on the user and
project data of different Internet financial platforms
to further explore the generality of the method
proposed in this paper.

(iii) Add auxiliary information as experimental data,
such as user comments, item description infor-
mation and item type, etc., to enrich the feature
information of users and items.

(iv) Further explore the application of other deep
learning methods in recommender systems.
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Research on English teaching reform and model design is the focus of the current society. It is a novel idea to use arti�cial
intelligence algorithm to design an English teaching platform, which combines the current �eld of English teaching reform with
the �eld of arti�cial intelligence network.  e current method is to use the sincent algorithm in arti�cial intelligence to design the
model. Its defect is that the single network education learning makes the learners feel boring. In order to solve these problems, this
paper proposes an English blended education method based on arti�cial intelligence, which aims to study the integration of the
network teaching platform and traditional education.  is paper uses the arti�cial intelligence sincent algorithm to establish a
teaching platform framework and simulate application strategies for the development of blended education.  rough the in-
vestigation process of blended English teaching, the results show that the proportion of students who are generally satis�ed with
English teaching has reached 53.67% and the proportion of students who feel generally satis�ed has reached 27.83%. e results of
this survey indicate that the majority of students approve of this type of English blended education method.

1. Introduction

With the continuous integration and development of
“Internet + education,” great changes have taken place in
the way of information organization, the way of knowledge
transmission, and the way of school teaching. Personalized
development and customized teaching needs are an in-
evitable trend. In this context, blended teaching has
�ourished in recent years.  e integration and develop-
ment of knowledge in the information age requires
matching advanced learning models and innovative
thinking. We are in the “Internet +” era of innovation and
development. New technologies bring huge space for in-
novation, and the key to innovation is talents. Talents pay
more attention to soft skills, among which soft skills in-
clude courage to innovate, cross-border compounding,
multidirectional thinking, and comprehensive quality.
However, in the actual English teaching, the ninth grade
faces the pressure of further education. Teachers pay at-
tention to “�lling the classroom” with language and often
ignore students’ classroom experience and ability to use

language in practice, which will be detrimental to students’
sustainable development.

 is research starts from the teaching practice of this
paper, takes students’ weak points of English learning as a
breakthrough point, and explores the innovative practice of
English teaching based on blended teaching under the
guidance of constructivist learning theory, situational
learning theory, and microlearning theory. Speci�cally, the
following studies were carried out: �rst, by systematically
combing the relevant literature of blended teaching at home
and abroad, the concept of blended teaching is de�ned, and
the relevant research studies on blended teaching design,
development, application, and evaluation are reviewed,
which provides a theoretical and practical basis for the
overall design of this study. Secondly, by analyzing the
relevant literature and cases of English teaching at home and
abroad, this paper explores the logical basis for blended
teaching to support the innovative practice of English
teaching and constructs a cooperative classroom teaching
model based on blended teaching. On the basis of this model,
focusing on the characteristics of primary school English,
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blended teaching of primary school grammar, vocabulary,
and discourse is designed and produced, so as to improve
classroom teaching and enhance students’ autonomous
learning ability.

)is paper has a novel idea and a rigorous framework.
Starting from the constructivist learning theory, situational
learning theory, and microlearning theory, a cooperative
classroom teaching model based on blended teaching is
constructed. )e cooperative classroom teaching mode
based on blended teaching is applied to actual teaching, and
classroom teaching reform is carried out around junior high
school English grammar, vocabulary, and discourse, which
effectively improves students’ comprehensive ability to use
English in junior high school. It further deepens the theo-
retical research on the teaching mode of blended teaching,
explores the application practice in the reteaching of blended
teaching, and promotes the normalization and sustainable
development of teaching applications.

2. Related Work

English teaching has become a top priority area at present,
and from a global perspective, many scholars are conducting
research in this area. Richards aimed to outline the role of
language proficiency issues in the ELT literature. He de-
scribed the professional language skills required to teach
English through English, exploring the relationship between
language ability and teaching ability [1]. Alhassan suggested
that in the past two decades, there has been a surge in
TESOL/applied languages calling for English as an inter-
national teaching [2]. Polat aims to design a scale to test
teachers’ attitudes towards the role of grammar in the En-
glish teaching process and to find out the reliability and
validity of the designed scale and other psychometric
qualities [3]. Rozhina and Baklashkova introduced the main
methods that help to cultivate the highest communicative
competence of young children, the problems and solutions
in children’s English teaching [4]. Ayçiçek and Yankar
Yelpan proposed that flipped classrooms are commonly
applied in higher education, including providing lecture
materials outside of classroom contact, setting aside face-to-
face classroom time for more interactive learning, discus-
sion, integration, and application of content [5]. However,
the above research is still only in the theoretical part and
cannot be fully practiced.

For artificial intelligence, it has penetrated into all fields
of life. )e following are the opinions and research of many
experts on artificial intelligence. Zhao et al. research dis-
cusses the basic situation of robot global path planning, the
application, advantages, and improvement measures of the
ant colony algorithm in robot path planning, which provides
help for further research [6]. Payedimarri et al. study
findings suggest that quarantine should be the best strategy
to contain COVID-19. Nationwide lockdowns have also
shown positive effects, while social distancing is only con-
sidered effective when combined with other interventions,
including closing schools and businesses and restricting
public transport [7]. Dolezel et al. introduced a specific
neural network-based decision procedure that can be

considered for any traffic-characteristic-based network
traffic processing controller. )is decision-making process is
based on a convolutional neural network that processes
input stream features and provides decisions and it can be
understood as firewall rules [8]. Maham studied the me-
chanical properties of two different types of recycled con-
crete (using wood and rubber) relative to pure concrete in
terms of maximum load and natural frequency [9]. Visaggi
et al. researched several options. Blood biomarkers offer an
inexpensive, noninvasive screening strategy for cancer, and
new technologies have allowed the identification of candi-
date markers for EC. )e esophagus is easily examined by
endoscopy, and endoscopic imaging represents the gold
standard for cancer surveillance [10]. However, the current
research on English education reform and model design in
the era of artificial intelligence is still not based on traditional
educational thinking, and there is a lack of in-depth analysis
and exploration of the functionality of artificial intelligence.
At present, only a hybrid English education method that
combines the English education platform under artificial
intelligence with traditional education can be achieved. )is
also hinders the high integration and advantages of artificial
skills technology and education. )e accuracy and data
analysis of artificial intelligence cannot be brought into play,
which also hinders the high integration and advantage of
artificial skills technology and education. )erefore, further
discussion is needed to tap the potential of artificial intel-
ligence, improve the teaching ecology, and improve the level
of education.

3. Algorithm of Artificial Intelligence

3.1. Sincent Network Structure. Sincnet is an interpretable
convolutional neural network proposed. Different from
traditional CNN, Sincnet improves the first layer of the
network and introduces the sinc function to learn more
effective filters for audio data [11]. In digital signal pro-
cessing, the normalized sinc function is usually defined as

sin c(x) �
sin(πx)

πx
. (1)

)e purpose of introducing the sinc function is to
obtain a rectangular pulse with an amplitude of 1 after the
Fourier transform of the sinc function. When extracting
the original speech signal, it is often combined with time
domain and frequency domain information for analysis
[12]. For frequency domain signals, filtering methods are
often used to obtain characteristic information contained
in different frequency bands. )erefore, when performing
feature extraction on speech signals, narrowband infor-
mation is extracted by selecting rectangular bandpass
filters in the frequency domain. On the premise of re-
ducing noise interference, the feature information in each
frequency band can be extracted more efficiently as shown
in Figure 1.

)e Fourier transform can realize the conversion of
information in the time domain and the frequency domain.
According to the properties of the Fourier transform, the

2 Mathematical Problems in Engineering



multiplication in the frequency domain corresponds to the
phase convolution operation in the time domain.

Among them, L represents the length of the filter. For
speech recognition tasks, the input speech data is usually
sampled at a specific frequency, so the original speech
waveform data has high dimensionality. If the CNN network
is used for the construction of the speech recognition model,
the design of the first layer network is very important. If the
selected filter is too small, the amount of calculation will
increase, which will bring inconvenience to the training of
the model. If the selected filter is too large, it will affect the
feature extraction effect of the model on the input data,
which is not conducive to the analysis of high-dimensional
features.

)e sincent algorithm is novel in the application of the
English education platform because it can process the speech
signal so that the oral language part of the English teaching
platform is also built.

3.2.ConnectionistTemporalClassification (CTC). )e speech
recognition problem is essentially a sequence-to-sequence
mapping problem. In the traditional speech recognition
model, the mixed model method is often used. It obtains the
mapping from input features to states through the acoustic
model, uses a dictionary lookup method to achieve the
mapping from phonemes to words, and then processes the
language model to output the final audio recognition result
[13]. )e entire speech recognition model is composed of
multiple modules, which need to be trained separately, so the
learning of the entire speech recognition model becomes
decentralized, which is not conducive to the overall tuning of
the model.

After the input speech signal is processed by feature
extraction and the sequence information of the LSTM
network, the output layer contains each transcription label
of the acoustic modeling unit (such as phoneme, note, or
word) and a blank extra label, which represents an empty

launch. For a given input sequence x of length T, the output
vector y is normalized by the softmax function to obtain the
probability of the label corresponding to the kth index at
time t, which can be expressed by as

p(k, t|x) �
exp y

k
t 


k
k′�1 exp y

k
t 

. (2)

It can be seen from the above, yt
k represents the kth

element of the output sequence yt at time t. For a transcribed
sequence ϕ, it is a sequence of length T composed of units in
the transcribed tag set and blank tags.

CTC solves the problem of strict alignment from input to
output by increasing the many-to-one mapping between
output sequences and actual labels. )e essence of the CTC
loss function is a maximum likelihood function, which trains
a speech time series classifier end-to-end to maximize the
probability of outputting target 1 when the input is x [14].

3.3. SpeechDecodingAlgorithm. In communication systems,
speech decoding is quite important because, to a large extent,
speech decoding determines the received speech quality and
system capacity. In mobile communication systems,
broadband is very precious. Low bit rate speech decoding
provides a solution to this problem. On the premise that the
decoder can transmit high-quality voice, if the bitbook is
lower, more high-quality voice can be transmitted within a
certain bandwidth.

)e decoding process based on the CTC speech rec-
ognition model is actually a spatial search process. Like the
search space used in model training, the decoding process
selects the optimal path as the output within a limited time
[15]. Commonly used decoding algorithms include Prefix
Search and Beam Search. In this paper, Beam Search is used
for model decoding output. )e schematic diagram of the
algorithm is shown in Figure 2.

)e expansion probability of a node is defined as p(W, t),
that is, the probability that the label corresponding to the
output sequence at time t is W.

4. Design of English Teaching Model

4.1. TeachingModeConstruction. In the early stage of model
construction, this paper mainly refers to the published
“Personalized Online Learning Plan.” )e report clearly
pointed out that, with the support of information tech-
nology, teachers rely on online resource platforms to teach
online specifically as shown in Figure 3.

4.2. Preliminary Model. )e model of this study is to be
gradually improved through continuous revision on the
premise that the preliminary model designed based on the
existing research on individualized teaching and the
teaching experience of this paper. Later, it was further
modified and improved in practice, and finally an initial
blended teaching model was designed, as shown in Figure 4.
However, this model is only a preliminary idea, and the

Voice fluctuation recognition storage

MaxPooling

sincConv

Leaky Relu

Conv MaxPooling

LayerNorm

Figure 1: Sincent network structure diagram.
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model will be adjusted and improved in the future to form
the final model.

Now we briefly introduce the preliminary model of the
blended teaching mode of network resources. As shown in
the figure, this model divides the teaching process into pre-
class, in-class, and after class [16]. First of all, before class,
mainly relying on the network platform, teachers select
videos suitable for teaching tasks on the teaching platform
and inform students to watch them independently, or stu-
dents can arrange learning tasks independently according to
their own learning progress, select suitable videos to watch,
as long as they finally complete the learning tasks assigned by
teachers. Secondly, in the classroom, teachers should divide
into corresponding study groups according to the charac-
teristics of students, or students should divide study groups
independently according to their own interests [17]. )en
the teachers organize corresponding teaching activities
according to the teaching tasks. Before the teaching activity,
the teacher first asked the corresponding questions
according to the teaching objectives and arranged for the
students to watch the video and the corresponding PPT
again. After the end, the students showed their learning
results. )e form of learning outcomes is not limited to
students’ answers to questions, and students are responsible
for their own speeches on topics. Finally, after class,
according to the different performances of the students, a
teaching evaluation is formed. )e results of teaching eval-
uation not only have a certain impact on teachers’ teaching
but also can adjust students’ learning goals according to the
teaching evaluation. However, the setting of tasks should not
be too complicated to avoid students losing interest in
learning, resulting in an unsatisfactory teaching effect.

4.3. Model Adjustment and Final Design. In the adjustment
stage of the model, this paper considers that the design of the
initial model is still insufficient by consulting the relevant

literature. )e Design and Practice of “Flip Classroom”
Teaching Mode Based on Blended Teaching has an im-
portant guiding role in the design of this model [18]. Based
on this literature, this paper modifies the model according to
the definition of blended teaching. )e teaching model
design of this paper adopts the combination of online
students’ autonomous learning and offline teachers’ class-
room teaching. At the same time, the teaching stage is di-
vided into before class, during class, and after class, as shown
in Figure 5.

Primary school English is a basic subject, and the em-
phasis is on the cultivation of students’ English application
ability. )erefore, the main role of students must be more
reflected in the model design. On the one hand, in the
process of pre-class learning or small-class learning, teachers
must let students learn with a purpose with problems, and
learning without clues and goals may lead to poor learning
results; on the other hand, for primary school students, this
stage is in the stage of rapid development of language ability,
their imitation ability and memorization ability develop
rapidly. For blended teaching, it should focus on cultivating
students’ autonomous learning ability, let students develop
the habit of independent learning in the classroom who be
the master of the classroom, andmake the English classroom
more lively and lively, so that students fall in love with the
English classroom.

In the pre-class stage, it is mainly advocated to focus on
students’ autonomous learning, using the form of problem-
based learning to allow students to carry out pre-class
learning with tasks. Teachers assign teaching tasks before
class, which will make students think actively and stimulate
students’ learning motivation. However, the setting of tasks
should not be too complicated to avoid students losing
interest in learning, resulting in an unsatisfactory teaching
effect. )e theory of multiple intelligences states that each
student has different intellectual strengths, and therefore
different degrees of mastery of what they have learned. In
this mode, teachers can guide students to formulate their
own learning goals and learning plans according to their
different foundations without exceeding the existing
teaching goals. )e tasks at this stage of the students’ pre-
class are completely carried out by the students themselves,
and the teachers only provide learning resources and collect
the difficulties encountered by the students when watching
the video. )erefore, students in this stage of learning be-
havior can choose their own learning location, just watch the
video.

4.4. Implementation Process of Primary School English
Teaching Mode. As a new product in today’s information
age, online network resources have attracted a large
number of learners and researchers. )e emergence of
online resources not only enables learners to obtain more
learning resources and changes the original learning
methods, but also further expands the teaching methods of
teachers. Referring to the applied research on blended
teaching, it can be roughly divided into three types: before
class, during class, and after class. )e teaching mode of
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Figure 2: Schematic diagram of the improved algorithm.
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this research is under the premise of continuous modifi-
cation and gradual improvement based on the existing
research on blended teaching and further modification and
improvement in three rounds of teaching practice. Finally,
the mixed teaching mode of English for the upper grades of
primary school is constructed, and the process is shown in
Figure 6.

5. Discussion on the Current Situation of
English Teaching Reform

5.1. Students’ English Learning Attitude and Difficulties.
)e student’s learning attitude is the key factor that de-
termines the student’s learning result, and it is the perfor-
mance of the learning motivation in the student’s overall
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Record the progress of learning, etc., enhance students' learning
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Figure 3: 6 elements of teacher network resource teaching in the network environment.
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learning activities. )erefore, this paper uses the network
resources in artificial intelligence and artificial intelligence
algorithm technology to conduct a survey and research on all
students in a certain school. When students are interested in
teachers’ English courses and can actively and seriously
engage in learning, students’ own learning efficiency and
learning results can achieve good results. However, when
students learn English, they will inevitably encounter many
difficulties, which requires teachers to carry out targeted
teaching according to students’ learning difficulties so that
students’ English learning can achieve good results [19]. )e
current goal of English teaching is to enable students to
develop in an all-round way in listening, speaking, reading,
and writing. However, when students are currently studying
English, due to the large amount of course content and
limited course time, students will encounter many diffi-
culties in the process of English learning. In this survey, in
order to have a clearer understanding of the current stu-
dents’ English learning difficulties, this paper has also
conducted a survey on the biggest difficulties students think
of English learning at present. All the survey results are
shown in Figure 7.

In the survey, 29.7% of the students believed that their
current difficulty in English learning lies in oral expression.
Students believe that the main reasons for the difficulty of
oral language learning are that teachers seldom create an oral
language environment, and students do not use it well after
class. 9.39% of students think that listening is the biggest
obstacle, which is mainly reflected in listening, which ac-
counts for less in daily exams. Teachers use Chinese in their
daily teaching and other factors, and students do not un-
derstand because they do not listen enough. )e proportion
of students who think that grammar learning is difficult is
13.33%. )e difficulty of grammar learning is mainly re-
flected in the understanding of grammar knowledge, and
they do not know the various forms and flexible application
of grammar knowledge. Word learning difficulties reached
12.73%, and this part of the students believed that the
memory of words was an obstacle to English. Most of them
use the way of marking the pronunciation of words to
memorize words. )is method not only makes English
pronunciation inaccurate but also cannot achieve good
memory effect. Only 4.85% of the students thought that
there were difficulties in vocabulary, grammar, speaking, and
listening. At present, most students believe that listening and
speaking are the major obstacles in English learning. How to
improve the listening and speaking skills of primary school
students at this stage and further improve students’ interest
in learning is particularly critical [20].

5.2. Student Questionnaire

5.2.1. Students’ Views on the Curriculum Design of the
Teaching Platform. As shown in Figure 8, 62% of the stu-
dents believe that the online “learning resource pack”
provided in teaching practice is sufficient and helpful for
self-learning new knowledge, but 18% of the students still
think that the learning materials still need to be expanded,

indicating that there is still much room for improvement in
resource construction. 80% of students believe that the
“learning resource pack” is helpful for self-study in English
and can improve their learning effect. 62% of students be-
lieve that the amount of tasks posted on the SPOC platform
before class is suitable, and 12% of students believe that the
amount of tasks can be increased. )erefore, in the pre-class
learning on the network platform, it is necessary to pay
attention to matching the personal situation of most stu-
dents and then add personalized teaching modules and set
up basic modules and expansion modules for different
students to learn by division. More than 80% of the learners
of the after-school homework assigned on the sPOC plat-
form believe that the difficulty and quantity are reasonable,
which is conducive to improving and consolidating the
classroom learning effect [21].

)e data surveyed in this paper reflects students’ views
on the SPOC platform and curriculum design. )e evalu-
ation grades are divided into five categories: A is very
helpful, B is helpful, c is average, D is not helpful at all, and E
is not helpful. More than two-thirds of the students believe
that ten minutes of “English speaking” in the flipped
classroom creates a full-English situation and enables them
to quickly enter the learning state. Nearly three-quarters of
the students recognized the role of the five-minute summary
session in deepening knowledge learning in classroom
teaching. Students think that situational teaching activities
such as problem analysis and discussion in the classroom are
very helpful for the mastery of English professional
knowledge, and the proportion is 80%.)e results are shown
in Table 1.

5.2.2. Analysis of Students’ Satisfaction with the Teaching
Platform Model. )e following survey is an analysis of
students’ satisfaction with the learning results. )e evalua-
tion grades are divided into five categories: A means very
helpful, B means helpful, C means average, D means not
helpful at all, and E means no help, as shown in the Table 2.

5.3. Investigation on theCurrent Situation of EnglishTeaching.
Understanding the current state of English teaching is one of
the keys to this research. )is paper conducts a question-
naire survey on students, and makes a relevant under-
standing of the current situation of English teaching in a
primary school. It carried out statistics and analysis of the
survey results and found some problems in teachers’
teaching and students’ learning as shown in Table 3.

It can be seen from the above table that 4.24% of the
students think that it is very consistent with the current
English teaching status, and teachers have used the form of
blended teaching in teaching. 15.76% of the students believe
that it is in line with the current English teaching status;
16.97% of the students think that the degree of teachers’ use
of blended teaching is relatively general, while 24.24% of the
students and 38.79% of the students think that teachers use
the blended teaching in English teaching does not meet or is
very inconsistent with the current English teaching status. It
can be seen that in the current English teaching process,
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Figure 7: A survey of primary school students on English education classrooms. (a) Primary school students’ interest in English classroom;
(b) primary school students’ preference in English classroom; (c) pupil analysis of English difficulties.
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Figure 8: Survey of students’ attitudes towards teaching platforms. (a) Data on students’ attitude towards teaching resources. (b) Data on
students’ attitude towards pre-class tasks.

Table 1: Survey of students’ attitudes towards teaching platforms.

Evaluation indicator
Evaluation results

A (%) B (%) C (%) D (%) E (%)
Ten minutes “English said” 7/14 30/60 9/18 4/8 0/0
Five minutes summary 15/30 28/56 7/14 0/0 0/0
Group mutual evaluation 9/18 27/54 14/28 0/0 0/0
Forum 11/22 26/52 12/24 1/2 0/0
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teachers seldom or hardly adopt the method of blended
teaching. In the teaching, the traditional classroom teaching
mode is still adopted in which teachers teach in the class-
room and students listen to the lectures below. )is kind of
teaching method makes the students’ participation in the
classroom not high, and the teacher’s indoctrination is more,
which seriously reduces the teaching quality [22].

)rough the analysis of the results of the questionnaire,
it can be seen that 78.51% of the students believe that the
teaching resources provided by English teachers are lacking
or the teaching resources are relatively general. Only 21.48%
of the students believed that the teaching resources provided
by English teachers were rich or very rich. )e lack of
teaching resources provided by teachers is still one of the
problems existing in English teaching at present. Providing
abundant teaching resources is the key to ensure the learning
effect of students and the teaching effect of teachers.

5.4.NetworkResourceRequirements. Blended teaching is the
combination of online learning and classroom teaching, and
it is extremely important to know what kind of teaching
form students expect teachers to use in the teaching process.
In addition, the experimental subjects selected in this study
are primary school students. Whether the type of network
resources selected by teachers before class can stimulate
students’ interest in learning is also one of the issues to be
paid attention to in this investigation and research [23, 24].
At the same time, the duration of online resources and
videos expected by students is the focus of this

questionnaire. )erefore, this paper investigates the above
questions and presents the survey results as shown in
Figure 9.

5.5. Survey of Primary School English Teaching Based on
Artificial Intelligence

5.5.1. Analysis of Student Questionnaires. Teachers’ class-
room teaching and students’ autonomous learning after class
are mutually integrated and mutually supportive. )e
teaching video provided by the network platform is the
extension of teachers’ classroom teaching knowledge after
class, and the teacher’s classroom teaching also provides
directional guidance for students to learn network resources
independently after class. In this section, this paper inves-
tigates the effect of the teaching experiment, using two
methods of questionnaire survey and interview, to discuss
and analyze the survey results [25, 26]. First, a questionnaire
survey was carried out on whether primary school students
were satisfied with the teaching resources provided by
teachers, whether they were autonomous in their learning,
and whether they could improve students’ interest in English
learning. )e results of the survey are shown in Table 4.

It can be seen from the table that 23.18% and 50.86% of
the students believe that the network resources selected by
the teacher have played a certain role in their English
learning; 6.84% and 3.71% of students believe that the online
resources selected by teachers are not helpful to their English
learning, which shows that most of the students are satisfied

Table 2: Analysis of student satisfaction with learning outcomes.

Evaluation indicator
Evaluation results

A (%) B (%) C (%) D (%) E (%)
Improve learning efficiency 12/24 30/60 7/14 1/2 0/0
In-depth grasp of full English knowledge 11/22 30/60 9/18 0/0 0/0
Improve operational skills 9/18 28/5% 13/26 0/0 0/0
Improve problem-solving ability 10/20 30/60 10/20 0/0 0/0
Improve independent learning skills 9/18 34/68 7/14 0/0 0/0

Table 3: Questionnaire about the current situation of English teaching.

Question Option Percentage

At present, English teachers use the way of mixed teaching

Consistent 4.24
Meets the 15.76
Generally 16.97

Incompatible 24.24
Unqualified 38.79

You think the teaching resources provided by English teachers are lacking

Consistent 27.12
Meets the 32.42
Generally 18.97

Incompatible 11.18
Unqualified 10.3

In English class, teachers often use multimedia to teach

Consistent 23.64
Meets the 32.73
Generally 26.06

Incompatible 9.09
Unqualified 8.08
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with the resources selected by teachers, which has played a
certain role in promoting their English learning. )e
teaching mode of teachers has stimulated my interest in
English learning. 53.67% of the students chose to be very
consistent, 27.83% of the students chose to be in line, 10.42%
of the students chose to be average, 8.09% of the students

chose not to be in line with very inconsistent, which shows
that most of the students believe that the current teaching
method can stimulate their interest in learning English.
Figure 10 shows a statistical chart of the comparison and
analysis before and after the interest and love of English
courses.

It can be seen from Figure 10 that in the later stage, most
of the students’ preference for English courses has increased
significantly compared with the pre-test, but there are still
some students who do not like English courses, but their
dislike of the teaching mode adopted by teachers has in-
creased compared with the pretest.

6. Conclusions

)e blended teaching based on artificial intelligence not only
improves the students’ interest in English learning, but also
improves the students’ learning enthusiasm, and the
teaching experiment effect is remarkable. )is study believes
that under the guidance of the blended teaching model,
teachers’ teaching atmosphere has also undergone relatively
obvious changes, students’ participation in the classroom is
higher, and classroom communication is significantly im-
proved. Although the blended teaching model based on
artificial intelligence can effectively improve students’

Table 4: Student questionnaire posttest results questionnaire.

Question
number Title statement Consistent

(%)
Meets the

(%)
Generally

(%)
Not in line
with (%)

Incompatible
(%)

1 Teachers choose network resources play a certain
help to my English learning 23.18 50.86 15.41 6.84 3.71

2 Teacher’s mixed teaching model has stimulated my
English learning interest 53.67 27.83 10.42 5.69 2.40

3 Compared with traditional teaching modes. I prefer
mixed teaching models 23.67 32.74 19.52 16.80 7.37

4 I will watch the network platform video in
accordance with the teacher’s request before class 24.31 34.41 20.72 5.41 15.15

5 For questions you do not understand, I will watch
teaching videos after the class 6.30 16.08 17.99 27.15 32.48

0.00

5.00

10.00

15.00

20.00

25.00

30.00

35.00

40.00

0.00

10.00

20.00

30.00

40.00

50.00

60.00

very
interesting

interesting generally Boring Boring

V
al

ue
 (%

)

Type

(%)

Figure 10: Comparative analysis of the degree of interest and love
of the course before and after.
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Figure 9: Statistical chart for the analysis and comparison of network resources for students’ needs. (a) Comparison of online resources to
stimulate learning interest surveys. (b) Students expect teachers teaching methods to investigate scale.
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interest in English learning and academic performance, it
has higher requirements on students’ autonomous learning
ability and is not suitable for students with poor autonomous
learning ability, which is the blended of this teaching
method. )e quality of blended teaching depends not only
on teachers’ classroom teaching, but also on students’ au-
tonomous learning after class. As an online course, network
resources have the advantages of openness, breadth and
immediacy of teaching content far more than traditional
classrooms, but at the same time, it puts forward high re-
quirements for students’ autonomous learning and self-
control. Although the teaching forms of network resources
are rich and colorful, the teaching forms are relatively simple
and all teaching is presented to learners in the form of
videos. For learners, the learning process lacks the super-
vision of teachers and parents, and the learning effect is
difficult to guarantee. )erefore, in the future, traditional
teaching and online teaching should be mixed to ensure the
learning effect of students [27].
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Since the end of 2020, the COVID-19 outbreak has partly changed the way people live and the way schools across the country
teach. In order to solve the impact of the new coronavirus pneumonia pandemic on the opening of universities and classroom
teaching, it is particularly important to study how universities implement and ensure the development of online foreign language
teaching. �is article aims to study the e�ectiveness of online teaching of college English audiovisual listening. We actively carry
out teaching activities such as online teaching and online learning of English audiovisual teaching and perform statistical analysis
of progress and the quality of college English teaching in online teaching.�is article aims to combine these two paradigms, collect
data and conduct qualitative and quantitative analysis, and analyze the accuracy of e�ective data in English audiovisual online
teaching. �is survey uses two survey methods: questionnaire survey and structured interview. In order to understand the
interviewee’s feelings and obtain more detailed feedback information, interviews about learning strategies were organized. �e
conclusion is that under the background of the “COVID-19 pandemic,” college English courses based on various online learning
platforms (such as MOOC) are very valuable learning experiences for students. In order to adapt the online learning, students
need to use appropriate learning strategies. �is kind of learning experience also provides valuable opportunities for students,
enabling them to develop their independent learning abilities and review their learning achievements. College English course
teaching based on multiple online learning platforms such as MOOC provides inspiration and experience for future college
English teaching. Teachers become instructors for students to master and use learning strategies. Only teachers and students work
together to ensure the quality of online teaching.

1. Introduction

1.1. Background. A�ected by the new coronovirus pneu-
monia pandemic, the provincial education department has
formulated guidelines to promote online teaching in all
types of schools, that is, relying on existing platforms to open
online learning channels to ensure that courses are not
suspended. �e goal of the policy is to ensure that students’
can maintain the same learning e�ect by online learning.
�erefore, online teaching and online learning must be
carried out. According to the characteristics of foreign
language teaching, we discuss how teachers can carry out
online teaching activities during this pandemic period to
ensure the progress and quality of foreign language teaching
in colleges and universities.

1.2. Signi�cance. As one of the factors a�ecting the e�ective
teaching of college English, the design and realization of
audio-visual course objectives are very important. College
English can mainly cultivate students’ English application
ability, so it is necessary to use audition courses to cultivate
students’ speaking and listening. �erefore, it has far-
reaching signi�cance to conduct research from the per-
spective of objectives to observe the e�ectiveness of English
listening and speaking teaching in universities. �eoretically
speaking, on the one hand, research is conducted from a
di�erent perspective to explore the purpose of e�ective
teaching, which expands the scope of e�ective teaching and
learning. On the other hand, the survey can enrich the
connotation of college English goals and provide references
for further research. In practice, the research is bene�cial to
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teachers, school leaders, and students.(is research from the
perspective of teachers can awaken teachers’ sense of goal
and allow them to reflect on their own teaching in college
English teaching. In other words, this research can provide
positive feedback for teachers’ education and self-reflection,
so that teachers can form a systematic and overall view of the
goal. Looking at leaders from the school’s point of view,
research can provide clues for promoting the profession-
alization of English teachers and, at the same time, provide
references for managers to formulate education policies and
plans.

1.3. Related Work. In this era of rapid development of In-
ternet Plus, the reform of college English teaching keeps up
with the pace of the times, and online education models have
begun to emerge in the reform of English teaching, and they
are becoming more and more popular. Leire C put forward
the idea that the Massive Open Online Course (MOOC)
aims to provide barrier-free education. (e MOOC “Green
Economy: Lessons from Scandinavia” was launched in 2015.
MOOC learning activities are different from traditional
online courses. To meet the expectations of stakeholders on
the MOOC, teachers’ continuous learning and adaptation
are essential to e-learning, and learners’ motivation may
affect the success of the course. But at the beginning, when
the online courses were opened, the teaching quality and
effects presented in actual teaching were not as good as
expected [1]. Jorg Mussig studied that during the COVID-19
pandemic, many educators were asked to provide courses
online. A particular challenge is to implement practical
laboratory experiments in the field of science and engi-
neering.(e main questions are as follows: How do students
conduct laboratory experiments at home? In this case, how
can applications on mobile devices provide help? How to
organize experiments so that students can learn this topic in
a self-motivating and exciting way [2]? Kim’s research seeks
to enhance the method of blending general English learning
in online and offline English classes. Students can visit the
class homepage in their spare time for online learning and
communication, no matter where they are. (is method is
called the reverse learning model.(e research compares the
reverse learning model with the more traditional hybrid
learning model to study the difference in effect. After the
experiment, the comparative t-test of the two groups showed
that the statistical reliability of 99.9% had a statistically
significant difference [3].

1.4. Main Content. In order to understand the imple-
mentation status of teachers’ online teaching and the ef-
fectiveness of students’ learning at home and to further
adjust and improve the school’s online teaching manage-
ment measures, the school used a questionnaire to survey the
teachers and students of the whole school. (e results show
that under the premise of preventing and controlling the
pandemic, teachers have found an effective teaching path for
online teaching, which ensures the effectiveness and prac-
ticability of online teaching. On this basis, the school should
strengthen the management of online teaching, improve the

teaching quality of online teaching, strengthen the guidance
to students and parents, and not disturb the mental health
education of students [4].

2. Effective Statistical Methods for
Online Teaching

2.1. Effective Data Statistical Methods

2.1.1. Interview Method. After the open questionnaire were
distributed, subjects were randomly selected to conduct
interviews to explore the understanding of blended learning
and English learning, to determine important themes of
online English learning or issues that need to be further
explored, and to understand the importance of online
college English teaching through the Internet Influencing
factors to interview the students and teachers in the later
stage to improve the conclusion of the paper [5, 6].

2.1.2. Investigation Method. (e use of convenient sampling
methods to formally issue questionnaires to explore college
students’ English language concepts, English classroom
learning satisfaction, online English learning students’ sat-
isfaction, and present corresponding teaching strategies
based on the survey results [7]to investigate and verify the
suggestions made.

2.2. Statistical Learning ,eory. (e learning process of the
basic knowledge of this course is relatively flexible. (e basic
knowledge of English courses includes four aspects: lis-
tening, speaking, reading, and writing. (e introduction
explains why the theory in this section is used. Students can
choose when and where to learn this part of knowledge
according to their own characteristics, and they can learn
repeatedly, which greatly improves the flexibility of learning
and improves the efficiency of learning [8]. In this way, the
specific composition of the function is expressed as (a1, b1)
and (an, bn), and statistical learning needs to find the best
dependence relationship between the above independent
training sample {f(a, c)} function set f(a, C0). When esti-
mating the optimal result, the expected risk R(c) should also
be considered, as shown in

R(c) �  L(b, f(a, c))dF(a, b). (1)

(e expression L(b, f(a, c)) shows that the prediction
function learns to predict the loss of y.

L(b, f(a, c)) � (b − f(a, c))
2
. (2)

When we study the expected hazard function (2), we
need to get the details of the joint probability density
function F(a, b) [1, 9]. In the context of similar algorithms, it
is necessary to introduce the theorem of large numbers and
introduce relevant empirical risk functions.(e formula is as
follows:

Remp(c) �
1
n



n

i�1
L bi, f ai, c( ( . (3)
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In the MOOC teaching process, there is a lack of control
links and students learn at will, resulting in serious loss of
students [10]. (e MOOC course activity process is an
autonomous learning process. Students need to have a
strong sense of autonomy to complete the entire learning
process, but for most students, this is not realistic. In ad-
dition, students’ learning motivation may be of temporary
interest and three-minute enthusiasm [11, 12]. Learning
motivation is not firm enough, and it is destined that the
investment of learning energy cannot be guaranteed. When
learning interest is lost or the learning process is disturbed,
students are easy to abandon the course and lose their way.
Judging from the current study-tracking survey of MOOC
students, the situation is basically the same [13]. Many
courses have a considerable number of students, but there
are absolutely very few students who complete the course
from start to finish. (is situation is due to the lack of
management and control over the learning process [14].
Statistical learning theory summarizes a series of problems
and limitations and proposes a new solution, that is, the
probability of real risk and empirical risk meets the following
conditions:

R(c)≤Remp(c) + h
ln(2n/h) + 1

n
  − ln

n

4
 . (4)

On the basis of meeting the classroom teaching reform of
our school, we transfer the system platform to local or
national application-oriented universities, aiming to lower
the threshold of online teaching in similar universities, speed
up the promotion of online classroom teaching mode, and
give full play to the platform in a wider range. (is will help
us to improve the quality of higher education teaching [15].
According to (4), the risk components of statistical learning
theory are empirical risk and risk confidence interval, which
are related to the risk capital dimension h and the training
sample set n.

R(c)≤Remp(c) +Φ
h

n
 . (5)

According to the characteristics of linearly separable
problems, the optimal classification surface satisfies the
following formula, which is not only suitable for multi-input
and multioutput production departments but also can be
applied to public departments such as schools for perfor-
mance evaluation. (e model does not need to set estimated
parameters and can also simplify calculations. Secondly, it
can compare its own development process vertically
according to the relative efficiency of different time periods,
or horizontally compare the relative efficiency of various
departments, then find out the reasons, and propose mea-
sures to improve. According to (5), if the H value gradually
increases, the model complexity and learning ability of
statistical learning will also increase correspondingly [16].
According to the characteristics of the linearly separable
problem, the optimal classification surface satisfies the
following:

c · a + e � 0. (6)

Taking into account the influence of different values of
different parameters on the model results, the normalization
method is used to obtain the optimal classification surface
parameters, which satisfies the restriction of

bi c · ai(  + e  − 1≥ 0, i � 1, 2, . . . , n. (7)

3. Data Statistics Experiment

3.1. Online Teaching Technology. Ensuring the normal op-
eration of the network is the basic prerequisite for ensuring
online teaching. Due to a large number of students, the basic
network conditions vary greatly from place to place, and
using the same software to broadcast courses at the same
time will definitely cause pauses, connection interruptions,
sound transmission failures, and video signal instability [17].
(is requires strengthening the coordination between the
industry and the information department and the network
operating company, actively cooperating and supporting,
starting from the actual situation, and guiding students to
“interleaved” log-in learning based on the local network
situation.(e interaction between students for local learning
is helpful for their cultural exchange and oral communi-
cation. All network operating companies and software de-
velopers also provide teacher training for teachers at the
beginning of the school year to ensure online foreign lan-
guage teaching in colleges and universities [18, 19]. (e
training content will be expanded from the aspects of teacher
literacy, course skills, and the use of related software.
Teachers should learn and use online classroom teaching
platforms, such as Yu Class, MO Class, and Tencent Class, to
enhance the feasibility of online teaching in the Internet era
[20].

3.2. Effective Data Statistics Steps. (e content of the
questionnaire used in the research includes two parts: basic
information and latent variable information. (e number of
preliminary surveys was planned to be 850, and 800 ques-
tionnaires were returned. (e recovery rate is 94%. (is was
mainly used to investigate the English learning concepts of
college students. Among them, the sample size of students
from grade one to grade four is 800 and were surveyed from
two aspects of college English classroom learning satisfac-
tion and online learning platform satisfaction [21]. Finally,
after sorting out the collected questionnaire data, the validity
analysis, standard deviation, T-test, and significance test are
carried out. (e use of questionnaires can better reflect the
real thoughts of students, which is conducive to feedback on
learning effects.

4. Online Teaching Survey Results

4.1. Survey and Research Results

4.1.1. Investigation and Research Results of College English
Audiovisual Online Teaching. It can be seen from Table 1
that the study subjects were planned as 850 copies, but 800
questionnaires were actually returned. (e ratio of men to
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women is quite different. (is study designed two ques-
tionnaires, namely, the College English Online Learning
Student Satisfaction Survey (Questionnaire 2) and the
College English Class Satisfaction Survey (Questionnaire 3),
and 800 valid questionnaires were collected. (e statistical
analysis of the results mainly analyzes the following two
aspects: first, the analysis of the overall satisfaction of college
online learning and college English classroom students and
second, the analysis of the difference between the college
online learning and the college English classroom student
satisfaction.

Figure 1 shows the satisfaction of Questionnaire 2 and
Questionnaire 3, respectively. Regardless of online learning
or classroom teaching, the degree of satisfaction from high to
low is in the order of freshman, sophomore, junior, and
senior. (e reason for the highest satisfaction in freshmen
may be that college English learning is easier than in high
school. In the learning process, freshmen are more likely to
meet their expectations and are more satisfied with their
learning results.

As shown in Figure 1, students’ satisfaction with online
learning and classroom teaching is basically the same. No
matter from which dimension, the satisfaction of Ques-
tionnaires 2 and 3 is above 3, indicating that students are

basically satisfied with English learning. In addition to the
factor of personal operation network learning, the content of
network learning has become a crucial factor for the eval-
uation of network learning satisfaction. In order to have a
good effect of online learning, teachers of colleges and
universities must change their consciousness and jointly
improve the quality of online teaching content. (ey can
purchase relevant high-quality teaching resources through
special funds.

We carry out a statistical analysis of the different di-
mensions of the overall satisfaction analysis table of
Questionnaire 2 and then the overall satisfaction analysis
table of the different dimensions of the three questionnaires,
and the results are shown in Figures 2 and 3.

From the data analysis in Figures 2 and 3, which show
the overall satisfaction analysis of the three different di-
mensions of the questionnaire, we can find that the
teacher’s satisfaction exceeds 80%, so the teacher has the
highest satisfaction. It can be seen that teachers and
teaching facilities are also crucial factors, which indirectly
shows that in traditional classroom English teaching,
teachers play an important role, mainly based on the
traditional teaching of teachers and students. (e edu-
cational model puts higher demands on English teachers
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Figure 1: Overall satisfaction analysis table of Questionnaire Two and Questionnaire (ree completed by different grades.

Table 1: Basic situation of survey subjects.

Gender Number of people Percentage
Male 600 75
Female 200 25
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Figure 3: (e overall satisfaction analysis table of the three different dimensions of the questionnaire.

Table 2: System building modules of the English online learning platform.

Module function Effect
Course selection
module Choosing your favourite courses and teachers, and canceling the ones you do not like

Online course modules (e live and recorded courses can be interchanged in the study
Class practice module Divided into preclass and postclass exercises

Evaluation module Teacher evaluation, student mutual evaluation and self-evaluation, focus on process evaluation and summative
evaluation

AC module Convenient for teachers and students to communicate and learn
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and also illustrates the necessity and urgency of online
English teaching.

4.2. Validity Test. In this study, a questionnaire about online
courses was used. According to the methods of searching
and reading the relevant literature, expert evaluation, and
personal interviews, the scale was revised several times
before it was formally distributed. (erefore, the content of
the questionnaire is highly effective. After testing, the cor-
relation coefficients between each item in the questionnaire
and its dimensions are higher than other factors. Other
factors refer to factors that are related to the teacher’s
teaching and are not related to the classroom.(ese indicate
that the internal consistency and validity of the scales in this
study are relatively high.

According to Table 2, it can be seen that the online
learning of English audiovisual listening and speaking is
becoming more and more popular. Summarizing the
abovementioned learning theories and social development
trends, English learning has developed towards informati-
zation, diversification, and ability. Students should occupy
the dominant position in the learning process, but there are
still large deviations in the actual learning life.

5. Conclusions

5.1. Survey Results. (ere are differences in the status quo of
teaching in online courses. (e results of gender differences
show that boys’ total scores, classroom participation,
technology application, and awareness of the Internet are
significantly lower than girls’. (e curriculum design should
consider how to mobilize boys’ learning enthusiasm and
grade differences. (e results show the total score of the
freshman. (e curriculum design should consider the grade
difference, and the learning process design should be more
abundant. In online teaching based on network courses,
digital courses can use digital processing technology and
communication platform to complement offline teaching.
Online courses break through the limitations of the tradi-
tional face-to-face teaching mode in terms of content and
presentation form. By analyzing the standard requirements
for reading, listening, and speaking of English courses,
online teaching provides more alternative knowledge for
teachers and students in teaching and learning. Wide range
of content, broader time and space, and more convenient
interactive channels have brought a new integration model
and broad innovation space for foreign language education
in colleges and universities. (e deficiencies of this research
focus on the following aspects: First of all, there are still
relatively few related studies linking learning input research
and online teaching. (e author designed an online teaching
model based on learning input based on previous experi-
ences. Because the author’s personal research is limited,
omissions or fallacies will inevitably occur in the process of
model design and application research. Secondly, the sample
size of this experimental design is relatively small, so if the
model is fully applicable to large-volume learners in other
domestic colleges, there are certain problems.
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 is paper proposes a support vector machine (SVM)-based AGV scheduling strategy that enhances the scheduling
e�ciency of automated guided vehicles (AGVs) in intelligent factories.  e developed scheme optimizes the task area
division process to endow the AGVs with the ability to avoid obstacles in complex dynamic environments. Speci�cally,
given the two AGV motion cases, i.e., towards a single target point and multiple target points, the optimal path was
determined utilizing the exhaustive and the Q-learning methods, while path optimization was realized by utilizing
di�erent schemes. Based on the shortest path obtained, a nonlinear programming model with the shortest time as the
objective was built, and the AGV’s turning path was proved to be optimal by the non-dominated sorting genetic algorithm
(NSGA-II). Several simulation tests and calculation results validated the proposed method’s e�ectiveness, highlighting that
the developed scheme is a rational solution to the obstacle congestion and deadlock problems. Moreover, the experimental
results demonstrated the proposed method’s superiority in path planning accuracy and its ability to respond well in
complex dynamic environments. Overall, this research provides a reference for developing and applying AGV cluster
scheduling in real operational scenarios.

1. Introduction

Traditionally, warehouses have been mostly managed man-
ually.With the rise of e-commerce [1], s (AGVs), shuttles, and
Delta sorting robots [2] are playing an essential role in au-
tomated warehouse logistics systems.  erefore, to ensure
proper automated warehouse logistics system management,
achieving reasonable obstacle avoidance of AGVs in complex
smart warehouses is necessary to reach optimal scheduling.
Some scholars have tried solving the scheduling of AGVs
using path planning algorithms, such as Dijkstra’s algorithm
[3], A ∗ algorithm [4], and ant colony algorithm [5].
However, as the task dimensionality increases, the solution
takes more time and becomes more complicated. Moreover,
these algorithms have drawbacks, such as slow convergence
and a tendency to fall into locally optimal solutions. Besides,
the methods only focus on avoiding obstacles and do not
consider the impact of local obstacle avoidance planning on
subsequent operations. Consequently, the trajectory should

be adjusted after obstacle avoidance to bring the AGVs back
to the global path [6], reducing operational e�ciency.

AGV assignment in scheduling problems has been
studied by some researchers. To minimize the makespan
and intercellular motions of components, Azadeh et al. [7]
developed a nonlinear CFP which included intra-cell
scheduling and material handling using AGVs. However,
on the other hand, nonlinear CFP is only suited for small-
scale AGV systems since it cannot adjust dynamically to the
transportation environment. Chu et al. [8] used an adaptive
memetic di�erential search method to tackle the problems,
which included cross-training with a learning/forgetting
impact that improves the ¨exibility of routing. However,
the method cannot quickly determine the optimal solutions
of multiple objective functions, limiting instantaneity and
global optimality in large-scale transportation. To address
the work assignment issue of AGVs, Radhia et al. [9]
presented a hybrid method based on the Dijkstra algorithm,
genetic algorithm, and heuristic algorithm, which can
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ensure conflict-free control of a large fleet on any layout,
and that permits optimized routing for all AGVs’ schedules.
For AGV collision and deadlock complications, Malopolski
[10] devised a novel approach to determine one-way, two-
way, or multilane flow fields, which can adapt AGV control
techniques in real time to the mobility environment.
However, this method cannot motivate AGVs to arrive at
destinations as rapidly as possible. In the meantime, it does
not completely overcome the restrictions of the disad-
vantages in AGV control. ,rough the framework of a
time-windows graph, Kim and Jin [11] used Dijkstra’s
shortest-path method to design AGV’s course. ,e vehicle
agent optimizes the distribution of transportation for
AGVs and improves efficiency. A multi-AGV A ∗ algo-
rithm based on a collision-free dynamic route planning
approach was described by Chunbao Wang et al. [12]. ,e
method categorized probable conflicts in order to find the
shortest route that is conflict-free. ,e method classified
potential conflicts in order to find the shortest conflict-free
route. Similarly, Tai et al. [13] introduced a priority route
planning method and achieved coordinated management
of multi-AGVs based on time frames, which contributes to
the conflict-free routing and shorter completion time,
which contributes to the conflict-free routing and shorter
completion time.

Considering the characteristics of existing AGV sys-
tems, this paper develops an AGV scheduling strategy
based on the nonlinear programming model and the non-
dominated sorting genetic algorithm NSGA-II [14].
Furthermore, obstacle avoidance simulations were con-
ducted to minimize the total AGV moving path by op-
timizing the model so that the sorting stations reached a
reasonable balance. Our trials concluded that the AGV
path was optimal for the minimum radius and the circle
center located at the obstacle’s vertex (the circular obstacle
was located at the circle’s center), thereby avoiding ob-
stacle congestion and deadlock in the current AGV
scheduling [3].

,e main work of this paper are as follows:

(1) Proposing an SVM-based AGV scheduling strategy
that enhances the scheduling efficiency of AGVs in
intelligent factories,

(2) Optimizing the division process to endow the AGVs
with the ability to avoid obstacles,

(3) Determining the optimal path by utilizing the ex-
haustive and the Q-learning methods,

(4) Proving the optimal path by the non-dominated
sorting genetic algorithm (NSGA-II),

(5) Providing a reference for developing and applying
AGV cluster scheduling in real operational scenarios.

,e structure of the remaining sections is as follows.
Section 2 includes the problem statement. Section 3 de-
scribes the considered models and computational results of
the study. Section 4 provides a discussion of the results and
validation analyses. ,e concluding remarks and further
research directions are provided in Section 5.

2. Problem Description and Hypotheses

2.1. Warehouse Information and Problem Description. ,e
goal of scheduling is to assign handling tasks to s (AGVs) in
different locations so that the total handling time is mini-
mized without collision or deadlock. ,e unmanned
warehouse discussed in this paper is a 32 × 22 rectangular
area, simplified in Figure 1.

,e node types are as follows.

(1) Path node (gray): AGV can pass freely.
(2) Storage node (green): Place pallets or ordinary

shelves.
(3) Reserved node (yellow): Reserved position.
(4) Column node (black): Obstacle.
(5) Work station node (blue): AGVs pack the goods at

the work station and exit from the conveyor belt.
(6) Replenishment node (purple): the placement point

of replenished goods.
(7) Empty pallet recovery node (red): empty pallet re-

covery place.

,e map used in Figure 1 is simplified to a dotted map as
follows (Figure 2).

It is assumed that the AGV can only move within the
limits of this plane scene.,e region representation is shown
in Table 1.

2.2. Condition Hypotheses. To simplify the calculations, the
following reasonable assumptions are given.

(1) ,e AGV can turn accurately along a circular arc.
(2) ,e initial speed of the AGV is 5 units per second.
(3) ,e speed of the AGV will not be affected when it

cuts from a straight line to an arc.
(4) AGVs do not stop accidently.
(5) Ignore the factors that affect the non-minimum

turning radius and minimum safety distance of AGV
travel.

2.3. Illustration of Symbols. ,e symbols are specified as
follows (Table 2).

Idling: A continuous process in which an AGV stops
moving but runs at its lowest possible speed.

Acceleration: A continuous process in which the accel-
eration of an AGV is greater than 0.1ms−2.

Deceleration: A continuous process in which the accel-
eration of an AGV is less than −0.1ms−2.

Constant speed: A continuous process in which the
absolute value of the acceleration of an AGV is less than
0.1ms−2, a nonidling speed.

Average speed: ,e arithmetic mean of the speed of an
AGV over a period.

Average driving speed: ,e arithmetic mean of the speed
of an AGV when it is driven, excluding idling.

Idling time ratio: ,e percentage of total idling time in
the total running time of an AGV.
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Average acceleration: ,e arithmetic mean of accelera-
tion per unit time (second) of an accelerating AGV.

Average deceleration: ,e arithmetic mean of decelera-
tion per unit time (second) of a decelerating AGV.

Acceleration time ratio: ,e percentage of accumulated
time in acceleration in the total time of a period.

Deceleration time ratio: ,e percentage of accumulated
time in deceleration in the total time of a period.

Speed standard deviation: ,e standard deviation of the
speed of an AGV over a period, including idling.

Acceleration standard deviation: ,e standard deviation
of the acceleration of an AGV that is accelerating over a
period.

3. Modeling and Solution Finding

3.1. Minimization of Walking Path. Given the ignorance of
possible collisions caused byAGVs during task implementation,
we designed appropriate for an unmanned warehouse scenario.
,e possible shortest path from the starting point to the target

Figure 1: Unmanned warehouse map.
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Figure 2: Simplified dot plot of unmanned warehouse distribution.
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point was determined, and the optimal path was found through
the exhaustive and Q-learning methods [15]. Moreover, two
AGV motion scenarios were considered, i.e., towards a single
target point and multiple target points. In the former situation,
the basic line-circle structure was first constructed as a solution
for a single turn.,en, we developed a computationalmodel for
the different positional relationships between the straight-line
and circular paths for the multiple-turn scenario. In the latter
situation, straight-line turning was impossible for the AGV,
which should turn in advance when passing the target point so
that the intermediate target point was on the turning arc.Hence,
we developed an optimization model to obtain the center of the
turning arc at the intermediate target point, which was then
considered an “obstacle” to transform the problem into a single-
target point problem. ,e shortest path length was 2,812.52
units, and the traveling time was 585.6712 s. ,us, the objective
function was the minimum value of the total handling AGVs’
path when each AGV was as busy as possible.

Xij �
1, Robot i assigns order j,

0, Others,
 (1)

where Xijk represents k tasks of outgoing/returning/recy-
cling assigned to the ith AGV under the jth order.

,e scheduling algorithm in the unmanned warehouse
scenario was designed for the case where potential collisions
caused by the AGV handling during task implementation were
ignored and aimed to determine the shortest path from the
starting point to the target point utilizing the exhaustivemethod
and the Q-learning method [16]. ,is paper considered two
AGV scenarios, i.e., single- and multi-target points.

3.1.1. Single-Target Point Model (Involving Only the Starting
and the Target Points). ,e turning trajectories of AGVs are
arcs tangent to the straight-line paths. Consequently, the

traveling routes can be viewed as a combination of multiple
basic lines and circles.

3.1.2. Division of Prohibited Areas. As shown in Figure 3,
given that there is a minimum distance limit between AGVs
and obstacles in travel, we first draw the forbidden zone of
the enveloping obstacles. ,e forbidden zone is still a circle
for circular obstacles, while the corners of the forbidden
zone are circular for obstacles with vertices.

3.1.3. Shortest Path in the Case of AGV Turning at the Vertex
of the Prohibited Area. As shown in Figure 4, from point A
to point C, an AGVmust make a turn. However, making the
turn near the edge of the penalty area will shorten the total
path.

Without considering the turning radius and other fac-
tors, let point D be the top of the penalty area and point B be
any point outside the penalty area. From point A to point B,
the shortest total path is realized when the AGV makes a
turn at point D.

AB + BE>AD + DE, (2)

EC + DE >DC. (3)

Table 1: Region representation.

Number Region Upper left vertex coordinate Lower right vertex coordinate
1 Region 1 (5, 16) (9, 15)
2 Region 2 (11, 16) (14, 15)
3 Region 3 (17, 16) (24, 15)
4 Region 4 (5, 13) (14, 12)
5 Region 5 (17, 13) (26, 12)
6 Region 6 (5, 9) (14, 8)
7 Region 7 (17, 9) (26, 8)
8 Region 8 (5, 6) (9, 5)
9 Region 9 (11, 6) (14, 5)
10 Region 10 (17, 6) (24, 5)

Barrier

Forbidden Zone

10

10 Forbidden Zone

Forbidden
Zone 

Forbidden
Zone 

Figure 3: Schematic diagram of prohibited areas.

Table 2: Meaning of symbols.

Symbol Implication
dm Path length of m line
um Path length of n arc
S Minimum path length
T Minimum time
v0 Straight-line travel speed
vp Turning speed
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Adding the two equations yields:

AB + BE + EC + DE >AD + DE + DC. (4)

Simplifying gives:

AB + BC>AD + DC. (5)

In the process of A>B, the AGV chooses the shortest
path when turning at D.

3.1.4. Shortest Path in the Case of the Minimum Turning
Radius. For an AGV to move from point A to point B, it
should bypass the prohibited area and turn near its vertex.
,e smaller the turn radius is, the shorter the path is. As
depicted in Figure 5, the path from point A to point B is
regarded as a stretchable rope and is assumed to naturally
stretch (line segment AB) when the two points connect. ,e
rope is stretched as the AGV needs to steer clear of the
prohibited area. Additionally, the minimum turning radius
of the AGV and the diameter of the prohibited area are 10.
,us, the rope can pass directly around the edge of the
prohibited area.

EP �
1
2

kΔL2
. (6)

According to the principle of minimum potential energy,
the systems’ potential energy reaches its minimum value
when the elastic body is in equilibrium. Here, the circle was
considered elastic in the initial state illustrated in the above
figure. Under the forces illustrated in the figure, the system
gradually reaches equilibrium as the circle tends to shrink,
ultimately obtaining the minimum potential energy of the
elastic rope, which decreases as the circle radius reduces, i.e.,
the shortest path goes down. ,is finding proves that the

path is the shortest in the case of the minimum turning
radius.

3.1.5. Shortest Path in the Case of the Center of the Turning
Arc Located at the Vertex. When the AGV turns near the
vertex of the prohibited area, the path is the shortest if the
center of the turning arc is at the vertex. As illustrated in
Figure 6, both circles O and O′ with a radius of R and R′,
respectively, bypass the farthest point D. Notably, the center
of circleO falls on the vertical line. L1, S, L2, and L1’, S′, L2’ are
the lengths of the tangent segments from points A and B to
the circles O and O′ and the arcs contained, respectively.

L1 + S + L2 < L1′ + S′ + L2′. (7)

Point D and circle center O fall on the vertical line
(passingD) of the line segment AB, while the circle centerO′
is located beyond this vertical line. ,erefore, the two circles

Barrier

Forbidden Zone

Forbidden Zone

Forbidden
Zone

Forbidden
Zone

C E B

D

A
10

10

Figure 4: Change of direction at the top of the penalty area.
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Figure 5: AGV obstacle turning radius.
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are only intersected rather than tangent. To pass point D, the
maximum distance from the point on circle O′ to the
straight-line ABmust be greater than that from the point on
circle O to the straight-line AB. Based on the conclusions
proved above, the result below was generated:

L1 + S + L2 < L1′ + S′ + L2′. (8)

When the AGV bypasses an obstacle with a vertex, the
shortest path is the arc turning with the vertex as the center
and the minimum turning radius so that the minimum
turning radius is the same as the minimum safe distance
between the AGV and the obstacle. In other words, the path
is the shortest when the AGVmakes a turn along the edge of
the prohibited area.

3.1.6. Modeling. Based on the above conclusions, the
shortest path is always constituted by several tangents and
arcs, regardless of the number of obstacles between the
starting and target points. As proved previously, the path is
the shortest when the AGV passes through all obstacles by
turning along the edge of the prohibited area, where the
radius of the turning arc is that of the hazardous area.
,erefore, in the model below, when passing through ob-
stacles, the AGV turns at the obstacle’s vertex with the
minimum turning radius r placed at the obstacle’s center.

Given that the AGV aims to move from starting point A
(x1, y1) to target point B (x2, y2), while turning on the arc
centered at vertexD (x3, y3) with radius r, andC and E are the
tangency points, the point C and E coordinates and the
length of AC

⌢
E
⌢

B should be calculated:

AB �

�������������������

x1 − x2( 
2

+ y1 − y2( 
2



, (9)

AD �

�������������������

x1 − x3( 
2

+ y1 − y3( 
2



, (10)

BD �

�������������������

x3 − x2( 
2

+ y3 − y2( 
2



, (11)

DE + BEDC + AC (12)

BE �

�������

BD
2

− r



�

����������������������

x3 − x2( 
2

+ y3 − y2( 
2

− r



,

(13)

AC �

�������

AD
2

− r



�

����������������������

x1 − x3( 
2

+ y1 − y3( 
2

− r



.

(14)

Setting the coordinates of points C and E as (xi, yi) and
(xj, yj), respectively, provides the following formulae:

BE �

�������������������

x2 − xj 
2

+ y2 − yj 
2



,

DE �

�������������������

x3
2

− xj 
2

+ y3 − yj 
2



,

⎧⎪⎪⎨

⎪⎪⎩
(15)

AC �

������������������

x1 − xi( 
2

+ y1 − yi( 
2



,

DC �

������������������

x
2
3 − xi 

2
+ y3 − yi( 

2


.

⎧⎪⎪⎨

⎪⎪⎩
(16)

Moreover, the coordinates of point E are expressed as:
����������������������

x3 − x2( 
2

+ y3 − y2( 
2

− r



�

�������������������

x2 − xj 
2

+ y2 − yj 
2
,



�������������������

x
2
3 − xj 

2
+ y3 − yj 

2


� r.

⎧⎪⎪⎨

⎪⎪⎩

(17)

and the coordinates of point C:
����������������������

x1 − x3( 
2

+ y1 − y3( 
2

− r



�

������������������

x1 − xi( 
2

+ y1 − yi( 
2



,
�������������������

x
2
3 − xi 

2
+ y3 − yi( 

2


� r.

⎧⎪⎪⎨

⎪⎪⎩

(18)

(17) and (18) can be connected to the coordinates of C
and E.

∠ADC � arc COS
AD

2
+ BD

2
− AB

2

2AD × BD
, (19)

∠ADC � arc COS
r

AD
, (20)

∠BDE � arc COS
r

BD
, (21)

∠CDE � 2π − ∠ADC − ∠BDE − ∠ADB . (22)

,e length of arc is

C
⌢

E
⌢

� r × ∠CDE . (23)

,e path length for the AGV turning once on the way
was calculated as:

S � AC + BE + C
⌢

E
⌢

. (24)

Furthermore, the traveling time was:
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Figure 6: Obstacle avoidance turning circle center position.
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T �
AC

v0
+

BE

v0
+

C
⌢

E
⌢

vρ
. (25)

3.1.7. Model Calculation. It was assumed that on the path
from the starting point to the target point, there were m

straight lines with a length of dm and n arcs with a length of
un. ,us, the total distance for the AGV moving from the
starting point to the target point was expressed as:

s � 
m

m�1
dm + 

n

n�1
un. (26)

Moreover, the traveling time was:

T �


m
m�1 dm

v0
+


n
n�1 un

vρ
, (27)

where vρ � (v0/1 + e10−0.1ρ2) and ρ is the turning radius.
Figure 7 illustrates the possible optimal paths, as proved

in the above sections.
,e two paths having a basic line-circle structure could

be directly solved by model 1, obtaining 471.032 and
505.9835 units, respectively, through MATLAB. ,erefore,
the optimal total distance of the AGV passing from the
upper left of obstacle 5 was S� 471.0372 units, the total
traveling time was T� 96.0178 s, containing two straight-line
segments and one arc line segment (at center (80, 210) and
radius r� 10).,e specific conditions of the path are listed in
Table 3:

,rough the calculations performed by MATLAB, the
optimal total distance of the AGVwas S� 3,812.52 units.,e
traveling time was T� 585.6712 s, involving 16 straight-line
segments and 15 arcs. Further details are reported in Tables 4
and 5.

3.2. Task Equalization. ,is section presents the hardware
conditions of the experiment in order to validate the per-
formance of the proposed methodology. ,e algorithms was
coded in MATLAB 2021 software using a computer with the
following specifications: Intel (R) Core (TM) i9-10885H
CPU @ 2.40GHz.

To better balance the sorting stations’ load and prevent
local AGV handling congestion, we proposed a SVM-based
AGV scheduling strategy. According to the experimental
results of dividing the equilibrium task area, the proposed
SVM method outperformed the single-attribute AGV
scheduling rules. In the suggested scheme, first, we set a
sorting station for each pallet, thus realizing the pairing
optimization. On this basis, the model of problem 1 was re-
built to:

Xij �
1, Pallet i assigns picking station j,

0, Others,
 (28)

where Xij represents the jth picking station specified for the
ith pallet.

Generating the training sample involves the following
steps. As a supervised learning technique, SVM can output

a maximum-boundary hyperplane to perfectly separate two
types of training samples [17]. ,e training samples in the
supervised learning comprise features and labels, which
refer to the current system state and optimal scheduling
rules in the case of AGV scheduling, respectively. ,is rule
can be dynamically chosen based on the current system
state.

,e training sample set is not linearly separable, i.e., it
cannot be well separated by a linear hyperplane. In this
case, the kernel function (Φ: f⟶ H) will map the feature
vector (f) into a higher-dimension Hilbert space (H).
Here, the Hilbert space was reproduced by a Gaussian
kernel (or radial basis function, RBF), where the RBF
parameters were defined by candidate scheduling rules
selected via an SVM scheduler [18]. ,us, the scheduling
rules were taken as the SVM labels. ,e AGV scheduling
rules considering the order due date were also the candidate
scheduling rules since the average work delay was taken as
the performance indicator.

Partitioning rules for the candidate scheduling area:

(1) Shortest travel time (STT): select the task closest to
the AGV.

(2) First come, first served (FCFS): select more urgent
tasks.

(3) Minimum remaining output queue space (MROQS):
select tasks in the output queue with the remaining
space.

(4) Earliest due date (EDD): select the task with the
closest due date.

(5) Critical ratio (CR): select tasks with the lowest
critical ratio [CR� (due date-this date)/(remaining
operation time)].

(6) Dynamic slack (DS): select tasks with the shortest
slack time (remaining slack time� remaining oper-
ation time).

(7) Nearest vehicle (NV): select the AGV closest to the
task location.

(8) Longest idle AGV (LIV): select the AGV with the
longest idle time.

(9) Lowest utilization AGV (LU): select the AGV with
the lowest utilization ratio.

,e division distribution of the ten regions was deter-
mined by the division rules as shown in Figure 8.

In machine learning, every system attribute potentially
influencing the system’s performance should be considered
an environmental state. Given the environment of this re-
search, we chose the system attributes relative to the AGV,
which empirically are nine, utilized as the training samples.
Moreover, the average delay rate was recorded at the end of
scheduling and was employed as a performance indicator.
After performing N simulations with a fixed random seed,
the performance ofN scheduling rules was recorded, and the
scheduling rule with the highest performance was used as the
label of the training sample.

,e error diagrams of the SVM scheduling after training
in each division are provided in Table 6:

Mathematical Problems in Engineering 7



,e error of the trained SVM scheduling division results
is shown in Figure 9. ,e single-attribute scheduling rule
shows a slow convergence and weak stability. Obviously, the
SVM scheduler significantly outperformed most of the
single-attribute scheduling rules.

Different combinations of single-attribute scheduling
rules and SVM scheduling methods were tested and sim-
ulated. For each scheduling method, 30 tests were conducted
using a typical random number (CRN) technique.

Specifically, the comparison value was expressed as the
average delay value of a single scheduling rule divided by
that of the SVM scheduler, thereby comparing the perfor-
mance of the single scheduling rule and the SVM scheduler.
A statistical analysis of the results was carried out to de-
termine whether the SVM scheduling rule was superior to
the single-attribute scheduling rule [19]. Obviously, the
SVM scheduler significantly outperformed most of the
single-attribute scheduling rules.
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Figure 7: Diagram of possible optimal paths.

Table 3: Shortest path situation.

Start point coordinates Endpoint coordinates Turning arc center Distance Time
Straight 1 (0, 0) (70.50595, 213.1405) — 224.4994 44.9
Arc 1 (70.50595, 213.1405) (76.60645, 219.4066) (80,210) 9.051 3.7402
Straight 2 (76.60645, 219.4066) (300,300) — 237.4868 47.4974
Sum — — — 471.0372 96.1376

Table 4: Partial shortest paths for multiple target points.

Start point coordinates Endpoint coordinates Turning arc center Distance Time
Straight 1 (0,0) (70.5059, 213.1405) — 224.4994 44.8999
Arc 1 (70.5059, 213.1405) (76.6064, 219.4066) (80,210) 9.25 3.7
Straight 2 (76.6064, 219.4066) (294.1547, 294.6636) — 229.98 45.996
Arc 2 (294.1547, 294.6636) (281.3443, 301.7553) (290.8855 304.1141) 15.3589 6.1436
. . . . . . . . . . . . . . . . . .

Straight14 (727.9377, 513.9178) (492.0623, 206.0822) - 387.81 77.562
Arc length14 (492.0623, 206.0822) (491.6552, 205.5103) (500,200) 0.6981 0.2792
Straight15 (491.6552, 205.5103) (412.1387, 90.2314) - 133.04 26.608
Arc15 (412.1387, 90.2314) (418.3348, 94.4085) (410,100) 7.6794 3.0718
Straight16 (418.3348, 94.4085) (0,0) — 421.84 84.368
Sum 2812.52 585.6712
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4. Results and Evaluation

4.1. Simulation and Validation. According to the rela-
tionship between the turning radius and speed, path
optimization was realized based on the model for calcu-
lating the shortest path. ,en, a nonlinear programming
model for the shortest time was constructed. Utilizing

NSGA-II provided the shortest time of 94.22825 s, the
turning radius of 12.9886 units, and the circle center
coordinates of the turning were 82.1414 and 207.1387 [20].
,e obstacles were classified into two categories: having
vertices and having no vertices. Next, the path proved to
be optimal when the AGV made a turn with the minimum
radius and the circle center was located at the obstacle’s

Table 5: Shorstet path through mulitiple target points on-the-way to the specific situation.

Start point coordinates Endpoint coordinates Turning arc center Distance Time
Straight 1 (0, 0) (70.5059, 213.1405) — 224.4994 44.8999
Arc 1 (70.5059, 213.1405) (76.6064, 219.4066) (80, 210) 9.25 3.7
Straight 2 (76.6064, 219.4066) (294.1547, 294.6636) — 229.98 45.996
Arc 2 (294.1547, 294.6636) (281.3443, 301.7553) (290.8855, 304.1141) 15.3589 6.1436
Straight 3 (281.3443, 301.7553) (229.8206, 531.8855) — 236.83 47.366
Arc length 3 (229.8206, 531.8855) (225.4967, 537.6459) (220, 530) 6.8068 2.7228
Straight 4 (225.4967, 537.6459) (144.5033, 591.6462) — 96.95 19.39
Arc length 4 (144.5033, 591.6462) (140.8565, 595.9507) (150, 600) 5.7596 2.3038
Straight 5 (140.8565, 595.9507) (99.08612, 690.2698) — 103.16 20.632
Arc 5 (99.08612, 690.2698) (109.113, 704.2802) (108.296, 694.3191) 20.7694 8.3078
Straight 6 (109.113 704.2802) (270.8817, 689.9611) — 162.4 32.48
Arc length 6 (270.8817, 689.9611) (272, 689.7980) (270, 680) 1.0472 0.4188
Straight 7 (272,689.7980) (368, 670.282) — 97.98 19.596
Arc 7 (368, 670.282) (370, 670) (370, 680) 2.0944 0.8378
Straight 8 (370, 670) (430, 670) — 60 12
Arc length 8 (430, 670) (435.5878, 671.7068) (420, 680) 5.9341 2.3736
Straight 9 (435.5878, 671.7068) (534.4115 738.2932) — 119.16 23.832
Arc 9 (534.4115, 738.2932) (540, 740) (540, 730) 5.9341 2.3736
Straight 10 (540, 740) (670, 740) — 130 26
Arc length 10 (670, 740) (679.9126, 731.3196) (670, 730) 14.3846 5.7538
Straight 11 (679.9126, 731.3196) (690.9183, 648.6458) — 83.403 16.6806
Arc 11 (690.9183, 648.6458) (693.5095, 643.1538) (709.7933, 642.0227) 6.17 2.468
Straight 12 (693.5095, 643.1538) (727.3214, 606.8116) — 129.6305 25.9261
Arc length 12 (727.3214, 606.8116) (730, 600) (720, 600) 7.4928 2.997
Straight 13 (730, 600) (730, 520) — 80 16
Arc 13 (730, 520) (727.9377, 513.9178) (720, 520) 6.4577 2.583
Straight 14 (727.9377, 513.9178) (492.0623, 206.0822) — 387.81 77.562
Arc length 14 (492.0623, 206.0822) (491.6552, 205.5103) (500, 200) 0.6981 0.2792
Straight 15 (491.6552, 205.5103) (412.1387, 90.2314) — 133.04 26.608
Arc 15 (412.1387, 90.2314) (418.3348, 94.4085) (410, 100) 7.6794 3.0718
Straight 16 (418.3348, 94.4085) (0, 0) — 421.84 84.368
Sum — 2812.52 585.6712
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Figure 8: ,e division of the distribution map.
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vertex (the circular obstacle was located at the circle
center), thus reasonably solving the problems of obstacle
congestion and deadlock.

,e problem here was the shortest time spent by the
AGV traveling from point O to point A and bypassing
obstacle 5. According to the shortest path calculated, the
time was also the shortest when the AGV passed from the
upper left of obstacle 5. ,e total time spent by the AGV
comprised the time on the straight line and arc line seg-
ments. ,e paths with the shortest time and the shortest
distance were different, so the path with the shortest time
should be calculated first. Since the closest distance between
the AGV and the obstacle must not be less than 10 units, the
traveling range of the AGV was determined by the obstacles
to be avoided on its path and the range influencing its action.

,e maximum turning speed of the AGV was expressed
as:

v � v(ρ)

�
v0

1 + e10−0.1ρ2
.

(29)

,e time spent by the AGV in passing the arc was:

t �
αρ
vρ

. (30)

Based on the above formulae, decreasing the turning
radius slows the AGV, and the arc it followed became

shorter.When the turning radius of the AGV increased, both
the AGV’s turning speed and the arc’s length increased.
,us, we did not identify any direct linear relationship
between the turning time t and the turning radius ρ. Hence,
the turning radius ρ change was limited. In practice, an
excessively large ρmay cause collisions, while the AGV may
roll over for a very small ρ (less than 10).

,en, a nonlinear programming model for the min-
imum time was built based on the variation range of ρ,
thereby obtaining ρ at the minimum t. Here, O(x1, y1)

was set as the starting point, A(x2, y2) was the target
point, and P(x3, y3) was the upper left vertex of obstacle
5. It was assumed that the AGV made a turn at point
C(xc, yc), with N(x, y) as the center and r as the radius,
passed arc BC, and then turned at point B(xb, yb), to
ultimately obtain the path with the shortest time spent.
Points B and C were connected to generate line segment
BC, perpendicular to segment N D. ,e length of ON,
AN, tangent OC, and tangent AB is denoted as a, b, s1, and
s2, respectively.

Let BD� d. Since both point B and point C are tangent
points, the following results were obtained:

∠DNB �
1
2
θ, (31)

BD �
1
2

BC. (32)

Table 6: Scheduling rule performance.

Scheduling area division mode NV LIV LU SVM
STT 275.02 278.05 279.27 —
MROQS 655.87 727.90 657.08 —
FCFS 1237.31 1235.06 1243.26 —
EDD 746.85 734.53 735.35 —
DS 671.71 671.90 674.12 —
CR 600.33 602.18 602.29 —
SVM — — — 253.99
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,e radius of the circle in which B and C are located is

a �

�����������������

x − x1( 
2

+ y − y1( 
2



, (33)

b �

�����������������

x − x2( 
2

+ y − y2( 
2



, (34)

�����������������

xc − x( 
2

+ yc − y( 
2



� r, (35)

������������������

xb − x( 
2

+ yb − y( 
2



� r, (36)

s1 �

������

a
2

− r
2



, (37)

s2 �

������

b
2

− r
2



, (38)

BC �

�������������������

xb − xc( 
2

+ yb + yc( 
2



, (39)

sin
θ
2

  �

�������������������

xb − xc( 
2

+ yb + yc( 
2



2 × r
, (40)

l � 2r × arcsin

�������������������

xb − xc( 
2

+ yb − yc( 
2



2r
⎛⎜⎜⎝ ⎞⎟⎟⎠. (41)

,e objective of the shortest time was formulated based
on the straight-line distance, speed of AGV, the arc length,
and the AGV’s speed while passing the arc:

Min �
s1 + s2

vo

+
l

vp

. (42)

Given that the distance between the AGV and the obstacle
must be more than 10 units, the radius rwas also constrained,
i.e., the arc-obstacle distance must be over 10 units:

r −

�����������������

x − x3( 
2

+ y − y3( 
2



≥ 10. (43)

,e range of the two tangent points is

xc < 80,

yb > 210.
(44)

,e constraints that the circle center had the shortest
distance from the obstacle were expressed as follows:

80≤ x≤ 230, (45)

0<y≤ 210. (46)

,e AGV obstacle avoidance simulated through MAT-
LAB programming is illustrated in Figures 10 and 11:

,e turning path of an AGVmust include an arc tangent
to the straight-line path. Points C and B are on a circle with a
radius r.

�����������������
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2
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Figure 10: Diagram of AGV obstacle avoidance simulation (a).
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Based on the conditions above, the optimization model
for the shortest time was built:

Min �
s1 + s2

vo

+
l

vp

, (51)

s

t

r −

�����������������

x − x3( 
2

+ y − y3( 
2



≥ 10,

r �

�����������������

xb − x( 
2

+ yb − y( 
2



,

r �

�����������������

xc − x( 
2

+ yc − y( 
2



,

s2 �

���������������������

x − x2( 
2

+ y − y2( 
2

− r
2



,

s1 �

���������������������

x − x1( 
2

+ y − y1( 
2

− r
2



,

80<x< 230,

yb >

210, xc < 80, 0<y< 210.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(52)

Utilizing Lingo and NSGA-II software, the shortest time
of 94.22825 s and the turning radius of r� 12.9886 were
obtained.,e results are reported in Table 7 and the resulting
diagram Figure 12:

4.2. Model Promotion. In this paper, the problem of
deadlock was simplified. Nevertheless, further model
optimization is required when the actual deadlock situa-
tion is more complicated.,is work assumed that the AGV
moved from the starting point R to the target point M0,
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Figure 11: Diagram of AGV obstacle avoidance simulation (b).

Table 7: Shortest path.

Start point coordinates Endpoint coordinates Turning arc center Distance Time
Straight 1 (0,0) (69.8045, 211.9779) — 223.1755 44.6351
Arc 1 (69.8045, 211.9779) (77.74918, 220.1387) (82.1414, 207.9153) 11.7899 2.360433
Straight 2 (77.74918, 220.1387) (0,0) — 236.1636 47.23272
Sum — 471.129 94.22825
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Figure 12: Comparison diagram of AGV obstacle avoidance results
obtained by NSGA-II.
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where the path comprised linear segments and arcs, set as
m and n, respectively. ,us, the objective function was
expressed as:

Min � 
m

i�1
di + 

n

j�1
lj,

r≥ 1,

k≥ 1.


(53)

Computer software such as MATLAB or Lingo can be
used to solve the optimal path between the start point and
the target point.

5. Conclusion

According to the features of existing AGV cluster systems,
an SVM-based AGV scheduling strategy was developed by
determining the shortest possible path between the starting
point and the target point. ,en, the optimal path was
determined by the exhaustive method and the Q-learning
method and was optimized by several schemes, through
which the optimal path in the relative optimization was
obtained. A nonlinear programming model for the shortest
time was built based on the relationship between the
turning radius and speed based on the shortest path. ,e
calculation with NSGA-II proved that the AGV path was
optimal when the AGV turned with the minimum radius,
and the circle center was located at the obstacle’s vertex (the
circular obstacle was located at the circle center). Several
simulation tests and calculation results validated the pro-
posed method, which rationally solved the problem of
obstacle congestion and deadlock. After optimization, the
constructed model was solved with high accuracy via an-
alytical geometry. However, the processing burden in-
creased, resulting in low utilization efficiency. Hence, the
proposed method is inefficient for complicated deadlock
situations.

Future research will consider theminimum spanning tree,
and the shortest path of the AGV combined the dynamic
monitoring and real-time data of AGV cluster systems.
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�is paper explores the general decision mechanism of stock price synchronicity through in-depth research on the two main
viewpoints of information e�ciency view and irrational behaviour view. On this basis, we explore the e�ect of China’s economic
policy uncertainty gradually on the synchronisation of stock prices and provide a reasonable explanation for it. Based on the China
Economic Policy Uncertainty Index developed by Baker et al., this paper takes China’s A-share listed �rms from 2010 to 2019 as
the primary sample and tests the e�ect of China’s economic policy uncertainty on the synchronicity of stock prices by constructing
a comprehensive mediation e�ect test procedure. �e fundamental e�ect and its internal mechanism of action have been
supplemented and veri�ed from investor sentiment. Strengthening the research on economic policy uncertainty and stock price
synchronisation may deeply explore the internal mechanism of the listed �rms’ stock price changes, help in improving the
information production function and information transmission function of the securities market, help in improving the resource
allocation capacity of the entire capital market, and then promote the long-term healthy development of China’s capital market.
�e main �ndings of this paper are as follows: (1) in China’s stock market, which is driven by noise, the increase of economic
policy uncertainty will signi�cantly reduce the synchronisation of stock prices; (2) increased uncertainty about China’s economic
policy will fuel the investor sentiment and reduce stock price synchronicity, with investor sentiment playing an intermediary role.

1. Introduction

With an unpredictable macroeconomic environment, the
economic policy is fraught with uncertainty, while the stock
market’s movement can re�ect the investor sentiment and
the economic performance of real businesses in real time.
�us, the microeconomic e�ect of uncertain economic
policies may be studied through the lens of the stock market.
�e capital market’s principal role is to maximise resource
allocation through the stock signal mechanism. Stock prices
can optimise resource allocation by steering resources
through an extremely e�cient capital market. �e capacity
of a stock price which represents a company’s operational
circumstances accurately may in�uence the degree to which
the resource allocation is led by the stock price, which is also
an essential indicator of a country’s capital market’s oper-
ating e�ciency and maturity. While the stock price in a

mature capital market may properly represent a �rm’s
qualities, the stock price in an emerging capital market is
further a�ected by market forces and cannot accurately
re�ect a �rm’s features. Due to the aforementioned issues,
stock price synchronisation has been a popular topic in the
�eld of stock market research in recent years, thus garnering
considerable interest from academic and practical sectors.

Stock price synchronisation refers to the degree to which
the stock prices of �rms increase or decrease in lockstep over
time, that is, the phenomenon of “simultaneous rise and
fall.” Due to the synchronicity of stock prices, investors
cannot incorporate a large amount of corporate personality
information into the value evaluation of listed �rms when
utilising the capital asset pricing model (CAPM) to conduct
investment decision analyses, resulting in the low invest-
ment value of such �rms. To some extent, this destroys the
speci�c functions of stock prices in incorporating value
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evaluation (such as screening and evaluation), which hinders
the information transmission mechanism of firms and re-
duces the effectiveness of stock prices in resource allocation.
Excessive stock price synchronisation will reduce the effi-
ciency of asset pricing and economical operation, interfere
with the operation of security market screening mechanism,
affect the economic growth, and bring negative economic
consequences [1–4].

Further interpretation of the connotation of stock price
synchronisation needs to focus on the formation mechanism
of stock price synchronisation, which is separated approxi-
mately into two schools: first, the view of information effi-
ciency (also known as information interpretation),
represented by Morck et al. [1], believes that the stock price
synchronicity reflects the degree to which the personal or
private information of a firm is included in the stock price and
measures the degree of information efficiency. Lower stock
price synchronisation meant a richer idiosyncratic informa-
tion content, thus reflecting a higher efficiency. Secondly, the
view of irrational behaviour (also known as noise explana-
tion), represented by West [5], believes that a firm’s funda-
mentals cannot explain the abnormal fluctuations of stock
prices. Stock prices are significantly affected by irrational
factors, while the synchronicity of stock prices measures the
number of irrational factors, such as market noise and in-
vestor sentiment. Low stock price synchronicity results from
abnormal volatility caused by investors’ irrational behaviour
and thus reflects high noise bias. On the premise of an efficient
market, the stock price can fully reflect all relevant infor-
mation, any change of stock price is caused by information
flow, noise is only a random disturbance termwith an average
of zero, in which the synchronisation of stock price reflects
information efficiency. However, when the market is not
efficient, the stock price is greatly affected by themarket noise,
and the stock price is mainly driven by noise, wherein the
synchronicity of the stock price reflects the noise deviation. In
reality, market efficiency is often a problem of degree and
period, in which stock price synchronicity is the information
and noise. Jin and Myers [6] argued that stock price syn-
chronicity may differ in various countries, the reason is that
each country’s stock market is at different stages of devel-
opment, the stockmarket in the emerging world is not mature
enough, often caused by information asymmetry herding
effect and speculation, and medium and small investors in
such an environment cannot be efficient to collect infor-
mation andmake rational decisions.Most of the investment is
based on the overall situation of the market and industry,
wherein the price synchronisation is high. 'erefore, the
variables of stock price synchronisation have gained academic
interest to avoid the harmful effect of simultaneous increase
and fall of stock prices. For the influence of policy system on
stock price synchronisation, existing studies have obtained a
large number of theoretical and empirical results, but mainly
from the protection level of property rights, the legal system,
accounting system, and other aspects of the study, not in-
volving economic policies, especially economic policy un-
certainty [7–11].

'e policy market phenomenon is quite apparent in
China’s stock market. 'us, what effect will the uncertainty

of economic policy have on the synchronicity of Chinese
stock prices? Investor sentiment research focuses on both
individual and institutional investor sentiment in relation to
stock price synchronisation. When the investor group is
evaluated, the relationship between investor emotion and
stock price synchronisation is macroscopically significant.
As a result, this article focuses primarily on the link among
economic policy uncertainty, investor sentiment, and stock
price synchronisation in China.

2. Literature Review and
Hypothesis Development

2.1. Relationship between Economic Policy Uncertainty and
Stock Price Synchronisation. Economic policy uncertainty
(EPU) may arise from the government’s failure to describe
the direction and magnitude of economic policy expecta-
tions, policy implementation, and policy attitude changes.
'e principal symptom is that economists are unable to
forecast with certainty whether, when, or how the govern-
ment will alter present economic policies in the future
[12, 13]. According to Williamson [14], human-limited
rationality and future uncertainty are impossible to forecast
completely. Precisely foreseeing the contents of policies
prior to their implementation is difficult for listed firms.
After the policies are implemented, there are several options
for their intensity and effect, while economic subjects are
frequently confronted with the uncertainty of economic
policies throughout the real decision-making process [15].
Economic policy uncertainty will have a substantial effect on
the capital market’s stock price reaction and even on the
capital market’s overall stock price volatility. Pastor and
Veronesi [16] discovered that when policy changes are
announced, stock prices decrease, and the higher the un-
certainty, the larger the decline in stock prices. As a result,
increased economic policy uncertainty reduces the stock
returns and increases the overall stock price volatility.
Brogaard and Detzel [17] used text analysis to examine the
influence of policy uncertainty on stock returns and vola-
tility in 21 nations and discovered that economic policy
uncertainty increased the individual stock volatility con-
siderably. 'e volatility of individual stocks and market
prices is an essential determinant of stock price synchro-
nisation. 'erefore, the uncertainty of China’s economic
policies may also affect stock price synchronisation. At the
same time, compared with the volatility of individual stocks,
the market volatility and the beta coefficient of individual
stocks remain relatively stable, in which China’s economic
policy uncertainty is anticipated to diminish stock price
synchronisation by raising each stock’s relative volatility.

H1: 'e higher the level of economic policy uncertainty,
the lower the synchronicity of stock prices would be.

2.2. Economic Policy Uncertainty, Investor Sentiment, and
Stock Price Synchronisation. Investor sentiment is a per-
ception held by investors about the future cash flow and
investment risk of assets, although it cannot fully reflect the
underlying facts [18]. Due to future uncertainty, investors
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can only establish an expectation or belief about the quantity
and risk of future cash flows provided by assets at the
moment. 'is expectation or belief is related not only to the
asset’s fundamentals, but also to the investor’s own edu-
cation, investment experience and knowledge, social back-
ground, information, personality, and preference, all of
which contribute to a “subjective and objective” compre-
hensive assessment of the asset’s future worth. As a result,
various individuals would have varying opinions regarding
the same asset, which are referred to as “sentiments.” Nu-
merous studies have demonstrated that sentiment has an
effect on investors’ decision-making, particularly when the
sentiment is highly social. Under the social interaction
mechanism, people’s behaviours tend to be consistent,
resulting in repeated errors and market mispricing.

Behavioural finance theory determined that the inves-
tors’ cognition is limited, and they will show irrational
characteristics such as overconfidence, loss avoidance, and
psychological accounts, and often make irrational invest-
ment behaviours. 'is type of irrational behaviour plays an
essential role in the economic system. According to the
investor demand hypothesis, investors often think that a
particular market event conveys a specific message; thus,
they overreact under the influence of irrational factors such
as preferences and sentiments. Scholars have also conducted
many studies on the effect of investor sentiment on stock
price synchronisation. West [5] believed that the irrational
behaviour caused by investors’ psychological deviation
resulted in low stock price synchronisation. Barberis et al.
[19] studied the influence of investor sentiment on stock
price synchronisation using behavioural finance theory.
'ey found that the irrational investors’ particular prefer-
ence for a firm would trigger irrational investment behav-
iour, thus affecting the stock price synchronisation of the
firm. Barberis et al. [19]; Greenwood and Sosner [20];
Greenwood [21]; and Li [22] et al. also found that investor
sentiment would affect the level of stock price synchroni-
sation. Frijns et al. [23] decomposed stock returns into
fundamental and nonfundamental components and found
that nonfundamental components were strongly correlated
with stock returns. Changes in stock returns were driven by
investor sentiment, which would exacerbate the stock prices’
volatility.

When investors tend to pursue policies, the uncertainty
of economic policies will cause the volatility of investors’
sentiment, which would lead to their inappropriate response
to stock prices and aggravate the volatility of individual
stocks. If EPU represents the continuous release of policy
dividends, investors will form a consistent optimistic ex-
pectation. Economic policy uncertainty will increase the
investors’ risk appetite and make them overly optimistic
about stock prices. Economic policy uncertainty can cause
investors to overreact to stock prices by influencing their
attitude to risk. At the same time, due to the investors’
limited attention and overconfidence, economic policy
uncertainty is likely to increase the cognitive bias of in-
vestors, leading to their overreaction to stock prices. Psy-
chological accounts would hinder such inappropriate
reactions, resulting in persistent systemic overvaluation or

undervaluation of asset prices. Skaife et al. [24] believed that
in semi-strong or weak efficient markets, the noise would
often drown corporate trait information and play a domi-
nant role in stock prices, which meant that stock price
fluctuations in emerging markets are mainly affected by
market noise. Considering the actual situation, although
China’s capital market has achieved rapid development in
recent years, its effectiveness and maturity are still insuffi-
cient, while various institutional facilities and related sup-
port services are imperfect, investor protection is
insufficient, and supervision is relatively lagging behind.'e
investor group with retail investors as the main body cannot
make professional judgments and act rationally. Phenomena
such as “policy market,” “theme stocks,” and “outlet theory”
indicate that a high speculative atmosphere in China was
observed [25]. 'e “stock market crash” of 2015 to 2016
provides direct evidence. 'e aforementioned analysis
shows that China’s stock market prices were mainly driven
by noise in the past for quite an extended period.

'e uncertainty of China’s economic policy will lead to
investor sentiment changes and inappropriate reactions to
stock prices, thus enhancing noise trading in the market. In
addition to improving the level of noise trading by affecting
the investors’ risk attitude and cognitive bias, the infor-
mation processing dilemma brought by economic policy
uncertainty would damage the effectiveness of information
arbitrage by limiting the investors’ rational assessment of
intrinsic enterprise value and lead to the increase of irra-
tional noise trading level. When adverse selection caused by
information asymmetry leads to “bad money (irrational
investors) driving out good money (rational investors)” and
forms a “lemon market” dominated by irrational investors,
noisy transactions related to policy uncertainty would flood
the whole market and aggravate abnormal fluctuations of
individual stocks.'erefore, from the perspective of investor
sentiment and the restriction of economic policy uncertainty
on rational arbitrage, the rise of economic policy uncertainty
would reduce stock price synchronisation by boosting in-
vestor sentiment.

H2: 'e level of economic policy uncertainty increases,
investor sentiment increases, and stock price synchronicity
decreases. Investor sentiment plays a mediating role in the
relationship between economic policy uncertainty and stock
price synchronisation.

3. Data, Variables, and Methodology

3.1. Sample Selection and Data Sources. 'is paper selects
China’s Shanghai and Shenzhen A-share listed firms as the
research sample, while the sample period is from 2010 to
2019. 'is study’s economic policy uncertainty data come
from http://www.policyuncertainty.com, while other data
come from the Wind and CSMAR databases. Steps to
preprocess selected samples are as follows:

(1) Delete the sample of enterprises whose industry is
the financial industry.

(2) Delete enterprise samples that are ST, ∗ ST.
(3) Delete samples of companies with missing data.
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(4) To ensure the reliability of measuring stock price
indicators, the sample of companies with annual
trading weeks of less than 30 weeks will be deleted.

'is paper treats extreme values with 1% upper and
lower extreme values to eliminate extreme values’ influence
on multiple regression results. 'is article uses STATA16.0
for data processing and operation.

3.2. Variable Definitions

3.2.1. Economic Policy Uncertainty (EPU). 'e EPU com-
posite index can measure economic policy uncertainty. 'is
index is constructed and calculated by Baker et al. and is
mainly used to reflect the economic and policy uncertainties
of the world’s major economies. 'e EPU composite index
mainly comprises the news index, tax law expiration date
index, and economic forecast difference index. 'e China
EPU index is calculated by using the news index in the EPU
composite index, taking 'e South China Morning Post as
the analysis object, identifying the monthly articles on the
uncertainty of China’s economic policy, and dividing the
identification results by the total number of articles pub-
lished in that month to obtain the China EPU index of that
month (http://www.policyuncertainty.com). Although
China’s EPU index is only a news index, Baker et al. [15]
determined through verification that it has a strong corre-
lation with the general index, wherein it is still
representative.

3.2.2. Investor Sentiment (CICSI). 'e key of investor
sentiment research lies in the measurement of sentiment. In
the past, single indicators such as the discount of closed-end
funds were mainly used to measure changes in investor
sentiment (Lee, 1991; Swaminathan, 1996); [26]. However,
these methods have problems of excessively single mea-
surement index and impure measurement results. To ad-
dress these issues, He et al. (2017) introduced variables
which may indicate changes in investor mood in the local
stock market by upgrading the Baker and Wurgler index’s
building process, that is, the discount on closed-end funds,
trading volume, the number of initial public offerings and
their first-day earnings, the consumer confidence index, and
the number of newly established investor accounts. Si-
multaneously, they regulate the consumer price index, the
industrial producer price index, industrial added value,
macroeconomic climate index, and a variety of other
macroeconomic factors. 'e Chinese Stock Market Investor
Sentiment Composite Index (CICSI) is calculated annually.

3.2.3. Stock Price Synchronisation (SYN). Stock price syn-
chronisation represents the correlation between the vola-
tility of enterprise stock price and the average volatility of
stock price in the securities market. Stock price synchro-
nisation first appeared in finance, which is mainly used to
analyse the explanatory power of market return index in
capital asset pricing model (CAPM) to individual company
return index. Morck, and Yeung and Yu [1] first proposed

this concept, who conceptualised the R2 studied by Roll [27].
On this basis, this paper constructs the annual index of stock
price synchronisation and designs the following estimation
model by using the daily return rate of stocks in a trading
year and the corresponding market daily return rate:

ri,t,w � β0 + β1rmt,w + εi,t,w,

SYNi,t � ln
R
2
i,t

1 − R
2
i,t

⎛⎝ ⎞⎠.

(1)

3.2.4. Control Variables. To enhance the explanatory ca-
pacity of core explanatory factors and the model’s stability,
this article used previous literature to pick numerous control
variables to participate in the model’s parameter estimation.
Specific factors include the size of the firm (Size), the asset-
liability ratio (Lev), the return on assets (ROA), the years
since listing (ListAge), if the chairman and general manager
positions are merged (Dual), and the sales growth rate
(Growth). Additionally, it has control over industry (Ind)
and year (Year).

3.2.5. Model Design. Firstly, to explore the effect of China’s
economic policy uncertainty on stock price synchronisation,
the hypothesis H1 is tested and the following model is
constructed:

SYNi,t � α0 + α1EPUt +  αControls + λt + λint + εi,t. (2)

'e subscripts i, t, and int represent the individual, time,
and industry of the listed firm, respectively.

To investigate the mediating influence of China’s eco-
nomic policy uncertainty on stock price synchronisation
further, we tested hypothesis H2 and built the following
models:

CICSIi,t � β0 + β1EPUt +  βControls + λt + λint + εi,t,

SYNi,t � c0 + c1EPUt +  cControls + λt + λint + εi,t.

(3)

4. Analysis

4.1. Descriptive Statistics. Table 1 reports the descriptive
statistical results for the primary variables: the variable
name, sample size, minimum, maximum, mean, median,
and standard deviation from left to right.

'e median of stock price synchronicity SYN is -0 415,
which is an absolute value higher than those of Morck et al.
[1] and Eun et al. [28]. Most of the countries reported
corroborating the high stock price synchronisation in China.
'e EPU averaged 3.290, while the standard deviation was
2.179, reflecting China’s higher economic policy uncertainty.
'e reported results of other variables are consistent with the
existing studies. 'ey are typically within a tolerable range,
indicating that the calculated values for the pertinent
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variables in this study are correct and dependable, thus
allowing for additional investigation.

4.2. Correlation Analysis. 'e correlation test results for the
main variables are reported in Table 2. Firstly, a significant
(at the 1% level) and negative correlation between the ex-
planatory variable stock price synchronisation (SYN) and
the explanatory variable economic policy uncertainty (EPU)
was observed, which indicates that the uncertainty of
China’s economic policy will have a negative effect on the
stock price synchronisation, thus supporting H1. Secondly,
there is a substantial connection between the interpreted
variable and the mediating variable CICSI (at the 1% level),
as well as a significant association between the explanatory
variable (EPU) and the mediating variable CICSI (at the 1%
level). 'is indicates a possible mode of mediation. 'irdly,
there is a substantial link between EPU and all other vari-
ables (at the 1% level), indicating the wide effect of China’s
economic policy uncertainty. Fourthly, all control variables
are substantially associated with stock prices at the 1% level.
Fifthly, the absolute value of the variable correlation coef-
ficient is frequently less than 0.4.

4.3.OLSRegressionAnalysis. 'e step-by-step test method is
used to verify whether the uncertainty of China’s economic
policy is verified by investor sentiment affecting stock price
synchronisation, which is as follows:

First, test whether the coefficient of EPU in the model
(3–1) is significant. If it is insignificant, it indicates that the
uncertainty surrounding China’s economic policies has had
no effect on the synchronisation of stock prices, while the
test is therefore concluded; if it is significant, the follow-up

inspection procedure is conducted. Table 3 reports the
corresponding regression results where column (1) is a direct
regression result that does not consider the control variable,
while column (2) is a regression result which considers all
control variables. 'e coefficient of the explanatory variable
(EPU) is negative and significant at the 1% level, indicating
that China’s economic policy uncertainty will have a sig-
nificant and adverse effect on stock price synchronisation,

Table 2: Result of correlation analysis.

SYN EPU CICSI Lev Size ROA ListAge Dual Growth
SYN 1
EPU −0.053a 1
CICSI 0.064a 0.598a 1
Lev 0.016a −0.020a −0.030a 1
Size 0.150a 0.112a 0.082a 0.519a 1
ROA 0.028a −0.070a 0.008 −0.383a −0.039a 1
ListAge 0.039a 0.058a −0.006 0.415a 0.406a −0.283a 1
Dual −0.048a 0.055a 0.044a −0.156a −0.187a 0.056a −0.247a 1
Growth −0.050a −0.055a 0.045a 0.027a 0.042a 0.211a −0.044a 0.020a 1
Note:a p< 0.01.

Table 3: Result of OLS regression analysis 1.

(1) SYN (2) SYN

EPU −0.0223∗∗∗ −0.0705∗∗∗
(−7.90) (−18.19)

Lev −0.453∗∗∗
(−12.99)

Size 0.162∗∗∗
(29.88)

ROA 0.201∗∗
(2.12)

ListAge 0.0356∗∗∗
(4.49)

Dual −0.0205
(−1.63)

Growth −0.135∗∗∗
(−11.27)

Ind Yes Yes
Year Yes Yes

_cons −0.418∗∗∗ −3.527∗∗∗
(−37.55) (−30.12)

N 24466 24466
R2 0.003 0.255
Note: t statistics in parentheses; ∗∗p< 0.1, ∗∗p< 0.05, ∗∗∗p< 0.01.

Table 1: Result of descriptive statistics.

Variable N min max mean p50 sd
SYN 24500 -9.322 10.56 -0.491 -0.415 0.962
EPU 24500 0.989 7.919 3.290 2.444 2.179
CICSI 24500 0.321 0.474 0.409 0.413 0.0421
Lev 24500 0.0278 0.925 0.431 0.423 0.209
Size 24500 19.50 26.37 22.15 21.98 1.280
ROA 24500 -0.452 0.226 0.0398 0.0381 0.0651
ListAge 24500 0 3.332 2.136 2.303 0.801
Dual 24500 0 1 0.264 0 0.441
Growth 24500 -0.632 4.806 0.190 0.114 0.463
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supporting H1; that is, leaving other factors unchanged, the
increase in uncertainty in the country’s economic policy
would generally reduce the synchronisation of stock prices.

Second, column (1) of the table below shows the CICSI’s
regression results to the EPU and other control variables. As

shown in Table 4, the coefficient of the explanatory variable
EPU is positive and significant at the 1% level, showing that
China’s economic policy uncertainty would considerably

Table 4: Result of OLS regression analysis 2.

(1) CICSI (2) SYN

EPU 0.0119∗∗∗ −0.0556∗∗∗
(118.35) (−8.61)

CICSI −4.382∗∗∗
(−3.46)

Lev −0.00343∗∗ −0.453∗∗∗
(−2.48) (−12.99)

Size 0.00134∗∗∗ 0.162∗∗∗
(6.26) (29.88)

ROA 0.0101∗∗∗ 0.201∗∗
(2.69) (2.12)

ListAge 0.00128∗∗∗ 0.0356∗∗∗
(4.07) (4.49)

Dual 0.000365 −0.0205
(0.73) (−1.63)

Growth 0.00694∗∗∗ −0.135∗∗∗
(14.58) (−11.27)

Ind Yes Yes
Year Yes Yes

_cons 0.337∗∗∗ −1.676∗∗∗
(73.05) (−3.08)

N 24466 24466
R2 0.385 0.255
Note: t statistics in parentheses; ∗∗p< 0.1, ∗∗p< 0.05, ∗∗∗p< 0.01.

Table 5: Result of robustness test 1.

(1) adj_SYN (2) adj_SYN

EPU −0.0233∗∗∗ −0.0356∗∗∗
(−7.63) (−11.63)

Lev −0.442∗∗∗
(−10.78)

Size 0.160∗∗∗
(25.03)

ROA 0.120
(1.04)

ListAge 0.0196∗∗
(2.10)

Dual −0.0300∗
(−1.95)

Growth −0.133∗∗∗
(−9.05)

Ind Yes Yes
Year Yes Yes
_cons −0.534∗∗∗ −3.872∗∗∗

(−44.32) (−30.00)
N 24027 24027
R2 0.002 0.037
Note: t statistics in parentheses; ∗∗p< 0.1, ∗∗p< 0.05, ∗∗∗p< 0.01.

Table 6: Result of robustness test 2.

(1) SYN (2) SYN

EPU −0.0122∗∗∗ −0.00928∗∗
(−4.16) (−2.26)

Lev −0.291∗∗∗
(−4.23)

Size 0.130∗∗∗
(8.23)

ROA −0.183
(−1.37)

ListAge −0.169∗∗∗
(−6.91)

Dual −0.0148
(−0.65)

Growth −0.0646∗∗∗
(−4.51)

Ind Yes Yes
Year Yes Yes

_cons −0.451∗∗∗ −2.838∗∗∗
(−40.10) (−8.78)

N 24466 24466
R2 0.001 0.006
Note: t statistics in parentheses; ∗∗p< 0.1, ∗∗p< 0.05, ∗∗∗p< 0.01.

Table 7: Result of robustness test 3.

(1) SYN (2) SYN

EPU −0.0223∗∗∗ −0.0364∗∗∗
(−7.90) (−12.75)

Lev −0.409∗∗∗
(−10.71)

Size 0.143∗∗∗
(21.54)

ROA 0.248∗∗
(2.27)

ListAge 0.00610
(0.61)

Dual −0.0369∗∗
(−2.56)

Growth −0.132∗∗∗
(−9.64)

TobinQ −0.0288∗∗∗
(−5.88)

Top1 −0.136∗∗∗
(−3.15)

Ind Yes Yes
Year Yes Yes

_cons −0.418∗∗∗ −3.233∗∗∗
(−37.55) (−23.52)

N 24466 23504
R2 0.003 0.041
Note: t statistics in parentheses; ∗∗p< 0.1, ∗∗p< 0.05, ∗∗∗p< 0.01.
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enhance investor sentiment, which is consistent with earlier
estimates.

Column (2) is the regression result of the stock price
synchronisation SYN to the explanatory variable EPU, the
intermediary variable CICSI, and other control variables.
'e CICSI coefficient is negative and significant at the 1%
level, indicating that increased investor sentiment signifi-
cantly reduces stock price synchronisation. According to the
general rules of the intermediary effect test, the intermediary
effect of investor sentiment has been established. 'e un-
certainty of China’s economic policy would reduce the
synchronisation of stock prices by encouraging investor
sentiment, thereby providing direct support for the noise
interpretation mechanism of China’s economic policy un-
certainty to reduce stock price synchronisation, thus sup-
porting H2.

4.4. Robustness Test. 'is paper mainly tests the robustness
of the primary conclusions by changing the weighing
method of market and industry returns, which was previ-
ously weighed by circulating market capitalisation, and is
now recalculated by equal weight and total market capi-
talisation; second, it is tested by a fixed-effect model; third,
control variables are added for testing. Tables 5, 6, and 7
reported the results of each of the three robustness tests.

'us, all three robustness tests have passed, and the
previous conclusions are still valid.

5. Conclusions

Based on the current research results and theoretical anal-
ysis, this paper examined the Chinese A-share nonfinancial
listed firms from 2010 to 2019 and the essential effect of
national economic policy uncertainty on stock price syn-
chronisation and its internal mechanism. Overall, the results
are consistent with the theoretical analysis expectations,
while the main conclusions are as follows: (1) in the Chinese
stock market, which is more clearly driven by noise, the
increase in economic policy uncertainty would significantly
reduce the synchronisation of stock prices; (2) economic
policy uncertainty in China can reduce stock price syn-
chronisation overall by fuelling investor sentiment. Investor
sentiment has mediated and equally supported noise
interpretation.

On the basis of the foregoing results and pertinent
findings, this study concludes as follows: (1) because the
stock price is determined by private information and noise,
and because the level of stock price synchronisation is af-
fected by the expected influence of private information
integration and noise trading, the market efficiency cannot
be determined solely by the level of stock price synchro-
nisation, and when more noise was observed in the market
and it has a significant effect, stock price synchronisation is
likely to be insufficient as a proxy for capital market effi-
ciency. 'e issue is not so much with the nominal level of
stock price synchronisation as it is with its creation method
and mechanism of operation. (2) While the evidence sup-
ports the effect of uncertainty in China’s economic policies

on stock price synchronisation, the information efficiency
notion retains a unique explanatory capacity when other
control variables are considered. 'us, while analysing the
process of stock price synchronisation in various conditions,
the notion of information efficiency and irrational behaviour
may apply, and the organic combination of the two may be
more favourable to providing a fair explanation for the real
situation. (3) 'ere is much noise in the Chinese stock
market and a substantial effect, reflecting the low infor-
mation quality environment and immature investor literacy
in the Chinese capital market, in which a large room exists
for improving the information environment of the capital
market and improving the quality of investors. Firstly, be-
cause China’s economic policy uncertainty affects investor
sentiment, reducing policy uncertainty is a viable path to
improve the market information environment and keep the
capital market running smoothly. 'e government should
strengthen communication with the market and reduce the
interference of policy uncertainty on the market. Secondly,
due to the long-term investor structure of the Chinese stock
market dominated by retail investors, the atmosphere of
following the trend is intense.'e policy-chasing tendency is
evident, resulting in excessive market noise. 'e regulatory
authorities should cooperate with industry associations and
relevant financial institutions to increase investor education,
cultivate the concept of value investing, promote the con-
struction of institutional investors, and promote the
transformation of the market structure from retail to
institutional.

'e shortcoming of this paper is that it fails to subdivide
economic policies, and it is difficult to distinguish which
economic policies are more sensitive to investor sentiment.
'e following research can consider subdividing economic
policies, further analyse the differences in investor sentiment
caused by different economic policies, and then examine the
impact on the synchronisation of stock prices [29, 30].
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Falls cause great harm to people, and the current, more mature fall detection algorithms cannot be well-migrated to the embedded
platform because of the huge amount of calculation. Hence, they do not have a good application. A lightweight fall detection
algorithm based on the AlphaPose optimization model and ST-GCN was proposed. Firstly, based on YOLOv4, the structure of
GhostNet is used to replace the DSPDarknet53 backbone network of the YOLOv4 network structure, the path convergence
network is converted into BiFPN (bidirectional feature pyramid network), and DSC (deep separable convolution) is used to
replace the standard volume of spatial pyramid pool, BiFPN, and YOLO head network product. �en, the TensorRt acceleration
engine is used to accelerate the improved and optimized YOLO algorithm. In addition, a new type of Mosaic data enhancement
algorithm is used to enhance the pedestrian detection algorithm, improving the e�ect of training. Secondly, use the TensorRt
acceleration engine to optimize attitude estimation AlphaPose model, speeding up the inference speed of the attitude joint points.
Finally, the spatiotemporal graph convolution (ST-GCN) is applied to detect and recognize actions such as falls, which meets the
e�ective fall in di�erent scenarios. �e experimental results show that, on the embedded platform Jeston nano, when the image
resolution is 416× 416, the detection frame rate of this method is stable at about 8.33. At the same time, the accuracy of the
algorithm in this paper on the UR dataset and the Le2i dataset has reached 97.28% and 96.86%, respectively.�e proposedmethod
has good real-time performance and reliable accuracy. It can be applied in the embedded platform to detect the fall state of people
in real time.

1. Introduction

Falls can cause all kinds of trauma, which can be life-
threatening in severe cases. Studies also show that nearly half
of all falls worldwide lead to medical attention, decreased
functioning, impaired social or physical activity, and even
death [1, 2]. Medical surveys have shown that if timely
treatment can be performed after a fall, the risk of death can
be reduced by 80% and the survival rate can be signi¦cantly
improved. However, all actions taken after a fall are less
important than detecting a person’s posture before they fall.
�erefore, it is of great signi¦cance to quickly detect the
occurrence of falls [3].

At present, the research on fall detection can be divided
into three main categories: (1) detection methods based on
environmental equipment [4–6], which are detected

according to the environmental noise formed when the
human body falls, e.g., sensing the object’s pressure and
sound changes, are used to detect falls, however, this method
has a higher false positive rate and is less likely to be adopted.
(2) Detection methods based on wearable sensors [7–10],
e.g., using accelerometers and gyroscopes, to detect falls,
however, wearing sensors for a long time will a�ect people’s
comfort and increase the physical burden. �e false positive
rate is also higher for complex activities. (3) Detection
methods based on visual recognition [11–15] can be divided
into two categories: one is the traditional machine vision
method to extract e�ective fall features. It requires low
hardware requirements for the running platform, however,
the robustness is not strong, and it is easily disturbed. �e
other type is arti¦cial intelligence method, which uses the
image captured by the image sensor for the training and
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reasoning of the convolutional neural network, and the
recognition accuracy can reach a high level. However, at the
same time, this method also requires a high training envi-
ronment configuration, which greatly limits the application
and promotion of this method. At the same time, in recent
years, many embedded devices have appeared, such as Jeston
nano, Jeston NX, Jeston TX2. Relatively cheap and small
embedded devices also have considerable computing power,
which provides the possibility for the migration and de-
ployment of artificial intelligence algorithms. Most of the
methods currently on the market cannot run well on em-
bedded devices. Hence, this paper proposes a fall detection
algorithm to solve this problem.

*e specific improvement of the algorithm in this paper
is as follows:

(1) In the early stage, to enhance the generalization
ability of the dataset, the original mosaic data en-
hancement algorithm was improved and optimized,
and a new mosaic data enhancement method was
proposed.

(2) To reduce the structural complexity of the target
detection algorithm, and at the same time, ensure a
better recognition accuracy for people at different
levels of complexity, this paper improves the
structure of YOLOv4 and proposes a structure of a
novel object detection algorithm.

(3) To improve the YOLO algorithm to a greater extent,
this paper uses the TensorRt acceleration engine to
accelerate.

(4) To ensure the accuracy of the detection algorithm,
the joint detection algorithm selected in this paper is
AlphaPose, and at the same time, considering the
need to migrate AlphaPose to embedded devices, this
paper proposes an optimization method for the
detection model of AlphaPose.

(5) Introduce a spatiotemporal graph convolution al-
gorithm as the actual detection of the fall state.

2. Related Work

At present, the most common and generally effective fall
detection algorithm is the vision-based detection algorithm.
Generally speaking, the overall operation logic of the vision-
based detection algorithm is to first use the target detection
algorithm to detect the pedestrians in the image and input
the detection results into the joint point detection algo-
rithms, such as AlphaPose and openpose, and finally
according to the specific parameters of the joint points, the
coordinates are combined with the behavioral state at the
time of the fall to determine whether to fall.

2.1.ObjectDetectionAlgorithmBasedonPedestrianDetection.
Traditional pedestrian detection methods mainly extract
features manually. Tian et al. [16] propose a novel multiplex
classifier model, which is composed of two multiplex cas-
cades parts: Haar-like cascade classifier and shapelet cascade
classifier. [17] proposed a histogram of oriented gradients

(HOG), which exploits the directionality of edges to describe
the overall appearance of pedestrians. However, the ex-
traction steps of this extraction method are cumbersome,
and the calculation of the recognition algorithm is com-
plicated, resulting in poor real-time performance.

Pedestrian detection has achieved rapid progress because
of recent developments in deep learning research. At
present, target detection algorithms based on deep learning
can be roughly divided into two categories: (1) two-stage
detection algorithms represented by R-FCN (region-based
fully convolutional neural network) [18] and (2) YOLO as
the representative single-stage detection method (you only
look once) [19]. *e two-stage detection method has high
accuracy and poor real-time performance. *e single-stage
detection method has slightly lower accuracy but has good
real-time performance and fast detection speed.

*e two-stage detection method realizes the cascade
structure, the network calculation amount increases, and the
accuracy is correspondingly improved, however, the de-
tection speed is sacrificed accordingly, and the real-time
requirements cannot be met.*e problem has not been fixed
well since then, although it has worked hard to make up for
this shortcoming. Regarding the single-stage detection
method, Redmon et al. proposed YOLO (you only look
once) [19] in 2016, which is the first single-stage detection
method based on deep learning. It creatively combines
candidate regions with target recognition, which solves the
problem of low efficiency of two-stage target detection al-
gorithms. Redmon and Farhadi then went on to propose
YOLOv2 [20] and YOLOv3 [21], which significantly im-
proved the detection performance and enabled the YOLO
family of methods to be widely used in various tasks. In 2020,
Bochkovskiy improved the network structure of YOLOv3
and proposed YOLOv4. YOLOv4 greatly improves detection
accuracy while ensuring speed. More recently, Jocher pro-
posed YOLOv5, which brings together other state-of-the-art
technologies. Compared with YOLOv4, although the per-
formance of YOLOv5 is slightly worse, it is more flexible and
faster than Yolov4 and has certain advantages in rapidly
deploying models.

2.2. Development of Joint Detection Algorithms. In human
pose detection, there are two main methods of joint point
detection: bottom-up and top-down. *e bottom-up ap-
proach is represented by Openpose [22], which is an end-to-
end detection algorithm based on convolutional neural
networks, supervised learning, and an open-source library
developed with caffe as the framework. It can realize pose
estimation, such as human motion, facial expression,
movement, and so on. It has excellent robustness for single
and multiplayer. *e algorithm, firstly, detects all human
body joint points in the image and then distinguishes which
human body the joint points belong to through the rela-
tionship between the joint points. Although this method has
a faster operation speed, it is easily disturbed by nonhuman
bodies. *e top-down method is represented by AlphaPose
[23], which is a multistage detection method. Firstly, target
detection is performed to identify the human target in the
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image and mark each human body area rectangle to exclude
nonhuman interference, the detection of joint points for
each human body area is very accurate, and the calculation
speed is also fast.

2.3. Other Recommendations. Reference [24] proposed a
multilayer dual LSTM network-based framework for
multimodal sensor fusion to perceive and classify patterns
of daily activities and highly shared events. Reference [25]
proposed an optically anonymous image sensing system,
which uses convolutional neural networks and autoen-
coders for feature extraction and classification to detect
abnormal behaviors, which largely protects the privacy of
the elderly. Reference [26] uses the two-dimensional image
data to extract an effective image background through the
frame difference method, Kalman filter, etc., and uses it as
the input of KNN (K-nearest neighbor) classifier, which
achieves an accuracy rate of 96%, and it is susceptible to
variable factors. Reference [27] uses the two-dimensional
image data to calculate optical flow information and sends
it to VGG (visual geometry group) for feature extraction
and classification of optical flow information to detect falls.
In the literature [28], the feature information extracted by
the CNN convolutional layer and the fully connected layer
is sent to the long short-term memory (LSTM) network to
train to extract the temporal correlation of human spatial
actions and identify human behavior. LSTM needs to
dynamically store and update data with limited real-time
performance.

3. Materials and Methods

*e basic flow of the fall detection algorithm in this paper is
as follows: (1) regarding the training of the front weight file,
the pedestrian dataset is collected by ordinary cameras and
the new mosaic data enhancement method is used for data
enhancement, and the target detection algorithm and the
joint point detection algorithm are carried out, respectively.
(2) Regarding the running process of the overall algorithm,
the camera connected to Jeston nano captures real-time
pedestrian images, uses the improved new YOLOv4 algo-
rithm to accelerate the TensorRt engine to detect the target,
and then converts the detection result to the tensor data
structure to serialize the target image, invests in the
Alpahpose joint point detection algorithm optimized by the
model, and finally, the spatiotemporal graph convolutional
neural network ST-GCN uses the coordinates of the key
points of the human skeleton extracted by AlphaPose as the
model input and constructs a joint as the graph node. *e
temporal relationship of the same joint is the spatiotemporal
graph of the graph edge, taking the natural connection of
human bones and the time relationship of the same joint as
the time-space diagram of the edge of the graph, so that the
information is integrated in the spatiotemporal and spatial
domains. *e final result is obtained by combining the
motion analysis research. *e specific algorithm structure
flow chart is shown in Figure 1.

3.1.ObjectDetectionAlgorithmBasedonPedestrianDetection.
*emosaic method was first proposed in the YOLOv4 paper.
*is method is based on the CutMix (cutting and mixing)
[29] method to expand the generated data enhancement
algorithm. *e two blue paths in Figure 2 are mentioned in
the YOLOv4 paper. m1 represents the original image input,
m4 represents the image four-in-one input, and the inno-
vation of the mosaic algorithm in this paper is that an input
formm9 is added under these two paths, which represents the
image nine-in-one input. Once input, the specific generation
flow chart is shown in Figure 3. Compared withm4,m9 greatly
enriches the background of detected objects. In BN calcu-
lation, the data of 9 pictures can be calculated at a time, which
makes the hardware resource requirements lower during
training and can save more hardware resources.

*e specific operation is as follows: the first step is to take
the length and width (w, h) of the input image as a boundary
value. *en, scale the image, where the x-axis and y-axis are,
respectively, scaled to a certain multiple of kx and ky, whose
formulas are as follows:

kx � Rand kw, kw + Δkw( , (1)

ky � Rand kh, kh + Δkh( . (2)

Among them, kx and ky are the minimum values of the
length and width scaling multiples, respectively, and Δkw

and Δkh are the lengths of the random size of the length-
width scaling multiples, which are the hyperparameters. *e
Rand function is a random function.

*e coordinates of the upper left corner and the lower
right corner of the image after scaling are (Ai, Bi) and (ai, bi),
and these four unknowns are obtained by the following
formulas:

Ai �

0, i � 1, 2, 3,

w × k1, i � 4, 5, 6,

w × k2, i � 7, 8, 9,

⎧⎪⎪⎨

⎪⎪⎩

Bi �

0, i � 1, 4, 7,

h × k3, i � 2, 5, 8,

h × k4, i � 3, 6, 9,

⎧⎪⎪⎨

⎪⎪⎩

ci � Ai + w × kw,

di � Bi + h × kh.

(3)

Among them, k1 and k2 are the ratios of the distance
between the upper left coordinate point and the 0 point of
the two sets of images on the x-axis, except for the 0 point to
the total width. Similarly, k3 and k4 are in the y-axis, except
for the 0 point. k3 and k4 are the distance between the upper
left coordinate point and the 0 point of the two sets of images
and the total length ratio. *e vertical dotted line in the
figure is the picture width scale, accounting for one-tenth of
the picture width, and the horizontal small dotted line is the
picture length scale, accounting for one-tenth of the picture
length. *e first photo is of the same scale as the other eight
photos, and the width and length are kw and kh times the
original.
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In step 2, flip, color gamut, and stitch the 9 photos
cropped in the previous stage. Rely on the bounding box to
limit the size of the stitched pictures, and crop the excess.
*ere will be overlapping images. According to the sche-
matic diagram of step 1 in Figure 3, the position of the small
area needs to be reassigned, as shown in the following
formula:

Ci
′ �

Ci, C1 <w,

w, C1 ≥w,


Ci
′ �

Di, D1 <w,

h, D1 ≥w.


(4)

After the edge is cropped, use eight parallel dashed lines
(as shown in step 2) to enclose four square areas, and use
them as a random area for segmentation; k1, k2, k3, and k4
are the ratios of the coordinates of the segmentation line to
the distance from the origin and the boundary. In the third
stage, the inner overlapping part is to be cut for the second
time, and the coordinate Si of the dividing line can be
obtained by the following formula:

Si � Rand ki, ki + Δki(  i � 1, 2, 3, 4. (5)

After cropping, the m9 image stitching is completed.
Since there will be some missing content in scaling and
splicing, the edge targets of the original image may be
cropped. Hence, the real boxes of these targets need to be
cropped to meet the needs of target detection.

3.2. Structure Optimization of Human Object Detection
Algorithm. *e original AlphaPose human target detection
algorithm uses YOLOv3, however, YOLOv4 proposed in
recent years has significantly surpassed YOLOv3 in terms of
detection accuracy and detection speed. It can cope with
more complex detection environments (such as complex
light and occlusion). However, because of the large amount
of calculation, it is not suitable to migrate to embedded
devices. *erefore, the human target detection algorithm in
this paper is improved on the basis of the YOLOv4 algorithm
structure, which ensures high pedestrian detection accuracy
and faster recognition of frames.

*e improvement of the specific structure is as follows:
(1) the structure of GhostNet [29] is adopted to replace the
DSPDarknet53 backbone network in the YOLOv4 network
structure, which realizes the simplification of the network
while maintaining the accuracy. (2) Convert the path ag-
gregation network into BiFPN (bidirectional feature pyr-
amid network) [30] to shorten the path from low-level
information to high-level information and build the re-
sidual structure of the feature pyramid network to integrate
richer semantic features and save spatial information. (3)
DSC (deep separable convolution) [31] is adopted to re-
place the standard convolution of spatial pyramid pooling.
BiFPN and YOLO head the network, which greatly reduces
the amount of computation and improves network per-
formance. *e improved YOLOv4 algorithm structure is
shown in Figure 4.

3.2.1. Human Feature Extraction Based on Ghostnet.
Since the CSPDarknet53 structure in YOLOv4 requires a
large amount of computation while efficiently extracting
image features, this paper chooses a lightweight network
structure like the GhostNet. *e core idea of GhostNet is to
use some operations with lower computational cost to
generate the same features. *ere are many similarities
between the network feature layers, and the redundant part
in the feature layer may be an important part. Hence,
GhostNet saves redundant information and obtains feature
information with a lower computational cost.

*e convolution block of GhostNet is the Ghost Module.
Its function is to replace ordinary convolution. It divides
ordinary convolution into two parts. Firstly, a 1× 1 ordinary
convolution is performed. For example, the convolution of
32× 32 channels is normally used. But the GhostNet net-
work uses 16-channel convolutions, the function of this 1× 1
convolution is similar to feature integration, generating the
feature concentration of the input feature layer. *en, we
perform a depthwise separable convolution, which is a layer-
by-layer convolution that uses the previous step to perform
features. Condensation generates ghost feature maps.

*e network structure combined with the GhostNet is
shown in Figure 1, in which GBN is represented as
GhostNetBottleNeck, which is a component of GhostNet.
*e GhostNetBottleNeck bottleneck layer consists of two
GhostModules. *e first is used to expand the number of
channels, and the second is used to reduce the number of
channels, matching the number of channels connected to the
input. When the input is 416× 416, the construction method
of the GhostNet is shown in Table 1. When a picture is input
into the GhostNet, we perform a 16-channel ordinary 1× 1
convolution block
(convolution + normalization + activation function). After
that, the stacking of the ghost bottlenecks began. Using ghost
bottlenecks, a 7× 7×160 feature layer was finally obtained
(when the input was 224× 224× 3). *en, a 1× 1 convolu-
tion block is used to adjust the number of channels, and a
7× 7× 960 feature layer can be obtained at this time. After
that, a global average pooling is performed, and then a 1× 1
convolution block is used to adjust the number of channels
to obtain a 1× 1× 1280 feature layer. *en, after tiling, the
full connection can be performed for classification.

*e operation of generating n feature images for any
convolutional layer can be expressed as follows:

Y0 � XΟf + b, (6)

where X ∈Rh×c×w, and f ∈Rc×k×k×m is the convolution kernel
of this layer.O represents the convolution operation, and b is
the bias term. At this time, the feature map is as follows:

Y0 ∈ R
h′×w′×m′

. (7)

*e required floating-point number is
n× h′× w′ × c× k× k. Assume that the ghost module con-
tains an intrinsic feature map and m × (s − 1) � n/s × (s −

1) linear transformation operations. *e size of each op-
eration kernel and the theoretical speedup of the ghost
module upgrading the ordinary convolution are as follows:
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rc �
n × h′ × w′ × c × k × k

(n/s) × h′ × w′ × c × k × k +(s − 1) ×(n/s) × h′ × w′ × d × d

�
c × k × k

(1/s) × c × k × k +((s − 1)/s) × d × d
≈

s × c

s + c − 1
≈ s,

(8)

Conv2D (208, 208, 16)

GBN (208, 208, 16)×2

GBN (104, 104, 24)×2

GBN (52, 52, 40)×2 Concat+CBL×5

CBL1 Conv DSC Conv

DownSampling

CBL×1+Conv YOLO Head

CBL×1+Conv YOLO Head

CBL×1+Conv YOLO Head

Concat+CBL×5

DownSampling

Concat+CBL×5

CBL×1+UpSamping

Concat+CBL×5

CBL×1+UpSamping

GBN (26, 26, 112)×6

GBN (13, 13, 160)×4

CBL×3

Concat+CBL×3

GhosetNet

Input (416, 416, 3)

BiFPN

=

YOLO Head

SPP

5 9 13
max

pooling

Conv

Conv

Figure 4: Improved structure of YOLOv4 algorithm.

Table 1: GhostNet construction method diagram.

Input Operator #exp Out SE Stride
4162 × 3 Conv2d 3× 3 — 16 — 2
2082 ×16 GBN 16 16 — 1
2082 ×16 GBN 48 24 — 2
1042 × 24 GBN 72 24 — 1
1042 × 24 GBN 72 40 1 2
522 × 40 GBN 120 40 1 1
522 × 40 GBN 240 80 — 2
262 × 80 GBN 200 80 — 1
262 × 80 GBN 184 80 — 1
262 × 80 GBN 184 80 — 1
262 × 80 GBN 480 112 1 1
262 ×112 GBN 672 112 1 1
262 ×112 GBN 672 160 1 2
132 ×160 GBN 960 160 — 1
132 ×160 GBN 960 160 1 1
132 ×160 GBN 960 160 — 1
132 ×160 GBN 960 160 1 1
132 ×160 Conv2d 1× 1 — 960 — 1
132 × 960 AvgPool 7× 7 — — — —
12 × 960 Conv2d 1× 1 — 1280 — 1
12 ×1280 FC — 1000 — —
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where d× d and k× k are similar. *e theoretical parameter
compression ratio is as follows:

rc �
n × c × k × k

n/s × c × k × k +(s − 1)/s × n × d × d
≈

s × c

s + c − 1
≈ s.

(9)

*e theoretical parameter compression ratio of replacing
ordinary convolution with the ghost module is approxi-
mately equal to the theoretical speedup ratio.

3.2.2. Improving Panet with reference to BIFPN. BiFPN
(bidirectional feature pyramid network) was first proposed
in the paper of EffientDet [31], and the author proposed that
its purpose was to pursue a more efficient multiscale fusion
method.

YOLOV4’s original PANet adds a bottom-up channel
based on FPN, and its CNN backbone provides a long path
from the bottom to the top through more than 100 layers. In
BiFPN, the input nodes and output nodes of the same layer
can be connected across layers to ensure that more features
are incorporated without increasing the loss. *is algorithm
performs cross-layer connections on the same level of PANet
(the three orange lines in Figure 4). In this way, the path
from low-level information to high-level information can be
shortened, and their semantic features can be combined
together. In BiFPN, adjacent layers can be merged in series.
In this paper, the adjacent layers of PANet are merged in
series (the two blue lines in Figure 4).

*e improved PANet has the characteristics of bidi-
rectional cross-scale connection and weighted feature fu-
sion, which improves the feature fusion ability and further
increases the feature extraction ability.

3.2.3. DSC Replaces Standard Convolution. In the algorithm
of this paper, the 1× 1 standard convolutional network in the
CBL1 module of the YOLOv4 head is replaced with DSC

(deep separable convolution), which further reduces the
network computing cost in practical applications. *e
modified part of CBL1 is shown in Figure 5. *e standard
convolutional network calculation uses a weight matrix to
realize the joint mapping of spatial dimension features and
channel dimension features at the cost of high computa-
tional complexity, high memory overhead, and many weight
coefficients.

DSC specifically divides the traditional convolution
operation into two steps. Assuming that the original con-
volution is 3× 3, DSC is to first convolve M feature maps of
M 3× 3 convolution kernels one-to-one. M results are
generated directly without summing. *en, the M results
previously generated are normally convolved with N 1× 1
convolution kernels, summed, and finally, N results are
generated. *erefore, the literature [17] divides DSC into
two steps, as shown in Figure 6 below. One step is called
depthwise convolution, which is B in the figure below, and
the other step is pointwise convolution, which is C in the
figure below.

Assuming that the size of our input feature map is
DF ×DF, the dimension is M, the size of the filter is Dk ×Dk,
the dimension is N, and assuming that the padding is 1, the
stride is 1. Hence, the original convolution operation re-
quires the following number of matrix operations:
Dk ×Dk ×M×N×DF ×DF. *e parameter of the convolu-
tion kernel is Dk ×Dk ×M×N, and the number of matrix
operations that DSC needs to perform is
Dk ×Dk ×M×DF ×DF+M×N×DF ×DF. *e parameter of
the convolution kernel is Dk ×Dk ×M+N×M. Since the
convolution process is mainly a process of reducing spatial
dimension and increasing channel dimensions, namely
N>M, the convolution kernel parameter of standard con-
volution is larger than that of DSC. At the same time, the
ratio of the parameter quantity of DSC to the standard
convolution parameter quantity is as shown in equation (4).

From equation (4), we can get a convolution kernel with
a size of 3× 3, which reduces the computation to 11.1% of the
standard convolution.

3.3. Structure Optimization of Human Object Detection
Algorithm. Commonly used model compression methods
are as follows: network pruning, knowledge distillation,
model quantization, etc. Since the network structure used in
this paper is replaced by the lightweight GhostNet network,
if the network continues to be pruned, it is very likely to
destroy the integrity of the model and have a greater impact
on the accuracy. *erefore, this paper uses model quanti-
zation to further reduce the number of parameters and
model size.

*e quantization method is further divided into quan-
tization-aware training and post-training quantization. *e
post-training quantization method is divided into hybrid
quantization, 8-bit integer quantization, and half-precision
floating-point quantization. Post-training quantization di-
rectly quantizes the model after ordinary training. *e
process is simple, and there is no need to consider the
quantization problem during the training process. *e

Original part of YOLOv4 head

improved part of YOLOv4 head

Head

Conv

CBL1

DSC

Figure 5: *e modified part of CBL1 on the head of small-YOLOv4.
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accuracy of the model with a large amount of parameter
redundancy is lost.

*is paper uses the TensorRT acceleration engine to
convert the model weight file into an int8 type trt file using
the post-training quantization method and performs overall
optimization through a series of operations, such as tensor
fusion, kernel adjustment, and multistream execution.
Figure 7 is a schematic diagram of the overall optimization of
TensorRT.

3.4. Structure Optimization of Human Object Detection
Algorithm. After the detection result is obtained through the
target detection algorithm, the detection result is converted
into a 2-dimensional tensor data structure, and the specific
data structure form is shown in equation (9).

Td � x1, y1, w1, h1, c1 , x2, y2, w2, h2, c2 , . . . , xi, yi, wi, hi, ci  , (10)

M

N —

Dk

Dk

(a)

M

Dk

Dk

1

(b)

N

(c)

Figure 6: Structure diagram of DSC. (a) Stand convolution filters. (b) Depthwise convolution filters. (c) Depthwise separable convolution.
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where [xi, yi,wi, hi, ci] represents the structured data of the i
th

pedestrian, and x represents the upper left corner of the
prediction box.

*e original image Tm is transformed into a floating-
point 32-bit tensor type data Tt. Hence, formula (1) rep-
resents a normalization operation on Im_t, whereTt [0] is the
R channel data of Im, G channel data of Tt [1], and B channel
data for Tt [2].

Tt[0]+ � −0.416,

Tt[1]+ � −0.461,

Tt[2]+ � −0.479.

⎧⎪⎪⎨

⎪⎪⎩
(11)

According to Td, the human body area images are cut out
from the original images, and they are arranged in the
descending order of confidence to obtain a serialized image
list, which realizes the serialization of human body images
and improved data interaction efficiency between the target
detection model and the human joint point detection model.

3.5. Optimization of Algorithm Model for Pose Joint Point
Detection. *e algorithm of AlphaPose in the original text
uses the Fast_Reset50-based network, and the optimization
method is shown in Figure 8.

*e pose joint point detection model inputs dummy
network layer dimension initialization, and the dummy
network layer input dimension is set to tensor type
(1,3,Hdummy,Wdummy), where 1 means that the batchsize is 1,
3 means the number of image channels, and Wdummy,
Hdummy indicates the network layer input image normali-
zation scale. In this paper,Wdummy � 160 and Hdummy � 224.
Customize the design for the input and output network
layers of the dimensionally initialized model. *e input layer

is set to input, and the output layer is set to output. Create a
target detection model calculation graph, set the input di-
mension of the calculation graph to (1, 3, Wd, Hd), where 1
means the batchsize is 1, 3 means the number of image
channels, and Wd, Hd means the network layer input image
normalization scale. Wd � 160, Hd � 224 in this paper. Load
the model conversion optimizer to generate the pose joint
detection optimization model AlphaPose-trt.

3.6. Spatial Temporal Graph Convolutional Networks for
Skeleton-Based Action Recognition. Using the spatio-tem-
poral graph convolutional network ST-GCN [32], using the
coordinates of human skeleton key points output by the
AlphaPose algorithm asmodel input, construct a graph node
with joint points as the natural connection of the human
skeleton and the same joints. *e temporal relationship is a
spatiotemporal graph of graph edges, so that information is
integrated in the temporal and spatial domains.

*e spatiotemporal graph convolutional neural network
is divided into a spatial graph convolution and temporal
graph convolution. Spatial graph convolution is to construct
spatial graph convolution within frames based on the natural
connectivity of human joints. Spatial graph convolution is to
construct spatial graph convolution within the frame
according to the natural connectivity of human joint points,
which can be recorded as GS � (VS, ES), where
VS � {vti|i� 1,2, . . ., NS} represents all the joint points in a
skeleton, and Es vijvij/(i, j) ∈ H  represents the connection
between the joint points. Each node is described by a feature
vector F(Vi) to describe the spatial feature, which is rep-
resented by the spatial graph convolution which is obtained.
Temporal graph convolution connects the same nodes in
consecutive multiframe images on the spatial graph to form

Accuracy calibration

Tensor Fusion

Kernal autotuning

Dynamic tensor Fusion

Multistream execution

Trained model Optimize the accelerated trt model file

Figure 7: Schematic diagram of TensorRT optimization.
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the spatial-temporal graph of the skeleton sequence, denoted
as GT � (VT, ET). VT � {vti|t� 1,2, . . ., Nt} represents the joint
point sequence of the same part, and ET � vijv(t+l)  rep-
resents the connection between them, as shown in Figure 9.

*e spatiotemporal graph convolution algorithm com-
bines the motion analysis research to divide the spatial graph
into three subsets, which represent the features of centripetal
motion, eccentric motion, and rest, respectively. *e root
node is the selected skeleton joint point itself, including
static features. Connecting the neighbor nodes closer to the
center of gravity of the skeleton than the root node includes
centripetal motion features. Connecting the neighbor nodes
farther from the root node than the center of gravity of the
skeleton includes centrifugal motion features. *e three
subset convolution results express action features at different
scales, respectively.

*e spatiotemporal graph convolutional neural network
model takes the joint coordinate vector of the graph node as
input and extracts deeper features through the 9-layer ST-
GCN convolution module. *e feature dimension of each
node is 256, and the key frame dimension is 38. *en, the
obtained tensors are globally pooled, and backpropagation is
used to train the model end-to-end. Finally, the SoftMax
classifier obtains the corresponding action category prob-
ability and outputs the action with the highest probability.
Each ST-GCN layer adopts the Resnet structure to enhance
the gradient propagation and adds a dropout strategy to the
ST-GCN layer to solve the gradient explosion problem. *e
overall flow of the model is shown in Figure 10.

4. Experiments and Analysis

4.1. Dataset Analysis. *e datasets used for training in this
experiment mainly include 20 categories of VOC2007 and
VOC2012, and 10,000 datasets of people that the author
randomly collected. *rough the program, VOC2012 and
VOC2007 only retain the label information of this category.
*e dataset of 10,000 people collected by the author is di-
vided into the training set, validation set, and test set
according to the ratio of 6 : 2 : 2. *e final number of images
is shown in Table 2.

4.2. Anchor Box. To be more suitable for the category of
person, the prior frame in the improved target detection
algorithm in this paper is obtained by the K-means clus-
tering dataset method. *e image input in this paper adopts
416× 416, and the clustering iteration reaches 73 times. *e
union ratio of the box and the prior box reaches 78.91%, and
nine a priori boxes are obtained, as shown in Table 3.

4.3. Training and Operation Environment. *e model
training platform in our laboratory is RTX 3090, video
memory 24G, etc. *e specific parameters are shown in
Table 4. *e network model is trained on the deep learning
framework of Tensorflow2.5 based on GhostNet and
CSPDarknet53. All input images are of size 416× 416. *e
follow-up effect verification and testing platform of the
experiment is with Jeston nano.

4.4. Evaluation Criteria. We use FPS, precision, mAP, ac-
curacy, F-score, sensitivity, specificity, and other indicators
to evaluate our proposed method. *e test set is divided into
two categories, one is positive samples and the other is
negative samples. TP is the number of positive samples
predicted as positive samples. FP is the number of negative
samples predicted as positive samples. FN is the number of
predicted positive samples as negative samples. TN is the
number of predicted negative samples as negative.

4.4.1. FPS (Frames per Second). *e evaluation standard of
detection speed used in this paper is FPS, which refers to the
number of frames per second. *e larger the FPS, the more
frame rates the American Standard transmits, and the
smoother the displayed image. To meet the real-time re-
quirements of human body detection, the larger the FPS
value, the smoother the picture seen, and the better the
effect.

4.4.2. mAP (Mean Average Precision). *e definition of the
mAP is shown in equation (12), which represents the average
value of the average precision APi of n types of targets, and
n� 1 in this experiment.

mAP �
 AP

N(Class)
�  AP. (12)

4.4.3. Accuracy. Accuracy is a commonly used evaluation
index. Generally speaking, the higher the accuracy rate, the
better the classifier.

Accuracy �
TP + TN

TP + TN + FP + FN
. (13)

4.4.4. Precision. Precision can measure the accuracy of
object detection, specifically defined as shown in equation
(14) below.

precision �
TP

TP + FP
. (14)

Pose
Detection

Model

Model input
dummy network
layer dimension

initialization

Create
onnx node

Input and output
network layer
customization,

create calculation
graph

input dimension
set (1, 3, H, W)

Create a Model
Transformation

Optimizer

Generate an
optimized model for
pose joint detection

Figure 8: Optimization steps of AlphaPose detection model.
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4.4.5. F-Score. *e F-score indicator combines the results of
precision and recall outputs. *e value of F-Score ranges
from 0 to 1, where 1 represents the best output result of the
model, which is specifically defined as shown in equation
(15) below.

F − score �
2TP

2TP + FP + FN
. (15)

4.4.6. Sensitivity. Sensitivity represents the sensitivity,
which represents the predictive ability of positive examples
(the higher, the better), and it is numerically equal to the
recall rate, which is specifically defined as shown in equation
(16) below.

Sensitivity �
TP

TP + FN
. (16)

4.4.7. Specificity. Sensitivity represents the predictive power
of positive examples (higher is better), and the specific
definition is shown in equation (17) below.

1 2 N

...

(a) (b)

Figure 9: Construction of the spatio-temporal map of human joint points. (a) Bone space map sequence of N frames. (b) Skeleton space
time-diagram (arrows indicate time series edges).

input video Pose joint
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Figure 10: *e overall framework of ST-GCN.

Table 2: *e number of various data sets.

Types of data sets Total number
Training sets 14265
Test sets 4765
Validation set 4755

Table 3: A priori frame size.

Size Anchor box
13×13 (234, 280), (260, 379), (377, 354)
26× 26 (107, 270), (135, 351), (171, 190)
52× 52 (27, 44), (60, 121), (75, 230)

Table 4: Software and hardware configuration.

Component Configuration
Operating system Ubuntu 18.04
Memory 64
GPU Nvidia GeForce RTX 3090
GPU acceleration library CUDA 11.2 cuDNN v8.2.1
Deep learning framework Tensorflow2.5
Programming language Python3.9
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Specificity �
TN

TN + FP
. (17)

4.5. Evaluation Criteria

4.5.1. A Novel Mosaic Data Augmentation Method. *e new
Mosaic data enhancement method in this paper is used to
enhance the dataset, and the image input ratio of the three
paths of m1, m4, and m9 in Figure 2 that can maximize the
accuracy of identifying complex situations is a problem that
needs to be discussed. Table 5 below shows the influence of
different input ratios of m1, m4, and m9 on the accuracy of
human recognition in three complex situations of dim light,
chaotic environment, and human occlusion in the dataset. It
can be seen from this table that whenm1,m4, andm9 ratio is
2 : 2 :1, the effect of data enhancement is most obvious.

4.5.2. Target Detection Algorithm Network Improvement
Effectiveness. To verify the impact of the improvement of the
target detection algorithm on the performance of the
YOLOv4 model, the above three improved methods were
designed for ablation experiments on Jeston nano for more
adequate comparison, thus proving the necessity and ef-
fectiveness of the proposed method. Among them, “+” in-
dicates that the improved method is used in the experiment,
“−” indicates that the method is not used, and the test in-
dicators in this table refer to the detection effect of the
human body in the test set of this paper. As can be seen from
Table 6, after replacing the backbone network with the
GhostNet, although the mAP value for the identification of
person categories has been slightly reduced, the running
frame rate has been significantly improved. After the in-
troduction of BiFPN, the running frame rate has basically
not changed, however, the mAP value has been greatly
improved. Using the depthwise separable convolution to
replace the ordinary convolution in the original YOLOv4
head, the running frame rate is significantly improved while
the mAP value is slightly reduced. Compared with YOLOv4,
the improved network structure has a slight decrease in the
mAP value for the detection effect of Person, however, at the
same time, the running frame rate has been significantly

improved, which meets the basic ability of running on
embedded devices. Finally, we chose to use the TensorRt
framework to accelerate, and after using the TensorRt
framework, the runnable frame rate was greatly improved,
while the mAP value remained basically unchanged.

4.5.3. Comparison of Optimization Effectiveness of AlphaPose
Algorithm Model. To verify the effectiveness of the Alpha-
Pose algorithm model optimization method in this paper,
this paper chooses to compare the effects of three models,
including openpose, AlphaPose, and AlphaPose-trt. *e
mAP value in this paper is the human detection effect for the
test set of this paper. *e results of running on Jeston nano
are shown in Table 7 below. It can be seen from Table 7 that
the frame rate of openpose is lower than that of AlphaPose,
while the mAP value is also lower than that of AlphaPose.
Compared with the original model (AlphaPose), the opti-
mized model (AlphaPose-trt) has a stable mAP value and
greatly improves the running frame rate.

4.5.4. Comparison of Effectiveness of Fall Detection
Algorithms. Because of the need to further demonstrate the
overall advantages of the algorithm in this paper in detection
accuracy and running frame rate, we need to compare the
algorithm in this paper with other computer vision algo-
rithms of the same type, however, considering that many of
the more popular algorithms are not open source, it is
impossible to migrate to Jeston nano to run. Hence, the
selected comparison algorithms cannot have an accurate
running frame rate, however, after analyzing the structure of
these algorithms, it can be concluded that these algorithms
are computationally complex and require a large number of
calculations, and they do not have the ability to migrate to
embedded devices.*e final results are shown in Table 8.*e
data in this table is analyzed, and various evaluation data for
human fall detection are tested in the Le2i fall and UR fall
datasets, respectively. Compared with this paper, the liter-
ature [33] has achieved better results. *e reason for the F1-
score is because they employ a two-pass ensemble, using two
classifiers, including random forest (RF) and multilayer
perceptron (MLP), to identify falls, however, it leads to more

Table 5: *e influence of mosaic data enhancement method on target recognition accuracy under different proportions.

Algorithm type m1 :m4 :m9 Dim light (%) Chaotic environment mAP (%) Human body occlusion mAP (%)
Algorithm in this paper 1 : 0 : 0 72.28 71.54 75.55

0 :1 : 0 60.11 65.58 66.18
0 : 0 :1 41.74 50.69 50.10
1 :1 : 0 72.45 71.99 75.10
1 : 0 :1 70.71 70.24 73.56
1 :1 :1 72.19 71.58 76.01
2 : 2 :1 76.28 76.68 78.10
2 :1 :1 72.27 70.44 73.56
3 : 2 :1 72.78 72.57 76.15
4 : 2 :1 73.35 72.16 74.20
4 : 3 : 2 72.80 72.01 75.98
5 : 3 : 2 74.01 74.48 77.52

YOLOv4 1 :1 : 0 75.90 75.56 76.14
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Table 8: Comparison of different fall detection algorithms.

Algorithm type Dataset Accuracy (%) Precision (%) Sensitivity (%) Specificity (%) F-score FPS
Wang et al. [33] Le2i fall 96.91 97.65 96.51 97.37 97.08 —
Chamle et al. [35] Le2i fall 79.31 79.41 83.47 73.07 81.39
Our method Le2i fall 96.86 97.01 96.71 96.81 96.77 8.33
Wang et al. [33] UR fall 97.33 97.78 97.78 96.67 97.78 —
Harrou et al. [34] UR fall 96.66 94 100 94.93 96.91 —
Our method UR fall 97.28 97.15 97.43 97.30 97.29 8.33

Table 6: Ablation study on the people dataset.

GhostNet Bi-FPN DSC TensorRt mAP (%) FPS
YOLOv4 − − − — 87.27 2.35

+ − − — 86.38 6.32
− + – — 87.40 2.23
− – + — 86.51 3.12
+ + − — 87.08 6.13
+ + + — 86.81 8.02

Our method + + + + 86.81 24.33

Table 7: *e report posture detection model performance comparisons.

Pose estimation model Frame rate mAP (%) Resolution of the image
Openpose 3.66 71.11 416× 416
AlphaPose 7.72 82.12 416× 416
AlphaPose-trt 13.13 82.05 416× 416

Figure 11: Effect diagram of experimental results.
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computational complexity. It may also take more time from
the classifier to the ensemble result, which leads to the poor
real-time and transferability of the detection method. In
contrast, the F1-score of the algorithm in this paper is
slightly lower than that of [33]. At the same time, the real-
time performance and migration are excellent. Compared
with the methods of [34, 35] under the same dataset, the
algorithm in this paper also has advantages in migration and
real-time performance, and it also achieves a better balance
in the two indicators of sensitivity and specificity.*e results
of analyzing the two validation datasets are similar, which
further proves the stability of the algorithm in this paper.
Figure 11 shows the detection results of the fall detection
algorithm in this paper.

5. Conclusions and Future Work

*is paper mainly studies the fall detection method based on
computer vision technology. *is method combines YOLO,
AlphaPose, and ST-GCN. *rough YOLO and AlphaPose,
the key points and position information of the human body
are obtained then output the recognition result through the
spatiotemporal graph convolutional network. ST-GCN takes
the output coordinates of the key points of human skeleton
as a model input and constructs a spatiotemporal graph with
joint points as graph nodes, natural connections of human
skeletons, and the temporal relationship of the same joints as
graph edges, so that the information is in the time and space
domains that are integrated together.

*e experimental results show that the method is
transferable. In this paper, the improvement and optimi-
zation of the YOLOv4 algorithm and the effectiveness of the
detection model optimization of AlphaPose are obtained
under the running test of VOC07 + 12 and the self-made
dataset. In addition, through the more popular fall detection
algorithm in recent years and the test and verification of the
algorithm in this paper in the UR Fall dataset, it is concluded
that the algorithm in this paper has a high running frame
rate on the basis of the detection accuracy, which is not
much different from other algorithms, and it has better
mobility and better adaptability in embedded devices.

In the future, we will focusmore on complex fall detection
and multiperson detection, such as outdoor fall detection and
crowd trampling. At the same time, combined with the high
applicability of embedded devices, we will integrate algo-
rithms into real life, such as fall detection algorithms and
monitoring systems. At the same time, there are many details
that need to be improved for the operation effect of the al-
gorithm in this paper, and we will continue to work hard.
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Porous materials have become increasingly common in people’s daily lives as the industry has advanced. Porous materials have
numerous applications in the petroleum and chemical industries, as well as in everyday life. �e study of di�usion, thermal
conductivity, and percolation properties of porous materials has an important engineering application background and scienti�c
value. �e microstructure of materials a�ects their properties and attributes, so the description and visualization of the mi-
crostructure of porous materials is of great importance in the study of materials science. Due to the speci�city of the internal
structure of porous materials, many scenarios require 3-dimensional reconstruction of porous materials in practical engineering.
In order to improve the e�ect of 3-dimensional reconstruction of porous materials, a 3D reconstruction method based on the
improved generative adversarial neural network (GAN) is proposed in this paper for SEM images of porous materials. First,
scanning electron microscope (SEM) images of porous materials are acquired, and then the acquired SEM images are pre-
processed, including denoising and determining the boundary. Second, an improved GAN-based image super-resolution re-
construction model (ISRGAN) is used, and then the preprocessed images are fed into the ISRGAN model for training. �us,
multiple intermediate layer images are generated. �ird, the 3D reconstruction of the intermediate layer images is performed
using the slice combination method. �e relationship between the unit cell pixels and the porosity is analyzed in the experiments
to verify the e�ectiveness of the 3D reconstruction method used in this paper, and it is concluded that the porosity tends to be
stable when the unit cell pixels converge to 110 and converge to the porosity of the real sample. �e experimental results validate
the feasibility and e�ectiveness of the method presented in this paper in the 3D reconstruction process.

1. Introduction

Porous materials are commonly found all around us, and the
material plays a signi�cant role in structure, cushioning,
vibration damping, insulation, sound dissipation, and �l-
tration. High porosity solids have low rigidity and high
density, so naturally porous solids are often used as struc-
tural bodies, such as wood and bone. Humans have also
developed many functional uses for porous material use.�e
study of porous materials began with zeolites. Zeolite is an
ore that was �rst discovered in 1756. Cronstedt, a Swedish
mineralogist, discovered a class of natural silica-aluminate
ores that boil when burned. Molecular sieves have a ho-
mogeneous microporous structure and have a preferential
adsorption capacity for polar and saturated molecules. As a

result, molecules with di�erent degrees of polarity, satura-
tion, molecular size, and boiling point can be separated. �e
relative pore content of porous materials is variable.
According to the pore size, below 2 nm is called micropo-
rous, 2 nm–50 nm is mesoporous, and above 50 nm is called
macroporous. It can also be divided into porous metal,
porous ceramic, porous plastic, etc. based on the material.
Also, based on the size of porosity, it can be divided into low
and medium porosity materials and high porosity materials.
�e former is mostly closed type, and the latter will present
three types, which are honeycomb material, open cell foam
material, and closed cell foam material. Porous material is a
composite composed of solid phase, and pores are formed
through the solid phase, and the most distinctive feature that
distinguishes it from ordinary dense solid materials is the
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presence of useful pores. )e most basic parameters of
porous materials are the indicators that directly characterize
their pore properties, such as porosity, pore size, and specific
surface area. In addition, the properties of porous materials
also depend heavily on the pore morphology, pore size, and
its distribution.

)emicrostructure of porous materials is very important
for engineering analysis as well as practical engineering
applications, and traditional two-dimensional images can-
not meet the engineering needs. )erefore, 3D recon-
struction techniques based on porous materials are widely
studied. )ree-dimensional reconstruction is the process of
recovering three-dimensional space from a two-dimensional
image using a primitive map, that is, studying the rela-
tionship between the three-dimensional coordinates of
points, lines, and surfaces in three-dimensional space and
the two-dimensional coordinates of corresponding points,
lines, and surfaces in two-dimensional image in order to
achieve quantitative analysis of the object’s size and the fold
mutual position relation. Currently, the main imaging
techniques are computed tomography (CT) technology
[1, 2], SEM [3, 4], focused ion beam-scanning electron
microscopy (FIB-SEM) [5, 6], and nuclear magnetic imaging
(MRI) [7, 8]. Compared to the images produced by other
imaging techniques, SEM images have several advantages:
first, it has high resolution. )e resolution of the SEM
secondary electron image can reach 3 nm, the resolution of
the ultrahigh resolution SEM secondary electron image is up
to 1 nm, which is two orders of magnitude higher than the
limiting resolution of optical microscopy of 200 nm. Second,
the depth of field is large. At a magnification of 100×, the
depth of field of an optical microscope is 1 μm, while a SEM
can reach 1mm. But even when the magnification reaches
40,000 times, the scanning electronmicroscope can still have
a depth of field of about 1 μm. )ird, the magnification is
continuously adjustable in a wide range, and the image has
sufficient signal brightness at highmagnification. Fourth, the
sample is relatively easy to produce. Fifth, dynamic obser-
vation is possible. SEM techniques are widely used for
microscopic morphology and structure of solid samples,
microregional elemental composition, line distribution, and
surface distribution of samples, which are widely used in
nanotechnology, materials, physics, chemistry, and envi-
ronmental science [9, 10].

At present, three-dimensional reconstruction technol-
ogy has been very mature. )e current methods of 3D re-
construction modeling are mainly the following three: (1)
direct model construction using traditional geometric
modeling techniques, that is, the use of modeling software to
construct 3D models [11, 12]; (2) dynamic reconstruction
using 3D scanning equipment to scan real objects to directly
get the information of object space points, and then re-
construct the model [13, 14]; (3) static reconstruction, based
on digital pictures of 3D reconstruction, using images to
recover the geometric shape of the object, that is, recon-
structing the model using two or more images of the real
object taken by cameras and digital cameras from various
viewpoints [15, 16]. Reference [17] developed a system for
picture-based 3D reconstruction. Reference [18] developed

an enhanced 3D modeling system using algorithms such as
an uncalibrated structure from motion and camera self-
calibration. Reference [19] proposed a 3D reconstruction
system for buildings. Reference [20] created a human-
–computer interactive reconstruction system that employs a
series of panoramic views of an object, that is, n pictures of
the object from all angles, and then processes these images to
reconstruct its 3D solid. Reference [21] used a self-cali-
bration method of the camera to reconstruct the building’s
morphology. From these studies, it can be seen that 3D
reconstruction techniques have been maturely applied in
various industries. For 3D reconstruction of porous mate-
rials, reference [22] proposed an improved convolutional
neural network for 3D reconstruction of porous materials
for 3D reconstruction of porous materials. Reference [23]
compares the performance of several algorithms for 3-di-
mensional reconstruction of porous materials, including the
genetic algorithm, particle swarm optimization, differential
evolution, firefly algorithm, artificial bee colony, and grav-
itational search algorithm.)e experimental structure shows
that the genetic algorithm gives the best results. Reference
[24] proposed the ST-CGAN network based on the GAN
network to extract effective information from 2D images to
construct 3D effects. Reference [25] proposed a 3D recon-
struction of CT images of rocks using GAN networks with
good results. Since the SEM images of porous materials have
the advantages of high resolution and the magnification of
the images are continuously adjustable in a wide range, this
paper focuses on the SEM images of porous materials and
uses an improved GAN network for 3D reconstruction of
porous materials. Similar techniques are widely used [26].

2. Related Knowledge

2.1. Introduction toPorousMaterials. )ere are many porous
materials, such as porous metals and porous ceramics.
Compared with dense metal materials, porous metals have a
lot of good characteristics, such as low thermal conductivity,
high heat transfer and heat dissipation capacity, sound
absorption and good sound insulation, excellent wave
transmission, good electromagnetic wave absorption, fire
resistance, and thermal shock resistance. Commonly used
porous metal materials are bronze, nickel, titanium, alu-
minum, stainless steel, and other metals and alloys. Porous
ceramic is a new type of ceramic material, and the manu-
facture of its use began in the late 1950s. Initially, it was used
only as a bacterial filter material. Porous ceramic materials
have good permeability, low density, high hardness, large
surface area, and small thermal conductivity, so they are
widely used in metallurgy, chemical industry, environmental
protection, energy, biology, food, medicine, and other fields.
)e most widely used porous ceramic preparation process is
organic foam immersion slurry replication technology,
which produces a mesh ceramic which is a porous material
consisting of ceramic network surrounded by connected
voids.

A porous material is a collection of units of solid matter
that are combined in some way. )ese units have pores
between them, and these pores allow the circulation of
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substances such as gases and liquids. )e most important
characteristic of porous materials is that they have many
pores compared to other materials with a tighter structure,
and the size and shape of the pores vary from one porous
material to another.)e appearance of porous materials that
people see with the naked eye is actually the appearance of all
the units gathered together. Porous materials rely on solid
material units to maintain their shape and properties, so the
sum of interconnected units in porous materials is usually
called the solid skeleton. From the above analysis, it is clear
that porous material is a material form composed of solid
skeleton and pore space together. )e space between the
units in a porous material is called the pore of the porous
material. )e shape of the units is very irregular and thus the
pore shape is extremely complex; it is so complex that it is
difficult to describe the geometry precisely by mathematical
means. )e pores are homogeneous at the macroscopic level
and randomly distributed in the porous material at the
microscopic level. Some pores are interconnected and they
play a major role in the permeability of the medium. Some
pores are isolated and closed by the solid skeleton and
become dead-pores, while some pores are partially isolated
and only one end is connected to other pores and are called
dead-end-pores, which can store fluids but contribute little
to the permeability of the medium. Some pores are located
between units and are called intergranular pores in geo-
science. Some pores are located inside the unit and are
referred to as intragrain pores in geoscience. )e larger scale
pores in the medium are often in the form of fissures,
cuttings, cracks, or cavities. Regardless of the type, pores are
interwoven in porous materials to form a complex network,
and it is not meaningful to study individual pores in
isolation.

2.2. Generating Adversarial Neural Network (GAN). GAN
was proposed 8 years ago [27]. )e principle of GAN is
similar to copying a painting in people’s daily life. When
copying more and more times, the more similar the painting
becomes at the end. At the highest level, the copied painting
is exactly the same as the copied painting. In the GAN
network, the operation of drawing is replaced by model
training.)e GAN network is used to learn data distribution

patterns and generate data that are similar to the original
data distribution. )e GAN network structure consists of
two parts, a generator and a discriminator, and the GAN
training process is depicted in Figure 1.

)e GAN is trained alternately with the generator and
discriminator during the training process. )e red dashed
line indicates the distribution of the real data, the blue solid
line indicates the generator output distribution, and the
purple solid line indicates the recognition curve of the
discriminator. )e horizontal line is a uniformly sampled
region, the horizontal line x is a partial region of the real
data, and the upward-facing arrow represents the mapping
x�B(z). B shrinks in the high-density region and spreads in
the low-density region. To train the GAN network, the
discriminator is trained by first fixing the generator pa-
rameters. When the discriminator has been trained, adjust
the parameters and train the generator. After the generator is
trained, the discriminator is trained again. )e generator
and discriminator are trained alternately and finally reach
the equilibrium state. )e data distribution generated by the
generator is consistent with the real data distribution in the
equilibrium state. GAN’s mathematical expression is as
follows:

min
B

max
A

V(A, B) � Ey∼O(y)[logA(y)]

+ Ez∼N(z)[log(1 − A(B(z)))],
(1)

where E(∗ ) is the expected value of the distribution
function, y is the true data, O(y) is the true sample dis-
tribution, z is the noise input to the G-network, B(z) is the
data generated by the G-network, N(z) is the noise dis-
tribution defined in the lower dimension, and A(y) is the
probability of whether the data is true, with closer to 1
indicating more realistic data. A(B(z)) is the likelihood of
the D-network determining whether the data generated by
the G-network is correct. )e generating network wants to
generate a more realistic picture, that is, the larger the
A(B(z)), the better, when V(A,B) is smaller. For the dis-
criminative network, the stronger the discriminative
ability is, that is, the larger the A(y) is, the larger the
V(A,B) will be at this time. Fix B first and find the optimal
solution A:

x

z

(a) (b) (c) (d)

Figure 1: GAN training process.
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V(A, B) � Ey∼O(y)[logA(y)] + Ey∼py(y)[log(1 − A(y))]

� 
y
O(y)logA(y)dy + 

y
pB(y)log(1 − A(y))dy

� 
y

O(y)logA(y) + pB(y)log(1 − A(y)) dy

A∗ (y) �
O(y)

O(y) + PB(y)
.

(2)

)e optimal A is obtained by bringing the optimal A to
max

A
V(B, A):

max
A

V(B, A) � V B, A
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  +

1
2

K b
a + b

2

�������
 ,

(3)

where K represents the Kullback–Leibler divergence and J
represents the Jensen–Shannon divergence. max

A
V(B, A)

denotes the difference between the two distributions with a
minimum value of −2log2 and a maximum value of 0. B is
optimal when pB(y) � O(y).

2.3. SRGANModel. When the magnification of the image is
relatively low, the image super-resolution reconstruction
algorithm incorporating traditional deep learning con-
volutional neural networks is advantageous. When the

magnification of the image is more than four times the size
of the image itself, the image processed by this technique
will be blurred or lack of image details.)e reason for this is
that this algorithm mostly uses two techniques, interpo-
lation convolution or interpolation padding convolution.
On the other hand, since traditional neural networks
usually use mean squared difference MSE as the loss
function during model training, a high peak signal-to-noise
ratio can be achieved, but the disadvantage is that the
images generated using this technique tend to lose high-
frequency details, causing the images to become smooth,
thus affecting one’s visual experience. In view of this, an
image super-resolution reconstruction model based GAN
(SRGAN) based on generative adversarial networks is in-
troduced in the literature [28]. In the model training
process, the new method employs a perceptual loss func-
tion, and then achieves image super-resolution through
upsampling and convolution. )e experimental results
show that the recovered image with the SRGAN model has
more high-frequency details, ensuring the image’s quality.
Figure 2 depicts the SRGAN model.

As shown in the SRGAN model in Figure 2, the model
mainly consists of several core components, including the
generator, discriminator, VGG network, and loss function. It
has been shown that the amount of feature information
extracted by the network is closely related to the depth of the
network structure. In other words, a deeper network
structure has to be constructed in order to extract more
feature information. However, the cost of doing so is that the
problem of gradient dispersion or gradient explosion will
occur. )e use of residual blocks, on the other hand, can
solve the problem and thus ensure the effective transfer of
gradient information. In view of this, first, we further de-
velop the optimization of the generator based on ResNet. It
has several residual blocks, and each residual block has two
3× 3 convolutional layers. )en, the batch normalization
(BN) layer is located behind the convolution layer, which
utilizes Relu as the activation function, while the two 2×

subpixel convolutional layer are used to expand the feature
information inch. Finally, the output 3-channel image is
generated by using a 3× 3 convolution layer. In this way,
with this model, super-resolution images can be obtained
even with the input low-resolution images. Second, the
discriminator contains eight convolutional layers, and any
one of them is connected with a batch normalization layer
BN. Along with the deeper and deeper layers of the network,
the number of features becomes more andmore, and the size
of the features keeps getting smaller, so LeakyRelu is utilized
as the activation function. Finally, the batch normalization
layer BN is followed by two fully connected layers, with a
sigmoid activation function that is used to determine the
likelihood that the judgment is a natural image. )e role of
the VGG network is that it outputs the super-resolution
image SR generated at the end of the generator to the already
trained network on ImageNet. )e loss function of the
SRGANmodel refers to the loss functionD_Loss for training
the discriminator and the loss function G_Loss for training
the generator, respectively, where the latter includes content
loss and adversarial loss.
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3. 3DReconstructionMethod for SEMImagesof
Porous Materials

3.1. Execution Flow of the 3D Reconstruction Method. )e
execution flow of this paper with the 3D reconstruction
method is shown in Figure 3. First, the SEM images of the
porous material are acquired. It is important to note that the
acquired SEM images show the entire porous material as
much as possible and are continuous. Second, the initial
SEM images are often noisy and have unclear boundaries.
)erefore, the initial SEM images need to be preprocessed.
)e common means of preprocessing is binarization or
filtering techniques. )ird, for 3D reconstruction, the in-
termediate layer images are very important. In this paper, an
improved SRGAN model (ISRGAN) is used to generate the
middle layer image. )e middle layer image is characterized
by a high similarity to the actual acquired SEM image. It is
reflected by its void feature distribution which is the same as
the acquired SEM image. Fourth, 3D reconstruction is
performed using the generated intermediate layer images.
)e reconstruction is done by using layer-by-layer extrac-
tion and stacking in this way.

3.2. ISRGANModel. )e SRGAN model is characterized by
a very large number of residual convolution layers. )is
characteristic, although the final result obtained is better, is
very time-consuming to train and requires high perfor-
mance of the hardware. )e authors of [29] proposed a
convolution-deconvolution network structure that can ef-
fectively approach the image super-resolution reconstruc-
tion problem. )e convolution-deconvolution network
structure is shown in Figure 4.

)e network structure shown in Figure 4 is completely
symmetric. )e figure shows that the convolution layer is
followed by downsampling and the deconvolution layer is

followed by upsampling. )e convolution operation is
multiple inputs and one output. )e deconvolution op-
eration is the opposite, with one input and multiple
outputs. )e deconvolution is actually the process of
expansion, so the operation can get more comprehensive
information and thus obtain more detailed information of
the image. In this paper, the ISRGANmodel is obtained by
introducing the convolution-deconvolution structure on
the basis of the SRGAN model. )e structure of the model
is shown in Figure 5.

)e generator of the ISRGAN model contains seven
convolutional and seven deconvolutional layers each. )e
parameters of the generator are set as shown in Table 1.

In addition to the improved generator of the model, the
discriminator is also improved in this paper. )e discrim-
inator is mainly used to determine the generated forged
image and the real image to calculate the minimum variance
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of the pixel space between them. In order to recover better
image information, this paper assists in extracting image
features by training the VGG19 network, and its structure is
given in Figure 6.

)e feature map of a layer is extracted from a previously
trained VGG19, and the generated fake image FEATURE
MAP is compared to the real image MAP to determine the
Euclidean distance between the generated image and the real
image feature representations. LM calculates the degree of

matching between pixels and the loss function and Lv ex-
pression of the degree of matching of a certain feature layer
is as follows:

Convolution Network Deconvolution Network

Max pooling

Unpooling

Figure 4: Convolutional-deconvolutional network structure.
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Figure 5: ISRGAN model structure.

Table 1: Parameter details.

Conv layer Size of the kernel Number of kernels
Conv1 3× 3 256
Conv2 3× 3 256
Conv3 3× 3 256
Conv4 3× 3 128
Conv5 3× 3 64
Conv6 3× 3 32
Conv7 3× 3 1
Deconv1 3× 3 32
Deconv2 3× 3 64
Deconv3 3× 3 128
Deconv4 3× 3 256
Deconv5 3× 3 256
Deconv6 3× 3 256
Deconv7 3× 3 1
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3×3Conv,64,p/2

3×3Conv,128

3×3Conv,128,p/2

3×3Conv,256

3×3Conv,256

3×3Conv,256

3×3Conv,256,p/2

3×3Conv,512

3×3Conv,512

3×3Conv,512

3×3Conv,512,p/2×

3×3Conv,512

3×3Conv,512×

3×3Conv,512

3×3Conv,512,p/2

fc,4096

fc,4096

fc,1000

Figure 6: VGG19 network structure.
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where Li,j, Di,j is the feature map size, λi,j is the feature map
obtained by the jth convolution before the i-th maximum
pooling layer, and MT is the real image. Equation (5) shows
the discriminator’s loss function in the GAN:

D(y) �

sigmoid C(y) − Eyf ∼ QC yf  , ify is real,

sigmoid C(y) − Eyf ∼ PC yr(  , ify is fake.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(5)

When y is real data, the result is the output of the real
data minus the average of the output of all the fake data, and
then the sigmoid is taken over the result. When y is fake data,
the result is the output of the fake data minus the average of
the output of all the real data, and then the sigmoid is taken
over the result.

)e loss functions of the SRGAN discriminator and
generator are modified as shown in equations (6) and (7),
respectively:

LD � −Eyr
log D yr( (   − Eyf

log 1 − D yf   , (6)

LG � −Eyf
log D yf    − Eyr

log 1 − D yr( (  . (7)

Finally, the generator’s loss function is depicted as
follows:

LG � LV + βLG, (8)

where β is the balancing factor, whose role is to balance the
loss values of the loss function.

3.3. 3D Model Reconstruction. According to the 3D model
construction process given in this paper, once the ISRGAN
model generates all the intermediate layer images, then the
intermediate layer images are overlapped from the top to the
bottom according to the stackingmethod, as shown in Figure 7.

)e 3D model reconstruction method used here is the
slice-combination method. )e operation schematic of the
slice-combination method is shown in Figure 8.

It should be noted here that the boundaries of 3Dmodels
constructed by overlapping multiple intermediate layer
images are usually rough and can be seen to overlap multiple
layers; therefore, smoothing is essential. Commonly used
smoothing techniques include weight smoothing, mean
filtering, median filtering, Gaussian filtering, and bilateral
filtering. Mean filtering is highly efficient and simple in
thought. )erefore, in this paper, the mean filter is chosen to
smooth the boundary.

4. Experimental Results and Analysis

Image size affects the performance of the training model. An
image that is too large will consume memory, while the one

that is too small will not be able to characterize the internal
information. To quantify the size of the dataset used in this
paper, the relationship between different image sizes and the
running time of the algorithm was experimentally com-
pared. )e settings of each parameter of the model in this
paper are shown in Table 2.

In this paper, SEM scanned images of coal-based porous
carbon are selected as the input data for 3D reconstruction.
)e 3D reconstruction algorithm’s performance is measured
by whether the porosity approximates the real porosity of the
sample. Different cell sizes have different effects on porosity.
Based on the Avizo software, the cell sizes on the whole 3D
model are extracted and the cell porosity is calculated.
Experiments were conducted on three samples with different
cell edge lengths, and the porosity comparison for each
sample was obtained by calculation as shown in Table 3 as
well as Figure 9.

In the porosity variation curves of the three samples
shown in Figure 9, all three samples have a large variation in
porosity until the cell size is 100. Samples 1 and 3 have a

20 40 60 80 100
20 40 60 80 100

Figure 7: Stacking method.
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Figure 8: Schematic diagram of the slicing combination method.

Mathematical Problems in Engineering 7



stable porosity region at a unit size of 100, and sample 2 has a
stable porosity region at a unit size of 110.)is indicates that
the optimal unit cell size is different for different coal-based
porous carbon samples. In this paper, a 180×180×180 pixel
unit cell was finally used as the study object. )e experi-
mental results show that the 3D reconstruction model used
in this paper is capable of obtaining the closest porosity to
the real object. )e reason for the good results of 3-di-
mensional reconstruction based on SEM images of porous
materials in this paper is the perfect simulation generation of
the intermediate layer images of the 3D model using the

ISRGAN model. )e experimental results show that the
generation of the middle layer image is effective, and the
information of the void part in the middle layer image can be
generated as much as possible and close to the real image.
)e experimental results show that the ISRGANmodel used
in this paper is very effective and superior. )e method can
also be applied to other porous materials for 3D recon-
struction in the future.

5. Conclusion

)e pore structure of porous materials is very complex,
and its representation has been a difficult problem in this
research area. Adequate analysis is needed before mod-
eling to derive a suitable stochastic model expression;
otherwise, the reconstructed model will not truly reflect
the geometric characteristics of porous materials. In this
paper, we have conducted an in-depth study on the se-
lection of scanning images, preprocessing, 3D mathe-
matical modeling, and model validation in the modeling
process and also implemented the corresponding algo-
rithms mainly in the following aspects. First, by analyzing
and comparing the advantages and disadvantages of
various scanning images, we finally determined that using
SEM images is the most beneficial for 3D reconstruction.
)e reason is that SEM images have higher resolution,
large depth of field, continuously adjustable magnification
in a wide range, relatively easy specimen preparation, and
dynamic observation. )e SEM images of porous materials
were acquired, and the acquired SEM images are pre-
processed, including noise removal and determination of
boundaries. Second, for the generation process of the
intermediate layer images, an improved deep learning
model for image super-resolution reconstruction is used in
this paper. )is model is an improvement of the SRGAN
model, which has 16 layers of residual convolution in the
generator, and although the deeper network can extract
more details of the characteristics, the large network
structure is not conducive to training, the requirements for
hardware and other experimental environments are rel-
atively high, and the stability of the training process is
difficult to be guaranteed. )e ISRGAN model, on the
other hand, circumvents these problems. )e preprocessed
images are fed into the ISRGAN model for training. )us,
multiple intermediate layer images are generated. )ird,
the 3D reconstruction of the middle layer images is per-
formed using the slice combination method. In order to
validate the efficacy of the 3D reconstruction method used
in this paper, the experiments examine the relationship
between unit cell pixels and porosity. It is concluded that
the porosity tends to be stable when the unit cell pixels is
over 110, and it is converged to the real porosity of the
sample. )e experimental results validate the feasibility
and efficacy of the method presented in this paper in the
process of 3D reconstruction. However, the samples
reconstructed in 3D based on image processing techniques
will have information loss and addition, and how to extract
the desired information features without loss is the di-
rection of our next stage of research.

Table 3: Porosity of each sample at different unit body sizes.

Unit length (pixels) Sample 1 Sample 2 Sample 3
12 0.95971 0.72774 0.42106
24 0.94117 0.63002 0.35040
36 0.84414 0.52746 0.32491
48 0.73488 0.45411 0.31143
60 0.52119 0.38342 0.22431
72 0.44802 0.34614 0.22388
84 0.40205 0.31535 0.23450
96 0.37209 0.30007 0.23158
108 0.35407 0.29256 0.21633
120 0.34615 0.28357 0.20914
132 0.34600 0.27362 0.20133
144 0.34305 0.26655 0.19302
156 0.34154 0.25846 0.18960
168 0.34154 0.25846 0.18923
180 0.33715 0.25487 0.18197
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Figure 9: Porosity of each sample at different unit body sizes.

Table 2: Parameter settings.

Parameters Value
Epoch 16
Learning rate 0.0002
Number of iterations 2000
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In the past ten years, China’s rapid urbanization has hollowed out the rural population considerably. Although returnee en-
trepreneurship has become a catalyst for retaining people and revitalizing the countryside, most disenfranchised Chinese villages
struggle to retain their returnees, owing to their lack of infrastructure and low quality of life. However, many e-commerce villages
and live broadcast villages have emerged in the eastern coastal plains of China. Returnees, inspired with a strong hometown
identity, have become the driving force in the development of these villages. is study investigates the relationship between the
hometown identity of returnees and their entrepreneurial success with the operations research framework. We explored the
mediating role of the agglomeration of knowledge to illustrate the mechanism between the hometown identity and entrepre-
neurial success, while testing the moderating e�ect and conditional indirect e�ects of the returnees’ creativity through moderated
mediation analysis. Using the time lag research method, we collected �eld data from villages in the northern plains of Jiangsu
Province. e research results showed a positive correlation between the hometown identity and entrepreneurial success, with
agglomerated knowledge production as an important intermediary. Returnees with a stronger sense of a hometown identity and
higher creativity are more likely to enjoy entrepreneurial success.is research has important reference signi�cance for all levels of
government concerned with rural development, and returnees who desire to start their own businesses.

1. Introduction

“Arrival City” has become the development trend of cities and
villages around the world [1]. Chinese society has a long-
standing dual structure, with urban and rural antagonisms
and large gaps between the rich and the poor [2]. Hindered by
low income and the lack of employment opportunities other
than agriculture, rural residents su�er a low economic growth
rate, exacerbated by the relative lack of government support,
and a shortage of long-term delivery services for labor ma-
terials for urban construction [3]. In addition to the explicit
economic di�erences, there are also implicit di�erences in
living habits and cultural practices between urban and rural
areas.e custom of patronizing sons over daughters has long
been the basic pattern of opportunity distribution for children

among rural families in China [4]. e countryside is also a
typical acquaintance society. Nowadays, with more alienated
human relationships, the metropolis has become an ac-
quaintance society without subjects [5], with a noticeable
disparity in the ideology and ideals of the older and younger
generations [6]. In addition, rural fragmentation, disorder,
and passivity of rural subjects are the biggest obstacles to the
realization and enhancement of the activism, rights, and
identity of Chinese rural subjects [7].e explicit and implicit
challenges have become a source of discomfort for the re-
turnee’s contrasting urbanization and modernization on one
hand, and the ideals of idyllic Chinese countryside on the
other. How to exert the enthusiasm,motivation, and creativity
of the subjects of rural development has obviously become the
main challenge of rural development.
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Well-built villages, however, still cannot attract young
people, and this is a bottleneck for the development of
countries around the world [8, 9]. In order to solve this
conundrum, the Chinese government continues to imple-
ment exploratory adjustment of development strategies, and
constantly strives to narrow the gap between urban and rural
areas in all aspects and in multiple fields. At the end of 2005,
for example, the state required local governments to develop
a new socialist countryside in accordance with the re-
quirements of “production development, ample life, civilized
rural customs, clean villages, and democratic management.”

Another example was the college student village official
plan from October 2008, which intended to “guide college
graduates to work in the village, and implement the goal of
ensuring ‘one college student per village,’” and the focus on
training health professionals engaged in general medicine at
the level of township hospitals and below, also com-
plemented that effort. In 2014, the Ministry of Agriculture
launched the promotion of China’s leisure villages, which
drove development projects in the countryside, culminating
in a rural revitalization strategy whose goal was to realize
rural modernization. Another effort to narrow the gap be-
tween urban and rural areas was the 2018 stipulation by the
Ministry of Education that publicly funded normal students
who graduated must teach in rural compulsory education
schools for at least one year. In addition, the government
also supports policies in environmental assessment, land use,
financial credit, etc., to achieve sustainable agriculture and
rural development [10].

In recent years, rural entrepreneurship is increasing, and
it mainly consists of returning to the countryside and en-
tering the countryside [11]. In rural areas, laborers transfer
to coastal areas and large and medium-sized cities to work
and accumulate entrepreneurial skills, who then return to
their hometowns to allocate entrepreneurial resources to
benefit their neighbors [12]. Science and technology,
management talents, and entrepreneurs with the ability and
desire to start a business in the city generally enter the
countryside because of its natural resources and labor re-
sources endowment, and gradually increase with the in-
depth implementation of the rural revitalization strategy
[13]. Meanwhile, with China’s regional economic growth,
improved Internet infrastructure, more convenient trans-
portation, gentrification of the living environment, new
ruralism, and new lifestyles (people in the city who choose to
live in the countryside) have gradually emerged [14].
Coupled with the national policy of “mass entrepreneurship
and innovation,” there has been a marked increase in re-
turnees starting businesses in their rural hometowns, es-
pecially in the developed eastern coastal areas of China, most
notably in Jiangsu Province, where the economic develop-
ment is most balanced [15]. In the context of top-down
national development, those returning to their rural
hometowns have used their capital, experience, skills, and
wisdom to transform their hometowns, and numerous
entrepreneurial stars and models have emerged. To a certain
extent, it has alleviated the “shortcomings” of the lack of
rural talents by introducing new technologies and new in-
formation, thus becoming the backbone of rural reform,

development, and revitalization [16]. ,ese talents in rural
Chinese society have greatly increased in entrepreneurial
fields, such as self-build entrepreneurial opportunities,
e-commerce, and product sales on live broadcast platforms
[17, 18].

,e hometown identity of the Chinese is a part of
inherited tradition and has become the cultural capital for
the revitalization of rural areas and the sustainable devel-
opment of communities in modern China [19]. China was
formerly a provincial agricultural society, where people
depended on the same land for generations to survive. Even
when they migrated to other countries, “falling leaves
returned to their roots” [20, 21]. However, since ancient
times, rural society has relied on local wise men to build their
hometowns, and they have become an extremely important
force in rural management. ,ey actively participate in local
affairs, maintain order, and havemade great contributions to
grassroots governance [22]. ,e characteristics of the dif-
ferential pattern of rural society [23] firmly consolidate the
identity of the Chinese countryside and still affect the
cognition, social evaluation, and behavioral decision-mak-
ing of returnees to this day [24]. ,e hometown identity can
stimulate entrepreneurs’ internal power resources and has
the greatest impact on villagers’ willingness to participate in
rural revitalization [25]. ,erefore, due to their hometown
identification, returnees tend to actively perform and gather
in the acquaintance society for knowledge sharing to reju-
venate the village. In other words, the hometown identity of
returnees is the soul of rural revitalization and the key to
resolving the crisis of contemporary rural development.
Specifically, it is an emotional mechanism of the security-
trust-expression-identity that is oriented to nostalgia, sen-
timent, and rural culture, with perception, conflict, inte-
gration, and interaction as paths [26]. Based on the above
arguments, we can attribute the successful entrepreneurship
of returnees to the role of hometown identification from the
perspective of operations research.

First, we focus on enhancing the contribution of the
hometown identity to entrepreneurial success. Most re-
turnee entrepreneurs are troubled by the vitality of the rural
market, the system of support services, and psychological
quality [27]. ,is inherent rural stereotype has become a key
factor in the success or failure of entrepreneurship. ,ere-
fore, successful entrepreneurship requires enhancement of
the hometown identity, which has been the focus of China’s
current social development, addressing policies, funds, and
improving rural infrastructure, leading to the establishment
of the National Rural Revitalization Bureau at the end of
February 2021.

Second, agglomeration strategy as an intermediate
variable in this study frames the link between the hometown
identity and entrepreneurial success. Since the state’s top-
down consolidation of the hometown identity has received
more policy support and guidance, returnees are more likely
to share entrepreneurial knowledge with villagers. ,is
comes as a result of their deeper understanding of the urban
market, while independently believing that agglomeration
development is meaningful and positively impacts rural
development. ,is kind of agglomeration strategy can be
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used to solve difficult entrepreneurial challenges, which will
have a positive impact on the execution and completion of
entrepreneurial goals. ,ird, we analyzed the moderating
effect of the creativity of returnees. Creativity is tested as a
boundary condition that influences the connection between
the hometown identity and entrepreneurial success because
the literature shows that returnees with professional crea-
tivity are critical to agglomeration practice and performance
[28]. Our research was confined to the coastal plains of
China. We determined survey points to collect data from the
list of rural industrial clusters announced by the Ministry of
Agriculture and Rural Affairs and theMinistry of Finance, as
well as the villages where many returnees consolidated.
Judging from the existing literature, there is a lack of re-
search on the recognition of the successful entrepreneurship
of Chinese returnees. ,erefore, we have also addressed an
important academic gap.

2. Theory and Hypothesis

2.1. Hometown Identity and Entrepreneurial Success.
Hometown identity can be defined as “explaining the in-
dividual’s internal emotional attachment, attitude tendency,
and explicit behavior, and explaining the connection be-
tween values and behavior” [29]. In the past few decades, the
research of identity and the success of entrepreneurship have
aroused great interest in academia. Many subfields of
pedagogy, history of science and technology, applied eco-
nomics, sociology, and psychology, including professional
identity, leadership, team performance, task performance,
motivation, decision-making, and creativity, are all included
in the study of identity. It is closely related to the attitudes
and behaviors of individuals, groups, and communities
[30, 31].

,e concept of the hometown identity is composed of
four cognitions: meaning, decision-making, confidence, and
sense of accomplishment. Specifically, meaning refers to the
degree to which homecoming entrepreneurship itself is
meaningful to the construction of the concept of returnees.
Decision-making refers to the sense of motivation and
autonomy that returnees have in entrepreneurial decision-
making. Confidence refers to the degree to which returnees
are confident in their own ventures, and able to cope with
entrepreneurial challenges and have a sense of accom-
plishment, which involves the feeling that their personal
achievements have made a significant contribution to the
development and revitalization of themselves and the
countryside.

Similar to the psychological identity of practitioners in
various industries, returnees also face psychological chal-
lenges brought about by returning to their villages to start a
business. Although returnees can freely pursue their dreams,
they will always face various difficulties in the complex and
evolving entrepreneurial process. ,ey often experience
more negative emotions than their employees do, such as
isolation, stress, fear of failure, loneliness, mental stress, and
sadness [32]. Do the returnees face it positively or nega-
tively? Would one insist on starting a business or reenter the
city to choose salaried employment? ,is partly depends on

whether returnees truly believe in economic activities in
their hometowns and whether they regard returning as a
lifelong career pursuit and ideal employment setting. ,e
hometown identity is a core element of entrepreneurial
drive, and there are significant differences among the dif-
ferent types of entrepreneur. Of the “true believer,” “clue-
less,” “practical,” and reluctant” types of entrepreneurs,
there are three characteristics that differentiate them,
namely: achievement needs, risk-taking propensity, and
commitment.

Among them, true believer entrepreneurs have the
highest entrepreneurial commitment [33] because they
firmly believe in the value of their identity, having a
higher degree of conviction concerning their return to
their home to start a business. For them, the construction
of the hometown identity is more meaningful and in-
fluential for entrepreneurial success, leading to internal
motivation.

Returnees, having specific knowledge and skills, would
have high employment expectations in their hometown.
Meanwhile, they have made a decision to transition from
urban to rural employment after consideration of factors,
such as the hometown’s policy environment [25]. ,e de-
cision-making process makes returnees more confident,
believing that their entrepreneurial ideas can actually help
villages develop economically and rise out of poverty. ,e
returnees’ sense of identity is transformed into power, de-
cision-making, information, autonomy, initiative and cre-
ativity, knowledge, skills, and sense of responsibility in
entrepreneurship, which becomes the internal driving force
for their successful entrepreneurship. ,ey persevere and
perform well [34].

,e identity self-construction model can explain the
connection between the hometown identity and entrepre-
neurial success [35]. ,e individual internalizes the value of
self-employment and transforms this meaning into self-
definition, thus forming their hometown identity. Identity-
based motivation is about “whether the individual wants to
do something,” so that the value of this identity guides and
drives goal-oriented behavior, often transforming possibil-
ities into realities [36].

Moreover, the multiple identities possessed by re-
turnees enable them to manage emotions more effectively
[37]. Entrepreneurship is “a life of nine deaths.” ,e self-
concept mainly focuses on the identity of the entrepre-
neur, and when setbacks and failures arise, it challenges
their self-verification and self-esteem, possibly reducing
their enthusiasm. However, maintaining multiple iden-
tities can not only better exert the positive effects of re-
turnees’ self-verification [38] but they can pay more
attention to identity management, which in turn bolsters
their abilities [39].

Many scholars believe that hometown identification has
greatly improved overall productivity, especially in entrepre-
neurial projects [29]. Returnees who have a stronger sense of
belonging tend to believe that their entrepreneurship has far-
reaching significance and influence [25]. Hence, with increased
passion, they lead innovations to accomplish their entrepre-
neurial goals. ,erefore, we assume the following:
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Hypothesis 1. Hometown identity is directly proportional to
the entrepreneurial success of returnees.

2.2. /e Mediating Role of Agglomeration Strategies.
Agglomeration strategy plays the role of knowledge pro-
duction and sharing, which can be defined as “the act of
providing information to others in the organization” ([40],
p. 341), it aims to solve the problems encountered by the
returnee group in starting a business, the exchange of market
information, and the mutual consultation of opinions. In an
agglomeration environment, knowledge production and
sharing are a crucial team process because if knowledge
resources are not shared, they cannot be fully utilized [41].
Knowledge-intensive business activities are the staple of
entrepreneurship. In this knowledge-driven environment,
team development and management agglomeration strate-
gies become imperative [42].

With specific goals, the entrepreneurial ecosystem
adopts open cooperation and innovation, seeking resource
complementation, division of labor and collaboration, value
sharing, and coexistence [43]. ,e concept and the rela-
tionship network that the hometown identity constructs are
key factors that enhance the dissemination of knowledge
among members of agglomeration [44]. ,e hometown
identity enhances interpersonal trust, which becomes an
agglomeration of knowledge production and sharing [45].

Agglomeration strategy forms an ecosystem with diverse
internal roles [46]. ,ere can be more efficient division of
labor and coordination according to specific resource en-
dowments, including “producers,” “consumers,” “disinte-
grators,” and “catalysts” (including lawyers, accountants,
and intellectual property experts) [47]. ,ere can be a free
sharing of strategic knowledge, technical knowledge, and
training and services for villagers in preparation for re-
turnees, forming an agglomeration ecosystem for the rural
industry.

(1) Strategic entrepreneurial knowledge. Returnees who
have started their own businesses are in the growth
and exploration stage of their knowledge of entre-
preneurial strategic planning and the business model
design. ,e creative team that agglomeration strat-
egy forms provides returnees with wisdom, vision,
market information, and entrepreneurial experience,
which greatly improves the success rate of ag-
glomeration strategy [48].

(2) Technical entrepreneurial knowledge. ,is mainly
comprises knowledge and experience in core tech-
nology research and development, product devel-
opment, business operations, and management. For
example, returnees in the technology sector and
professionals with various knowledge and skills can
solve difficult problems in technology, business
models, and business operations in entrepreneurial
projects.

(3) Entrepreneurship training and services for villagers.
Returnees use the Internet to live broadcast goods to
help villagers sell agricultural products and other

wares while opening up new markets for these
products, allowing villagers to become self-sufficient
[49]. Innovative guidance services through the
network, video, and other media provide policy
consultation, technical guidance, marketing, brand
cultivation, and other services for potential entre-
preneurs in rural areas.

Returnees form a cluster space, which is a key resource
for realizing rural economic development and entrepre-
neurial ecological sustainability [50]. ,rough the collective
knowledge sharing, knowledge can be exchanged and spread
among themselves and with the villagers to form a network.
,is has led to an increase in the success rate of entrepre-
neurship. Since knowledge sharing in turn produces a very
small probability of errors, it is more possible to experience
relatively error-free entrepreneurial project execution [51].
Based on the above findings, we assume the following:

Hypothesis 2. Agglomeration strategies can adjust and add
value the relationship between the hometown identity and
entrepreneurial success.

2.3. /e Moderating Role of Returnees’ Creativity. In the
context of rural revitalization, returning to the hometown is
a new way for youth development, as opposed to the
metropolitan environment [52]. ,is requires returnees to
have a degree of creativity and to improve the possibly
outdated production methods in their villages of origin.
Increasingly, returnee entrepreneurs are using the skills,
personal connections, insights into market rules, and ac-
cumulated funds that they have acquired over the years to
upgrade rural industries, develop rural areas, and change
traditional development into innovative development
[29, 53]. ,us, innovative thinking and creativity are the
main characteristics of returnees [54]. In recent years,
China’s rural e-commerce has developed rapidly, and some
returnees have discovered various niches of novelty products
that have become popular online, even though many re-
turnees are still engaged in traditional industries, such as
agriculture, vegetables, flower-plant industry, and livestock
and aquaculture. However, although they have been con-
ceived from the traditional production model, they have
begun to approach a new model of standardization, in-
tensification, and clustering [55].

,e creativity of returnees is a way to generate new and
useful ideas and solve problems. People are paying more
attention to the research on how returnees influence and
enhance each other’s creativity [56]. ,e challenges become
more demanding for returnees who start their own busi-
nesses, and they usually have to accomplish their entre-
preneurial goals creatively. Every process when running a
business needs creativity, and business owners need to
embrace this creative thinking to establish a conducive
business environment. Creativity is an important compo-
nent of individual cognitive processing. It is the ability to
generate novel and innovative ideas through the recombi-
nation and matching of information and knowledge [57]. In
the field of entrepreneurship, individual creativity refers to
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the process by which entrepreneurs can combine existing
ideas and resources to generate new and feasible ideas or
resources, thereby starting a new business [58]. For entre-
preneurial activities, creativity is particularly important,
because creating a new business is itself a creative activity.
Maintaining creativity is a quality that successful entre-
preneurs must possess [47].

A high level of creativity can help returnees to better
understand the connections between objects, identify
business opportunities, and rationally allocate entrepre-
neurial resources to create value efficiently. Difficulties in the
entrepreneurial process, such as shortages of resources and
inability to enter the market, require creative individuals
who are able to generate more ideas about products or
services [59]. A successful returnee is more confident in
transforming creativity into self-performance, that is, high
creativity is an asset to their entrepreneurship. Some
scholars have pointed out that the study of entrepreneurial
goals should include creativity as an important alternative
predictor [49]. With the continuous advancement of the
strategy of “popular entrepreneurship, mass innovation,”
entrepreneurship has gradually become a new driving force
for sustainable economic development. Entrepreneurship
itself is a highly creative value-creation activity, and active
innovative thinking is a distinctive feature of entrepreneurs.
In Schumpeter’s theory of innovation, the view of “creative
destruction” essentially predicts the creativity of entrepre-
neurs [60]. Creativity from the entrepreneurial perspective is
embodied in the process of developing novel and useful
products or services [61].

,erefore, we expect the creativity of returnees to have a
positive moderating effect between hometown identification
and agglomeration strategies, and predict the following:

Hypothesis 3. ,e creativity of returnees will rely on ag-
glomeration strategies to enhance the indirect influence of
the hometown identity on entrepreneurial success. Specif-
ically, more creative employees have a greater indirect
impact.

,e conceptual framework is presented in Figure 1.

3. Method

3.1. Study Context: Creative Villages of the Jiangsu Coastal
Plain in China. We aimed this study at returnees from the
coastal plains of Jiangsu, China, where creative villages have
sprouted [53]. We chose them for two main reasons. First,
these villages do not have any innate resource endowments,
such as impressive natural resources for tourism. Traditional
agriculture has long been the principal economic activity.
With the advent of the Internet age, these villages which are
close to the Yangtze River Delta economic circle in China
have seen the budding development of creative villages,
which has changed the traditional path of rural development
and achieved substantial economic benefits. ,ere are many
returnees who have started businesses in this plain area and
achieved remarkable success. Second, the careers of re-
turnees are innovation-oriented. Hence, our selected sample
comprises returnees who personify our research topic.

3.2. Sample and Procedure. Our sample comprises returnee
entrepreneurs from several villages in the coastal plain of
Jiangsu, China (mainly concentrated in Donghai and Gua-
nyun counties in Lianyungang City and Shuyang and Siyang
counties in Suqian; as shown in Figure 2). Before data col-
lection, we conducted a prestudy of 12 college students who
planned to return to their hometowns to start a business in
order to revise and adjust items in this study while expanding
the generality of the results. Prior to this data collection
process, we conducted several field surveys and semi-struc-
tured interviews at the survey sites in 2018 and 2019 to obtain
preliminary data and establish good relationships with some
returnees. We formed a working relationship with other
returnees through the introduction of key informants, which
established a good foundation for the credibility of investi-
gation. ,is research topic hinged on previous data and used
online questionnaires to obtain research data (using the
“Wenjuanxing” survey questionnaire platform).

Initially, we contacted 28 entrepreneurial teams (197
people in total), and the key informants of each entrepre-
neurial team led the members in completing the ques-
tionnaire voluntarily. Respondents are either self-employed
or entrepreneurial partners. ,ey are engaged in e-com-
merce, logistics, design, creativity industry, livestreaming,
marketing, sound and vision, video editing, research and
development, education and training, short videos, etc. In
order to reduce potential general method bias [62], we
adopted a time lag design and independent measures (self
and supervisory reporting). At time 1, we distributed links
for the online questionnaire to key informants from the
returnee team. We asked them to provide their job status,
demographics (gender, age, educational background, and
entrepreneurial experience), opinions on the hometown
identity, agglomeration strategies, entrepreneurial expecta-
tions, and entrepreneurial success.

In the questionnaire’s introduction, we explained to
them the purpose of the research and stated that their
participation in the questionnaire was voluntary, and that we
guaranteed them anonymity and confidentiality because the
respondents did not need to mention their names in the
answer. A total of 192 returnees completed the question-
naire, and the feedback rate was 97.46%. ,e survey lasted
for a four-week interval (time 2) from October to November
2019. We used the scores of 28 key informants in the en-
trepreneurial teams to evaluate the creativity of team
members. In order to match the answers of returnees, the
key informant identified them through the job identities we
obtained at time 1. We received 116 complete matching
responses (key reporters rated returnees who participated in
the survey). On average, key reporters rated the creativity of
four returnees, and the participation rating accounted for
58.88%.

Most of the participants (72.58%) were men, with 51.77%
having a higher vocational education degree (after three
years of vocational education after graduating from high
school), and 41.62% with a bachelor’s degree. By age cate-
gory, 52.28% of the respondents were between 27 and 34
years old, and most of them (46.7%) had been running their
hometown business for 5–9 years.
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3.3. Measures. ,e measurement tools used in this research
are all scales that have been used in Anglophone research. We
translated and back-translated each item of the scale to im-
prove the accuracy of language expression. We referred to the
11-item scale developed by Spreitzer [63] to measure the
hometown identity. Examples of topics included: “It makes
sense for me to return to my hometown to start a business”
and “Hometown is a good platform for entrepreneurship.”
We referred to Cummings’ 5-item scale [64] to measure
agglomeration strategy; examples include: “How often do you
share your experience during the entrepreneurial period?”We
also referred to Zhou and George [65] and used the 5-point

Likert scale to study the creativity of returnees. We modified
the scale in the context of entrepreneurship in China to obtain
the opinions of key informants from the team of returnees.
Examples of these points included “the returnee often has
novel ideas for entrepreneurial development projects.” For the
measurement of entrepreneurial success, we referred to the
research of Liñán and Chen [66] with items, such as “I have
completed the entrepreneurial goals.”

In the above scale, the item’s measurement scores used a
5-level judgment matrix, from 1 to 5 representing com-
pletely disagree to completely agree, never to many, and
exceptionally low to very high. Using Cronbach’s α

Figure 2: Map of sites.

Entrepreneur successHometown identity

Agglomeration strategy

Returnee creativity

Figure 1: Proposed research model: ,e HIDENCESS model.
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coefficient as the criterion of reliability, the obtained
hometown identity, agglomeration strategy, the creativity of
returnees, and the success or failure of entrepreneur were
0.85, 0.77, 0.76, and 0.91, respectively.

4. Empirical Results

4.1. Reliability and Validity Test. In this study, we used
Cronbach’s α coefficient as the reliability criterion, and
Table 1 displays the results. ,e alpha value of each variable
was higher than 0.7, and the KMO value was also higher than
0.7. ,e minimum value of the total variance contribution
rate was 58.73%, and the minimum factor loading was 0.63,
which is higher than the acceptable critical value.

Table 2 lists the mean (Mean), standard deviation (SD),
and correlation coefficient of each variable. It is evident from
Table 2 that the composite reliability of each concept is
relatively high, with a minimum value of 0.86. In the test of
discriminative validity, we used the AVE value for judgment.
Combining with Table 3, the AVE values are visibly all
higher than 0.5, and the square root of AVE is greater than
the correlation coefficient between the variable itself and
other variables, showing that each variable has a higher
discriminative validity. Meanwhile, using AMOS17.0 to
perform confirmatory factor analysis on variables, the results
show that the basic model of this study has a good fit (χ2/
df� 2.508, CFI� 0.936, GFI� 0.882, TLI� 0.927, IFI� 0.937,
NFI� 0.901, RMSEA� 0.059); each index basically meets the
standard, and the discrimination validity is good.

4.2.CommonMethodVariance (CMV). Since the survey data
acquisition method is mainly through the self-report method
of the online questionnaire, the common method deviation
may be abnormal. However, several targeted measures have
been taken in our survey design process to avoid this devi-
ation. First, we used a time-lag survey design to establish time
intervals between the measurement results of the main var-
iables [62]. Second, by using the feedback of key informants
from the returnees’ cluster team to measure the creativity of
other returnees, we limited self-reporting bias. ,ird, we
ensured the anonymity and confidentiality of their answers
and established good social relationships in the preliminary
investigation. ,rough this, we urged them to answer
questions as honestly as possible, thus reducing research bias.

Finally, we used the Harman single factor test to as-
certain the common method deviation. ,e analysis results
show that all items were automatically aggregated into four
factors with eigenvalues greater than 1, with the total var-
iance contribution rate at 64.89%. Among them, the first
factor explained 32.79% of the variance of all items, which

did not account for half of the total variance explained,
indicating that we had successfully controlled the common
method deviation of the data in this paper.

4.3. Tests of Hypotheses

4.3.1. Test of the Relationship between Hometown Identity,
Agglomeration Strategy, and Entrepreneurial Success.
Controlling for the gender, age, and education level of in-
terviewees, this study performedmultiple regression analysis
on the relationships among the core variables studied, as
shown in Table 3. M3 examined the influence of control
variables on dependent variables, and the results show that
gender is a factor that affects entrepreneurial success, while
age and the education level did not significantly affect in-
dividual entrepreneurial success. In order to verify the main
effect, we introduced independent variables on the basis of
M3. It can be seen from M4 that the influence of the
hometown identity on entrepreneurial success reached
significance (β� 0.58, P< 0.01). ,e hometown identity
could explain 36% of the total variation of entrepreneurial
success, indicating that it had a significant impact on en-
trepreneurial success. ,erefore, Hypothesis 1 is verified.

M2 uses agglomeration strategy as the dependent vari-
able and the hometown identity as the independent variable
for regression. ,e results show that the hometown identity
had a significant positive effect on agglomeration strategy
(β� 0.63, P< 0.01), and the hometown identity explained
40% of the total variance of agglomeration strategy. M5
examines the relationship between agglomeration strategy
and entrepreneurial success. ,e results show that ag-
glomeration strategy has a significant positive impact on
entrepreneurial success (β� 0.59, P< 0.01), thus supporting
Hypothesis 2.

4.3.2. /e Mediation Test of Agglomeration Strategy. ,e
Baron and Kenny’s mediating effect test method (1986) [67]
was used to verify the mediating effect of agglomeration
strategy. ,e first step is to test whether the independent
variable has a significant influence on the dependent vari-
able. It can be seen fromM4 that the hometown identity has
a significant positive effect on entrepreneurial success
(β� 0.58, P< 0.01); the second step is to test whether the
independent variable, hometown identity, has a significant
effect on intermediary variable agglomeration strategy. ,e
results of M2 show that the hometown identity has a sig-
nificant positive effect on agglomeration strategy (β� 0.63,
P< 0.01); the third step is to perform the regression of the
dependent variable on the independent variable and the
intermediate variable, and apply the independent variable’s

Table 1: Factor analysis.

Variable Minimum factor loading Cronbach’s α KMO Total variance explained (%)
Home identity 0.79 0.85 0.89 67.11
Returnee creativity 0.63 0.77 0.82 58.73
Agglomeration strategy 0.71 0.76 0.78 59.41
Entrepreneur success 0.82 0.91 0.91 74.31
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hometown identification and intermediate variable ag-
glomeration strategy into regression equation simulta-
neously. As M6 shows, agglomeration strategy has a
significant impact on entrepreneurial success (β� 0.37,
P< 0.01). ,e influence of the hometown identity on en-
trepreneurial success is also significant (β� 0.36, P< 0.01),
but its regression coefficient has declined (0.36< 0.58). ,is
shows that agglomeration strategy has a partial mediating
effect between hometown identification and entrepreneurial
success. ,us, Hypothesis 2 is verified.

4.3.3. /e Moderating Effect Test of Returnees’ Creativity.
In testing Hypothesis 3, that is, the influence of returnees’
creativity on the relationship between the hometown identity
and entrepreneurial success, we first set entrepreneurial success
as the dependent variable. We gradually add the control
variables, agglomeration strategy, and returnees’ creativity, as
well as the product of agglomeration strategy and returnees’
creativity, namely M3, M7, and M8 in Table 3. In order to
eliminate the problem of collinearity, we processed agglom-
eration strategy and returnees’ creativity separately, and then
constructed the product term of the two. As M8 shows, the
product term of agglomeration strategy and the creativity of
returnees has a significant positive impact on entrepreneurial
success (β� 0.18, P< 0.01).,is shows that the positive impact
of agglomeration strategies on entrepreneurial success
strengthens when returnees’ creativity increases. ,is verifies
Hypothesis 3.

5. Discussion and Conclusion

,is article focuses on the relationship between the
hometown identity of rural returnees and their entrepre-
neurial success with the operations research framework. It
discusses the relationship between the hometown identity,
agglomeration strategy, entrepreneurial success, and the
creativity of returnees. ,rough qualitative and quantitative
surveys of 197 entrepreneurs returning to their rural
hometowns in the coastal plains of Jiangsu Province, the
study verifies the following: (1) ,e hometown identity of
returnees has a significant positive impact on entrepre-
neurial success; (2) Agglomeration strategy can adjust and
complement the relationship between the hometown
identity and entrepreneurial success; and (3) Creativity
coupled with agglomeration strategies enhances the indirect
influence of the hometown identity on entrepreneurial
success.

In this study, we proved that the hometown identity of
returnees can be beneficial to entrepreneurial success. Our
results are consistent with previous research hypotheses,
indicating that since the strong hometown identity of re-
turnees provides motivation for success, the willingness to
venture into entrepreneurship will increase [68]. According
to Bandura’s self-efficacy theory [69], the identity of the
entrepreneurial subject (individual or team) plays a fun-
damental role in the self-efficacy of returnees. ,e home-
town identity can not only provide them with the resource
support they need for entrepreneurship but also enhance the

entrepreneur’s self-efficacy by replacing role models, verbal
persuasion, and awakening. ,is level of performance
translates into returnees’ success.

In addition, agglomeration strategy significantly mod-
erated this relationship because returnees drew great in-
trinsic motivation from it. Participating in the knowledge-
sharing of the agglomeration space improved their perfor-
mance and ultimately increased the success rate of entre-
preneurship [70]. In addition, we discovered the moderating
effect of returnees’ creativity on the hometown identity and
entrepreneurial success. Highly creative returnees achieved
success by implementing ideas to achieve a competitive
advantage [71]. ,erefore, returnees with higher creativity
were more likely to participate in entrepreneurial knowl-
edge-sharing activities.

5.1. /eoretical Implications. ,is research advances the
literature on the hometown identity, agglomeration
strategy, and returnees’ creativity from four important
aspects. First, through research hypothesis testing to study
the relationship between variables, it provides theoretical
enlightenment for our research. We hypothesize that the
hometown identity and creativity significantly affect the
entrepreneurial success of returnees. We supplement the
literature through our examination of the indirect effects
of returnees’ creativity and agglomeration strategies. Our
results show that the hometown identity and creativity of
returnees can solve the difficulties and challenges en-
countered in entrepreneurship, such as isolation, through
the cooperative nature of agglomeration strategy and by
inspiring them to achieve better results. In most cases,
these strategies can enable returnees to make better de-
cisions through coping strategies, such as cooperation and
collusion and knowledge complementation. Second, by
incorporating agglomeration strategy as an intermediary
mechanism into this research, we have increased and
deepened the research on the hometown identity and
entrepreneurial success. ,ird, this article highlights the
role of the creativity of returnees and uses appropriate
mediation methods to determine the relationship between
the hometown identity and the success of returnee en-
trepreneurship, thereby deepening our understanding and
supplementing the literature.

Our research emphasizes that creative returnees will
exert their motivation for themselves and their home-
towns, and drive the rural economy and the common
development of the villagers. Because of their hometown
identity, the returnees nurture a strong cohesion within
their group, which promotes the formation of clusters to
encourage more fluid knowledge complementation.
Logically, the quality of knowledge shared among ag-
glomeration groups is a direct result of the scale of the
entrepreneurs’ creativity. Finally, through empirical re-
search, we analyzed the relationship between the home-
town identity, agglomeration strategy, returnees’
creativity, and returnees’ entrepreneurial success. ,is
contributes to the development of rural areas in Chinese
cases and literature supplements, and verifies that the
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China’s rural revitalization model is effective in non-
developed countries.

5.2. Managerial Implications. ,is research has practical
reference significance for the top-down management of the
village. Since there is a direct connection between the
hometown identity of returnees and their entrepreneurial
success, this study suggests that government personnel
should establish the policy mechanism, financial support,
and social security mechanism for the formation, mainte-
nance, and consolidation of the hometown identity from the
perspective of operations research. Government can also
play a part in consolidating and enhancing the observable
factors (such as rural environmental governance and im-
provement of transportation facilities) and intangible factors
that affect the formation of the hometown identity in all
directions (developing beneficial cultural concepts and
eliminating patriarchal customs), and prioritizing the em-
powerment of returnees. ,e local residents and returnees
can learn from agglomeration strategy to form a creative
space for rural development, and provide professional
knowledge support for the development of rural industries
and the improvement of villagers’ livelihoods. Entrepre-
neurial partners face challenges often, and these measures
would help them persevere and support their creativity in
the face of such adversity.

Returning entrepreneurs need to consider many factors,
such as the self-efficacy of their creativity, internal moti-
vation, and satisfaction, that are closely related to personal
entrepreneurial values. ,e factors are interrelated, and the
lack of any one factor may have an adverse effect on their
creativity and consequent success. In order to improve the
creativity of returnees, the policy support and efficiency of
the local government are crucial to the success of returnees’
entrepreneurship. Local government managers should es-
tablish supportive measures to develop the assembly of
returnees in order to spread knowledge and share entre-
preneurial insights to support rural development. Local
governments, where conditions permit, can also use in-
centive measures to encourage rural areas to form a good
entrepreneurial atmosphere for industrial agglomeration
and development.

5.3. Limitations and Directions for Future Research.
Although this article has certain theoretical and practical
significance for the study of rural decline and development
from the perspective of the hometown identity and returnee
entrepreneurship, there are still some limitations. First, this
article used a self-assessment questionnaire to measure the
relationship between the hometown identity and entrepre-
neurial success, which can be susceptible to various biases. In
future research, especially when the epidemic is over, it will
be necessary to conduct a return survey of questionnaire
participants in the field to obtain a more objective mea-
surement of this relationship. Second, this research focuses
on the impact of the hometown identity on the success of
returnees’ entrepreneurship. We can explore the impact of
returnees’ creativity on entrepreneurial performance,

entrepreneurial growth, and rural industry development.
,ird, constrained by the epidemic, the samples in this study
are concentrated in the rural areas of the Yangtze River Delta
in China.

Also, we can further expand the scope of investigation
and increase the number of samples to improve the external
validity of research conclusions in future. Furthermore, the
emergence of an entrepreneurship model by hometown
returnees will be a good catalyst and input for future re-
search on rural revitalization and sustainable development.
,e following research areas will be stimulated: (1) how to
formulate policies to attract returnees; (2) how returnees can
harness their creativity to build entrepreneurial advantages;
and (3) how to construct the returnee identity. Along with
the accumulation and exploration of these studies, the
paradigm of rural development will become more and more
scientific and perfect.
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Modern landscape design not only needs creativity but also needs auxiliary tools that can predict the design e�ect, so as to ensure
that the de�ciencies can be found through the renderings before the landscape is completed, and targeted recti�cation can be
carried out. At present, the research of landscape planning and design assisted by virtual reality technology in China is basically in
its infancy. �e rapid development of information-based computer technology, powerful 3D modeling, and solid rendering and
animation functions have created a good environment for landscape design, so landscape design is inseparable from the help of
computer-aided design technology. However, the conventional method to model and simulate the landscape is rather time-
consuming. Based on the research on the application of computer-aided design technology in landscape design, the computer-
aided design technology is brie�y explained, and the application of computer-aided landscape design is explored step by step.

1. Introduction

�e garden landscape is relatively long such as the palace
garden landscape in the West and the classical garden in
China. More often, only some limited thoughts can be
expressed, and they cannot be fully conveyed and expressed
to others. On the one hand, with the progress and devel-
opment of science and technology, landscape architects are
gradually liberated from primitive and ine�cient tools and
labor, especially the rapid development of computer tech-
nology, the e�ciency of hardware, and the rapid update and
iteration of software, garden landscape engineering design is
also gradually getting rid of the shackles of paper and pen,
especially with the emergence of drawing software tech-
nology, a fundamental breakthrough has been made in the
working methods and e�ciency of designers, and they are
freed from heavy drawing tasks. On the other hand, with the
rapid development of the economy and society, environ-
mental problems have become more and more prominent
[1–3]. Whether for a country or for an individual, the ex-
pectations and attention to garden landscapes have reached
an unprecedented height. �e country has successively
formulated garden cities and gardens. �e standard of the

county seat has now been upgraded to require the con-
struction of an ecological garden city and encourage and
support the construction of urban garden landscape belts,
green corridors, and greenways across the country to meet
people’s demands for green, green mountains, and clear
waters. �ese have laid a solid foundation for the great
development of the garden landscape. In recent years,
computer-aided technology has made great progress, the
existing assistive technologies and platforms have been
optimized, and some of them have become special tech-
nologies for landscape design, such as sketch masters [4–6].

�e application of computers to engineering design is
called CAD technology. At present, the application of CAD
technology in landscape design is mainly in drawing pictures
and is a part of auxiliary calculation [7, 8]. Among them,
AutoCAD is the most popular computer-aided design
software used at home and abroad. With its colorful drawing
functions, smart editing functions, and superior user in-
terface, AutoCAD enjoys a good reputation among engi-
neers and technicians and is generally welcomed by
everyone. In particular, AutoCAD software also provides a
variety of editing tools and interfaces, making it convenient
for users to complete secondary development and
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manufacturing on the basis of this software. In addition,
AutoCAD software enhances the functions of 3D modeling
and image processing, and also has a powerful set of ad-
ditional tools, supports ActiveX automation programming
interface, has powerful network drawing functions, supports
a variety of image access formats, and is compatible with
different CAD systems. Graphics can be transferred further
[9–11]. Computer-aided technology has a good application
in all aspects, especially in the field of landscape planning
and design, there is a broader prospect, and landscape de-
signers need to strengthen the study and application of this
aspect.

With the popularization of the internet and the advent of
the electronic information age, virtual technology has been
applied to all walks of life. However, with the continuous
development of virtual technology, its drawbacks are
gradually discovered by people [12]. *e purpose of people
applying this technology is only to meet their own needs, to
have a more detailed and comprehensive observation of the
real environment, and to avoid some omissions in the ob-
servation of the environment caused by some objective
factors, rather than to use the virtual environment to replace
it. *e real environment place, but due to some technical
problems, such as the running speed of the equipment and
the quality of modeling, not only can it not restore the real
scene but also distort the image and cause information loss,
resulting in an unsatisfactory user experience [13–15].
*erefore, in order to improve this problem, people have
invented a new technology-augmented reality technology.
As a kind of virtual technology, augmented reality tech-
nology combines computer technology with real situations
to generate a very realistic 3D virtual environment, so that
users can experience it through various sensing devices.
Today, this technology has been used in technology, en-
tertainment, medical, and military industries, and has good
developmental prospects [16, 17].

In the past, the frame of the garden design was expressed
by hand-drawing. With the progress of the times and the
development of computer software and hardware technol-
ogy, the new technology of 3D drawing became more and
more popular. *is does not mean that 3D drawings can
completely replace traditional manual drawings, but they are
better applied to garden design separately. *at is, we use
manual drawing in the early stage of design and use 3D
drawing when drawing high-quality drawings. *e 3D has
made technical improvements to Editable Poly with almost
every upgrade, so its capabilities go beyond editing meshes
to become the primary tool for polygon modeling [18–20]. It
takes a brand-new perspective to do landscape planning and
design, modeling, virtual tour, and other technologies that
can be combined with the real landscape, complement each
other, better express its design ideas, and design intentions.

*e requirement for designers is to be proficient in 3D
drafting-related software, as shown in Figure 1. At present,
the overall requirements for designers are getting higher and
higher, and the use of software to express design intentions is
far from meeting the design requirements. It is also nec-
essary to coordinate various related software to exert their
respective functions and characteristics. With the rapid

development of the times, the requirements for design and
drawing personnel in various fields are also getting higher
and higher. Designers themselves are also dissatisfied with
only relying on 3D drawing software to achieve depapering
operations. *ey are more inclined to use 3D software to
improve their work quality and devote their energy to more
meaningful work [21, 22].

Driven by the development of information technology,
the efficiency of landscape design has been improved. In
order to more accurately express the intention of landscape
design, the field of landscape design has already entered a
new era. *e application of CAD technology to assist
landscape design has long been the general trend. *erefore,
as a landscape designer, you need to dare to try and apply
more, and you need to master the functions and charac-
teristics of CAD, so as to ensure that this technology be-
comes a good tool for expressing your design intentions
[23, 24]. At the same time, in the development of science and
technology, all kinds of software are constantly innovating,
and this part of the software has many shortcut commands,
so designers also need to strengthen the mastery of shortcut
commands to improve work efficiency. Landscape engi-
neering design is the science and art of the analysis, plan-
ning, layout, design, transformation, management,
protection, and restoration of landscape engineering. Built
on the basis of artistic esthetics and natural science, it is the
product of their combination. *e use of land according to
local conditions is the key to garden landscape planning and
design. Scientific and artistic esthetic planning, utilization,
and analysis of land, topography, landforms, etc. are carried
out, and perfect solutions are obtained to create more in line
with people’s esthetic needs and ecology. *is study focuses
on computer-aided technology, introduces the contempo-
rary mainstream computer-aided software and platforms,
and also expounds on the application in the planning and
design process of landscape engineering. First of all, it gives
an overview of the developmental history of garden land-
scape design and also introduces the process of the gradual
combination and application of computer-aided technology
in landscape planning and design. *e basic concepts of
modern garden landscape planning and design can include
the scheme of garden planning and design and the com-
puter-aided technology garden design technology [25, 26].
*erefore, first of all, it gives an overview of the development
history of garden landscape design and also introduces the
process of the gradual combination and application of
computer-aided technology in landscape planning and de-
sign, the basic concepts of modern garden landscape
planning and design, including the introduction of garden
planning and design thinking, and the current situation of
designers using computer-aided technology and related
design software.

2. MathematicalModeling ofGardenLandscape

Due to its complexity and diversity, garden landscape design
has not had a relatively unified and authoritative definition
in the academic world. *e landscape itself has dual attri-
butes of geography and ecological type. From the perspective
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of geography, more attention is paid to the entire landscape
such as topography and landforms. From an ecological point
of view, more attention is paid to the collocation and re-
lationship between plants and nonplants in the landscape,
and it is more willing to treat the landscape as a self-cir-
culating ecological system; on this basis, garden landscape
planning and design are considered to be “complex objects
on the land. It is a complex natural process and the imprint
of human activities on the earth; garden landscape engi-
neering is the carrier of various functions (processes), so it
can be understood and expressed as follows: landscape, the
object of the visual esthetic process; habitat, the space and
environment in which humans live; ecosystem, an organic
system with structure and function, with internal and ex-
ternal connections; and a record of the human past, the
expression of hopes and ideals, the language, and spiritual
space on which identification and sustenance are based.”
Garden landscape reflects the meaning of visual esthetics,
which has the same meaning as “landscape.”*is meaning is
also recognized by the literary and art circles and the vast
number of landscape architects.

It is this cross-cutting and multidimensional charac-
teristics that make landscape architecture rich in connota-
tion and more extension. *is study focuses on computer-
aided technology, introduces the contemporary mainstream
computer-aided software and platforms, and also expounds
on the application in the planning and design process of
landscape engineering.

*is study takes the plants in the garden landscape as an
example to carry out mathematical modeling. It can be seen
from the concept of string replacement that the initials and
productions in the Lindenmayer system (L-system) are
described by strings. It boils down because L-systems are a
formal language. To connect the L-system with the plant
simulation, so that it can represent the structure of real plant
branches, it is necessary to assign a specific geometrical
meaning to each letter in the L-system. In order to vividly
illustrate it, the concept of turtle shape can be introduced.

Postprocessing usually uses PS software and finally uses a
color laser printer to print out the renderings.

We can extend the turtle-shaped interpretation of the
L-system from 2D to 3D. First, three vectors H, L, and U that
describe the current direction of the turtle shape are given.
*ey represent the forward, left, and upward directions of
the turtle shape, respectively. *ey are all unit lengths and
are perpendicular to each other, and satisfy the following
equation:

H × L � U. (1)

*e rotating turtle shape can be represented by the
equation as follows:

H′, L′, U′  � [H, L, U] × R, (2)

where R is the 3× 3 rotation matrix. *e matrix represen-
tation of the rotation angle a with respect to the vectorsH, L,
and U is as follows:

RH(a) �

cos a sin a 0

−sin a cos a 0

0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (3)

where a is the variable.

RL(a) �

cos a 0 −sin a

0 1 0

sin a 0 cos a

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (4)

RU(a) �

1 0 0
0 cos a −sin a

0 sin a cos a

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (5)

*e plant images generated by the determined L-system
are relatively simple, and the plants generated according to
the same L-system are very similar. If we put these plants in

Figure 1: 3D-assisted garden drafting.
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the same picture (producing a picture of a forest), there
would be significant, artificial regularity. In order to avoid
this, it is necessary to introduce differential changes between
different species, which can change some details of the plant
on the basis of maintaining the overall structure of the plant.
*ese changes can be accomplished by randomizing the
turtle interpretation or engineering system. Simply ran-
domizing the turtle interpretation would have limited effect
because it only changed the external geometry of the plant’s
morphology, such as the length of the stem and the angle of
the branches, but not the underlying topology of the plant.
Correspondingly, if this randomness is applied to the
production, it can not only affect the geometric appearance
of the plant but also change the topology of the plant. We
have also made great strides in the development of com-
puter-aided technology in recent years.

A random L-system is an ordered quaternion as follows:

G � 〈V,ω, P, π〉. (6)

An example of a simple random L-system is as follows:

ω: F

p1: F⟶0 .33 F[+F]F[−F]F.
(7)

Although L-systems with turtle-shaped interpretations
can produce a range of objects, from abstract fractals to
plant-like branching structures, their modeling capabilities
are limited. A major problem is that all line segments are
integer multiples of unit steps. *is leads to some simple
figures, such as right-angled isosceles triangles, and cannot
be drawn correctly because the slope of its hypotenuse and
right-angled sides is an irrational number √2. Taking a
rational number approximation provides only a limited
solution, since the unit step size must be the common de-
nominator of all line segments in the model. *us, even a
simple internode model of a plant requires a large number of
symbols. In order to solve this problem, a method com-
bining mathematical parameters and L-system nota-
tion—parameter L-system—is introduced. In the process of
postprocessing, the artistic effect should be comprehensively
considered, so various special filter functions in the com-
puter-aided design software can be used to correct the ar-
tistic effect in time.

*e parameter L-system extends the most basic concept
of parallel rewriting, from words consisting of only char-
acters to words with parameters. *e parameter L-system
operates on parameter words, which are module strings
consisting of characters with parameters. Characters belong
to character set V, and arguments belong to the real number
set R. It consists of characters AEV and parameters as
follows:

a1, a2, ..., an ∈ R. (8)

*e module composed of the above formula is denoted
as follows:

A a1, a2, ..., an( . (9)

Every module belongs to a collection as follows:

M � V × R
∗
, (10)

where R∗ is the set of all finite parameter sequences, and the
set of all module strings and nonempty strings is denoted as
follows:

M
∗

� V × R
∗

( 
∗
, (11)

M
+

� V × R
∗

( 
+
. (12)

*erefore, according to the above model, the probability
can be obtained and is shown in Figure 2.

3. Computer-Aided Garden Landscape Design

Landscape architects can absorb and introduce more in-
tentions and understand different landscape configurations
through the human-computer interaction function of the
virtual reality system, so as to modify and improve their own
design schemes. In specific operations, designers can break
through the limitation of two-dimensional plane thinking,
observe landscape works from plane to 3D, multidimen-
sional, multiperspective, better grasp the space, and achieve
a more intuitive understanding of the design scheme. More
importantly, based on the support of technology, landscape
architects can break through the limitations of traditional
design methods and expressions, and make garden land-
scapes more artistically pursued. *e description of land-
scape details and the perfect presentation of effects by virtual
reality technology further stimulate the designer’s inspira-
tion and intention, and enhance the originality of the
landscape design scheme. Of course, the landscape design is
not limited to the places where the surface can be viewed.

In addition, there is a rich spatial environment design
and expression, and the multidimensional composition of
landscape architecture. *ese characteristics are reflected in
the combination of factors such as culture, space, time,
nature, and society, and provide conditions and foundations
for creating the overall atmosphere and special artistic
conception of the garden landscape space environment. *e
3D scene formed by virtual reality technology can fully
express the multidimensional spatial form of the garden
landscape. Compared with traditional computer-aided an-
imation production, virtual reality is more powerful in real-
time sculpting and interactive functions. Landscape de-
signers can more easily control scene elements, such as
weather, season, morning, and evening backgrounds, and
can create virtual spaces that cannot be achieved using
traditional expressions. In the virtual reality landscape space,
different scenes can be switched in real time, and different
observation angles or different observation sequences will
produce different scenes and experiences.

*e prerequisite for realizing virtual reality technology is
to have a 3D model, and the construction of virtual space
and landscape is based on a large number of 3D models.
*erefore, the models are required to be of various types,
with realistic effects and easy operation. In this way, a virtual
scene with rich content and smooth operation can be
established. *e reason why the requirements for virtual
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tours are high is because the audience can choose any
viewing angle to watch by themselves, which requires the
quality of the virtual rendering model to be very high, any
small surface must be handled without flaws, and even the
difference between the front and back of a leaf must be one
side with veins and the other side not. In order to achieve a
real-level virtual effect, when modeling, special attention
should be paid to the processing of light and dark effects, to
enhance the 3D sense of the 3D model, and to highlight the
content of the environment in which the landscape mod-
eling is located. *e data predicted by the proposed method
are plotted in Figure 3, which shows the validation of the
proposed method. It is also necessary to consider the ad-
justment of the temperature, humidity, and other elements
in the local area through CAD technology, so as to achieve
the purpose of noise reduction and pollution reduction, and
ensure the perfect landscape design.

Immersion, that is, experience, is the advantage of
virtual reality technology compared with traditional
graphic image creation. In order to allow users to have a
good experience as immersive, it is necessary to integrate
people’s vision, hearing, and touch into virtual reality.
From the very beginning, simple display screens and
headsets initially solved the problems of vision and
hearing. Later, the emergence of VR-specific headsets
strengthened the above two sensory experiences. Recently,
the use of finger nerves has appeared in Europe to bring
part of the tactile sense into the virtual world. With the
replacement of technology, the virtual modeling of the
garden landscape will bring users an experience that is
indistinguishable from the real one.

3.1. Application of Construction Drawing Production.
When we carry out landscape planning, we generally for-
mulate corresponding construction drawings and render-
ings, which reflect a certain design concept. Its objects are
generally buildings and landscapes in the city, including
residential areas, squares, pedestrian streets, parks and
natural landscapes, and other spatial forms. Here are some
applications of the corresponding computer image

production technology for construction drawings. Hence, in
order to verify the drawing production, the predicted value
vs item is shown in Figure 4.

*e previous construction drawings were all hand-
painted by design engineers. *e process was tedious and
tedious, requiring a lot of calculations, and wasting time, and
the accuracy of the final product was also flawed. During the
construction process, it was also necessary to confirm and
repeatedly modify it. CAD developed by Autodesk company
has been widely used all over the world; due to its simple
operation and professional design, designers can fully
control it in a short time. Designers communicate with
customers in advance, conceive products, and complete
them in the shortest time, which improves work efficiency
and is now a necessary computer software tool in the in-
dustry. At present, software widely used in landscape
planning and design includes CAD, sketch master, and
geographic information system. *ey are simple operation,
easy to use, low cost, and good effect to improve the quality
and efficiency of landscape planning and design.

3.2.RenderingandApplicationofRenderings. *e renderings
are the final architectural effects that will be presented in the
production of landscape gardens. In the process of pro-
duction, designers must first consider the overall color
matching, the structure is complete, and it can give people a
good feeling. When designing, different drawing software
should be used for various terrain buildings in order to
better complete the whole work.

(1) Modeling of basic terrain building design. *e 3dmax
is the basic terrain of landscape design and the
software of choice for architectural modeling. Every
year, some new designs are added according to the
user’s experience, and the functions are becoming
more and more perfect. *e best product we have
experienced is MAX2014. *e newly added graphite
modeling tool can basically meet the production of
complex models. When applied to landscape design
terrain, we only need to use two-dimensional images
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Figure 2: *e probability calculated by the proposed method.
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and basic commands to achieve Conception, the
effect is perfectly presented, and the operation is
simple.
*e English name of Sketch Master is SketchUp. In
recent years, there is a trend of catching up and
surpassing 3dmax. At present, some designers are
using it, especially in the field of landscape garden
design, which is favored by a large number of de-
signers. Its advantage lies in the display and pro-
duction of landscape terrain. *ere is an
independent interface, and the production and
rendering can be independently completed.

(2) Mountains and slope terrain. Terrain with slopes is a
part of our design that we often have to make, and
making it in software is a bit cumbersome. What we
commonly use now is a terrain production tool using
the max synthesis panel, which can draw terrain
slopes of different heights, which is difficult to use.
But the controllability is poor.

(3) Green plants. What we often use in this regard is a
forest plugin called Forest, which is used to create
distant landscape trees for buildings. It can instantly
create up to 10,000 trees and control their heights
while optimizing the rendering of the scene. *e
latest version of the update now adds 3D func-
tionality. Similar in function to it is a plugin called
V-Ray.

(4) Building auxiliary facilities. *e auxiliary facilities of
the building include bridges, characters, vehicles,
etc., which can be directly imported into the existing
model in a relatively simple way, saving time. *e
later stage plays an irreplaceable role in the entire
landscape design. *e commonly used software is
Photoshop, which has a relatively powerful color
correction function, and some less frequently used
ones, such as fusion and nuke, will be used in the
postproduction of some film and television dramas.
In order to explain the modeling method, the pre-
diction is shown in Figure 5.

Landscape designers use computer-aided rendering
technology to present realistic visual effects and visual ex-
perience, so that both the owner and the designer can better
feel the advantages and disadvantages of the design, so as to
facilitate mutual communication and improvement. Com-
puter-aided rendering technology has provided assistance in
all aspects of landscape planning and design, and also
brought some realistic and obvious role design demon-
strations, providing users with a sensory visual sense, which
is used in the design, procurement, approval, management,
etc. Intuitive information is used to help designers and
managers understand designs more easily. Taking the
rainwater collection system of garden landscape design in
Xinghua Park as an example, from the performance dia-
grams and examples, it is easy to see the materials used, the
process of rainwater collection, and even the latest concept
of garden landscape design, sponge city, in specific design
and application. First of all, it can be seen that the ecological
permeable ground is laid, the permeable bricks are laid on
the roads in the park, and the reasonable sidewalk slope is
set; although it is only a design scene, we can also feel the
comfort of someone stepping on it. Collection of road
rainwater-green space is obviously three to five centimeters
lower than roads, and rainwater is more likely to penetrate
into drains; road pavement is made of flat teeth, so it is easier
for rainwater to flow into roadside drains when it rains;
sidewalks paved with pebbles or stone blocks form a per-
meable surface; pipes for collecting rainwater are laid under
the park according to the terrain, and underground cisterns
are constructed; and after a series of rainwater collection and
storage measures, it is finally connected with the municipal
pipe network to form a large sponge patch. *e predicted
value is shown in Figure 6.

Virtual reality simulation landscape technology is the
mainstream technology of computer-aided landscape per-
formance, and its main features are multiperception, expe-
rience, interaction, and imagination. *rough the rendering
of the virtual reality platform such as Lumion, and the
modeling software such as Sketch Master, the landscape effect
of our design can be simulated. *e use of virtual reality
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technology can quickly establish the intended high-quality
landscape of the design plan, and express it to users and
landscape designers in a timely manner through hardware
equipment, improve the owner’s participation and sense of
creation in the design, and help designers discover their own
designs in time. Whether it conforms to your own design
ideas, you can use the virtual landscape platform to interact
with the owner in time, so that the final design result is also
conducive to the owner’s acceptance.We avoid the large-scale
modification and rework of the past, resulting in a waste of
time and resources. Using rendering technology to achieve
“photo-level” renderings, we fully express the positioning of
the landscape architect for the park and also interpret to
people what is new Chinese classical in a 3D, intuitive, and
vivid way, as shown in Figure 7 below. In the landscaping of
virtual gardens, flowers and plants are mainly arranged at the
edge of the entire layout to reflect the naturalness. In the
current landscape design, special attention is paid to the
collocation of flowers and plants with other plants. Taking the
landscape engineering design of Xinghua Park as an example,
there are basically no particularly large and gorgeous flowers,
but in harmony with vine plants, the choice of coreopsis, iris,

purple gold flowers, etc. form a local large-scale “flower sea”
effect. In rendering production and expression, we should pay
attention to layering, medium and long-term perspective, and
light and shadow effects.

As an important landscape element in landscape design,
plants occupy an important proportion in landscape
shaping. In landscape design blueprints, they play the role of
creating atmosphere and improving quality. In the design
process, the addition of plants is performed later. According
to the overall positioning of the park and the zoning
planning and layout, the conventional practice is to sepa-
rately plant trees, shrubs, and grasses. Sometimes, in order to
obtain a comprehensive landscape effect, they are also mixed
and planted, and the advantages of using computer-aided
technology for layout can be clearly reflected here, because
the software can easily carry out the matching of regions and
the increase or decrease in the number of plants, and the
continuous correction is scientific and reasonable. *rough
the real-time imaging capability of the virtual reality plat-
form, landscape designers can get the effect of plant con-
figuration for the first time and achieve their design
intentions through changes in species, arrangement of lo-
cations, increase or decrease in quantity, etc. Of course, as a
garden landscape design, teachers cannot completely rely on
the computing technology to assist the platform, but also
need to be familiar with the local tree species in the area, and
understand the biological collocation of trees and shrubs.
For example, it is very good in terms of computers and
esthetics, but in actual construction, it is difficult to survive,
or this kind of plant configuration cannot show the land-
scape effect of virtual reality in the local climate environ-
ment. *erefore, the requirements for landscape planners
are very comprehensive, and they can be skilled in operating
mainstream computer-aided platforms, Sketch Master,
Lumion virtual rendering platform, and large-scale land-
scape planning geographic information system and other
technologies and platforms, and have enough esthetic ability
and ecological knowledge to meet the sensory experience
demands of owners and audiences, and plants, soil, climate,
and other natural properties and configurations are very
familiar. *e predicted fluctuation is shown in Figure 8.
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4. Conclusions

Computer-aided technology, especially the virtual reality
platform, can provide users with a beautiful virtual land-
scape and an immersive experience. In the process of
interacting with the virtual scene, landscape architects can
discover their own works. If there are any defects or in-
consistencies with their own design intentions, they should
be changed and improved in a timely manner. *e com-
puter-aided plane software can accurately draw the land-
scape construction drawings. In the actual project
construction, the landscape can be constructed according to
the drawings and standards, so as to ensure that the actual
results are consistent with the design effects and improve the
quality of the landscape.

*e research on the realistic graphic rendering of the
virtual plant model, the intelligent modeling of various
plants, and the various natural factors affecting the growth of
plants is not deep enough, and the established system is still
far from the actual plant growth process.
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In order to improve the e�ect of color matching in children’s room, this paper studies the color matching of children’s room
combined with computer interactive experience technology. Moreover, this paper analyzes the basic knowledge of colorimetry,
the principle of color measurement equipment, the basic concepts andmathematical models of color conversion, equipment color
characteristic correction, and color gamut matching used in color management research and analyzes the color perception in the
process of computer interaction experience.  e color design method based on hue harmony is a color harmony design method
extracted on the basis of the basic color system and Chevrel’s theory of color harmony.  e experimental research shows that the
indoor color matching system for children’s room based on computer interactive experience proposed in this paper has a good
color matching e�ect.

1. Introduction

With the improvement of people’s living standards, people’s
requirements for the indoor environment are also getting
higher and higher, and the requirements for the growth
environment of the only child in the family are placed in the
highest position. Having a healthy environment for children
to grow up is a common concern of every parent and child-
loving person.  e color in the children’s room is closely
related to the physical and mental health of children. From
birth, the color in the room will a�ect the physical and
psychological growth and development of children all the
time.  erefore, people must pay enough attention to it.

 e children’s room is the place where children’s dreams
begin, and it is also the place that has the deepest impact on
their life. It is our responsibility to create a good environ-
ment for children to grow up. Moreover, it is our goal to
make a beautiful living environment a�ect and nurture
children’s beautiful personality.  e current family model
makes parents pay more and more attention to the growth
environment of children, and the design of children’s room
has become an important part of interior design. As themost
important part of interior design, color design is particularly

important. At present, modern scienti�c experiments have
proved that color plays an important role in stimulating
children’s visual development, regulating children’s psy-
chological emotions, promoting children’s right brain de-
velopment, and cultivating children’s imagination.

People’s sense of beauty mainly comes from vision. Only
through the visual system can we see rich colors and
beautiful things.  irty one-year-old children are full of
curiosity about everything in this world. ey like bright and
highly saturated colors. During this period, they should
consciously cultivate and emphasize their color perception
ability and help children establish correct aesthetics, im-
prove their appreciation level of beauty, and gain the en-
joyment of beauty, thereby improving children’s
comprehensive aesthetic quality. However, in the current
home improvement market, the color design of children’s
rooms is often based on the subjective wishes of parents, and
it is often a matching case that is taken for granted or an
adult version of the children’s room. Without scienti�c
theories and mature cases to guide, wrong color matching
will seriously a�ect the physical and mental health of
children, and the formation of unsound characters also
makes parents and even children experts �nd no reason.
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*ere are no particularly successful and representative cases
in the scientific research and application of indoor colors in
children’s rooms in China. *erefore, this subject has great
research value.

Being in a similar environment for a long time will keep
the nerves of children in a state of tension and excitement,
which will lead to a lack of security in the long run and even
violent intrusion in severe cases. Conversely, blue is a cool
color that can make people calm, thoughtful, and peaceful.
When children are in such an environment for a short time,
it is conducive to thinking about problems and maintaining
a quiet and peaceful state of mind. However, too long and
too much contact may cause children to suppress their
introverted and inarticulate characters. *erefore, color will
have various effects on children’s growth, both positive and
negative. Only through scientific color design to promote
strengths and avoid weaknesses, seek advantages and avoid
disadvantages, and effectively play the positive aspects of
color in children’s growth environment can we achieve our
ultimate goal.

*is paper studies the color matching of children’s
rooms combined with computer interactive experience
technology and builds a computerized intelligent children’s
room interior color matching system to promote the healthy
development of children’s physical and mental health.

2. Related Work

Under normal circumstances, the family’s understanding of
the importance of children’s room design can be divided into
three situations. *e first one is too much emphasis on
functionality, and there is no difference in the choice of
colors on furniture walls, ignoring the impact of colors on
children [1]. *e second is to consciously consider the color
of the children’s room while satisfying the functionality, but
lacking understanding of color matching knowledge; the
effect is naturally not ideal [2]; the third is to pay attention to
the design of the children’s room, query, and understand the
relevant knowledge, to create a children’s room suitable for
children to live and grow [3].

Color matching is very important for children in the
growth process, and choosing a rich and reasonable color
matching will have a great impact on them. First of all,
matching according to the personality characteristics of each
child is more conducive to the healthy growth of children’s
body and mind [4]. Light tones, natural and soft color
systems, such as beige, light brown, and light khaki, can give
people a simple and natural feeling, can relieve anxiety and
tension, and feel relaxed; the second is slightly bright,
positive, calm, and excitement colors, such as vibrant red
and yellow, which are conducive to mobilizing children’s
enthusiasm and cultivating positive thinking ability; fol-
lowed by the fresh and natural plant light and color system,
giving people a calm and stable atmosphere, based on green
colors. It can relieve fatigue [5]; the other is the warm color
system, which is too bright in the eyes of adults, but for
children, orange and yellow can make them feel energetic
and happy, and it is very important for children’s cultivation.

An open, pure, and lively character is helpful. However,
orange and yellow are not suitable for large-scale use, which
will cause visual impact and easily affect emotional insta-
bility. It can be used as an embellishment on the overall tone
[6]. Secondly, children grow and learn in a “bright” space for
a long time, which can better promote children’s develop-
ment in a subtle way. If the brightness and purity of the color
selected in the children’s room are relatively high, it will be
more suitable for children’s lively psychology and stimulate
children’s intellectual growth [7].*rough the measurement
of children’s IQ, the study found that when children were
tested in a room with bright colors such as light blue, yellow,
yellow-green, and orange, their IQ increased by an average
of 12 points, while in white, black, and brown, when tested in
a dark room, the average IQ is reduced by 14 points [8], and
rich colors can improve children’s IQ. *erefore, the chil-
dren’s room is not only a place for children to rest but also a
place for children to learn and play [9]. While satisfying the
spatial functionality, the collocation and use of colors, from
safety to individualization, affects children’s personality and
mood and plays an important role in their growth [10].

Indoor color is mainly divided into indoor environment
color, indoor intermediate color, and indoor environment
decorative color, which are mainly manifested in shape,
material, and space wall [11]. *e environmental color
mainly refers to the color of the wall, the ground, and the top
surface. *e overall tone of the environmental color should
be used harmoniously; the intermediate color mainly refers
to the color of large furniture such as indoor cabinets, beds,
and sofas. *e choice of furniture color should echo the
space environment. Decorative color mainly refers to the
color of indoor furniture, accessories, green plants, and
other small decorative objects, which play a harmonious role
in the overall color tone of the space [12].

Ambient colors, intermediate colors, and decorative
colors should be used harmoniously: first, the ambient color
in the indoor color should occupy a larger area of the color
tone in the space, followed by the intermediate color; the
decorative color is the smallest, and the area occupied by the
three indoor colors should be seperated. *ere is a rela-
tionship between the golden ratio; the second is that the three
colors cannot be the same; otherwise, it will easily cause the
monotony of the space color and even produce a blurred
feeling of the surface painting; third, the environment color
and the intermediate color should maintain a harmonious
relationship; decoration color and ambient color should have
both contrast and coordination in color relationship [13].

In the color selection of children’s room, proceed from
the character of the child. Children’s rooms should choose
brighter, more relaxed, and cheerful colors, and the beating
colors can stimulate children’s strong thinking interest and
imagination. In many cases, the correct use of color
matching can also help to compensate for the defects of
children’s personality [14]. *e combination of bright red
and beautiful blue is contrasting which is suitable for
introverted children; light blue is an elegant and gentle color
suitable for children with more lively personality; the
combination of pink and purple gives a romantic feeling.*e
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warm visual experience is suitable for some withdrawn
children; the green color is more suitable for children with
poor eyesight [15].

When choosing a color combination, some colors should
also be avoided and have a negative impact on the child’s
psychology. For example, the use of a large area of black will
make people feel depressed, resulting in unfavorable neg-
ative psychology. *e combination of very bright yellow and
orange indicates danger and is easy to generate tension [16];
a large area of white will make people feel monotonous and
lack of vitality and fun, resulting in negative and hopeless
emotions; although blue is widely used, it is a lonely tone,
and large areas of blue are easy to produce lonely and
contemplative emotions; large areas of red and excessive red
decorative colors can easily lead to emotional instability and
excitement of people [17]. Under normal circumstances, the
space color matching should not exceed three. For the
matching of colors and materials, the suitability of children
should be fully considered, and materials with different
materials but with the same color system should not be put
together [18]. To maintain the principle of moderation, the
overall interior tone is too full or unsuitable for space, white
and black cannot be used as the main tone, and gold and
silver can be used as a foil color; by fine-tuning the rela-
tionship between tone, lightness, and purity, the primary
and secondary tones can be achieved. Secondary distribu-
tion, reasonable collocation of colors, and unification of
primary and secondary colors contribute to harmony [19].

3. Visual Model of Color

Color can be defined as the human eye’s perception of light,
and it is fundamentally a subjective sensation that exists only
in the human brain. *e color of any object is the result of
the action of the following three basic elements: the light
source, the object, and the observer.

When there is no light, there is no color, and the color of
a fixed object seen by the observer changes as the lighting
changes. *e scientific understanding of color originated
from Newton, who used a prism to divide white light into
sequential colored lights, explaining that white light is
composed of a series of colored lights. Modern science
interprets visible light as a small part of the electron spec-
trum, and it is generally believed that radiation in the
wavelength range of 380 nm–780 nm can cause a visual
response in the human eye, called visible light. *e wave-
length of visible light is different, which causes the human
eye to perceive different colors. *e wavelength of

monochromatic light is from long to short, corresponding to
the perceived color from red to purple, as shown in Figure 1.

According to the above conclusions, any visible light is
composed of radiation of a certain wavelength and intensity,
and the function of radiation power and corresponding
wavelength can quantitatively and accurately describe all
light sources, which is called spectral power distribution.*e
spectral power distribution of perceived white light is
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Figure 1: Schematic diagram of colors corresponding to different wavelength spectra.
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Figure 3: Corresponding graph of the spectrum of pyramidal cells.
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approximated as a straight line, and Figure 2 shows a typical
daytime daylight spectral power distribution.

*e decomposition of incident light into three inde-
pendent stimuli by pyramidal cells is important for color
reproduction (as shown in Figure 3). Another very im-
portant phenomenon is that two types of light with different
spectral power distributions may produce the same tristi-
mulation signal in pyramidal cells. *e significance is that if
we want to replicate the visual effect of a color, we do not
necessarily have to create the same spectral power distri-
bution, but only need to have three pyramidal cells produce
the same stimulus signal as the source color. *is phe-
nomenon is called “metamefism.”

When two identical colors are each added and mixed
with two other identical colors, the color remains the same.
*e formula is expressed as

if A � B, C � D,

beA + C � B + C,
(1)

where “� ” indicates that the colors match each other.
For two identical colors, each correspondingly subtracts

the same color, and the remainder remains the same. *e
formula is expressed as

if A � B, C � D,

beA − C � B − C.
(2)

If the color of one unit is the same as the color of another
unit, then the two colors are enlarged or reduced by the same
multiple at the same time, and the two colors are still the
same. *e formula is expressed as

f A � B,

be nA � nB.
(3)

According to the law of substitution, colors that feel the
same can be substituted for each other to obtain the same
visual effect.

A color matching equation is an algebraic expression for
color matching. If (C) represents the unit of the matched
color, (R), (G), and (B) represents the unit of the three
primary colors of red, green, and blue that produce the
mixed color. R, G, B, and C represent the number of red,
green, blue, and matched colors, respectively. When the two
halves of the field of view are matched in the experiment, this
result can be expressed by the following equation:

C(C) � R(R) + G(G) + B(B). (4)

In the formula, “� “’ means visual equality, that is, color
matching; R, G, and B are the number of generations, which
can be negative.

In the color matching experiment, the color light to be
measured can also be a monochromatic light of a certain
wavelength (also known as spectral color). When a series of
similar matching experiments are performed for mono-
chromatic light of one wavelength, the tristimulus values
corresponding to monochromatic light of various wave-
lengths can be obtained. If the radiant energy value of each

monochromatic light is kept the same (such a spectral
distribution is called iso-energy spectrum) to carry out the
above experiment, the obtained tristimulus value is the
spectral tristimulus value, that is, the number of three
primary colors that match the spectral color of equal energy.
It can be denoted by the symbol r, g, b. *e spectral tri-
stimulus value is also called the color matching function, and
its value only depends on the visual characteristics of the
human eye. *e matching process is expressed as [20]

Cλ(C) � r(R) + g(G) + b(B). (5)

Any color light is composed of monochromatic light. If
the spectral tristimulus value of each monochromatic light is
measured in advance, the tristimulus value of the color light
can be calculated according to the principle of color mixing.
*e calculation method is to use the spectral distribution
function φ(λ) of the light to be measured, weight the spectral
tristimulus value of each wavelength to obtain the tristim-
ulus value of each wavelength, and then integrate it to obtain
the tristimulus value of the light to be measured as follows:

_R � 
v�s

kφ(λ)r(λ)dλ,

G � 
vis

kφ(λ)g(λ)dλ,

B � 
vis

kφ(λ)b(λ)dλ.

(6)

*e integration range is visible light band, generally from
380 nm to 780 nm.

Figure 4 is a graph of spectral tristimulus values drawn
with the tristimulus value as the ordinate and the wavelength
as the abscissa.

It can be seen from Figure 4 that a large part of the
r, g, b-spectral tristimulus values and the chromaticity co-
ordinates of the spectral locus have negative values.
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Figure 4: Color matching function of RGB chromaticity system.
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*e conversion relationship between the tristimulus
values of the XYZ system and the RGB system is as follows
[21]:

X

Y

Z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
�

2.7689 1.7517 1.1302

1.0000 4.5907 0.0601

0.0000 0.0565 5.5943

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

R

G

B

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (7)

R

G

B

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

0.41844 −0.15866 −0.08283
−0.09117 0.252422 0.01570
0.00092 −0.00255 0.17858

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

X

Y

Z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (8)

By formula (7), the tristimulus color matching function
of the CIE standard chromaticity system can be calculated
according to the CIE-RGB system, as shown in Figure 5.
Since it is considered that only the Y value represents both
magenta and brightness when XYZ selects the primary color,
while X and Z only represent magenta, the y(λ) function
curve is consistent with the photopic spectral luminous
efficiency V(λ), that is, y(λ) � V(λ).

*e CIELab space adopts the following three-dimen-
sional rectangular coordinate color space:

L � 116f
Y

Yn

  − 16,

a � 500 f
X

Xn

  − f
Y

Yn

  

b � 200 f
Y

Yn

  − f
Z

Zn

  .

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

, (9)

Among them, the function f(x) is expressed as follows
[22]:

f(x) �
x
1/3

, x> 0.008856,

7.787x + 16/116, x≤ 0.008856.

⎧⎨

⎩ (10)

Among them, X, Y, and Z are the tristimulus values of
the object, Xn, Yn, andZn are the tristimulus values of the
completely diffuse reflection surface and are normalized to
Yn � 100.

*e color difference in the CIELab color space and the
correlation quantities (lightness, chroma, and hue angle)
approximately corresponding to the psychological correla-
tion quantities can be obtained by the following methods:

(1) Color differencethe color difference between two
chromaticity values (L1, a1, b1), (L2, a2, b2) in the
CIE color space.
ΔEab is determined by

ΔEab � (ΔL)
2

+(Δa)
2

+(Δb)
2

 
1/2

, (11)

where

ΔL � L1 − L2,

Δa � a1 − b2,

Δb � b1 − b2.

(12)

(2) Brightness:

L � 116f
Y

Yn

  − 16. (13)

(3) Chroma:

Cab � a
2

+ b
2

 
1/2

. (14)

(4) Hue angle:

Hab � tg−1 b

a
 . (15)

*e establishment of the CIE standard chromaticity
system lays the foundation for people to objectively measure
the color of an object, and the color can be determined by
measuring the color tristimulus value of the object. *e
purpose of color management is to achieve consistent color
reproduction across devices, which is enough to accurately
reproduce CIE chromaticity values on various devices. One
of the prerequisites for color management is to obtain the
accurate CIE chromaticity value of the color. *rough the
corresponding relationship between the CIE chromaticity
value of the color sample and the device driver value, the
output model of the device is established to achieve accurate
reproduction of any CIE chromaticity value. We know that
the formula for calculating the tristimulus value is

X � K
vis

S(λ)β(λ)x(λ)dλ,

Y � K
vis

S(λ)β(λ)y(λ)dλ,

Z � K
vis

S(λ)β(λ)z(λ)dλ,

(16)
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Figure 5: Color matching function of XYZ color system.
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where S(λ) is the spectral distribution of the light source,
β(λ) is the spectral radiance parameter of the object, and
x(λ), y(λ), and z(λ) are the color matching functions of the
standard observer. *e spectral distribution S(λ) of the light
source, the spectral radiance parameter β(λ) of the object,
and the standard observer spectral tristimulus value
x(λ), y(λ), and z(λ) are all necessary to obtain the color
tristimulus value. A color measuring instrument is a tool to
obtain the color tristimulus value through a certain way.
According to the different ways of obtaining the three laser
values, color measuring instruments can be mainly divided
into two categories: spectrophotometers and colorimeters.

One of the main contents of this study is how to get the
mapping relationship Fdevice and Fdevice between the device-
dependent color space and the CIE color space.

*e process by which a scanner scans a color image and
records its chromaticity values can be expressed as

ci � H MTri , (17)

where the matrix M represents the three-channel spectral
stimulus response parameters including the scanner illu-
mination, ri represents the spectral reflection of the ith point
in the image space, H represents the nonlinear correction
model of the scanner (reversible within the scanner rec-
ognition range), and ci represents the vector of the color
recorded by the scanner, that is, the digital drive value of the
scanner, usually a vector in the RGB space, which can be
expressed as c � [RGB]T.

*e ideal scanner is colorimetric.*at is, colors that look
different to a standard observer will be scanned and recorded
as different device-dependent color values. For all rk, rj ∈
Ωr, k≠ j, we have

ATLvrk ≠A
TLvrj⇒M

Trk ≠M
Trj, (18)

where _Ωr represents the set of reflectance spectra of the
oscillating medium that can appear, the column vector of
matrix A contains the CIEXYZ color matching function, and
the diagonal matrix Lv represents the lighting conditions of
the observation environment. In other words, a colorimetric
scanner scans an image just as a standard observer would
observe the image under light Lv. For such scanners, the
calibration problem is to determine a continuous mapping
Fscanner (·) to convert the scanned color values into the CIE
color space. For all r ∈ Ωr, the chromaticity value t in the
device-independent color space can be obtained as

t � ATLvr � Fsemer(z). (19)

For the scanner, there is always a set of reflection spectra
Bscan of the scanned medium, such that the conversion
Fscanner(·) from the scan value to the CIEXYZ chromaticity
value exists. *e color of the output images, photos, and
other media of the decoration simulation platform is always
produced by the combination of colorants within a certain
range, so the reflection spectrum that can be produced is also
limited to a set Bmedia. Generally, in such a set, a transfor-
mation is ubiquitous such that (18) is satisfied, for all
r ∈ Bscanner.

*erefore, in all calibration methods, the first step is to
select a set of calibration samples whose reflectance spec-
trum belongs to set Bscanner, to ensure that the scan value of
this set of samples has a one-to-one mapping relationship
with the device-independent color space. *e reflectance
spectrum of this set of Mq samples is qk , 1≤ k≤Mq. *e
device-independent color space colorimetric values of these
samples are measured by a spectrophotometer or other type
of colorimeter according to the following relationship:

tk � ATLvqk , 1≤ k≤Mq. (20)

In order not to lose generality, tk  denotes the chro-
maticity value of any device-independent color space, such
as CIEXYZ. In this case, tk � L(ATLvqk) , where L(·)

stands for CIEXYZCIELab and CIELuv.
At the same time, scan these samples with a scanner to

obtain the scan value ck � H(MTqk), 1≤ k≤Mq. Accord-
ingly, the scanner calibration problem can be described as
finding a transformation Fscanner(·) that satisfies

Fgsmer � arg minF 

Mq

i�1
F ci(  − ti

����
����
2⎛⎝ ⎞⎠, (21)

where ‖ · ‖2 is the second norm in the CIE color space, which
represents the color difference in the CIE space.

*e CMY value output by the decoration simulation
platform is c (three-dimensional coordinates), and the
measured CIE chromaticity value is t (three-dimensional
coordinates), and Fprinter(·) represents the nonlinear map-
ping relationship from the decoration simulation platform
color space (CMY space) to the CIE color space. *en, there
are

t � Fprinter(c), c ∈ Ωpriner, (22)

where Ωprinter represents the set of all CMY values of the
decoration simulation platform. Correspondingly, for each
CIE chromaticity value in the color gamut of the decoration
simulation platform, the chromaticity value can always be
converted into a CMY value output by transforming
F−1

primer(·), namely,

c � F−1
printer(t),

t ∈ Gprintere.
(23)

*e color gamut Gprintere of the decoration simulation
platform is defined as

Gprinter � t ∈ Ωcie|∃c ∈ Ωdevice, rdevice(c) � t . (24)

In essence, the color correction of the decoration sim-
ulation platform is to find out the mapping relationship
F−1
printer(·), so as to complete the accurate conversion from the

CIE chromaticity value to the CMY value of the decoration
simulation platform.

*e process of calibrating the decoration simulation
platform is as follows. First, the platform selects a set of
calibration samples distributed in the color space of the
entire decoration simulation platform, namely, the device
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drive value, which is defined as ck , 1≤ k≤Mq. After the
platform result is output, the spectral reflectance
pk , 1≤ k≤Mq of the calibrated color target is obtained.

Using a colorimeter, the CIE chromaticity value
tk , 1≤ k≤Mq of the corresponding color sample can be
measured and has the following relationship:
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Figure 6: CMM color conversion process.
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tk � ATLvqk , 1≤ k≤Mq, (25)

where tk represents the CIE chromaticity value, which is
generally the Lab value. *erefore, the correction of the
decoration simulation platform needs to first find the
mapping Fprmer(·) to meet the following optimization
conditions:

Fprinter � arg minF 

Mp

i�1
F ci(  − ti

����
����
2⎛⎝ ⎞⎠. (26)

*e color correction of the decoration simulation
platform is generally carried out with the help of CIELab
space. *is space is a visually uniform space, that is, the
Euclidean distance between two points in the space is
proportional to the visual difference. In addition, the Eu-
clidean distance has an isoscopic color space, that is, the
Euclidean distance of two points in the space is propor-
tional to the visual difference so that the color gamut
matching problem can be solved by an intuitive geometric
method.

All output devices, such as decoration simulation plat-
forms and monitors, have their own color reproduction
capabilities and can only output colors within a certain
range, which is defined as color gamut. Ωcie is the chro-
maticity value range of the CIE color space andΩprinter is the
output device color space, that is, the digital drive value
range of the device; then, the device color gamut can be
defined as follows:

G � t ∈ Ωcie|∃c ∈ Ωdevice where Fdevice(c) � t . (27)

Out-of-gamut is defined as

G
c

� t ∈ Ωcie|∃t ∉ G . (28)

When a color image is transmitted between different
devices, ICCCMM will use the information provided by
the device profile to convert the color data of the image
from the color space of the source device to the color
space of the destination device. *e conversion process is
as follows: first, the color data of the image is converted
from the source device color space to the PCS space and

then from the PCS space to the destination device space.
*e algorithm and related information used in the
conversion are provided by the device Profile. For ex-
ample, when the image on the display is output through
the decoration simulation platform, the CMM first uses
the profile of the display to convert the color data of the
image from the ROB space to the Lab space and then
converts the color data from the Lab space to the CMYK
space according to the Profile of the decoration simu-
lation platform. *e decoration simulation platform uses
the CMYK data obtained at this time to output the image.
*rough two conversions, the color of the output image
of the decoration simulation platform can be more
consistent with the color displayed on the monitor, that
is, the color can be accurately transmitted between dif-
ferent image devices. Figure 6 shows the general workflow
of the CMM.

4. ColorMatching in Children’s RoomBased on
Computer Interactive Experience

*e color design method based on hue harmony is a color
harmony design method extracted on the basis of the basic
color system and Chevrel’s theory of color harmony. It uses
the color matching relationship between the main envi-
ronment and the background and the application of color
management to generate a user interface for visual circu-
lation operation in the CAD environment and obtains the
basic color modeling scheme of the indoor environment.
*is paper designs an indoor color matching system for
children’s room based on computer interactive experience,
as shown in Figure 7.

Figure 8 shows the simulation diagram of the female
children’s room and the male children’s room designed by
the color matching system in the children’s room based on
the computer interactive experience.

On the basis of the above research, the effect verification
of the indoor color matching system in children’s room
based on computer interactive experience proposed in this
paper is carried out. *e color matching effect is verified by
multiple sets of simulation experiments, and the results are
shown in Table 1.

(a) (b)

Figure 8: Simulation of female children’s room andmale children’s room. (a) Indoor color matching for girls. (b) Indoor color matching for
boys.
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From the above experimental research, it can be seen
that the color matching system in children’s room based on
computer interactive experience proposed in this paper has a
good color matching effect.

5. Conclusion

*e effect of color on children’s psychology and physiology
not only is the stimulation effect in the general sense of color
psychology but also has the unique group nature of children.
High-saturation colors such as big red and bright orange can
quickly stimulate children to be in a state of excitement,
quickly and effectively improve children’s creativity and
sensitivity to things, and even improve children’s IQ by 8%
to 10%. However, it is absolutely impossible to stay in such
an environment for a long time. *is study uses computer
interactive experience technology to study the color
matching of children’s rooms and builds a computer-in-
telligent color matching system in children’s rooms. *e
experimental results show that the indoor color matching
system in children’s room based on computer interactive
experience proposed in this study has a good color matching
effect.
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In the process of data collaboration, the data source copyright, equity boundaries, and other issues must be ensured to
ensure the data owner’s income rights. �e data on the blockchain are transaction data. After the data are veri�ed, they are
added to the block by the node that has the right to keep accounts. Once the data are added to the blockchain, they cannot
be deleted or changed, and only authorized query operations can be performed. �e transaction records on the blockchain
are completely public, and the fund transactions between accounts can re�ect a lot of valuable information, especially some
special accounts track the IP of transaction users through methods such as address reuse, taint analysis, and cluster
analysis. At the same time, a credit contribution certi�cation mechanism is established to ensure that the contributions are
directly proportional to the rewards, and �nally, a credit mechanism for data fraud is established. �is paper mainly
analyzes the key systems of privacy protection through research data and blockchain. �e research results show that
di�erent companies conduct the Pailler homomorphic encryption of data and use the secure multiparty calculation to
obtain the results. �e execution of the whole process is controlled by a speci�c intelligent contract, and the records of the
execution process are stored in the blockchain. It can be seen that the blockchain-based data distribution system changes
the traditional data distribution mode so that the data source and the data user can interact directly, which promotes the
maintenance of the system’s security and stability.

1. Introduction

�e data privacy of users in the cloud computing envi-
ronment is secret data, which is information that others do
not want to know. From the perspective of privacy owners,
privacy data can be divided into personal privacy data and
common privacy data. Personal privacy data include in-
formation that can be used to identify or locate individual
and sensitive information. �e privacy and accessibility of
data can ensure the user’s control over the information and
make access to unrestricted information [1, 2]. �e con�ict
between data privacy and accessibility occurs naturally [3, 4],
and data in the urban tra�c is closely related to these two
characteristics [5, 6].

Big data has become China’s national strategy. China
needs to speed up. “Big data” requires new processing
modes to have stronger decision-making power, insight

discovery power, and process optimization ability to adapt
massive, high growth rate and diversi�ed information
assets.

Each node has the same rights, and data updates and
transaction validation are done through circulated hubs
that follow an agreement system [7, 8]. Speci�cally, what is
put away on the blockchain is not simply the exchange, yet
the hash of the exchange [9, 10], which is stored in the form
of Merkle trees in blocks that form chained data structures
in chronological order and longest chain criteria [11].
�erefore, the construction of a uni�ed, open, and diver-
si�ed “chain network” blockchain infrastructure is im-
portant [12]. �e important signi�cance of building a
blockchain framework is to ensure that data of di�erent
formats and sources can be integrated and that di�erent
applications can be perfectly integrated into the blockchain
hotspot [13, 14].
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2. Experimental Procedure

Blockchain is a distributed database technology developed
on the basis of the application of digital encryption currency.
+e blockchain system has the characteristics of decen-
tralization, immutability, distributed consensus, traceability,
and eventual consistency, which makes it suitable for solving
data management problems in untrusted environments. +e
unique data management function of blockchain has be-
come the key to exerting the value of blockchain in appli-
cations in various fields. Blockchain technology is becoming
more and more popular [15, 16]. Blockchain is a new type of
distributed protocol, which can be realized without the
mutual trust of nodes, thus effectively reducing the trust cost
in the real economy [17, 18]. At present, the biggest ap-
plication of blockchain technology is digital currency, and it
is also one of the ten typical judicial technology applications
of the Internet. Although blockchain significantly improves
data security and reliability, the storage scalability of
blockchain is poor [19, 20]. For example, bitcoin currently
has a total capacity of more than 160GB.+e current bitcoin
system uses nearly 1600 PB of storage space, only for about
160GB of data, which greatly wastes storage space. In ad-
dition, as time goes by, the blockchain will increasingly
occupy a large amount of node storage space. +e function
introduction of each part of the block header is shown in
Table 1.

In this context, a scheme for implementing scalable is
proposed and the extended blockchain storage is studied to
realize the privacy protection of multiparty shared data:

c � Epk(m) � g
m

r
nmodn

2
. (1)

As shown in Figure 1, according to the homomorphic
nature of the encryption system,

Epk m1 + m2(  � Epk m1(  + Epk m2( 

� g
m1+m2 r1r2( 

nmodn
2
,

Epk a · m1(  � Epk m1( 
a

� g
am1r

an
1 mmodn

2
,

C � Epk 

K

k�1
vk

⎛⎝ ⎞⎠ � 
K

k�1
Epk vk( .

(2)

+e protocol presented in this study also supports partial
anonymity. Imagine Alice wants to send some money to
Bob, but he does not want anyone to know that these
currencies are for Bob. Table 2 shows the roles assigned to
users, the permissions each role has, and the relationship
between user-role-permission-device.

Assuming n of account are chosen. +en, the n− 1
address from the anonymous set is randomly selected. Fi-
nally, she performs the transfer, sending the ciphertext of the
currency to a blind feature of n− 1 addresses that are
randomly selected.

In order to encrypt the message, an integer is randomly
selected, and then, calculate the ciphertext:

Epk(m, r) � (N + 1)
m

· r
NmodN

2
. (3)

For decryption,

m �
Epk(m, r)

λmodN
2

  − 1
N

· λ− 1modN. (4)

+e given scheme can also use the consensus to recover
the random number in a given ciphertext:

r � c
N− 1modλmodN,

c � Epk(m, r) · (N + 1)
− mmodN.

(5)

From the nature of the encryption system, the following
equations can be obtained:

Epk m1, r1(  · Epk m2, r2(  � Epk m1 + m2, r1 · r2( ,

Epk(m, r)
k

� Epk k · m, r
k

 .
(6)

+e Paillier encryption system also has a blind feature,
which is the ability to change a ciphertext without changing
the corresponding plaintext:

Epk m, r1 · r2(  � Epk m, r1(  · Epk o, r2( . (7)

Assuming different values (i.e., x
k1
m ≠x

k2
m ), in the next

place, in the payment privacy, if Alice is transferring money
to n of accounts during the transfer, then only the proba-
bility of selecting Bob’s account is 1/n. +e equipment in-
formation used in the mechanism simulation experiment in
this paper is shown in Table 3.

By hiding each transaction with a different anonymous
set, the rate of increase is gradually increased, as shown in
Figure 2.

3. Results and Discussion

3.1. Blockchain-Based Enterprise Data Collaboration and
Sharing Solution. +e blockchain-based undertaking in-
formation cooperation and sharing plans are given in Fig-
ure 3. +e main roles of the scheme are the homomorphic
encryption scheme, the contribution proof protocol, and the
smart contract technology. It solved the problems existing in
the current contribution of enterprise data collaboration.

Multiple enterprises participating in the collaboration
encrypt the data to be shared homomorphic output the

Table 1:+e function introduction of each part of the block header.

Module Size Function

Version 4 Record the version number of the block
header

Prev Block
Hash 32 Record the hash worth of the past square

Merkle Root 32
Record the root value of the Merkle tree
hash of the transaction contained in the

current block

Timestamp 4 Record the creation timestamp of the
current block

Difficulty
Target 4 Record the computational difficulty of the

current block
Nonce 4 Random number generated with the block
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encrypted data, and use the secure multiparty computing
technology to merge the previously designed algorithms
together for collaborative computing. After the result of the
safe multiparty calculation comes out, demander utilizes
the Paillier homomorphic decoding calculation to un-
scramble the result and acquire the information that they
really want. Each data provider and the collaborative data
result calculation party distribute the predesigned total
reward according to the score obtained, and under the
control of another smart contract, the rewards that each
party should receive are sent to the accounts of these users.
Whatever the transmitted data, the process of data transfer,
the process of collaborative data operations, the process of
returning data results, the process of contributing proof
calculations, the process of reward distribution, and the
results are recorded in blockchain by smart contracts. +is
article records the results of multiple visits, as shown in
Table 4.

CA

Data Paillier
Encryption

Encrypted
Data Cloud

Credit Scoring
Users

Encrypted
Payout Authorization

Metadata

Figure 1: System model.

Table 2: Roles assigned to users, the permissions each role has, and the relationship between user-role-permission-device.

Module Size Function
Version 4 Record the version number of the block header
Prev Block Hash 32 Record the hash value of the previous block
Merkle Root 32 Record the root value of the Merkle tree hash of the transaction contained in the current block
Timestamp 4 Record the creation timestamp of the current block
Difficulty Target 4 Record the computational difficulty of the current block
Nonce 4 Random number generated with the block

Table 3: +e equipment information used in the mechanism simulation experiment in this paper.

Equipment CPU Working Memory (GB) Hard disk
Lenovo +ink Station P910 Intel Xeon E5-2640 v4, 2 4GHz Window 10(64 bit) 64 2 TB
Lenovo 10N9CTO1 WW Intel Core i7-7700, 3.6GHz Window 7(64 bit) 8 2 TB
Lenovo N50 Intel Core i5-4210, 1.7GHz Window 7(64 bit) 4 500GB
Raspberry model B Contex A53, 1.2GHz Raspbian GNU/Linux 8 1 16GB
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Figure 2: Paillier key generation time.
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3.2. Implementation Steps of Enterprise Data Collaboration
and Sharing Based on Blockchain. Users participating in
enterprise data sharing requirements, the data are prepared
to be transmitted through the encrypted secure channel. It
passes the data through a secret channel to a secure com-
puting container. +e relevant data are automatically
encrypted, automatically decrypted, and ready to perform
related operations, as shown in Figure 4.

Received data are manipulated using a secure multiparty
computing algorithm that implements the determination, as
shown in Figure 5.

Under the strong supervision through the reverse one-
way secure channel, the collaborative data result is imme-
diately eliminated after being delivered to the collaborative
data requester and is not backed up, as shown in Figure 6.

Without leaving a backup, raw original is also done, as
shown in Figure 7.

Due to the huge number of IoTdevices, in order to satisfy
as many access requests of IoT devices as possible, local

gateways need high-performance features. +erefore, this
article tried the throughput and data transmission of the
neighborhood door, and the experimental outcomes are
displayed in Figure 8.

+e initiator information stored by the verification node
is shown in Table 5.

CA
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encryption Encrypted data data Homomorphic

encryption Encrypted data

Block
chain 

data
Homomorphic

encryption Encrypted data

CA

Intelligent
contract 

Intelligent
contract 

Intelligent
contract

secure multi-party
computation

results of
enforcement 

Figure 3: Execution process of enterprise data collaboration.

Table 4: Results of multiple visits.

User Role Operate Results Time
PK 1 Manager Execute Allow 2019.6.6 9:43
PK 2 Supervisor Write Allow 2019.6.6 15:35
PK 3 Partner Storage Deny 2019.6.7 10:15
PK 4 Client Read Allow 2019.6.7 15:42
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data

data

One-way Safety
Channel
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Figure 4: Collaborative data transmission.
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Taking into account the network delays in real trans-
actions, this experiment introduces network delays when
simulating the transaction process, taking random numbers

as 0.21587, 0.76817, 0.16967, 0.57892, 0.82071, 0.68045,
1.26064, 0.77601, 0.55335, and 0.34181. +e transaction
delay value of each round of simulation is displayed in
Table 6.

Users with high permissions can check the statistics of
these health data at any time through the authorized ho-
momorphic public key. However, since the private key
signature is added during cannot be spied on before the
permission of the SP is obtained. User privacy data are
shown in Table 7.

3.3. Blockchain-Based Government Data Collaboration and
Sharing Solution. In this study, through the decentralized
blockchain technology, an innovative data distribution
system is constructed. Blockchain technology is mainly
proposed for the trust problem of the centralized accounting
system of existing financial institutions. It is composed of
distributed storage, P2P network, encryption algorithm,
consensus mechanism, and other technologies. In the system
proposed in this study, there are six different roles, namely
information source, media, information buyer, system
maintainer, content distributor, and advertisers.

Safety Computing
Container 

data

data

data

data

Figure 5: Collaborative data operation.
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Figure 6: Collaboration data return.
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Figure 7: Raw data return.
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+e information source uploads the created information
to a given blockchain system, while doing this, the infor-
mation source needs to provide a certain commission to the
system. +e source of information generally refers to the
information transmitted through a certain substance; that is,
the origin/source of the information (including the place of
production and occurrence of information resources, the
source, and the base). +e information source can use built-
in smart contract module in the system to initiate content
crowdfunding and set the revenue share portion and in-
vestment deadline for the transfer. Within the limited time,

the information buyers can invest the content by share, and
the content producer can obtain the lump sum basis at first,
and the content will be automatically allocated in portions by
the smart contract to the information source and the in-
vestor in information purchaser after the lock-up period.
+e media is the medium, in which information buyers
contact information published by information sources, and
is also the channel through which advertisers place adver-
tisement [21, 22]. +e media enjoys the advertising share in
proportion to the prearranged smart contract, which en-
courages the media to expand the user base and improve the
user experience. Information sources can be divided
according to the storability of information, the time se-
quence of production, the form of existence, the production
process, and the content of the generated information.

3.4. Research on Blockchain Data Distribution System.
+e data purchasers are require to pay a specific measure of
cost to the data source and the fundamental asset supplier
while buying the data in the framework. +e information
buyers can participate in the crowdfunding initiated by the
information source; that is, the users are allowed to invest in
the excellent content generated by other users and obtain the
part of the revenue share, while the information buyers can
also share the content, the sharing action is recorded by the
smart contract on the blockchain, and profit share can be
obtained from the advertising revenue of the shared content
[23]. Framework maintainers come to a settlement on an
agreement system to finish the information on the block-
chain. System maintainers have high requirements for
computing and communication resources.+emain sources
of revenue for system maintainers are consensus incentives
and transaction fees charged.

Multimedia information dissemination and sharing have
high requirements on the network, including storage and
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Figure 8: +e test results.

Table 5: +e initiator information stored by the verification node.

Rounds Alice Bill Mark Joan
Round1 354414 7.80769 6.92872 3.57067
Round2 6.86712 4.72692 5.68037 4.99165
Round3 0.37410 7 35849 6.30477 3.64614
Round4 4.43557 6.27414 5.70371 3.88766

Table 6: +e transaction delay value of each round of simulation.

Numbers Alice Bill Mark Joan
1 254454 7.70725 2.52772 2.57027
2 2.72752 4.72252 5.27027 4.55525
3 0.27450 7 25745 2.20477 2.24254
4 4.42557 2.27454 5.70275 2.77722

Table 7: User privacy data.

Index
User ID

1 2 3 4
HR 88 76 90 77
BP 107 124 110 101
RR 16 13 18 12
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streaming media forwarding cost, which can account for
more than 40% of operating costs. In a blockchain-based
information distribution system, users with idle resources
and eco-partners can voluntarily join nodes to provide
bandwidth and storage capacity services for blockchain-
based information distribution system users and obtain
corresponding commission incentives; thereby, the oper-
ating costs in the ecosystem have been significantly reduced.
Advertisers are able to pay for advertising based on the data
because the clicks, downloads, or page views of the content
on the blockchain-based information distribution system are
publicly transparent.

Information sources can upload, categorize, fill brief
introduction, and fix a price of their own work. Consumers
can search the platform for their favorite content and au-
thors, browse content by category, view content profiles and
user reviews, purchase content, and rate and comment on
purchased content.

Considering that the blockchain-based data distribution
system needs to store a lot of photos, videos, texts, and other
information. +e nodes in the blockchain-based data dis-
tribution system are divided into data storage nodes, system
maintenance nodes, and common nodes. +e data storage
nodes are used to maintain the system’s data resources.
According to the incentive model of the blockchain-based
data distribution system, choosing the right data resource for
storage, as a data storage node of the system, first needs to
have enough storage capacity.+e systemmaintenance node
is used to “mining,” in this way to maintain the blockchain
ledger of the blockchain-based data distribution system. A
system maintenance node is not only be in a position of a
certain amount of storage capacity and be suitable for the
global ledger of storage system but also sufficient computing
power is required to complete the proof of work. Ordinary
nodes can also be light nodes. Such nodes have the lowest
requirements on the nodes themselves. Under normal cir-
cumstances, only the account books and data related to
themselves need to be stored.

4. Conclusion

In the context of big data, the inherent or potential value of
data makes it an important asset. Common data in daily life
generally undergoes a series of processing. Due to the lack of
necessary transparency in the intermediate process, it is
difficult for users to judge its source and reliability. +rough
the combination of blockchain technology and other sce-
narios and technologies, many tasks that were previously
considered difficult to accomplish can be accomplished.
Digital cities will inevitably require digitization of produc-
tion factors and holographic economic activities to form a
scalable economy. Blockchains can replace the original
“face-to-face trust” relationship with “back-to-back trust,”
reducing the cost of transactions and exchanges. In the
meantime, the “chain network” is used to unitize the
blockchains of different architectures and different scenar-
ios, realize the digitalization of the production factors, and
completely record the whole process of the flow, connection,
and equity distribution of social production materials. +e

blockchain system provides limited identity privacy and data
privacy protection capabilities. +is article analyzes the
identity privacy and data privacy leakage problems of the
blockchain system in-depth and combines privacy protec-
tion mechanisms and cryptographic algorithms to propose
solutions and protections to enhance user identity privacy.
+e public key of data privacy can search for the blockchain
data privacy protection scheme, which improves the privacy
protection mechanism of the blockchain system. Based on
the ecological environment of the blockchain system, using
the distributed data storage function of the blockchain
system can bring new application modes to a large number
of field application systems. At present, various application
fields have formed a preliminary accumulation in blockchain
technology, gradually combining the functions of the
blockchain system with the original business system, using
the characteristics of the blockchain to solve the drawbacks
of the business system, and at the same time, improving the
blockchain system itself has shortcomings and limitations.
Now, applications in various fields have presented more new
challenges to the blockchain system.

+is study merged the blockchain and big data together,
and the big data privacy protection and scalability issues are
deeply studied and analyzed based on the existing block-
chain system architecture, and some research results are
obtained, but there are still many works that can be further
studied. According to the viewpoint of tackling the security
assurance and versatility of large information sharing, this
study proposes a shared data privacy protection and scal-
ability solution. +is solution solves the data storage
problem to some extent, but the recorded data are still stored
in the cloud. +ere may still be the possibility of centrali-
zation failure. +e next step will be to expand the solution
based on the existing research results to further solve the
problem of centralization failure.
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It is of great signi�cance to mine the learning resources that learners are interested in from massive data and recommend
appropriate educational resources to them according to the characteristics of students. To improve the accuracy of educational
resource recommendation, this paper proposes an educational resource recommendation system based on a graph attention
network and conditional random �eld fusion model. It builds all comments for each student and educational resource into a
comment graph. �rough the graph’s topological structure to capture the network and the dependency between words in the
commentary text, the adjacency information of each node is aggregated by the graph attention network based on connection
relation. After the graph attention network layer, the conditional random �eld inference layer is added. �e label sequence with
the highest probability is output by the dependent random �eld inference layer, which is taken as the �nal recommendation result
of the model. Experimental results show that the proposed algorithm has better performance in accuracy and diversity than the
traditional recommendation algorithm.

1. Introduction

With the development of social science and technology, many
online learning resources have grown. Learners cannot �nd
the learning content from the massive and complicated data.
In the process of searching, learners will be interfered with by
a lot of irrelevant information, thus wasting their time and
continuously decreasing their learning e�ciency and interest
[1]. �erefore, how to recommend learning resources that
users are interested in has become the primary research
content of this subject [2]. By combining personalized rec-
ommendation with learning, learners can obtain more tar-
geted learning resources in the learning resource
recommendation system more accurately and quickly [3].

As important auxiliary information in the recommen-
dation system, comment text can describe users’ interests
and hobbies in di�erent aspects of the project [4]. Rec-
ommendation methods, based on comment text, mainly
include topic modeling methods and deep learning methods
(such as convolutional neural networks and cyclic neural

networks) [5]. Although these methods have achieved
speci�c performance improvements, they still have limita-
tions. Topic-based modeling methods can only capture the
semantic information of the text at the global level and
ignore the critical word order and word context information
in the text [6]. Based on the deep learning method, we can
e�ectively capture the adjacent word context information, in
the long-term, global capture between word and the word,
and the continued dependence of [7] has some limitations.
However, this kind of method only considers the single static
preferences of the user or the project side and fails to capture
the preference characteristics at the interaction level [8].

In the recommendation �eld, foreign literature [9] adopts
a collaborative �ltering algorithm to recommend interested
and appropriate online learning resources for di�erent
learners according to their other goals and interest directions.
Literature [10], through studying learners’ characteristic
preferences and activity behaviors, improved the shortcom-
ings in the modeling process and established a dynamic
preference model for further recommendation. Regarding
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domestic recommendation technology, literature [11] pro-
posed associating learning resource tree with user access
records, establishing a user preference matrix and making
calculations in a comprehensive way of collaborative filtering
and popular recommendation. Literature [12] presented a
new technology, namely, the calculation method of assigning
information entropy and changing it according to the at-
tribute value change, finally obtaining the weight of user
preference. Experimental results show that the recommended
result is more accurate. Literature [13] mines and analyzes
data from multiple perspectives, which is embodied in con-
structing a multiassociated data warehouse for the data in user
system logs. Literature [14] proposed the long-short Time
Memory (LSTM) network by enhancing the traditional re-
current neural network. Literature [15] established a recom-
mendation model of online learning resources and provided
personalized learning resource sequences for learners by solving
the learning resources with the most negligible differences with
learners’ characteristics through binary particle swarm opti-
mization. Literature [16] constructed a learning resource rec-
ommendation system from the perspective of semantic Web
ontology and mapped learner features and learning resource
features into the ontology for matching recommendations.
Literature [17] proposed using ontology integration to learn
resource relationship features and then carry out recommen-
dation calculations through a genetic algorithm. Literature [18]
proposed a new e-learning intelligent recommendation system,
which can evolve itself.+e system realizes the self-adaptation of
learners and the self-adaptation of an open network environ-
ment. Literature [19] introduces semantic Web technology into
personalized recommendation services in the network learning
system and proposes an intelligent recommendation system
based on semantic discovery and learning preference.

In view of the above problems, this paper proposes an
educational resource recommendation system based on a
graph attention network and conditional random field fu-
sion model. +e recommendation algorithm RGP is used to
construct a review graph from all the review sets of each user
or project. +e graph topology captures long-term, global,
and discontinuous dependencies between words in the
commentary text. +e adjacency information of each node is
aggregated using a graph attention network based on
connection. +e word order relation is considered. Con-
ditional random field (CRF) inference layer is added after the
BiLSTM network layer. CRF limits the previous model’s
output by considering the relationship between adjacent
labels to ensure the rationality of prediction labels. Finally,
the embedded representation of the user and item ID and
their comment graph represents the coupled input, and a
Factorization Machine (FM) is used to predict the score.

2. The Proposed Educational Resource
Recommendation System

2.1. Recommendation Model for Learning Representation
Based on Comment Text Graph. In this paper,

Sp � s1p, s2p, . . . , s
Wp

p  represents the comment set generated

by user p. Nx � n1
x, n2

x, . . . , n
Tx
x  represents the set of

comments received by education resources x, where Wp and
Tx represent the total number of comments contained by
user p and education resources x, respectively. +e score of
user p on education resources x is defined as jpx, and all the
score datasets are represented as D.

+e RGP network structure of the recommendation
algorithm based on comment text graph representation
learning is shown in Figure 1. It contains three modules: the
user module (the left two columns of Figure 1). Education
resources modules (the right two columns of Figure 1).
Prediction module based on FM [20]. +e user module has
the same network architecture as the education resources
module, which users learn. Education resources modules are
used to represent projects. +e prediction module takes the
user and the education resources representation as input and
calculates the user’s rating of the education resources.

+e user (education resources) module consists of three
parts: +e section that builds the comment text graph builds
the comment text set for each user’s education resources)
into a graph. In graph representation learning, the con-
nection-based graph attention network and the interaction-
based attention mechanism are used to extract the repre-
sentation of the whole graph. +e representation fusion part
coupled the embedded representation of user (item) ID and
its graph representation to obtain the indication of end-user
(item). +e network architecture of the user module is the
same as that of the education resources module. +e details
of each part of the user module are described below.

2.2. Comment Text Graph Construction. +is paper uses the
method of reference [20] to construct a review text graph. In
the comment text, if two words appear together in a window
of size ω (i.e., the distance between the two words is less than
ω), then the two words are connected. +is paper saves the
word order information on this basis. For user p’s comment
text set Sp, first, keywords of each comment in Sp are selected
using text preprocessing techniques such as sentence seg-
mentation and preposition clearing. +en, all comments are
constructed into a directed graph, in which the nodes are the
keywords of the comment text, and the edges in the graph
describe the cooccurrence relationship between words in a
sliding window of fixed size ω. +e word order relationship
of critical text is significant in reflecting the semantic
meaning of the text. For example, “not very good“ and “very
bad“ convey different levels of negative emotion. To preserve
the word order information in the graph, this paper defines
three types of connection relation: forward relation ef,
backward relation eh , and self-connection relation es. Take a
comment sn

p from the comment set Sp. If the selected
keyword (node) i2 appears before the keyword i1 in sn

p and
the distance between i2 and i1 is less than ω in the original
comment, an edge E(i2, i1) from i2 to i1 is established in the
graph. +e connection of this edge is ef. At the same time,
an edge E(i1, i2) from i1 to i2 is established, and the con-
nection of this edge is eh. If i2 appears both before and after
i1 (which is rare), the edge connection is randomly set to ef

or eh. In addition, to consider the information of the word
itself, each node in the graph adds an edge connected to itself
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(for example E(i1, i1) ) and defines its connection as es.
Figure 2 shows an example of structuring the comment,
“Friends love this nice durable mouse.” “Friends,” “like,”
“good-looking,” “durable,” and “mouse“ were all selected as
keywords in the comments. +e word “this“ is removed, and
the window size ω is set to 3. If the distance between the
keyword “good-looking“ and the three keywords (“like,”
“durable,“ and “mouse“) in the comment is less than 3, 3
bidirectional edges are established, and edge types are de-
fined according to word order. And so on, build the com-
ment text graph.

For user p, Gp � Xp,Ep  is used to represent its corre-
sponding comment text graph. Xp is the set of nodes (i.e.,
keywords), Ep is the triplet set of node-edge-to-node (ih, r, in),
and r is the connection relation between nodes ih and in (one of
the above three relations). A comment text graph of project x,
Gx � Xx,Ex  can be built in the same way.

2.3. Figure Represents Learning

2.3.1. Embedded Layer. +e input of the embedding layer,
user ID, comment text ID, word ID, and connection relation
ID is mapped to different embedding spaces to obtain the
corresponding low-dimensional embedding features. In this
paper, ep, ex, i, er ∈ · R1×d0 are, respectively, used to represent

the low-dimensional embedding features of user p, comment
text x, word i, and connection relation r, where d0 is the
vector dimension of the embedding space.

2.3.2. Graph Attention Network Based on Connection
Relation. +e information of words in the commentary text
is not independent, and the semantic information of a word
can be enriched by the words around it. A graph attention
network based on connection relation is proposed to ag-
gregate adjacency information. Assume that the input in
Gp � Xp,Ep , for the nodes in the graph ih, uses Nh �

in|(ih, r, in) ∈ Ep  says ih adjacent points, Nh contains ih
itself. Assuming that it is currently at layer l of the graph
attention network, the importance weight of the adjacent
point in can be calculated as follows:

αl
ih, r, in(  �

exp πl
ihr, in(  

in∈Nh

exp πl
ihr, in(  

, (1)

πl
ih, r, in(  � σ i

l
hM

l
1  i

l
nM

l
1 + e

l
rM

l
2 

N
 , (2)

where Ml
1, Ml

2 ∈ Rd∗×d1 are transformation weight matrices
of corresponding nodes and connection relations, respec-
tively. ilh, el

r, iln ∈ R1×d∗ are the vector representations of ih, r

Educational resources
comment text set

Build the comment text graph
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Embedded layer

Educational
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Embedded layer
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Figure 1: RGP algorithm neural network structure.
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and in at the l layer, respectively, and the initial l layer
representation is the low-dimensional embedding charac-
teristics of the output of the corresponding embedding layer.
σ is the LeakyRelu activation function. d1 is the vector di-
mension of the representation space. d∗ � d0 at the first layer
and d∗ � d1 at other layers.

+e importance weight describes the importance degree
of adjacency. According to this weight, the vector repre-
sentation of the adjacency is integrated, and the output
vector representation of ih is obtained as follows:

i
l+1
h � Tanh 

in∈N
αl

ih, r, in( i
l
nM

l
1

⎛⎝ ⎞⎠, (3)

where Tanh is the activation function. +e long-term de-
pendence of words in the commentary text is captured by
stacking multilayer graph attention networks. Assuming the
number of stacking layers is l, the corresponding output
vectors of l ih can be represented as i2h, i3h, . . . , iL+1

h .

2.3.3. Attention Mechanism Based on Interactive
Relationship. When all nodes of graphGp pass through the l
layer graph attention network based on connection relation,
a graph attentionmechanism based on interaction relation is
proposed in this paper. +e aggregation node representation
gives the representation of the whole graph. +e attention
mechanism assigns importance weights to the interaction
level to each node in the graph based on information from
user p and comment text x. Assuming that the represen-
tation of output nodes of the graph attention network at the
above layer l is aggregated, the weight of node ih can be
calculated as follows:

βl
h �

exp ρ ihp, x(  


ih∈Xp

exp ρ ihp, x(  
,

(4)

ρl
ih, p, x(  � σ i

l+1
h Tanh ep

�����ex M
l
3  

N

 , (5)

where Ml
3 ∈ R2d0×d1 is the transformation weight matrix. ||for

vector concatenation operation. According to the weighted

sum of node representation of output, the output represen-
tation of layer l of graph Gp can be obtained as follows:

a
l+1
p � 

ih∈Xp

βl
hi

l+1
h .

(6)

2.3.4. Representation Fusion. To improve the expression
ability of the model, a layer of nonlinear transformation is
applied to the low-dimensional embedding feature ep based
on user ID.

wp � Tanh epM4 , (7)

where M4 ∈ Rd0×d1 is the transformation weight matrix. +e
final representation of the user is the concatenation of wp

and the graph representation output above at all levels.

up � wpa
2
pa

3
p‖ . . . ‖a

L+1
p . (8)

Following the same process, the final representation of
comment text x, vx can be obtained.

2.4. CRF Inference Layer. CRF inference layer is added after
the BiLSTM network layer to make the model learn the
constraint information between tags. CRF limits the output
results of the previous model by considering the relationship
between adjacent labels to ensure the rationality of predicted
labels. +e steps of the CRF algorithm are as follows:

(1) For the input sequence i � (i1, i2, . . . , it) , for a given
tag sequence (j � j1, j2, . . . , jt) , the score is shown
in the following equation:

S(i, j) � 
t

x�0
Gjx,jx+1

+ 
t

x�1
Ux,jx

, (9)

(2) where G represents the transition score matrix and
G ∈ R(z+2)×(z+2), and Gxy represents the transition
score from label x to label y. j0 and jt+1 represent the
start and end tags in a sentence. +e matrix U is the
output of the BiLSTM layer and U ∈ Rt×z. Uxy

represents the output score of the x word under the y

likees es
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mouse
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durable
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Figure 2: Review text graph example.
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tag. t represents the length of the sequence, and z
represents the number of tags.

(3) Softmax function is used to normalize and obtain the
maximum probability of sequence j label, as shown
in equation as follows:

U
j

i
  �

e
S(i,j)

j∈Ji
e

S(i,j)
, (10)

(4) where J represents the actual value. Ji represents the
set of all possible tags. During training, the likelihood
probability of the correct tag sequence is maximized
as shown in the following:

loggU
j

i
  � S(i, j) − 

t

j∈Ji

S(i, j), (11)

(5) +e sequence with the highest predicted total score
among all the sequences is regarded as the optimal
sequence, that is, the final text recognition result of
educational resources as shown in the following
equation:

j
∗

� argmax
j∈Yx

S(i, j).
(12)

2.5. Score Prediction. In this paper, a FM calculates users’
ratings of educational resources. First, the final representation
of users and educational resources is combined as follows:

k � up

�����vx. (13)

+e scoring is calculated as follows:

jpx � h0 + hp + hx + km
N

+ 
d

t�1


d

w�t+1
< qt, qw > ktkw, (14)

where h0, hp, and hx are the global deviation, user deviation,
and project deviation, respectively. m ∈ R1×d is a weight
vector, and d � 2(L + 1)d1; qt, qw ∈ R1×z are the potential
factor vectors corresponding to the elements of the tth and
Wth dimension of k. kt is the value of the element in the t-
dimension of k. 〈·〉 is an inner product operation.

To learn the parameter Θ of the whole model, this paper
defines the loss function of the model as follows:

min
Θ


(p,x)∈D

jpx − jpx 
2

+ λ‖Θ‖
2
F, (15)

where λ is the regularization coefficient. +e whole model
can be trained efficiently by an end-to-end backward
propagation algorithm.

2.6. Algorithm Flow. +e RGP algorithm flow is as follows
(Algorithm 1).

2.7. SystemModuleDesign. A college education information
recommendation system based on the fuzzy algorithm of

multiple mixed criteria is an education information rec-
ommendation system with a retrieval engine. +e system
consists of a retrieval module, database module, and rec-
ommendation display module. +e web retrieval engine is
set in the retrieval module, which is used for educational
information retrieval and efficient transmission of educa-
tional data. +e block diagram is shown in Figure 3.

(1) Retrieval module: After the user logs into the system
and enters the retrieval module, he/she selects the
corresponding language according to the language
he/she knows. +e retrieval module supports
Mongolian, Chinese, and English. Users use three
languages to input the types of educational resources,
keywords, and subject information in the search
interface.

(2) Database module: +is module has various man-
agement modes for educational information and
corresponding management for system and user
information. Users can be classified as registered
users, common users, and management users.
Registered users can retrieve educational informa-
tion for browsing. General users can search for
educational information and download educational
information. Management Users have the right to
manage the overall functions of the database.

(3) Recommendation display module: +e recommen-
dation display module mainly presents the education
information with the highest recommendation de-
gree to users. +e recommended display module has
three main panels: +e first is the list of learning
resources. +e second is the list of recommended
resources. +e third is the neighbor list. Click the
names of lists in the recommended display module
panel to activate the corresponding functions. +e
downloaded learning resources are displayed in the
learning resource list. +e list of recommended re-
sources shows that the database module extracts the
education information with the highest recom-
mendation degree according to the user’s retrieval
information. +e neighbor list lists all educational
information similar to that retrieved by the user.

3. Experiment

3.1. >e Data Set. To verify the effectiveness of the
proposed algorithm, public datasets Citeulike-c and Cit-
eulike-h were used in the experiment. Table 1 shows the
statistical information of nodes and the relationship between
users’ nodes, educational resources, and labels in the two
datasets.+e sparsity of interactive data in the two datasets is
0.23% and 0.08%, respectively.

3.2. Experimental Methods. +e model implements the
recommendation model based on comment text graph
representation learning. After the dataset is divided, the last
interaction is reserved as a positive sample for testing for
each user in the dataset. +e remaining interactions are
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positive samples for training. 1000 comments with no
previous interaction were randomly selected for each user as
a negative test sample. +e feature dimension is 64, the word
vector is a pretraining model, and the output dimension is
768. +e autoencoder adopts a three-layer neural network
structure, and the dimension of the middle layer is 64.
Feature random zero ratio 0.3.

3.3. Evaluation Indicators. +is paper evaluates the per-
formance of the model from two aspects: accuracy and
diversity. In terms of accuracy, choose HR@K and NDCG@
K. +e recommended length is K. HR@K is the hit rate,
which measures the proportion of users’ test positive sample
educational resources in educational resources in the rec-
ommendation list. NDCG@K is the normalized impairment
cumulative gain that measures the ranking quality of the
recommendation list. +e higher the user’s test positive

sample educational resources, the greater its value. +e
accuracy of the model is directly proportional to the size of
the two values.

In terms of diversity, choice ILS@K and HD@K, K is
the length of the recommended list. ILS is the internal list
similarity, which measures the similarity of a single
user’s recommendation list. +e larger the ILS value, the
higher the similarity and the lower the diversity of a
single user’s recommendation list. +is paper uses the
cooccurrence vector of educational resources and tags to
calculate the similarity of ILs. HD is the Hamming
distance. In information theory, the Hamming distance
between two equal-length strings is the number of dif-
ferent characters in the corresponding position of the
two strings. Measure the similarity of recommendation
lists between different users. +e larger the HD value, the
lower the similarity between different users and the
higher the diversity.

College education information recommendation System based on
multiple mixed criteria fuzzy algorithm 

Database module: Multiple
mixed criteria fuzzy

decision type

Search module: Web
search engine

Recommended display
module: resource list 

Host

Figure 3: Composition block diagram of college education information recommendation system based on multivariate mixed criteria fuzzy
algorithm.

(i) Enter the user’s rating data D for educational resources, the text set of comments by users, and educational resources
(ii) Output RGP prediction model F(p, x|Θ) � jpx

(1) Randomly initialize all parameters of the model θ
(2) For p, item x, jpx in score data D.
(3) Construct the comment text map Ap and Ax of user p and educational resource x.
(4) Assume jpx based on equations (1) to (8) and equations (13) to (14).
(5) According to equation (15), the backward propagation algorithm is used to calculate the gradient of all parameters θ.
(6) Gradient descent method (Adam) is used to update parameters
(7) end for
(8) return F(p, x|Θ)

ALGORITHM 1: RGP algorithm.

Table 1: Dataset statistics.

Dataset CiteULike-c CiteULike-h

Node
User 5551 7947

Educational resources 16980 25975
Label 46391 52946

Relation
User - educational resources 204987 134860

Educational resources - educational resources 89418 32565
User - label 239253 290830
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3.4. Experimental Results and Analysis. +e experiment
compares the evaluation indexes of the proposed algorithm
and the traditional recommendation algorithm. To unify
variables, K in the recommendation list Top-K is set to 10.
+e experimental results on the two datasets are shown in
Table 2 and 3, respectively. It can be seen from the exper-
imental results:

(i) +e performance of the proposed algorithm is su-
perior to that of other models in both datasets.
Compared with [25], in the experimental results of
CiteULike-c dataset, the algorithm in this paper
improves by 4.62% on NDCG and 0.29% on ILS. In
the experimental results of the CiteULike-h dataset,
the algorithm in this paper improved by 3.53% on
NDCG and 1.17% on ILS. +is is due to multi-
semantic feature extraction, 3d convolution high-
order feature mining, and diversity loss function.

(ii) Compared with literature [21], literature [22] and
literature [23] increased by 1.61% and 0.98% in HR.
In NDCG, the results improved by 6.64% and
6.06%, indicating that text and heterogeneous in-
formation networks can effectively alleviate the
problem of data sparsity and improve the accuracy
of recommendation. It shows that semantic features
of heterogeneous information networks can effec-
tively enhance the diversity of recommendations.

(iii) +e evaluation index of the accuracy of the deep
learning model is improved by 10%–14% compared
with the method based on matrix decomposition,
indicating the advantage of neural networks in
fitting high-order interaction relations. In the deep
learning model, HR indexes of literature [24] and
literature [25] were compared, and the latter im-
proved by 2.21%, indicating that the fusion method
of cross-product could obtain more accurate rec-
ommendation results.

3.5. System Effect Test. +e system is applied in a school
library for 70 days. +e experimental users were 1500
teachers and students, and the system was used to search
books. +e experiment shows that the system in this paper
can recommend related books according to user search
terms, and the recommendation degree of recommended
books is 99%. Note the system in this paper can realize book
recommendations according to the user preference and the
optimal recommendation degree. To deeply test the appli-
cation effect of the system in this paper, the user discovery
accuracy and recommendation recall rate are taken as test
indexes, and the performance comparison experiment is
conducted by using the system in this paper, the recom-
mendationsystem in literature [26], and the recommenda-
tion system in literature [27].

(1) User discovery accuracy: the ratio of the number of
educational information recommended by the sys-
tem selected by users to the total number of
recommendations.

(2) Five hundred teachers and students were randomly
selected as users from 1500 teachers and students in
the school. When the number of users increased, the
three systems’ user discovery accuracy was tested.
+e results are shown in Table 4. According to the
data in Table 4, as the number of users increases, the
three systems’ user discovery accuracy begins to
decrease. However, the user discovery accuracy of
the system in this paper decreases in a small extent
and at a slow speed. When the number of users
increased from 400 to 500, the system users found
that the accuracy was stable at 0.94. When the
number of users increases from 400 to 500, the
discovery accuracy of the users of the two systems is
less than 0.88.

(2) Recommended recall rate: the ratio between the
amount of recommended educational information
selected by users and the total amount of educational
information applied by users.

Based on the above experimental settings, the recom-
mended recall rates of the three algorithmic recommen-
dation systems were tested, and the comparison results are
shown in Figure 4.

By comparing the fluctuation trend of the recommen-
dation recall rate of the three algorithmic recommendation
systems in Figure 4, the peak value of the recommendation
recall rate of the proposed algorithmic recommendation
system is greater than 0.92, showing significant advantages.

Table 3: Results of experiments on CiteULike-h.

Model HR NDCG ILS HD
Literature [21] 50.21 31.05 17.94 98.81
Literature [22] 51.03 33.27 18.22 99.15
Literature [23] 50.36 32.51 17.86 99.52
Literature [24] 51.32 34.95 18.03 99.54
Literature [25] 52.95 35.62 18.04 99.56
Proposed 54.27 36.88 17.83 99.58

Table 2: Results of experiments on CiteULike-c.

Model HR NDCG ILS HD
Literature [21] 52.79 32.51 20.46 98.86
Literature [22] 53.64 34.67 21.44 99.57
Literature [23] 53.31 34.48 20.36 99.65
Literature [24] 58.28 38.84 20.46 99.59
Literature [25] 59.57 39.15 20.38 99.58
Proposed 60.38 40.96 20.32 99.65
+e results of the proposed method.

Table 4: Comparison results of user discovery accuracy of rec-
ommendation education information of the three systems.

Number of users 1 Proposed [26] Literature
100 0.98 0.91 0.94
200 0.96 0.84 0.82
300 0.97 0.86 0.85
400 0.94 0.81 0.75
500 0.94 0.87 0.78
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As the number of users increases, it always ranks above the
other two algorithmic recommendation systems with
minimal fluctuation. +e lowest recommendation recall rate
of the other two algorithmic recommendation systems falls
below 0.81, so most of the educational recommendation
information of the algorithm system in this paper is adopted
by users.

4. Conclusion

+is paper proposes an educational resource recommen-
dation system based on the review text graph representation
learning recommendation algorithm RGP combined with a
CRF fusion model. +e system effectively combines the
performance advantages of comment text and graph rep-
resentation learning. By introducing the graph attention
network based on connection relation and the attention
mechanism based on interaction relation, the relevant in-
formation between word and word, interaction behavior,
and comment text can be more fully captured. +e label
sequence with the maximum probability is output by the
CRF inference layer and taken as the final recommendation
result of the model. Experimental results on datasets show
that the proposed algorithm can effectively improve the
recommendation accuracy compared with the traditional
recommendation algorithms.+e resource recommendation
system proposed in this paper has significant advantages in
recommendation recall rate and high discovery accuracy
from the system effect test. +e next step will be to introduce
more nonscoring auxiliary information to establish a more
accurate distribution of user preferences and item features to
improve recommendation accuracy. [27].
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�ere are many brands in cross-border e-commerce platforms. Obtaining consumers’ preference for brands will help promote the
development of cross-border e-commerce industry. A brand preference prediction method of cross-border e-commerce con-
sumers based on potential tag mining is proposed. Preprocess the cross-border e-commerce brand comment information
obtained, build a HowNet emotion dictionary, and calculate consumers’ emotional tendency towards the brand on this basis. �e
projection pursuit regression model is optimized by di�erential evolution algorithm to reduce the dimension of the obtained
consumer brand emotion information. Mining the potential labels of the information after dimensionality reduction, combined
with Bayesian personalized sorting method and paired interaction tensor decomposition method, this paper constructs a brand
preference’s prediction model to predict the brand preference of cross-border e-commerce consumers. �e experimental results
show that the proposedmethod has high accuracy of brand tendency calculation results, small average absolute error of prediction
results, and high model accuracy.

1. Introduction

Under the background of the rapid development of Internet
technology, cross-border e-commerce has been more re-
stricted in the international market. With the �erce trend of
mutual suppression, e-commerce not only has the problem of
product infringement, but also reduces pro�ts [1, 2]. In the
international mainstream market, international big brands
occupy an important position, so domestic e-commerce
businessesmainly focus on nonmainstream products.�e low
degree of consumers’ satisfaction and preference for domestic
brands is mainly due to a series of problems in China’s cross-
border e-commerce, including low internationalization level,
low market position, and poor innovation ability [3]. In order
to improve the position of China’s cross-border e-commerce
in the international market, it is necessary to obtain con-
sumers’ preference for brands.

Li and Maomao [4] and others designed a consumer
preference questionnaire to obtain the current situation
information of consumer brand preference, extracted brand

features from four aspects of society, brand, service, and
price perceived value through in-depth learning model, and
established a consumer brand preference prediction model
according to the feature extraction results. However, this
method cannot accurately calculate consumer brand pref-
erence, which has the problem of large average absolute
error of prediction results. Sun et al. [5] and others obtained
online text and consumer keyword index data and used
sliding time window technology to complete the above data
screening. At the same time, combined with a variety of
machine learning methods, the prediction model of con-
sumer information index is established, to obtain the con-
sumer information index of di�erent brands and realize the
prediction of consumer brand preference. �e disadvantage
is that the accuracy is low.

In order to solve the problems in the above methods
based on the calculation of brand preference emotional
tendency, this paper realizes the prediction of cross-border
e-commerce consumers’ brand preference by mining po-
tential tags.
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2. Calculation of Brand Preference and
Emotional Tendency

2.1.CommentPretreatment. One of themain tasks to predict
the brand preference of cross-border e-commerce con-
sumers is comment preprocessing. )e specific process is as
follows in Figure 1.

Reprocess the comment data according to the process in
Figure 1 to ensure the accuracy of brand preference and
emotional tendency prediction. Obtain brand comment data
from the Internet or other websites through web crawler
technology. )e comment data is segmented by means of
annotation text, word segmentation, and annotation, which
is divided into clauses with the smallest unit to ensure the
integrity of its semantic expression.

Compared with English writing methods, Chinese
writing methods are usually quite different. In Chinese
writing rules, words in sentences are not divided by display
separators such as spaces. )e smallest semantic unit in the
text is words, which is of great significance for emotion
analysis about consumer brand. As the most basic step, word
segmentation has many research results in the practical
problems of Chinese natural language processing [6, 7]. )e
function of words in sentences can been described by part of
speech.)erefore, part of speech tagging is an important link
in the process of comment preprocessing. )e commonly
used open source tools for part of speech tagging and
Chinese word segmentation are shown in Table 1.

In natural language processing, the word segmentation
package in the tool library is usually used to complete data
segmentation, and then the weight of different data is given
according to the unused work and emotional needs to build
the final comment database and emotion table. So far,
comment data preprocessing is realized.

2.2. Construction of Emotional Dictionary. In terms of
natural language processing, most countries have built
knowledge bases, such as HowNet in China, Korean
WordNet in Korea, and mindnet in Microsoft. HowNet has
a high position in Chinese emotional dictionary. HowNet
contains the relationships between ideas. It is a semantic web
based on world knowledge. Its content is more detailed. )e
main relationships in HowNet are shown in Figure 2.

)e concept in HowNet shown in Figure 2 includes
many semantic relationships such as synonymy and an-
tonymy. Among them, the most important relationship is
the synonymous and antisense relationship of words.
According to the relationship between different words, the
word attributes of corresponding words can be decomposed.

Decompose concepts in HowNet to obtain multiple
semaphores. )e similarity S(w1, w2) between words can
been calculated through the distance d(w1, w2) value in the
semaphore tree, as shown in formula (1):

S w1, w2(  �
β

β + d w1, w2( 
, (1)

where β represents the change parameter, which represents
the polarity value of this type of emotion, and this parameter

is greater than zero. )e calculation results of the above
formula are prone to errors. )erefore, the proposed method
calculates the similarity between words according to the
correlation between the word and the negative word refer-
ence word b1 and the positive word reference word b2, that is,
the semantic tendency value t(w), as shown in formula (2):

t(w) �


n
i�1 s wi, b1( 

n
−


m
j�1 s wj, b2 

m
, (2)

where n and m represent the number of positive and neg-
ative reference words, respectively. When the semantic
propensity value t(w) of a word is positive, it belongs to a
negative word. When the semantic propensity value t(w) of
a word is negative, it belongs to a positive word. Specific
subjects based on brand preference classification fill the
existing affective polarity dictionary, and the cross-border
e-commerce prediction method of the consumer brand
preference based on potential tag mining describes the at-
tributes of words through binaryW, as shown in formula (3):

W � (D, V), (3)

where D represents the emotional polarity corresponding to
the word, and its value is 1 or −1. When the value is −1, it
belongs to negative words, and when the value is 1, it belongs
to positive words.)e nouns and adjectives of B and V are as
shown in formula (4):

V � (B, S, M). (4)

According to the attributes of two tuple descriptors, the
emotion dictionary is constructed, which is used to judge the
emotional bias in brand comments.

Internet

other sources

Web crawlers get comment resources

Comment text database

Word segmentation and tagging BosonNLP

Calculate different weights according to
different needs

Text Vector Database

Start

End

Figure 1: Comment preprocessing.
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2.3. Calculation of Brand Emotional Tendency. )e proposed
method transforms the text content into vector operation in
vector space through vector space model [8, 9], and the
semantic similarity is measured by vector similarity.

In the process of text processing, vector space model uses
multidimensional feature vectors to represent each docu-
ment. When the number of documents in the data set is m,
m × n dimensional vector space is used to represent the whole
data set and abstract the text into vectors. )e prediction
method about brand preference of cross-border e-commerce
consumers based on potential tagmining obtains text features
through linear combination feature algorithm.

2.3.1. Word Frequency Method. )e importance of features
can been measured by word frequency [10, 11]. Count the
frequency G(t) corresponding to all words after word seg-
mentation, delete the entries with G(t) value of 1, and sort
the remaining entries according to word frequency in order
from large to small. )e importance of words is directly
proportional to word frequency.

2.3.2. Mutual Information Method. Mutual information
describes the amount of information generated by mutual
influence when two things happen at the same time [12, 13].
From the granularity of emotional analysis, the initial
emotional analysis is to analyze the words with emotional
color; that is, the words with emotional color are divided
into positive and negative aspects, because the function of
emotional dictionary is mainly to judge whether there are
emotional words in the constructed emotional dictionary
after word segmentation of a brand comment. _D represents
the dictionary of emotional polarity, and its expression is as
follows in formula (5):

_D � PF∪NF, (5)

where set NF is composed of negative words, set PF is
composed of positive words, and set F is composed of words
with frequency higher than one. )e candidate word set J is
obtained through the above process, as shown in formula (6):

J � _D∩F. (6)

)ere are n words in set J where the cross-border
e-commerce consumer brand preference prediction method
based on potential tag mining selects features through the
mutual information method [14, 15] and obtains the mutual
information O(y, v) between category v and entry y through
the following formula, as shown in formula (7):

O(y, v) � log2
P(y|v)

P(y)
, (7)

where P(y) represents the probability of the number of
documents to which entry y belongs in the total number of
documents; P(y|v) represents the probability that the entry
y appears in the data of category C, and the calculation
results are sorted in the order from large to small. For
features, the average valueO(y) corresponding to the entry is
calculated by the following formula:

o(y) � 
k

i�l

O vi( O y, vi( , (8)

where k represents the number of categories; O(vi) repre-
sents the probability corresponding to category vi.

2.3.3. Linear Combination Feature Selection. )e proposed
method combines word frequency and mutual information
to calculate the feature score of consumer brand emotion, as
shown in formula (9):

Score � (1 − μ)O yi(  + μ Freq yi( , (9)

where μ represents the regulating factor; Freq (yi) represents
the word frequency corresponding to the entry yi. According
to the brand emotion characteristics extracted in the above
process, the brand emotion tendency is obtained.

3. Cross-Border E-Commerce Consumer Brand
Preference Prediction Regression Algorithm

3.1. Projection Pursuit Regression. Projection pursuit com-
bines computer science, modern statistics, and applied
mathematics. It is a high-tech and can complete nonlinear,

Table 1: )e commonly used open source tools for part of speech tagging and Chinese word segmentation.

Analysis tools Part of speech tagging Analysis granularity Accuracy Interface Website
Pao ding-analysis None Multiple choice — Jar package https://code.google.com/p/paoding/
BosonNLP Having Multiple choice 0.947 REST API https://bosonnlp.com/dev/center
IK analyzer None Large 0.748 Jar package https://www.oschina.net/p/ikanalyzer
Pan gu segment None Multiple choice 0.803 None https://pangusegment.codeplex.com/
NLPIR Having Minor 0.913 Jar package https://ictclas.nlpir.org/docs

HowNet

Synonyms

Antonyms

Hypernym-Hyponym

Converse

Part-whole

Figure 2: Main relationship diagram.
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nonnormal, and high-dimensional data processing and
analysis [16, 17]. )e proposed method constructs a pro-
jection pursuit regression model to process the brand
emotional tendency data obtained in the above process, to
realize the prediction of consumer brand preference.

3.2. Differential Evolution Algorithm. Different from evo-
lutionary strategy, evolutionary programming, and genetic
algorithm, differential evolutionary algorithm [18, 19] has
many advantages. )e algorithm obtains mutation operator
according to the difference vector between parent indi-
viduals, sets probability, cross processes mutation indi-
viduals, and parent individuals, generates new individuals,
that is, test individuals, and selects the optimal individual
between test individuals and parent individuals according
to the fitness. )e prediction method about brand prefer-
ence of cross-border e-commerce consumers based on
potential tag mining adopts differential evolution algorithm
to optimize the prediction method about brand preference
to complete the dimensionality reduction processing of
brand emotional tendency data.)e processing process is as
follows.

Considering that the brand affective tendency data ob-
tained by projection pursuit regression has certain perti-
nence, scale, and representativeness, in order to obtain the
optimal brand affective tendency data that meets the re-
quirements, this paper uses differential evolution algorithm
to reduce its dimension. Initialize the population in the
feasible solution space, and a new population will be gen-
erated after the cross mutation operation of the current
population. )en, the selection operation based on greedy
idea is used to select the two populations one-to-one, so as to
obtain a new generation of population. )e specific process
is to perform mutation operation on individual xt

i in each t
time through formula (9) to obtain the corresponding
mutant individual vt+1

t , as shown in formula (10):

v
t+1
i � x

t
r1

+ K x
t
r2

− x
t
r3

 , (10)

where xt
r1
is the parent basis vector, (xt

r2
− xt

r3
) is the parent

difference vector, and K is the scaling factor. )en, xt
i and

vt+1
i were processed by cross operation to obtain test indi-
vidual ut+1

i .)e objective functions of individuals ut+1
i and xt

i

are constructed, and the individuals with lower function
values are selected as the individuals of the new species
group, as shown in formula (11).

x
t+1
i �

u
t+1
i f u

t+1
i <f x

t
i 

x
t
i else

⎧⎨

⎩ , (11)

where f(·) is the objective function. In order to reduce the
complexity of the algorithm, the feasible set scale is N1, the
infeasible group scale is N2, and the maximum scale is N3.
)e total complexity of the diversity group is M� (N1, N3).
)en the complexity of the difference algorithm after one
iteration can be expressed as formula (12):

M � K + O vi( lg N1 + N3( . (12)

If the search scope is N�N1 +N2 +N3, it indicates that
the data dimension of brand emotional tendency is effec-
tively reduced.

3.3. Regression Algorithm of Brand Preference Prediction
Based on Potential Tag Mining. Based on potential tag
mining, the proposed method combines Bayesian person-
alized ranking method BPR and paired interaction tensor
decomposition method (PITF) to build a brand preference
prediction model.

Tag addition belongs to the user’s information release
behavior, which often includes the user’s understanding of
the content characteristics and themes of the brand they are
browsing or the expression of the content themes they are
interested in, which more clearly implies that the user is very
interested in the content themes involved in the brand. So,
according to the contextual relationship between brands and
users, the proposed method mines high-value label samples
to obtain the following labels:

(1) Negative class label: TB � tB|(u, i, tB) ∉ D∩

(u, i, tB) ∉ DP}.
(2) Potential label: TP � tP|(u, i, tP) ∈ DP .
(3) Positive label: TA � tA|(u, i, tA) ∈ D .

On the basis of the above labels, make word frequency
statistics on the brand preferred words of cross-border
e-commerce consumers, arrange the word frequency in
descending order, select the first 100 words, and draw the
word cloud diagram using word cloud in word cloud
module, as shown in Figure 3.

Based on the above labels, we can predict the brand
preference of cross-border e-commerce consumers. Bayes-
ian personalized ranking method (BPR) obtains the correct
ranking of brands based on Bayesian theory [20], as shown
in formula (13):

a Γ|χu,i ∝ a χu,i|Γ a(Γ), (13)

where a (Γ) represents a priori probability function; Γ
represent the parameters of the interactive tensor decom-
position model; a(x, u, i|Γ) represents the likelihood func-
tion. Assuming that all preferences (u, i) are independent of
each other, the maximum a posteriori probability can be
described by the following formula:

max 
(u,i)∈D

a yAχu,iyB|Γ a(Γ), (14)

where yA represents the observation label; D represents the
triple set of < user u, brand i, label yA >, and its expression is
as follows in formula (15):

D � u, i, yA( |u ∈ U, i ∈ I, yA ∈ Y , (15)

a(yAχu,iyB|Γ) represents the probability of partial order
relationship. )e proposed method describes the above
probability through sigmoid function, as shown in formula
(16):
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a yAχu,iyB|(Γ)  � ς GA(Γ) − GB(Γ) . (16)

In the formula,GA andGB represent the prediction score,
and the parameters ς to be obtained can be calculated by the
following formula:

ς �
1

1 + exp(−x)
. (17)

According to the relationship among users, brands, and
labels, the proposed method models the preference through
the paired interaction tensor decomposition method to
obtain the preference value of preference (u, i) for label yA,
as shown in formula (18):

G(Γ) � UiVi + UuT
U
yA

+ ViT
V
yA

. (18)

Among them, Ui, Vi, Uu, TU
VA, and TV

VA all represent the
implicit factor matrix.

Based on the above calculation results, build a prediction
model of cross-border e-commerce consumer brand pref-
erence, as shown in formula (19):

min
Γ

Z1 � 
D

ln ς GA(Γ) − GB(Γ)  +
ς
2
‖Γ‖22. (19)

According to the solution results of the prediction
model, the brand preference prediction of cross-border
e-commerce consumers based on potential tag mining is
completed.

4. Experimental Analysis

In order to verify the effectiveness of the brand preference
prediction method of cross-border e-commerce consumers
based on potential tag mining, the brand preference pre-
diction method of cross-border e-commerce consumers
based on potential tag mining, literature [4] method, and
literature [5] method are used to predict their brand
preference.

4.1.DataAnalysis. )is paper selects the shopping comment
information of 200 consumers on Amazon’s cross-border
e-commerce platform as the data source and uses Python
web crawler technology to capture the comment data of
different brands. )e 200 consumers, including college
students and company employees, have a certain under-
standing of cross-border e-commerce brands. )e specific
situation of 200 users is shown in Tables 2 and 3.

4.2. Analysis of Dimensionality Reduction Effect of Brand
Emotional Tendency Data. )e dimensionality reduction
effect of brand affective tendency data is related to the re-
sponse speed of the final prediction model. )erefore,
through the response speed index analysis, this paper uses
differential evolution algorithm to reduce the dimensionality
of brand affective tendency data. )e test results are shown
in Figure 4.

It can be seen from the analysis of Figure 4 that the
response speed of this method is always lower than 60ms,

which has a faster prediction effect of brand emotional
tendency. )e main reason is that this method uses dif-
ferential evolution algorithm to reduce the dimension of the
data on the basis of constructing the brand emotional
tendency data analysis model based on projection pursuit

Not good

Less than

garbage

signal
bad

Stuck

one month

slow

Cloud picture of negative emotional comments

Cloud picture of positive emotional comments

Praise

high quality and
inexpensive

Customer service
sticksatisfied clear

Figure 3: Cloud picture of words.

Table 2: Age distribution of consumers.

Age distribution Number/person Percentage/%
Under 20 58 29.0
21–30 years old 46 23.0
31–40 years old 69 34.5
41–50 years old 27 13.5
Over 50 0 0.0
Total 200 100.0

Table 3: Gender distribution of consumers.

Gender Number/person Percentage/%
Male 77 38.5
Female 123 61.5
Total 200 100.0

Iterations (time)
1 2 3 4 5
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Figure 4: Response speed of this method.
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regression, reduces the complexity and dimension of the
data through multiple iterations, and improves the pre-
diction response speed.

4.3. Calculation of Brand Emotional Tendency. )e proposed
method, literature [4] method, and literature [5] method are
used to calculate the brand emotion tendency of the above
consumers, and the calculation accuracy of different
methods is compared, as shown in formula (20):

Accuracy �
NZ

Nall
, (20)

where NZ represents the number of correctly calculated
samples; Nall represents the total number of samples.
According to formula (19), the calculation results of con-
sumers’ emotional tendency under the application of the
proposed method, literature [4] method, and literature [5]
method are obtained, as shown in Table 4.

In order to better display the calculation results of
emotional tendency of male and female consumers, Table 4
is drawn into Figure 5. )e following figure fully shows the
changes.

Figure 5 is comparison chart of calculation of consumer
sentiment propensity; it can be seen from Figure 5 that the
accuracy of the three methods in calculating the brand
sentiment propensity of male consumers is lower than that
of female consumers. )e main reason may be that male
consumers publish less shopping comments, and the brand
sentiment propensity data obtained by the corresponding
methods are relatively less. At the same time, male con-
sumers are more rational than female consumers and more
rational for comments,)erefore, it is difficult to distinguish
their emotional tendencies, resulting in low accuracy. For
male consumers, the accuracy of the proposed method is
89% and that of female consumers is 94%, while the accuracy
of literature [4] method and literature [5] method is 70% and
70%, 80% and 69%, respectively. From a comprehensive
point of view, whether male or female consumers, the
calculation results of brand emotion tendency of the pro-
posed method are better than those of [4] and [5], because
the proposed method constructs a HowNet emotion dic-
tionary, which is used to calculate consumers’ brand
emotion tendency and improve the accuracy of the calcu-
lation results.

It can be seen from Figures 6 and 7 that the calculation
results of brand emotion tendency of both male and female
consumers by the proposed method are better than those in

[4] and [5], because the proposed method constructs a
HowNet emotion dictionary to calculate consumers’ brand
emotion tendency on this basis, which improves the accu-
racy of the calculation results.

4.4. Prediction Results. )e average absolute error MAE is
used as an index to test the brand preference prediction
results of the proposed method, the method in [4], and the
method in [5], as shown in formula (21).

MAE �


k
i�1 ai − ti




k
, (21)

where ai represents the prediction result; ti represents the
actual results; k represents the number of brands.

As can be seen from Figure 8, the average absolute error
obtained by the proposed method when predicting con-
sumers’ brand preference for cross-border e-commerce
consumers of different ages is low, with the highest error of
0.2%, which is lower than 0.6% of themethod in [4] and 0.5%
of the method in [5]. )e main reason is that the proposed
method obtains more accurate input data from the con-
sumer comment data in the cross-border e-commerce
platform through preprocessing and dimensionality re-
duction before prediction, the average absolute error of
prediction is reduced, and the effectiveness of the proposed

Table 4: Calculation results of consumers’ emotional tendency.

Iterations/
time

Male consumers/% Female consumers/%
Literature [4]
methods

Literature [5]
methods

)e method of this
paper

Literature [4]
methods

Literature [5]
methods

)e method of this
paper

1 60 50 86 58 60 94
2 50 76 89 60 59 92
3 70 80 87 70 69 93
4 64 40 86 68 59 92
5 42 68 88 59 56 90
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1 2 3 4 5
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Reference [5] method

Figure 5: Comparison chart of calculation of consumers’ emo-
tional tendency.
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method is verified. At the same time, according to Figure 7,
the average absolute error of the prediction of the three
methods is relatively high in the age group of 21 ∼ 30. )e
main reason may be that the brands concerned by this group
are more likely to buy goods for the parent group in addition
to the acceptable brands in their own age group. At the same
time, this group involves young couples with children, so
their brands cover a wide range, resulting in a relatively high
average absolute error of prediction.

4.5.Model Evaluation. Using the ROC curve, the farther the
ROC curve from the pure opportunity line, the stronger the
discrimination of the subjects, and test the accuracy of the
model constructed by the proposed method, the method in
[4], and the method in [5]. )e test results are shown in
Figure 9.

)e abscissa in Figure 9 is the false positive rate and the
ordinate is the true positive rate. )e model constructed by
the proposed method is farther from the pure opportunity
line, indicating that the accuracy of themodel constructed by
the proposed method is higher. )e main reason is that the
proposed method optimizes the model input and improves
the prediction accuracy of the model by mining the potential
labels of brand preference of cross-border e-commerce
consumers.

5. Conclusions and Prospects

Aiming at the problems of low accuracy of brand tendency
calculation results, large average absolute error of prediction
results, and low model accuracy caused by many cross-
border e-commerce brands, a cross-border e-commerce

Age distribution
under 20 21-30 31-40 41-50 over 50

0

0.2

0.4

0.6

0.8

1.0

M
A

E

The proposed method
Reference [4] method
Reference [5] method

Figure 8: Prediction results of different methods.

false positive rate
0.2 0.4 0.6 0.8 1.0

0

0.2

0.4

0.6

0.8

1.0
tr

ue
 p

os
iti

ve
 ra

te

0

Pure opportunity line

The proposed method
Reference [4] method
Reference [5] method

Figure 9: ROC curves of different methods.
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Figure 6: Calculation results of brand emotional tendency of male
consumers.
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consumer brand preference prediction method based on
potential tag mining is proposed. Based on the calculation of
cross-border e-commerce brand emotional tendency, this
paper uses differential evolution algorithm to optimize the
projection pursuit regression model, reduces the dimension
of the obtained consumer brand emotional data, and realizes
the prediction of brand preference based on Bayesian
method. )e experimental results show that this method has
high accuracy for the calculation results of consumer brand
tendency of different genders and different ages and im-
proves the accuracy of the prediction model, It can provide
data reference for the development of cross-border
e-commerce industry, but the research on the prediction
efficiency of the proposed method is insufficient, and im-
proving the prediction efficiency will be taken as the research
direction in future work.
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With the booming of big data in nance, data mining technologies, as a new method of data statistics, have made superior
economic applications available to researchers. Based on the relationship between shadow banking and interest rate liberalization,
this paper intended to analyze the bidirectional relationship between shadow banking and interest rate liberalization using big
data mining technologies. �e relationship between data mining and the economic application of shadow banking was proven
using data from 2014 to 2021. On this basis, this paper identied the bidirectional in�uence between shadow banking and interest
rate liberalization. �e ndings show that shadow banking has positive contributions to the liberalization of interest rate, and the
interest rate distortion resulting from interest rate control also drives the development of shadow banking. Moreover, feasible
suggestions have been proposed for supervision on policies.

1. Introduction

Technologies represented by 5G, big data, articial intelli-
gence (AI), blockchain, and cloud computing have become
the main players in today’s nancial technology develop-
ment, and among them, big data technology with its wide-
ranging implications is the top priority. Data mining
technology, as a new method of data statistics, can achieve
in-depth data mining horizontally, thus meeting the needs
for the accuracy of economic statistical data as well as
scientic analysis and decision-making. Focusing on the
relationship between shadow banks and interest rate lib-
eralization, by analyzing large data mining technology out of
the traditional economic statistics to the observation of the
shadow banking representative data and interest rate mar-
ketization, before it is di�erent from the theoretical analysis
of scholars, this article, from the perspective of empirical
based on shadow banking and interest rate marketization of
the bidirectional relationship, proposed the new application
of data mining, and for later related scholars, the study
provides a reference basis.

�e currency creation mechanism has shifted to the
complex model of “central bank-commercial bank-o�-bal-
ance-sheet-shadow banks” from the previous simple model
of “central bank-commercial bank.” Also, the Central Bank,
the Banking Regulatory Commission, the Insurance Regu-
latory Commission, and the Securities Regulatory Com-
mission have formulated new regulations to control the
leverage rate of shadow banks. As a result, the leverage ratio
will be uniformly applied to products launched by all types of
nancial institutions in an attempt to eliminate regulatory
arbitrage and embark on the regulation of shadow banks in
China. �e relationship between shadow banking supervi-
sion and nancial marketization has become the focus of
government, industry, and academia.

1.1. Connotation of Shadow Banks. Discussions on the
specic denition and connotation of shadow banks can be
found in a great deal of literature at home and abroad. From
a global point of view, the term was rst proposed by
McCulley, the executive director of PIMCO, at the annual
meeting of Jackson Hole held by the Federal Reserve in 2017,
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drawing extensive attention and leading to profound re-
search in the financial community. According to McCulley,
unlike traditional commercial banks, shadow banks, spe-
cialized in businesses similar to traditional commercial
banks, are outside the traditional commercial banking
system for their leveraged financial products are launched
through non-bank investment channels. In consequence,
some level of concern has been aroused in the financial
innovation means of shadow banks. With reference to the
definition of shadow banks by IMF, regarding whether
shadow banks should be supervised by the corresponding
department, Bill Gross (2007) held that shadow banks are
complex financial instruments formed by multilayer pack-
aging on the basis of basic financial derivatives, lacking
supervision. Secondly, concerning whether it corresponds to
traditional banks and exerts an impact on the real economy,
Gorton et al. (2010) suggested that non-bank financial in-
stitutions make profits from complex financial instruments,
being significantly different from those of traditional
commercial banks. Regarding whether it plays the role of
credit intermediary, Paul Tucher (2010) stated that shadow
banks, featuring term mismatch and increased leverage rate,
can partially substitute the business of commercial banks via
institutions that are independent or cooperated with tra-
ditional banks.

In terms of supervision and business, as for scholars
worldwide, whether it is a credit intermediary or financial
intermediary existing outside the banking system with en-
gagement in asset securitization and independence of rel-
evant departments is a criterion for shadow banks.
Concerning the Chinese market, shadow banks in China
have a significant degree of localization since the financial
market development, social and economic development
structure, and related regulatory measures in China are
significantly different from those in major Western econ-
omies. In China’s shadow banking, the definition of shadow
banking is different in some aspects, and the specific features
of China’s shadow banking are shown in Table 1.

Chinese experts focus more on the scale and boundary of
shadow banks. Ba [1] defined that shadow banks in China
are composed of bank wealth financing, trust, and financial
companies. As for Li (2012), shadow banks in China consist
of Off-Balance Sheet Activities (OBS) of commercial banks
as well as businesses and institutions that can function as a
credit intermediary outside the banking system. Shadow
banking funds mainly come from wholesale financing, lack
stable sources of funds such as core deposits, and engage in a
large number of over-the-counter transactions, and infor-
mation is not transparent, and the leverage ratio is usually
high. Based on the previous description, the Criteria for
Differentiating Shadow Banks in China are shown in Table 2.

1.2. Connotation of Interest Rate Liberalization. Interest rate
liberalization means that the pricing interest rate that fi-
nancial institutions depend on is determined by market
supply and demand. In his study on the U.S. banking in-
dustry from 1970 to 1986, de Rezende [2] found that fi-
nancial innovation and reform of the interest rate

liberalization in the U.S. were triggered by the choice of
capital investment outside the bank channel, as the low
deposit interest rate of banks is not appealing under the
restraint of Q treaty. Xiao [3] believed that the pricing
mechanism of shadow banks can better reflect the supply
and demand of market funds, contributing to the market-
ization of RMB interest rates. Ba [1] held that shadow banks
can break interest rate control in disguised form and meet
market financing needs via the regulation of market funds
using the market-based pricing mechanism, thereby en-
hancing interest rate liberalization. Dang et al. (2014) be-
lieved that individual investors who gain fewer earnings
from investment under the long-standing dual-track interest
rate system and strict deposit and loan interest rates in China
tend to invest in financial products with a high rate of return,
further stimulating the development of bank financial
products. Barth et al. (2015) held that the development of
shadow banks in China is driven by the long-term control
over interest rate upon analyzing China’s empirical data.

Compared with previous studies, this study presents the
following marginal contributions: (a) we studied the
problems of shadow banks and market interest rate from
status analysis based on the latest monthly data from 2014
to 2021; (b) we find evidence for the bidirectional rela-
tionship between shadow banks and liberalized interest
rates. (c) We proposed opinions based on independent
thinking in the general background that “the financial
management departments shall quickly carry out coun-
termeasures on shadow banks in an attempt to eliminate
systemic financial risks under the leadership and deploy-
ment of the Party Central Committee and the State Council
of China.”

2. Research Hypothesis

%eoretically, a bidirectional relationship can be observed
between shadow banks and interest rate liberalization. %e
shadow banking system in developed countries is to make
greater profits using innovative financial tools with interest
rate liberalization as the foundation and asset securitization
as the main business. However, shadow banks in China have
been developed under long-term financial repression, that is,
born and developed from interest rate control. To some
extent, the financing demands of enterprises in urgent needs
of loans cannot be met under the extremely low interest rate
liberalization caused by interest rate control, hampering the
emergence and development of shadow banks.

2.1. Influence of Interest Rate Liberalization on the Develop-
ment of Shadow Banks. %e American economist E. J. Kane
proposed the theory of circumvented regulation in 1984 and
believed that financial innovation is caused by the behavior
of banks making profits through circumventing regulation
of government agencies. Financial institutions actively in-
novate to circumvent restrictive measures imposed by the
administrative control of government agencies over certain
profitable activities, making them unable to maximize
profits.
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Interest rate control policies are formulated by the
government to manage the interest rate of the financial
market for adjusting economic operations. As an essential
part of the interest rate policy, it plays an important role in
the performance of economic leverage by interest rate. In-
terest rate is critical in maintaining financial stability, and its
changes may affect the direction and efficiency of resource
allocation.

Interest rate control will increase financing costs at a low
level of interest rate liberalization, leading to disruption in
the normal competition among financial institutions. %e
rapid development of shadow banks is ultimately driven by
the demands of circumventing interest rate controls.

2.2. Influence of Shadow Banking System on Interest Rate
Liberalization. Luo and Feng [4] believe that the rapid
development of shadow banking has changed China’s tra-
ditional monetary policy transmission mechanism. %e
investment and financing business of shadow banks, as
products of financial innovation, can partly serve as a
substitution for the deposit and loan business of traditional
commercial banks. %e interest rate of shadow banks is
priced to the market under the negotiation of the supply and
demand ends of capital, which can press ahead with the
reform in commercial banks to relax the restrictions on
deposit and loan interest rates. In this way, it can enhance
interest rate liberalization.

2.2.1. Role of Shadow Banking Innovation in Financing
Channels. As China’s shadow banking system is developed
under the special financial environment in China, its in-
fluence on the real economy is also complex. In the positive
aspect, it can broaden the financing channels of the real
economy and optimize the investment structure of the real
economy [5]. %e loan interest rate of bank credit is de-
termined by the banking system. On the contrary, in the
shadow banking market, borrowers are allowed to choose
from capital prices and sources, which not only broadens the
financing channels of enterprises, but also makes up for the
deficiencies of traditional financing channels and intensifies

competition in the banking industry.%is can partly ease the
overcontrol of interest rates, so that the loan interest rate can
be floated to the market equilibrium interest rate, that is,
improving the liberalization of loan interest rates.

2.2.2. Role of Shadow Banking Innovation in Investment
Channels. Regarding investment channels, shadow banks
launch products that are significantly different from tradi-
tional investment channels and consistent with the needs of
investors under continuous innovation, making a variety of
products available to investors. At the same time, investors
can choose between risks and returns of the two investment
channels and play games with financial institutions, which
can promote the liberalization of deposit interest rates to a
certain extent.

2.2.3. Role of Shadow Banking Innovation in the Pricing
Mechanism. Concerning the pricing mechanism, different
from the traditional pricing model of deposit and loan in-
terest rates anchored by benchmark interest rates, a quan-
titative pricing model is adopted in the interest rates of
shadow banks business such as trust products and interbank
payment, better reflecting the real supply and demand re-
lationship of capitals in the financial market. %e formation
of the shadow banking pricing mechanism can promote the
further development of the financial market and the reform
in interest rate liberalization.

At the same time, the interest rate control causes the low
degree of marketization of interest rate, and capital price
distortions may also promote the development of the scale of
the shadow banking. Huang Yi’s (2012) study, such as trust,
asset management plan channel bank docking shadow
banking businesses such as financial capital, is the financial
repression and monetary tightening policy taken by the folk
interest rate marketization; accordingly,%is paper proposes
the following two hypotheses:

Hypothesis 1. Low liberalization level of interest rate and the
distortion of capital prices caused by interest rate control
contribute to the scale development of shadow banks, and

Table 2: Criteria for differentiating shadow banks in China.

Standards Implications
Supervisory circumvention Financial credit intermediary activities are not part of the banking supervision system
High leverage Complicated business structure, nested layers and excessive leverage.
Non-transparent information Incomplete disclosure and low transparency
Highly contagious High pressure on centralized cash as well as high association and risk contagion in the financial system

Table 1: Features of shadow banking in China.

Features Implications
Centralization With the bank as a core, it is manifested as the “shadow of the bank”
Arbitrage Targeted regulatory arbitrage, violations of laws and regulations are commonly seen.
Rigid payment %ere is a rigid payment or an expectation of rigid payment
Channel charge %e profit model of channel charge is widely seen
Credit risk It is dominated by quasi-loans with prominent credit risks
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the liberalization level of interest rate is negatively associated
with the growth rate of shadow banks; that is, the lower the
liberalization of interest rate is, the faster the scale devel-
opment of shadow banks will be.

Hypothesis 2. Shadow banks accelerate the interest rate
liberalization, and the liberalization level of interest rate is
positively related to the growth rate of shadow banks; that is,
the faster the scale development of shadow banks in China is,
the higher the liberalization of interest rate will be.

3. Sample and Research Design

3.1. Sample Selection and Data Sources. %e monthly data
from 2014 to 2021 obtained through big data mining, to-
gether with data from the CSMAR database and the website
of the People’s Bank of China, are used as research samples.
Two indicators were selected. One is Sbank. According to the
“Report on Shadow Banks in China” compiled by the re-
search group of the China Banking and Insurance Regu-
latory Commission (CBIRC), as well as research by related
scholars [6], it is found that entrusted loans, trust loans, and
the sum of undiscounted bank acceptances have high
proportions of the current scale of shadow banks in China.
%e scale of shadow banks in China was measured using the
sum of entrusted loans, trust loans, and the sum of
undiscounted bank acceptances, and its development was
measured using the growth rate of the scale. %e second
indicator is variables related to interest rate liberalization.
Interest rate liberalization was divided into loan interest rate
liberalization and deposit interest rate liberalization
according to the previous study [7–9]. DRD, LRD, DRG, and
LRG were selected as indicators for measuring the liber-
alization level of interest rate, with detailed implications
shown in Table 3. All variables in Table 3 are seasonally
adjusted except for the benchmark interest rate.

%e liberalization level of interest rates is represented by
the distorted degree of interest rates. Since interest rate
control is manifested in overestimation of loan and loan
interest rate as well as underestimation of deposit interest
rate, LRD is normally positive, presenting that the larger the
value, the lower the liberalization level of interest rate. %e
distorted degree of deposit interest rate is usually negative,
presenting that the greater the value, the lower the liber-
alization level of interest rate. Similarly, the excessively high
variation in the loan interest rate or the excessively low
variation in the deposit interest rate also indicates the low
liberalization level of interest rates.

3.2.ModelDesign. In order to prove Hypothesis 1, this paper
refers to the study of Zhao, [7, 10]; and on this basis, the
regression model is set as

Sbankt � α + β1LRDt + β2DRDt + β3LRGt + β4DRGt + ϵt.
(1)

Using the simplified OLS model, the influence of lib-
eralized interest rates on the expansion of Sbank (Sbankt)

can be observed through the results of β1 and. β2

To prove Hypothesis 2, the regression model was set as

LRDt � α + β1Sbankt + β2DRDt + β3LRGt + β4DRGt + ϵt, (2)

DRDt � α + β1Sbankt + β2LRDt + β3LRGt + β4DRGt + ϵt.
(3)

%e simplified OLS model was also adopted. %is model
can further judge the two-way influence relationship be-
tween Shadow banking and interest rate liberalization in
China. To be specific, the influencing level of the expansion
of Sbank (Sbankt) on liberalization of deposit interest rate
and liberalization of loan interest rate can be elementally
proven together with the results of β1 coefficient of (2) and
(3). To obtain robust results, regression is performed on
LRDt after taking the absolute value (Abs LRDt) with
consideration that DRD is normally negative. Moreover,
regressions with and without control variables are also
performed on (2) and (3) as whether DRG and LRG have
impacts on DRD and LRD is inclusive.

4. Analysis of Empirical Results

4.1. Descriptive Statistical Analysis. Descriptive statistical
results of the main research variables are shown in Table 4.
As the results indicate, shadow banks have been expanded
on a large scale in recent years. But less information can be
observed for time series variables.%us, a time trend of main
research variables is also plotted.

Figure 1 shows the expansion of shadow banking, As it
shows, shadow banks before 2017 are expanded drastically,
since the Central Economic Work Conference called for
greater importance to be placed on the prevention and
resolution of financial risks at the end of 2016. %e 15th
meeting of the Central Financial and Economic Leading
Group, held at the beginning of 2017, emphasized that it is of
great necessity to timely compensate for the deficiencies of
supervision and resolutely control market chaos. %e drastic
and irregular growth of shadow banks was effectively curbed
upon three-year efforts in special governance.

We can also see that the marketization level of interest
rate also presents a significant watershed around 2017.While
the savage growth of shadow banking is being regulated, the
actual marketization level of interest rate also presents a
downward trend, which indicates that the expansion trend
of silver banks is strongly correlated with the market interest
rate. When the interest rate control intensity is greater, the
shadow banking system in China will develop faster. %e
price of market funds is not the cause of shadow banking.

4.2. Main Empirical Regression Results. Benchmark regres-
sion was performed according to the above-mentioned
hypotheses, with results shown in Table 5.

Column (1) shows that Sbank is significantly positively
correlated to LRD and significantly negatively associated
with DRD, proving Hypothesis 1 that the low liberalization
level of interest rate and the distortion of capital price caused
by interest rate control have advanced the scale development
of shadow banks. To further verify Hypothesis 1, the author
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proves that the correlation coe�cient between LRD and
DRD and Sbank at faster Sbank is signicantly greater than
that at slow Sbank, and the latter has an insignicant cor-
relation coe�cient. �en, the second half of Hypothesis 1 is
proved: the liberalization level of interest rates is positively
related to the growth rate of shadow banks. In other words,
the lower the liberalization level of interest rates, the faster
the scale development of shadow banks in China. Evidently,
the interest rate control system that distorts capital price is
the main factor facilitating the emergence of the shadow
banking system.

By regressing the OLSmodels of equation (2) and (3), the
following results were obtained in Table 6:

Data given in the table show that Abs LRDt and DRR are
remarkably inhibited by Sbank with or without control
variable, proving Hypothesis 2 that the interest rate liber-
alization can be promoted by shadow banks to some extent.
Similarly, Hypothesis 2 was veried through group
regression.

�e regression results in Table 7 show that LRD and
DRD can only be suppressed when Sbank is high, leading to
a higher level of interest rate liberalization. Besides, as the
interest rate level begins to distort when Sbank stands low,

the higher level of interest rate liberalization cannot be
achieved by the reduction in market control and Sbank
supervision.

�e liberalization level of interest rate is positively re-
lated to the growth rate of shadow banks; that is, the faster
the scale development of shadow banks in China is, the
higher the liberalization level of interest rate will be.

4.3. Robust Regression Results. To achieve robust results, the
data was further veried using the quantile regression model
(as shown below) with reference to the research of some
scholars [6,7]. For the multiple linear regression model
yq � X′β + uq, solving the coe�cient β̂

q
of the regression

equation for the qth quantile is to minimize the following
objective function:

Q � ∑
n

i:yi<X′ β̂
q

q yi −X′β̂
q∣∣∣∣∣
∣∣∣∣∣ − ∑

n

i:yi<X′β̂
q

(1 − q) yi −X′β̂
q∣∣∣∣∣
∣∣∣∣∣, (4)

where yi −X′β̂
q
is the residual of the regression equation at

the qth quantile.
Quantile regression was performed following the above-

mentioned hypotheses, with the results shown in Table 8.
�e impacts of LRD and DRD are insignicant at low

quantile. It is probably because the shadow banks have no
signicant advantage in comparison with the on-balance
sheet business of traditional banks when the interest rate and
the o�cial benchmark interest rate of shadow banks are low
in quantile, thereby restraining the rapid development of
shadow banks. At high quantile (Quantile≥0.5), on the other
hand, the impacts of LRD and DRD on the scale of shadow
banks are signicantly positive and negative, respectively.
Also, Table 5 shows that the estimated parameter of DRD in
the absolute value is greater than that of LRD in this quantile
no matter what the quantile is.

It indicates that the impacts of interest rate control on
shadow banks in China over deposits and loans are asym-
metric. �e impacts of the distortion of deposit interest rate

Table 4: Statistical description of variables to Be studied.

Variables Observation Average Median Standard deviation Minimum Maximum
Sbank 69 0.177 −4.200 26.65 −36 55.50
LRD 63 1.295 1.577 0.810 −2.787 2.408
DRD 63 −1.510 −1.278 0.594 −2.631 −0.570
LRG 63 −96.92 −96.75 1.326 −102.7 −94.80
DRG 63 −99.77 −99.61 1.068 −102.8 −98
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Figure 1: �e expansion of shadow banking.

Table 3: Measurable indicators for liberalization level of interest rates and scale expansion of shadow banks.

Variable type Variable name Implications

Explained variables Sbank Year-on-year growth rate of entrusted loans, trust loans, and the sum
of undiscounted bank acceptances

Explaining variables

DRD Benchmark deposit rate - market interest rate
LRD Benchmark loan rate - market interest rate
DRG Benchmark loan rate - in�ation rate
LRG Benchmark deposit rate - in�ation rate
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on the scale of shadow banks in China are stronger than
those of the distortion of loan interest rate. %e possible
reason may be that the market-oriented reform of RMB loan
interest rate has been faster than the liberalization level of
RMB deposits, leading to a liberalization level of loan in-
terest rate higher than that of deposit interest rate. Relatively,
the more stringent control over deposit interest rate is more
conducive to shadow banks to obtain more capital at low
cost, thereby enabling investment inviting banks to grow
increasingly larger in scale.

Hypothesis 1 is further proved to be robust and
correct according to the empirical results of robust re-
gression. When the liberalized level of interest rate is
insufficient, a distortion of deposit and loan interest rates
will be caused by the deviation between the official

benchmark interest rate and the benchmark interest rate
of the market. %is is the condition for the birth of
shadow banks. %e greater the distorted degree is, and the
lower the liberalized level is, the greater the development
scale of shadow banks will be. Moreover, it is also found
that the distortion of deposit interest rate is more con-
ducive to the development of shadow banks than the
distortion of loan interest rate.

%e results of Table 9 show that Sbank can significantly
enhance the liberalization level of loan interest rates under
various quantiles, and the faster growth of Sbank at high
quantile (≥0.5) can better contribute to the decline in the
degree of LRD, thereby enhancing a higher level of deposit
and loan interest rates in China. High consistency is pre-
sented in the same conclusion when it comes to the distorted

Table 5: Main empirical regression results.

(1) (2) (3)
Complete sample High expansion trend Low expansion trend

Variable Sbank

LRD 17.224 ∗ 26.961 ∗∗∗ 6.201
(8.947) (3.915) (6.351)

DRD −51.001 ∗∗∗ 0.000 −12.243
(9.648) (.) (8.990)

LRG −13.617 ∗ −9.487 −5.458
(7.364) (23.720) (5.192)

DRG 21.136 ∗∗∗ 12.284 10.821 ∗∗
(7.509) (25.112) (5.222)

N 63.000 30.000 33.000
R2 0.701 0.652 0.318
(standard error in parentheses) ∗p< 0.1, ∗∗p< 0.05, ∗∗∗p< 0.01.

Table 6: Main empirical regression results 2.

Variable
(1) (2) (3) (4)

No control variable With control variables
Abs LRDt DRD Abs LRDt DRD

Sbank −0.015 ∗∗∗ −0.017 ∗∗∗ −0.018 ∗∗∗ −0.019 ∗∗∗
(0.003) (0.002) (0.002) (0.002)

LRG 0.743 ∗∗∗ -0.014
(0.090) (0.070)

DRG −0.590 ∗∗∗ 0.156 ∗
(0.113) (0.089)

N 63.000 63.000 63.000 63.000
R2 0.251 0.583 0.686 0.639

Table 7: Group regression results.

Variable
(1) (2) (3) (4)

High expansion trend Low expansion trend
Abs LRDt DRD Abs LRDt DRD

Sbank −0.025 ∗∗∗ −0.025 ∗∗∗ 0.002 −0.003
(0.004) (0.004) (0.014) (0.006)

N 30.000 30.000 33.000 33.000
R2 0.637 0.637 0.001 0.009
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degree of deposit interest rates; please refer to the appendix
for details.

5. Conclusions and Inspiration

5.1. Conclusions. %is paper found that, first, low liber-
alization level of interest rate and the distortion of capital
prices caused by interest rate control contribute to the scale
development of shadow banks, and the liberalization level of
interest rate is negatively associated with the growth rate of
shadow banks; that is, the lower the liberalization of interest
rate is, the faster the scale development of shadow banks will
be. Second, shadow banks can propel the interest rate lib-
eralization, and the liberalization level of interest rate is
positively related to the growth rate of shadow banks; that is,
the faster the scale development of shadow banks in China is,
the higher the liberalized degree of interest rate will be.

Shadow banks have pushed up the leverage level and
elevated the financial and systemic risks in China together
with associated contagion risks. %ere is no doubt that
shadow banks should be regulated and tracked. But what
CBIRC practices are absolutely right? Although it has
clamped down on a variety of vicious shadow banks, CBIRC
has implemented too many “one-size-fits-all” approaches to
the supervision of shadow banks. %e scales of investment
inviting banks that can promote interest rate liberalization
and even financial innovation in China have been directly
reduced. It can be also found that the level of interest rate

liberalization in China has been lowered with the declined
scale of shadow banks.%is paper believed that theremust be
an inevitable connection between the two. Efforts should be
made to strengthen supervision over vicious shadow banks,
and shadow banks that can promote financial innovation
should also be protected. Only in this way can the financial
market-based transformation in China be performed in a
more comprehensive manner.

%e author believes that various innovations in shadow
banks have significantly elevated the market-oriented re-
form of RMB interest rates. More precisely, innovations in
financing channels have improved the liberalization level of
loan interest rates; innovations in investment channels have
accelerated the market-oriented reform of deposit interest
rates; innovations in the pricing mechanism have contrib-
uted to the establishment and improvement of the market-
oriented formation mechanism of RMB interest rate in
China; and innovations in supervision have propelled in-
novation and built a stable reform environment for interest
rate liberalization.

5.2. Policy Suggestions

5.2.1. 6e Information Disclosure Mechanism Should Be
Strengthened and Improved. In view of the conclusion that
the low degree of interest rate liberalization caused by in-
terest rate regulation and the distortion of capital price
promote the scale development of shadow banking, this

Table 9: LRD quantile regression results.

Variable
(1) (2) (3) (4)

Quantile 0.2 Quantile 0.4 Quantile 0.6 Quantile 0.8
Abs LRDt

Sbank −0.016 ∗∗∗ −0.019 ∗∗∗ −0.019 ∗∗∗ −0.023 ∗∗∗
(0.005) (0.003) (0.003) (0.003)

DRD 0.939 ∗∗∗ 1.022 ∗∗∗ 1.090 ∗∗∗ ∗∗∗

(0.185) (0.109) (0.108) (0.128)

LRG −0.771 ∗∗∗ −0.850 ∗∗ −0.968 ∗∗∗ −0.964 ∗∗∗
(0.234) (0.137) (0.137) (0.162)

N 63.000 63.000 63.000 63.000
R2 0.251 0.583 0.637 0.657

Table 8: Quantile regression results 1.

Variable
(1) (2) (3) (4)

Quantile0.2 Quantile0.4 Quantile0.6 Quantile0.8
Sbank

LRD 6.575 14.425 20.680 ∗ 29.602 ∗∗
(19.090) (9.750) (12.171) (12.921)

DRD −34.932 ∗ −45.687 ∗∗∗ −55.059 ∗∗∗ −67.095 ∗∗∗
(20.585) (10.513) (13.124) (13.933)

LRG -6.213 -11.758 -16.142 −22.609 ∗∗
(15.713) (8.025) (10.018) (10.635)

DRG 15.767 19.694 ∗∗ 22.339 ∗∗ 28.991 ∗∗∗
(16.023) (8.183) (10.215) (10.845)

N 63.000 63.000 63.000 63.000
R2 0.251 0.583 0.686 0.639
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paper suggests to strengthen the full disclosure of financial
market information, which is conducive to the prevention
and resolution of risks in the financial market apart from
enhancing the operational efficiency of the financial market.
%e information disclosure mechanism of shadow banks can
be strengthened in the following aspects. First, it is im-
perative to improve the regulatory transparency of the su-
pervision departments, innovate risk indicators, and
conduct regular assessments on risks and risk levels. Second,
a statistical information disclosure mechanism for shadow
banks and research on information disclosure and ac-
counting methods for innovative financial products should
be established to discover and resolve existing problems in a
timely manner as well as to improve the quality and ef-
fectiveness of major information disclosure. %ird, the
overall quality of supervisors should be enhanced through
regular training and assessment to improve their sensitivities
to market changes and capabilities of risk early warning.

5.2.2. 6e Process of Interest Rate Liberalization Should Be
Promoted in an Orderly Manner. In view of the conclusion
that shadow banking promotes interest rate liberalization to
a certain extent and that the degree of interest rate liber-
alization is positively related to the growth rate of shadow
banking, this paper holds that gradually promoting interest
rate liberalization is an important way to promote the
sunshine development of shadow banking in China. Ac-
celerating the interest rate liberalization is beneficial to
reasonably determining the interest rate level, contributing
to truly and accurately reflecting the relationship between
market supply and demand, and lowering interest rate risks.
More than that, it can also create an active trading envi-
ronment and promote fair competition between traditional
banks and shadow banks, improving the financial structure
in China and advancing the healthy and stable development
of the financial system.

5.2.3. 6e Self-Regulation of Relevant Subjects Should Be
Improved. %e presence of shadow banking has increased
the level of leverage, financial and systemic risk in China,
and the associated risk of contagion, Shadow banks should
also improve and enhance their internal control mechanism
while accepting external supervision. It is imperative to
improve the internal control system of shadow banks,
complete their risk monitoring mechanism, regulate their
operation and management, and establish an effective and
reasonable monitoring scheme. In this way, systemic risks
can be prevented, offering a supporting mechanism for the
effectiveness of external supervision.

5.2.4. International Regulatory Cooperation Should Be
Enhanced. Domestic supervision is insufficient to deal with
the problem of cross-border supervision over shadow banks.
%e global and the cross-border characteristics of shadow
banks call for cross-border cooperation over their super-
vision. To this end, countries around the world should
conduct cross-border cooperation and formulate regulations

and policy agreements with cross-regional impacts, such as
international agreements on minimum margin to limit the
amount of leveraged financing used by financial institutions.
In this way, cooperation in the supervision of shadow banks
can be implemented regionally and even globally.[8–13].
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How to create an English data mining analysis model based on prior association strategy algorithm is learned. First, the basic
principles of data mining and organizational strategy are investigated, and the cooperative strategy algorithm in data mining
technology is studied.�is document makes a comprehensive analysis of the classical Apriori algorithm and studies the extension
of organizational strategy and the technique of deleting participation strategy after decision-making. �en, the application of
Apriori algorithm in instruction management is analyzed. �ere is often a lot of information in command management. We need
to collect the data, then sort, and review it. Finally, taking the two adults’ classes, class (39) and class (40) as the research objects, of
which class (39) has 41 people and class (40) has 43 people. �e two classes were brought to the board of directors. �e results
showed that over the course of 4 months, the students scored better on the mixed tests in the lab than those in the control room.
�e average score of the subjects before the experiment was 17.6, the average score of the subjects after the experiment was 20.1,
and the signi�cant P value of the corresponding t-test was p≤ 0.001, less than 0.05, indicating signi�cant di�erences between the
two groups of data. After studying data using writing styles in class, students focused more on complex patterns, concepts,
technical expressions, and line patterns. Dynamic assessment of student writing is an e�ort to improve student writing by using
interactive assessment techniques.

1. Introduction

With the development of data information, database tech-
nology is more and more mature, and data are used more
and more widely. �e data information accumulated by the
world is also developing at an exponential growth rate. In the
1990s, with the advent and rapid development of the In-
ternet, the whole world was penetrated a small global village
by the Internet. People in di�erent places can exchange data
and information between each other across time and space
and provide help to each other through the Internet. After
using the Internet, people are not only facing their own
departments, their own units, or their own speci�c industry
databases but also facing the whole ocean of information,
covering all �elds. From the appearance, there is not much
correlation between these data, but if we carefully analyze
them, we can �nd a large amount of technical knowledge

information hidden in them. Until the mid-1980s, most
databases can only simply perform data entry, data query,
and data statistics. Data mining is the process of �nding
interesting knowledge frommany data information stored in
databases, data warehouses, or other information bases. �e
steps and process are shown in Figure 1. �e application of
this technology can not only enable people to experience and
query the previously saved data but also �nd out the all-in-
one relationship between these data, to speed up the
transmission of information. In recent years, with the
progress of science and technology, people gradually began
to widely study rule association mining technology, which
has also become an important topic in the direction of data
mining. In data mining, association rule is one of the main
technologies, which re�ects the correlation and dependence
between the events. It is also the most common form of
mining local patterns in unsupervised learning system. If
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there is a correlation between two or more things, we can use
other related things to predict the occurrence of something
[1].

With the diversification of college English courses and
methods, improving college English courses attracts more
and more attention. Since 1990, English classes in many
Chinese universities have completed certification proce-
dures. Its main purpose is to improve the measurement of
teaching and promote the improvement of teaching quality
through regular monitoring of teaching process [2]. +e
measurement of good teaching is the important foundation
of good teaching. Existing measuring instruments are often
given a wide measuring range, which is usually based on
multiple measuring levels. For example, the primary level
measurement criteria include teacher teaching, syllabus,
teaching, teaching results, etc., while the secondary level
measurement criteria are the focus of the primary level.
According to the role and direction of these indicators in
good classroom teaching, different weights are used as a
complete measurement standard. +ere are two main types
of assessment: peer assessment and student assessment. +is
teaching method of quality evaluation has been widely used
in colleges and universities and has achieved certain results.
However, there are still some differences in the quality as-
sessment process [3].

Based on this, this study argues that the objectives and
findings of the key groups that affect English proficiency
teaching in colleges and universities are the basis and basis
for appropriate evaluation and improvement of teaching.
+is study presents a method to determine the best use of
data mining techniques. +rough the analysis of teaching
materials, this study tries to find out the advantages of
teaching strategies, situations, and environments, in order to
provide new ideas and approaches for reviewing and im-
proving teaching quality. Data mining (DM) is an approach
to providing data that uses statistical techniques to find
certain rules and identities of the data. It is a great way to get
knowledge out of big data and is widely used in industrial
decision-making and management practice. +is study uses
data mining to identify the characteristics of good teaching
and acquire knowledge of teaching data storage [4].

2. Literature Review

Li and Yu believe that data mining can not only bring huge
competitive advantages to enterprises and institutions but
also create huge economic benefits for the society. Under
such temptation, many famous companies in the world have
also entered the ranks of data mining, using data mining
systems to develop software and tools related to the com-
pany’s future development [5]. Cui et al. argue that the
composition of quality standards is largely based on the
experience of manufacturers. +ere are a lot of details and
attributes in the measurement, and the weight of the
measurement is usually based on previous experience, or
even the same. Many different disciplines accept the same
teaching methods [6]. Wei believe that college English
teaching has its own characteristics (such as teacher-student
interaction and differences in teaching and events), and

many factors that affect good teaching are often hidden. +e
curriculum, environment, and conditions were not easy to
find. Only by demonstrating these situations can an effective
teaching model be formed, which should not only be based
on the characteristics of college English teaching but also
study, appropriate, and exempt education [7]. Kong et al.
conducted an empirical study on the characteristics affecting
students’ evaluation results and found that six characteristics
can explain 25.8% of the variation of students’ evaluation
results. Students’ evaluation of teachers’ teaching has certain
limitations, which can only be used as a reference for
teachers to improve teaching [8]. On the other hand, the
evaluation of students’ performance can be greatly influ-
enced by the way of Glanbock, but on the other hand, it has
no influence on the evaluation of students’ performance.
+erefore, this quality evaluation method is a “result”
evaluation method, which can only answer the question of
“how” the teaching effect but cannot answer the questions of
“why” and “how to improve” the teaching effect [9]. Tseng
et al. use data mining technology to learn online English
learning platform, college English listening, teaching, test
scores, evaluation scores, and administration. For online
English learning, assessment panels are used to group stu-
dents. For English proficiency, the participatory algorithm is
used to identify the relationship between output and input
skills, and genetic algorithm is used to develop automated
English language [10]. In terms of college English listening,
Nes and See, based on the understanding of college English
listening and research data on the Internet, used information
such as gender, teaching, educational objectives, experiment,
and language teaching, and found that the first influence was
satisfactory in listening test, and the second influence was
teaching [11]. Liu et al. believed that compared with other
countries, in the field of Chinese companies and organiza-
tions, the use of data mining technology to help enterprises
and organizations’ commercial activities is still in its infancy.
+ere are some good examples of data mining technology in
Chinese industry and its application, so there is still a lot of
room for improvement in data mining industry, mining
technology, industry scientists, and project developers [12].

3. Method

3.1. Data Mining Foundation and Association Rules

3.1.1. Data Mining. With the development of computer
technology, the database has evolved from the early file
processing to a more powerful database system and further
evolved into the current commonly used relational database
system. Users can easily access the database through
structural query language. With the increasing amount of
information, some new problems arise. +ese fast-growing
data are stored in many databases. +e traditional database
processing technology cannot effectively analyze and apply
these massive data and provide users with valuable analysis
results. In this context, data mining technology came into
being. +e operation of extracting useful, implicit, potential,
and unknown information from a large amount of data with
random interference, noise, errors, missing, and incomplete
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is called data mining. Based on potential knowledge and
useful information, data mining technology extracts it from
a large amount of data. It is the key link of knowledge
discovery data (KDD). Its process is listed in Table 1 [13].

Typical data mining includes user interfaces, measure-
ment models, mining engines, data warehouse servers, and
data source text (such as databases, data warehouses, the
World Wide Web, and other data). Its structure is shown in
Figure 2. +e knowledge discovery request put forward by
the user is interpreted and converted into a specific pattern
through the user interface, submitted to the data mining
engine, and mined the cleaned data set through the database
or data warehouse server [14]. +e patterns found in the
mining stage need to be further analyzed and evaluated. If
there are redundant or irrelevant patterns, they need to be
deleted to generate valuable knowledge and modify the
knowledge base through the user.+e datamining engine also
updates accordingly with the update of the knowledge base.

+e process of data mining can be described by three
stages: data preparation, mining, and result description and
evaluation. Constantly repeating the above three operations
is the process of knowledge discovery data (KDD). +e data
mining process is shown in Figure 3.

(1) Data Preparation Stage. In the data mining process, the
time-consuming stage is usually the data preparation stage,
accounting for 50% of the whole process. +e data prepa-
ration process can be divided into three parts: data selection,
data preprocessing, and data transmission. +e activities for
each level are listed in Table 2.

(2) Data Mining Stage. +e most concerned problem of
scholars and experts in the field of data mining is the data
mining stage. +is stage really carries out the mining
work, which shows the essence of data mining technology.
+e first is algorithm planning, such as data summary,
classification, clustering, association rule discovery, or
sequential pattern discovery, that is, to decide what type of
data mining method to use. +e second is to select an
algorithm for the mining method. +is directly affects the
quality of the mining patterns. +e application of data
mining algorithm is carried out after the preparation is
completed.

(3) Result Expression and Interpretation Stage. According to
the different value of information, the extracted infor-
mation is analyzed and studied, and the analysis results are
described based on the user’s decision-making objectives.
+e main tasks of this stage are as follows: deleting re-
dundant and irrelevant information and analyzing and
evaluating the data information found in the data mining
stage [15]. If the results do not meet the needs of users, then
it means that the mining results are inaccurate, and it is
necessary to carry out mining calculation again, adjust the
parameter value, change the data transformation mode,
reselect the data, and even select a new data mining al-
gorithm. In order to intuitively show the results of data
mining to people, we should visually process the mining
results, for example, “if. . .then. . .” rules describe the
classification decision tree, which simplifies the difficulty of
data analysis.

Defining the
business problem 

Data preparation

Data understanding

Model

Model to evaluate

Model application
(deployment) 

The data source

Figure 1: Data mining.
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3.1.2. Association Rules. +e association discovery policy
identifies associations interested in or affiliated with prod-
ucts in various forms. It is a major of data mining and has
been widely studied in the industry in recent years.

At present, there are many different types of cultural
organizations. Because of the grouping changes to the code,
they can be divided into Boolean and numeric associations;

according to the analysis of the data in the rule, it can be
divided into a set of rules and a set of rules; depending on the
size of the file involved in the code, it can also be divided into
rule combinations and multiple consortions [16].

(1) Principle of Association Rule Algorithm. Association rules
are ruling whose support and trust meet the threshold given

Table 1: Knowledge discovery process of database.

Step Name Operation
Step 1 Data cleaning Clear noise or inconsistent data

Step 2 Data integration Many files can be merged. Along with cleansing the data, this is considered the first step to
storing the data in a data warehouse

Step 3 Data selection Retrieve data related to the analysis task from the database
Step 4 Data transformation Transform or share data through content or assembly into a format suitable for mining
Step 5 Data mining Use intelligent methods to extract data patterns

User interface

Database or data
warehouse server

Data mining
engine

Pattern
evaluation

Database Data
warehouse

Other
information
repositories

World Wide
Web

Knowledge base

Data cleaning, integration or selection

Figure 2: Structure of typical data mining system.

Data
selection Preprocessing

Express and
explain

Mining
algorithm

Data Target data

Data after
preprocessingModel

Knowledge

Figure 3: Data mining process.
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by users respectively, that is, strong rules. +e data sample
set corresponding to strong rules must appear frequently in
the sample training set. We can deduce the confidence of the
corresponding association rules according to the support of
these frequent sample sets. In other words, the whole process
of association rules is divided into two stages.

First, the frequent item set in the sample training set is
determined by the preset minimum support threshold. +is
step is the central problem of the whole mining process, and
it is also an important index to determine the efficiency of
the algorithm. All association rules are generated according
to the obtained frequent item set and the minimum con-
fidence threshold. +e implementation process of this
process is as follows: for each element in the frequent item
set, that is, each frequent item generates all nonempty
subsets and calculates the confidence for each nonempty
subset. If the confidence is greater than or equal to the
minimum confidence, then the strong rule is output. +e
basic model is shown in Figure 4.

+e basic steps of association rule mining are listed in
Table 3.

In the process of mining association rules, the first step is
the focus and key. +e performance and effect of mining
association rules directly depend on the execution results of
the first step. +erefore, the first step is the main starting
point of mining association rules algorithm. Compared with

the first step, the second step is much simpler. All association
rules of frequent itemsets are listed, and these association
rules are evaluated and measured. Based on the confidence
and support threshold, valuable association rules must meet
the requirements of confidence and support threshold. In
fact, all association rules generated by frequent itemsets
must meet the requirements of support threshold.+erefore,
there is no need to judge the support threshold of association
rules, if the association rules are measured according to the
requirements of confidence threshold, which simplifies the
evaluation process.

Usually, users specify minimum support (min SUP) and
minimum confidence (min CONF) according to mining
needs. Support and confidence are two important concepts
to describe association rules. +e specific definitions are as
follows:

(1) Support:

support(AB) � P(A∪B) �
NHA−B

N
× 100%. (1)

+at is, the probability that two itemsets A and B
appear simultaneously in transaction set D, which is
used to measure the statistical importance of asso-
ciation rules in the whole data set.

(2) Confidence:

Table 2: +ree substages of data preparation.

Data
preparation Explain

Data selection Selecting a file usually involves deleting data affected by an existing file or database to create a target file
Data
preprocessing Data preprocessing process extracts data to meet the requirements of data mining

Data
transformation

+e main purpose of exchanging data is to reduce the width of the data, that is, to find the main features of the first
feature in order to reduce the number of features or differences in data mining

Data
set

Algorithm
1

Algorithm
2 Rule

User

minsup minconf

Figure 4: Basic model of association rule mining.

Table 3: Association rule mining steps.

Step Operate
Find out the frequent item set Find all frequent items, whose support is no less than a given threshold
Generate strong association rules Find out the set of frequent items, namely, support and confidence, respectively
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confidence(AB) � P(A∪B) �
NHA−B

N
× 100%. (2)

+at is, in the transaction set D of itemset A, the
probability that itemset B also appears at the same time [17].

+e task of data analysis is classification and prediction.
+e classification task is to map each attribute set X to a
predefined class label y by learning or obtaining an objective
function F. Classification is mainly used to predict the
category of data objects. First, according to the samples in
the given training sample set, an appropriate classification
model, that is, classifier, is constructed. In the process of
classification, the classifier is used to specify the most ap-
propriate class mark for the sample instances that have not
determined the class mark in the data set.

+e whole classification process can be divided into two
stages: learning and classification. First, the classification
algorithm is used to analyze the training data set and obtain
the classification rules, which is the so-called learning stage;
+e second stage is the classification stage, which tests the
accuracy of the classification rules obtained by the data set
evaluation. If the accuracy is within the allowable range, the
rule will be used in the new classification process. Otherwise,
the classification rule will be abandoned. +e whole process
is shown in Figure 5.

We briefly describe the classification as follows: if a
specific instance form can represent (a1, a2, . . . , an, c), where
ai(i � 1, 2, . . . , n) identifies the attribute field value and C
represents the class mark. We briefly describe the classifi-
cation as follows: given the training data sample set
D � x1, x2, . . . , xn , the goal of the classification task is to
analyze the data set D and determine a mapping function
gate f(A1, A2, . . . , An)⟶ C, so that the instance
xi � (a1, a2, . . . , an) of any unknown category can be
identified by the appropriate class label C.

+e amount of information can only reflect the uncer-
tainty of the symbol, and the information entropy can be
used to measure the overall uncertainty of the whole source
X. Let something have n mutually independent possible

results (or states), the probability of each result is
P(X1), P(X2), . . . , P(Xn), and there are



n

i�1
P Xi(  � 1. (3)

+en, the uncertainty H(X) of the thing is as follows:

H(X) � 
n

i�1
P Xi( log2 P Xi( . (4)

Information gain is used to measure the expected re-
duction of the direct line, which can help us to ask the least
questions when classifying the sample set. Suppose that the
training set of tuples marked with class D has m different
values of class label attribute [18], then it is recorded as
Ci(i � 1, 2, . . . m). |D| and |C1,D| respectively represent the
number of tuples in D and the number of principles of class
C1 inD. If Pi is the probability value that a tuple inD belongs
to class C1, then the direct Info(D) of D is described as the
expected information for the classification of tuples in D,
and the formula is written as follows:

lnfo(D) � 
m

i�1
log2 Pi( . (5)

Information gain is defined as the difference between the
original classified information demand and the new clas-
sified information demand, which is as follows:

gain(D, A) � lnfo(D) − lnfoA(D). (6)

+erefore, the obtained information gain gain(D, A) can
also be defined as follows:

gain(D, A) � lnfo(D) − 
v

j�1

Dv




|D|
× nfo Dj , (7)

gain(D, A) indicates the expected compression of the lin-
eage caused by clarifying attribute A. +e larger gain(D, A)

Training set

Test set

Classification
algorithm

Classification
rules

New dataset

analyze

evaluate

supply

application

Figure 5: Data classification process.
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is, the more information the test attribute A provides for
classification. +erefore, for each attribute, it is sorted
according to its information gain, and the attribute that
obtains the maximum information gain is selected as the
branch attribute. ID3 algorithm uses information gain as the
splitting basis [19].

3.2. Apriori Algorithm. Apriori algorithm to realize associ-
ation rule mining includes two basic steps: the first is to mine
frequent itemsets from the transaction database and then
generate association rules based on frequent itemsets.

Finding frequent itemsets layer by layer iteratively is the
key and core of Apriori algorithm, which can be completed
by pruning and connecting itemset. Generating a set Ck of
candidate k−-item sets for the k-item frequent itemset L is
the key to the connection step, which is realized by con-
necting the k−-item frequent itemset Lk−1 with itself. +e
whole transaction data set is scanned and compared with the
transaction items with the preset minimum support
threshold, and the events with support lower than this
threshold are deleted, which is called the pruning step.

Taking the generation of Lk through Lk−1 as an example,
this study explains how to use the Apriori algorithm when
mining frequent items. +e purpose of generating Lk

through Lk−1 can be realized by connecting and deleting.

3.2.1. Connection Steps. +e two itemsets are connected in
Lk−1 and the candidate set Ck of Lk is calculated to find Lk

Suppose Lk−1 contains two itemsets li and lj right, and the
jth item in li and the penultimate item in li are represented
by li[j] and li[k − 2] respectively. In order to simplify the
analysis process, it is assumed that the records in the da-
tabase are stored in dictionary order. Lk−1⊕Lk−1 is used to
represent Lk−1-connection operation, which means that if l1
and l2 have the same first (k − 2) items, and l1 and l2 in Lk−1
can be connected. In order to ensure the uniqueness of
itemset, the constraint condition of l1[k − 1]< l2[k − 1]

must be satisfied.

3.3. Implementation of Apriori Algorithm in Teaching
Management. +e purpose of the joint venture is to find
relationships between products in the database, which is a
shopping basket analysis. +e most famous example is the
“Butt and Beer” story. +e organizational policy has many
uses. In sales, organizational rules can be applied to sales to
make more money; as far as the insurance industry is
concerned, if there is a difference in demand, then it could be
fraudulent and needs further investigation. In terms of
treatment, we can see combination therapy, talk about
marketing, identify customers, and approve services of in-
terest. +e Apriori algorithm is one of the most classical
algorithms in the custom organization [20].

Teaching management is very informative. +is in-
formation provides flexibility for our ordinary business,
but how does the information generated by these in-
dustries affect our management? Can we find some social
organizations that can play a role in improving our day-

to-day governance and decision-making? +is concept is
still rare in our approach to teaching management. +e
purpose of the system is to identify the relevance of the
data generated during the course, draw final conclusions,
and send them to management as a basis for supporting
decision-making.

Command management often has a lot of data. We must
first compile the data, then review and analyze the data, and
store it in an archive. +en, the improved Apriori algorithm
is used to eliminate the influence of these data in data mining
technology, produce negative results, identify results, then
make some adjustments, and finally produce the desired
results from the support decision, presented in a computer.
+erefore, the system can be divided into data acquisition
data, collision data and analysis, operation data, collision,
and presentation modules.

+e design model of improved Apriori algorithm in
instruction management is shown in Figure 6.

(1) Information Received and Received in Advance. +is
module is used to identify and compile all kinds of data in
the management system, identify the data useful to the
system, and extract and modify the format of these data for
the system to use.

(2) Filter and Clean Files. Cleaning data in a data store is used
to generate data. It can clean data, select subdevices, remove
inaccurate data and duplicate data, and view important
information in the process. Preliminary data can improve
the quality of discovery data. After selecting the features of
the former data, the research and exploration are completed
by using analytical analysis, system analysis, classification,
and clustering algorithms [21].

(3)1e Improved Apriori AlgorithmWas Used to Analyze
the Data. +e improved Apriori algorithm is used to create
shared files that filter and clean up the data to get the results
we used.

(4) Edit Information. Results may differ slightly due to
different data storage and analysis algorithms.+erefore, the
deviation case is processed and the second result is obtained.
If the results are not satisfactory, then the archive is edited
and finally, the results we want are obtained.

Main functional modules are as follows:

(1) Data Received Before theModule Runs.+emodule is
designed by receiving data and predata. Data re-
trieval is typically based on data collected from each
business report in the daily command management
system. It is only extracted from the database. +e
business process data need to be analyzed into what
we know and then converted into system files. Da-
tabase processes are typically handled by SQL server:
Windows databases.

(2) Data Filtering Module. +is module uses data ex-
traction to generate data for analysis. Due to the
separation of different characteristics, the require-
ments for data are also different. +erefore, the main
purpose of this module is to filter out the data that
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does not conform to this specification, find the data
we need, and remove the features and weak data
recovered from data. +e final analysis results are
stored in the mean data, and these important data are
separated to achieve the effect of data cleaning.

(3) Data Analysis Module. Data analysis is an important
part of system operation. Its job is to use data from a
central database as a data source. +ese data are then
analyzed one or more times using the improved
Apriori algorithm in order to get the relationship
hidden in the data and make it useful to us [22].

(4) Modification of Module Files. Since the effectiveness
of Apriori algorithm in data mining is unpredictable,
we cannot be sure whether it will perform well after
being tested. +ese models are used to edit and
reevaluate the initial data of the results, resulting in
multiple conclusions. If the conclusions are the same,
then we consider the conclusions to be valid. +e
data editing process is shown in Figure 7.

(5) Result Presentation Module. +e final result of data
mining needs to be presented to the managers of the
unit for decision analysis, so the first thing is to
ensure the accuracy and reliability of the data. At the
same time, it is also easy to understand the results, so
the result presentation module generally adopts
intuitive reports and icons, which are very common
in common office software.

4. Experimental Analyses

4.1. Subjects. To answer the research questions, two adults
from class 39 and class 40 were selected as researchmaterials,
with 41 students from class 39 as the laboratory and 43
students from class 40 as the administration room. Before
the experiment, the composition of the final examination of
the next semester of high school was selected as a pretest to
determine the writing differences between the two classes.

+e reasons for choosing these two classes as experimental
classes are as follows: first, they are taught by the author,
which excludes the influence of teachers’ characteristics on
the research; second, the two classes use the same textbooks
and the same writing style, eliminating the interference of
different courses difficulty; finally, the average writing score
was 17.6 in the test room and 18.8 in the control room, based
on measurements obtained before the experiment.

4.2. Experimental Method

4.2.1. Questionnaire Survey Method. +e questions were
divided before and after the experiment. +e main purpose
of the questionnaire is to understand the current situation of
students’ writing, that is, students’ English writing behavior,
students’ assessment of their writing ability, and the current
situation of students’ writing ability. +e purpose of the
post-test is to measure whether the improvement of DA
standard and its application in English writing can improve
students’ writing skills and abilities [23].

4.2.2. Quantitative Analysis. +is study uses the quantitative
analysis method and SPSS 22.0 social science statistical
software to statistically analyze the experimental data ob-
tained in the process of teaching. +e analysis and com-
parison of students’ English composition scores before and
after the experiment can be done by providing the data
support; thus, the reliability of this study can be increased.

4.2.3. Interview Method. To better understand how students
feel about the DA standard being used in high school English
writing, the course also uses interviews. It is an additional
source of information after the questionnaire and written
test. +is interview will help teachers better understand the
changes in students’ writing behavior after the experiment,
whether their writing ability has improved, and whether they
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Figure 6: Application structure design of improved Apriori algorithm in teaching management.
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are interested in the design and applied teaching of English
writing classroom.

4.3. Research Process. +is study consists of three stages: in
the first stage, the students of the two classes fill in the
preexperiment questionnaire in order to understand the
students’ current English writing attitude. When filling in
the questionnaire, students should truthfully fill in the
questionnaire in combination with their own personal
experiences.

4.3.1. Construction of Writing Teaching Process Based on
Dynamic Evaluation Model. In the experimental class,
according to the characteristics of intrusive and interactive
dynamic assessment introduced in Section 2, combined with
the specific characteristics of English writing teaching, the
author intends to apply the constructed.

DA model to the teaching practice of 4 months. +e
experimental process of DA mode is mainly divided into the
following five stages: prewriting stage, mutual evaluation
stage, modification stage, teacher evaluation stage, and final
draft stage.

4.3.2. Specific Operation of Writing Teaching in Dynamic
Evaluation Mode. Mainly through the use of the con-
structed DA model for teaching, one of the composition
lessons is selected to show how the DA model is applied to
the English writing class in senior high school [24].

4.3.3. Control Class Teaching Process. In the English writing
class of the control class, the teachers still use the traditional
teaching method; that is, according to the process of
“teachers assign writing tasks, students write independently,
then students hand in their compositions, teachers evaluate

and teachers comment on the model composition.” After the
teacher assigns the writing task, he does not give any tips and
help to the students. In the writing process, the middle
school students are not allowed to use reference books or
communicate with the students. +ey are handed in after
completing the writing in class within the specified
30minutes. +e students’ composition is a one-time man-
uscript, which is directly handed over to the teacher for
evaluation and scoring without modifying the first and
second drafts. Teachers only give a comprehensive score in
the scoring link, rather than scoring separately. Students pay
more attention to the scores assessed by teachers, not to the
writing process and the help obtained in the process. Finally,
the teacher leads the whole class to appreciate the standard
model essay, analyzes the vocabulary and advanced sentence
patterns used in the model essay, and then asks the students
to imitate and apply them to the next composition writing.

4.4. Data Collection and Analysis. +e data used in the
experiment were one adult’s final English test and two
adults’ writing scores in the final English test. +e scores of
the composition examinations are given independently. +e
concept of composition is close to college and students’ life
in the entrance examination, which is very difficult. Test
scores are based on high school English standards. +ere-
fore, the reliability of test data is very reliable. By observing
the changes in test scores after the laboratory and control
room, whether the standard of achievement is suitable for
improving students’ writing ability is determined. By ob-
serving changes in test scores before and after laboratory
tests, this study determines whether Da applied standards in
English teaching can support students’ writing resources
[25].

In order to understand the validity of this experiment,
questions and interviews were also used in this study. +e
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Result presentation
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Figure 7: Flow chart of data correction.
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questionnaire is divided into pretest questionnaire and post-
test questionnaire. +e pretest questionnaire consists of 10
questions and usually examines the current situation of
English writing students. +e post-test also contains 10
questions designed to explore the benefits of using the Da
model for English teaching.

In this experiment, SPSS 22.0 social science statistical
software is used to statistically analyze the experimental data.

4.5. Experimental Analysis. Before the experiment, 85
questionnaires were distributed to the laboratory and
control room.+e author asks the students of both classes to
answer at the same time and brings them back to the scene.
All 85 questionnaires were returned and all 85 question-
naires were valid. +e pre-experiment questionnaire con-
sisted of 11 small questions. +e first two questions are
designed to assess students’ current writing behavior.
Questions 3 to 6 are students’ assessment of their own
content, questions 7 to 8 are students’ assessment of their
current writing level, and the last two questions are students’
assessment of the writing process. After collecting the data
query, the author analyzed the research data from various
angles. +e evaluation results are listed in Table 4.

Questions 1–2 of this questionnaire are intended to
investigate the current students’ attitude towards writing.
According to the data in the table above, 65% of the students
in question 1 agree very much, 21.2% agree that English
writing is very important, and no students disagree very
much that English writing is very important. +erefore, up
to 89.9% of the students agree on the importance of English
writing. Question 2 talks about whether students like English
writing class. About 30.5% of students have a vague attitude,
15.3% of students say they do not like English writing class,
and 7.1% of students do not like English writing class very
much, suggesting that students’ current English writing
attitude needs to be changed.

After the 4-month writing teaching experiment in the
experimental class, the author issued a second questionnaire
to the experimental class. +is time, the author wants to
investigate the effect of students’ application of dynamic
assessment model in English writing teaching after the
experiment. +ere are 40 people in this experimental class.

About 40 questionnaires are distributed, 40 are recovered,
and 40 valid questionnaires are available. Students are
allowed to answer and hand them in within a unified time.
+e questionnaire contains 10 subquestions in total. Now,
the percentage of people corresponding to each subquestion
and each option is displayed in the form of column chart, as
shown in Figure 8:

Questions 1 and 2 are to understand whether the stu-
dents’ writing confidence and writing habits have changed
after the experiment compared with those before the ex-
periment. After 4 months of dynamic evaluation teaching
experiment, the author again investigated whether the
students in the experimental class are confident in writing
English compositions and whether they are used to making
sketches and making outlines and revising them for many
times. It can be clearly seen from Figure 8 that 57% of the
students are confident in writing English compositions and
23% of the students are very confident in writing English
compositions. Nearly half of the students in the first two

Table 4: Questionnaire of students’ writing status before the experiment.

Question number
Percentage (%)

① ② ③ ④ ⑤
1 0 2.4 7.3 23.3 58
2 7.2 14.6 30.5 24.4 16.3
3 12.4 19.5 34.2 23.2 10.3
4 8.2 27.2 8.2 35.4 17
5 6.1 15.9 47.5 21.6 8.9
6 6.1 17.1 58.5 15.3 3.7
7 19.8 24.4 42.7 7.6 2.8
8 28.1 30.5 32.9 7.3 0
9 12.3 28 39.1 14.5 2.5
10 0 1.2 7.8 22.1 69.5

-- --
0

10

20

30

40

50

60

70

80

Question number

disagree
generally
Very much agree

01 02

Pe
rc

en
ta

ge

Figure 8: +e influence of DA mode on students’ writing confi-
dence and habits.
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classes had vague attitudes when asked whether they were
confident of writing well, which shows that the dynamic
assessment model is conducive to increasing students’
confidence in English writing; as for question 2, the chart
data show that 72% of the students have formed the habit of
writing and revising their compositions for many times after
the experiment, while the survey results of the same ques-
tions in the two classes before the experiment show that only
12% of the students will do so, which shows that the dynamic
evaluation model has a good impact on students’ writing
habits.

In Figure 9, the author mainly investigates the students’
recognition of DA mode and each process in the experi-
mental class. Questions 3–6 of this questionnaire are to
investigate the feelings of students in each link of DA mode
writing. In question 3, none of the students in the class
dislikes brainstorming very much. +e proportion of stu-
dents who like this link very much is as high as 70%. In the
peer evaluation link of question 4, more than half of the
students like this link. Students have slowly begun to adapt
to the idea that teachers are no longer the only composition
evaluators, and students can also help each other evaluate
compositions [26].

Questions 7 and 8 in Figure 10 mainly investigate the
impact of DAmode on students’ writing interest and writing
ability. As can be seen from question 7 in the figure, 55% of
the students agree that DAmode improves students’ interest
in writing, and 20% of the students agree very much with the
impact of DA mode on students’ interest in writing. In
question 8, none of the students strongly disagreed that DA
mode can improve writing ability, and 65% of the students
agreed that DA mode can improve writing ability. DA mode
has a great impact on students’ writing interest and writing
ability.

To prove that there was no significant difference in
English writing scores between the laboratory and the
control room, the authors had students from both classes
take the predictive test scores. +e current SPSS 22.0
identification data are listed in Table 5:

Table 5 lists 40 students in the lab and 42 students in the
control room. +e standard deviation of the test class was
about 1.37, and that of the control class was about 1.57. +e
average pretest score before the class was about 16.7, and
that before the control class was about 18.9. +ere was a 0.2
difference between the pre-experimental class and the
control class.

Four months later, in order to check the application of
dynamic measurement standards in high school English
classes and to see whether there is any difference in the
scores of English writing test between the examination room
and the control room, the city unified English test was taken.
At the end of the last semester of the senior year, it is based
on the follow-up exam section. +e results of target analysis
are listed in Table 6.

In Table 6, the scores between the test room and the
control room in the later tests were higher than in the
previous tests.+e average score of the subjects in the pretest
increased from 17.6 to 20.1, and the average score of the
control class in the pretest increased from 18.9 to 20.6. After

4 months of English writing study, the result of the com-
position was good. Both classes have improved. +e dif-
ference is that the results of the experimental class and the
control class differ greatly in the post-test. At the same time,
due to the use of variables, the experimental class achieved
faster results, and the average score of the experimental class
was 1.3 points higher than the control class.

Finally, students’ scores on all types of questions have the
greatest impact on students’ passing exams and making
responsible decisions, depending on where they study. +e
main model used in the experiment was students who had
taken multiple English language courses or English tests.
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When students have no special weakness in listening,
speaking, reading, and writing, the probability of passing the
exam is high; when students can complete the previous level
through all types of questions, students are more likely to
pass the final exam; in addition, students who pass CET 4
and 6 with high scores also have a higher chance of passing
the exams. It can be seen from the data that the scores of
multiple-choice questions, final level, CET 4, and CET 6 will
all affect boys’ basic English, and there are reasons for girls’
learning. +erefore, students’ basic English level is condu-
cive to passing the exam.

5. Conclusion

To determine the teaching benefits of developing quality
measurement standards and organizational policy algo-
rithms and apply them to high school English teaching, the
author conducted equivalent experiments in two classes and
examined questionnaires and tests before and after exams.
+e material is discussed. +e results show that the research
problem has been successfully solved; that is, the use of
dynamic measurement model in high school English class
can improve students’ satisfaction and grades. According to
the characteristics of data processing and response behavior
developed by the system, this study understands the theory
and technology of data mining and machine learning. Using
the logistic regression model, the improved decision tree
model, and the model after integrating the logistic regression
model and the improved decision tree model, the students’
previous estimation can be completed. In classification
problems, the logistic regression model is the most used
algorithm in the industry, such as the media click pass value
problem, while the improved logarithmic model decision is a
powerful performance algorithm with multiple decision tree
models. +e prediction results are more accurate than the
one-to-one decision model, which confirms the application
of data mining technology in the problem classification of
college English.

+e systematic collection of body shape data is insuffi-
cient, especially the behavior data of students in English
practice or test. All kinds of information are needed, both
from the point of view of creating a student user profile and
from the point of view of predicting a student’s English
proficiency in the past.+ere are many factors that can affect
a student’s ability to pass an exam later; for example, there

are many factors that can affect a student’s ability to pass an
exam. In addition, there are many factors to consider in
subsequent studies, such as not taking the test.
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)e financial investment risk management system refers to an analysis and control of the intelligent system to invest in the lower
financial situation so that investors quickly understand the situation in the financial industry.)e purpose of this article is to use a
digital model to evaluate financial investment risk management system. )e investment risk value can be better evaluated by
building a digital model. )is paper first introduces financial investment risks and then elaborates the evaluation system and
related digital models.)e standards of the evaluation system are also given.)e GARCHmodel is established to analyze the LME
copper and LME aluminum case selected by this paper by investigation and analysis of the current status of corporate financial
investment risks. )e experimental results show that the evaluation results are often close to the reality when using the GARCH
model evaluation of financial investment risk management system, and the accuracy is quite high. In addition to the EGARCH-N
model, the established model is more accurate at 90% confidence level, which is more accurate and is relatively close to a given
significance level.

1. Introduction

With the development of the economy, the rapid develop-
ment of the national economy and the urbanization process
have promoted the rapid development of financial invest-
ment. Meanwhile, China’s financial investment projects
continue tomaturity. In order to improve the competitiveness
of financial investment and reduce financial investment risks,
most people choose evaluation through financial investment
risk management systems. Financial risks refer to financial
related risks, such as financial market risks, financial product
risks, financial institutions, etc. )e financial investment risk
management system refers to an analysis and control of the
intelligent system to invest in the lower financial situation so
that investors quickly understand the situation in the financial
industry. )e analysis of the underlying financial industry is a
nice choice for the analysis of the financial investment risk
management system.

Today, in the development of financial investment and
multiproject investment development, how investors

control financial investment risks in multiproject decisions
and how they use financial investment opportunities to
obtain investors and society’s largest investment benefits for
development and growing financial markets have far-
reaching significance. Financial investment risk manage-
ment systems have small restrictions on problems, and their
application range is very wide. In recent years, scholars have
studied this system which is used to solve the problem of real
investment, but the mathematical model of quantitative
analysis in financial investment risk management system is
relatively small. )erefore, this paper studies the mathe-
matical model of quantitative analysis of financial invest-
ment risk management system, which has certain theoretical
significance and a certain practical significance.

With the depth research of financial investment, more
and more scholars have studied financial investment risk
management systems. S Jirásková analyzed fiscal risk
management earlier, defining the basic terms related to risk
management. He also explained the negative consequences
of risk and pointed out the importance of financial risk
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management [1]. However, he did not write very compre-
hensively in the end of the article. Later, Korzh N studied the
essence and nature of financial risks. He classified them and
also discussed the characteristics and main management
methods of financial risk management [2]. However, he did
not use the latest data in the text. Later, Nikitina et al. [3]
determined the essence of investment projects by analyzing
concepts. In order to determine the investment project,
theory and system provided the possibility of clearing the
basic characteristics of the investment project, ensuring
effective interaction with internal and external dynamic
environments [3]. But they did not deal with the calculation
of the effective interactive part of the inner and outer parts.
Gunjan et al. [4] used descriptive statistics and variance
analysis to invest in three types of investors, namely,
commercial, paid class, and professional class investors,
which explained the preference style and their investment
model in investment decisions [4]. But they did not use the
most suitable model to study in the empirical analysis phase.

After the study of other scholars, Hmyria et al. [5]
studied the financial risk assessment of Irish iron and steel
company and its impact on enterprise economic security.
)ey found that financial risks and the operation mode of
today’s enterprises were closely related [5]. But they did not
perform a detailed analysis discussion on the operation
mode of the company in the article. However, Kotova et al.
[6] had proposed a method of forming a natural monopoly
subject investment plan to establish a monitoring system to
perform long-term investment projects of natural monopoly
before them [6]. However, the concept of monitoring system
in writing did not take into account reality influencing
factors. In contrast, Tang et al. [7] used descriptive statistics
and variance analysis to invest in three types of investors,
namely, commercial, paid class, and professional class in-
vestors, which explained the preference style and their in-
vestment model in the investment decision [7]. But they did
not make a more detailed explanation of investment models.

)e innovation of this article is as follows: (1) In terms of
financial investment decisions, digital models to evaluate
financial investment risks can firstly be used. )en financial
investment can be achieved, which has greatly reduced the
risk of investors. (2) )e GARCH model is applied to the
quantitative analysis of the evaluation of financial invest-
ment risk management system and made a survey on the
status quo of financial enterprises’ living conditions. In other
applications, GARCH is often an algorithm model. How-
ever, this article is committed to in-depth characteristics and
advantages within GARCH, applying the algorithm itself to
assess financial investment risks, thereby giving a risk
predictive value.

2. Evaluation of Financial Investment Risk
Management System

2.1. Features and Risk Assessment of Financial Venture
Investment

2.1.1. Risk Investment Has a Distinctive Feature Difference
from Other Investment Methods. It has specific investment

objects and methods. )e field of venture capital is quite
broad, such as logistics, gold, medical facilities, liquor, etc.,
covering almost all possible, high-quality, high-efficiency,
low-cost products or services and high investment returns.
)e way and timing of risk capital entering into the company
also have speciality.

Risk investment itself is a business behavior. It is de-
termined that the subject of venture capital can only be a
business behavior. )e competitive characteristics of high-
tech products or projects determine that this investment can
only be carried out by private investment mains outside the
country.

It also has a basis for different investment decisions. )e
most important question of venture capitalists in investing
in business is the ability of investment object management
and whether the market is large enough or whether it has
development potential, as well as the market competition
environment faced by the company.

It has unique investment management and profitable
channels. )e entry of venture capital is not based on the
control of the company, but through the operation of the
equity investment income and the transfer of the share-
holding in the capital market [8].

Risk investment is a high risk investment method. Risk
investment has a huge risk from its operation beginning.)e
financing, project screening, evaluation, and decision-
making stages, or investment in project management, and
even final profitability have a lot of variables [9, 10]. It can be
said that the operation of venture capital is the process of risk
identification, evaluation, and management [11].

2.1.2. Investors’ Goals and the Risk of Every Stage of Venture
Capital Operations Are Different. )e entry risk of funds in
the seed period will be extremely high, and the products and
operations of the company are only in a concept and plan.
)erefore, at this stage of venture capitalists, it will be
cautiously invested in a small amount of funds, and more
enterprises will be required to ensure higher expected yields
[6].

Foundation period (start period): At this stage, the
enterprise starts production operation, but the investment
risk is still very high. Venture capitalists usually enter with
preferred stocks, and the funds invested are mainly used for
planning marketing and testing market competition. But
investors will also demand a higher expected rate of return of
40%–60% [4].

Growth period (development period): At this stage, the
product starts to be sold, from not yet profitable to beginning
to generate profit, but the net cash flow of the enterprise is
very small at this time, and the investment risk is still high.
At this stage, venture capital funds are mainly used to in-
crease market share, purchase more equipment, expand
productivity to achieve economies of scale, strengthen
marketing, upgrade products, and maintain a stable profit
growth rate. Investors will require 25%–50% of higher ex-
pected yields [7].

Mature period (exit period): At this stage, the enterprise
grows rapidly, which is close to saturation, and the
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investment risk is low, but there may still be internal risks
such as loss of managers, improper financial control, and
external risks such as reduced market growth rates and
hindered company listings. )e funds entered at this stage
are to maintain profitability, wait for the opportunity to
prepare for listing or resell to other investors or allow other
companies to merge, or partially realize the previous in-
vestment in order to adjust the equity structure and the
manager’s shares. For venture investors, it is mainly the risk
of exit [12].

Classification can also be classified in financial invest-
ment project risk recognition, as shown in Figure 1. It can be
seen from the figure that financial investment risks can be
divided into seven categories. In the financial world, in-
vestors or companies often pay more attention to credit risk.

For example, the new fusion warehouse model at home
and abroad is used as an example, and the risk of each link is
analyzed [13]. )e integration class business model is one of
the main modes of logistics finance. Its operational basis is a
delegate agency theory, referring to one or more objects to
specify other objects in economic activities in economic
activities in economic activities [14]. In most cases, the one
with insufficient information and disadvantage in cooper-
ation is often the principal, and the party with sufficient
information is often the agent. )erefore, under this theory,
due to the information asymmetry between subjects, it will
lead to the situation of moral hazard and adverse selection to
some extent. It can be seen from Figure 2 that, in this model,
the main body of the financial warehouse model is a two-
party principal-agent model, and the third-party logistics, as
an agent, plays a role in the communication and connection
between the bank and the small and medium-sized enter-
prises [15].

2.2. Processing of the Indicator System of Financial Risk.
Financial risk refers to the possibility that financial
market entities will suffer losses in the process of cur-
rency, capital, and credit transactions. As an economic
phenomenon, financial risk will lead to financial crisis if it
is not prevented and resolved. )e so-called financial risk
early warning is mainly to analyze and forecast the
possibility of financial asset loss and financial system
damage that may occur in the process of financial op-
eration and to provide countermeasures and suggestions
for financial security operation. )e indicator of financial
risk involves many aspects, and it has five monitoring
subsystems. If the financial investment risk status is di-
vided into safety (S1), basic safety (S2), risk (S3), and
greater risk (S4) [12], then the financial risk detection
index system is as follows.

2.2.1. Macroenvironment (Y1). )e indicators of the mac-
roenvironment are shown in Table 1. It can be seen that, in
the GDP growth rate, when the financial risk is high, the
growth rate is in a polarized state, which may be <3.5 or
>12.5. It shows that different companies have different states
when facing financial risks.

2.2.2. Inside the Bank (Y2). As shown in Table 2, within the
bank, when the financial risk is relatively high, the non-
performing loan ratio of wholly state-owned commercial
banks increases significantly to >22, indicating that financial
risk has a great impact on the nonperforming loan ratio.

2.2.3. National Debt (Y3). As shown in Table 3, it can be
found that treasury bonds are relatively stable under dif-
ferent risk conditions.

2.2.4. Foam Type (Y4). As shown in Table 4, when the fi-
nancial risk is high, the total stockmarket value of the bubble
type exceeds 91, which shows that financial risk has a deep
influence on it.

2.2.5. Foreign Trade (Y5). As shown in Table 5, when the
financial risk is high, the external debt is greater than 31,
while the short-term external debt is greater than 36, which
shows that the impact of financial risk on the foreign trade
industry is very large.

2.3. Overview of Digital Models Related to Investment Risks.
It first obtains the influencing factors that represent the
credit situation of the enterprise, which is the measurement
method of credit risk, then puts these influencing factors
into the digital model to calculate, and finally obtains the
probability of corporate credit risk and the degree of cor-
porate loss [16].

(1) Z and ZETA scoring models

Z � 1.2Y1 + 1.4Y2 + 3.3Y3 + 0.6Y4 + 0.999Y5. (1)

In this formula, Y1 refers to the current asset rate, Y2
represents the undistributed profit rate, Y3 is the net
profit rate, Y4 is the interest market value debt rate,
and Y5 refers to the income rate.
When Z< 1.8, the enterprise bears great risk; when
Z> 2.99, the enterprise bears less risk [17].

(2) Logit model
Logit regression method is a model that uses some
financial indicators and then evaluates the proba-
bility of default risk of enterprises. QL means fi-
nancial situation, QL � 0 means no investment risk,
and QL � 1 means risk may occur. )e formula for
the probability of default risk is as follows:

QL � Q
1

CL

 . (2)

(3) Credit Portfolio View Model
)is model is a corporate credit risk measurement
model researched by Mckinsey Company based on
econometric theory. It analyzes the credit risk level in
different production environments through a lot of
extensive big data [18]. Based on extensive big data
analysis, the Credit Portfolio View model can give
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investors a more accurate risk assessment in the
current environment with a high accuracy rate. But
some macroeconomics in the model are hard to
come by and it is not very stable [19].

(4) GARCH (p, q) model
GARCH models are often used to analyze the in-
teractions among many financial markets, such as
volatility spillovers and correlations. )e economic
meaning of this model is better, but because of the
large number of parameters of this model, it limits its
wider application. In general, it is more common to
use its simplified form [20].
As shown below, in this model, E is a
(M(M + 1)/2) × 1-dimensional vector, and SL, NL

are both M(M + 1)/2-dimensional square matrices.

VECH JY(  � E + 
W

L�1
SLVECH ϑY−1 − ϑY

Y−1 

+ 

Q

K�1
NKVECH JY − K( .

(3)

)e general formulation of the GARCH (p, q) model
includes the mean and variance equations, which are
expressed as

TY � ϑY + S1TY−1 + · · · + SQTY−Q + ϑY,

ϑY|OY−1 ∼  0, jy ,

JY � ρ + 
w

l�1
σlτ

2
Y−1 + 

ϑ

k�1
μkjY−1,

(4)

Financial investment project risk

�e credit risk

Technical risk

Production risk

Completion risk

Market risk

Environmental risk

Figure 1: Financial investment project risk identification.
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Small, Medium
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The agent Third Party
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Figure 2: Financial warehouse business model.
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ϑY represents the interference item, TY is the corresponding
return value of the financial asset in the Y period, and μk is
the variance parameter, which reflects the influence of the
variance lag period of the residual item on the variance of the
current period [21]. )is model can analyze things in
combination with the whitening weight function. )e
commonly used whitening weight functions are upper limit
measure whitening weight function, lower limit measure
whitening weight function, and moderate measure whit-
ening weight function. Among them, the moderate measure
whitening weight function is also called the triangular
whitening weight function [21]. )e basic functional forms
of these three whitening weight functions are shown in
Figure 3.

Assuming that this function is used to describe the
classification degree to which the risk factors of financial
investment belong, Figure 4 can be obtained. It can be seen
that the classification degree of risk factors basically presents
a stepped span.

3. Experiment of Quantitative of Financial
Investment Risk Management
System Evaluation

3.1. Formulate Evaluation Indicators. )e establishment of
the evaluation index system is the precondition and the core
of the risk evaluation model of financial investment projects.
Whether the establishment of the evaluation index system is
scientific and perfect determines whether the evaluation
model is effective. It also determines the accuracy of the
entire financial investment risk assessment. Principles for
the establishment of the index system are very important for
the evaluation of the risk of financial investment projects.
)erefore, in order to ensure the scientificity and rationality
of the establishment of the index system, the following
principles should be followed when constructing the risk
evaluation index system of financial investment projects
[22].

(1) )e principle of purpose. )e construction of risk
evaluation index system of financial investment
projects is the indefinite foundation for the con-
struction of risk evaluation model. )erefore, when
constructing the evaluation index system, it should
be guided by the purpose of construction and focus
on the principle of purpose.

(2) Scientific principles. )e selection of the index
system must be based on recognized scientific the-
ories. At the same time, it must be combined with the
analysis of the current situation of the financial
industry. )e concept of the selected risk index of
financial investment projects should be clear, with
precise connotation and extension, and the index
system should reflect the nature of the risk as rea-
sonably as possible.

(3) Comprehensiveness principle. )e construction of
the risk evaluation index system of financial in-
vestment projects should fully and completely reflect

the risk situation of high-tech projects at all levels
and aspects. At the same time, investors’ current
preferences and interests in investment should also
be considered. And fully consider the various risks
faced by the project to ensure the comprehensiveness
of the construction of the risk evaluation index
system.

(4) Systematic principles. When constructing the risk
evaluation index system of financial investment
projects, each index factor should be interrelated and
mutually restrictive. Among them, the horizontal
relationship reflects the mutual restriction rela-
tionship between different risk factors, and the
vertical relationship reflects the inclusive relation-
ship between different risk factors.

(5) Principle of independence. When constructing the
risk evaluation index system of financial investment
projects, the index factors in the system should be
independent of each other, and the overlapping area
between each index should be minimized. )ere
cannot be any relationship between inclusion and
inclusion between the indicators at the same level, so
that the indicator system can reflect the risk dy-
namics of high-tech project financing from all
aspects.

(6) )e principle of universality and the construction of
risk rating index system for financial investment
projects are the premise and foundation of risk
evaluation and management. )erefore, the con-
structed system must have broad applicability; that
is, it can reflect the needs of risk assessment of fi-
nancial investment projects in different industries. In
addition, the constructed system should also be
flexible; that is, it can be adjusted and used flexibly
according to different high-tech projects of different
industries and enterprises.

(7) Operability principle. When constructing the risk
evaluation index system of financial investment
projects, the difficulty and reliability of the index
quantification and data acquisition involved in the
system should be considered. It should construct a
reasonable index system with as few indexes as
possible to achieve the goal of optimizing the overall
function of the index system. In this way, it is more
convenient and effective for investors to analyze
financial investment risks.

3.2. Investigation on Status Quo of Existence of Financial
Enterprises. )e questionnaire on “)e Survival Predica-
ment of Small and Medium-Sized Enterprises” truly reflects
the current living conditions of small and medium-sized
enterprises and their attitudes towards future prospects. )e
subjects of the questionnaire were 143 small and medium-
sized enterprises from all over the country. Most of them
come from the Yangtze River Delta and the Pearl River
Delta, and some companies come from Sichuan, Beijing,
Shanxi, Hunan, and other places, covering a wide range. )e
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distribution industries are food, textile, electromechanical,
steel, Internet, etc. We divided this survey into two parts .

(1) )e first part of the investigation: Whether a new
round of financial crisis will recur and what the
biggest difficulty facing small and medium-sized
enterprises is.
As shown in Figure 5, 51% of companies believe that
financing is difficult. Even if they think that the capital
turnover is good, they still admit that “financing
difficulty” is the biggest problem facing small and
medium-sized enterprises, followed by too high labor
costs, high taxes, and high production costs. 50% of
SMEs believe that a new round of financial crisis will
appear. Recently, the world’s major economies have
faced many problems such as slow economic

recovery, stagnant development, and sovereign debt
crisis, while emerging economies are also faced with
the dilemma of weak growth and high inflation.
)erefore, there is a view that a new round of financial
crisis will reappear. 51% of companies find financing
difficult. Even if they think that the capital turnover is
good, they still admit that “financing difficulty” is the
biggest problem facing small and medium-sized en-
terprises, followed by too high labor costs, high taxes,
and high production costs.

(2) )e second part: changes in the current overall
operation of the enterprise compared with the
previous year and whether the enterprise will expand
capital and equipment investment in the coming
year.

Table 5: Foreign trade shock risk subsystem.

Index
)e risk status

S1 S2 S3 S4
Y5(1): external debt/GDP <21 21–24 26–31 >31
Y5(2): short-term external debt/total external debt <16 14–24 26–36 >36
Y5(3): time of import supported by foreign exchange reserves (month) >7 5–7 16-213-4 <4
Y5(4): current account balance/GDP 0–4 3–4.5 4.5–5 <0 or >5

Table 1: Macroenvironmental stability subsystems.

Index
)e risk status

S1 S2 S3 S4
Y1(1): GDP growth rate 5.5–8.5 5–6.5 or 9.5–11 3.5–5 or 11–12.5 <3.5 or >12.5
Y1(2): growth rate of fixed asset investment 14–18 10–13 or 19–22 7–10 or 22–25 <7 or >25
Y1(3): inflation rate <4 4–7 7–10 or (−2)–0 <(−2) or >10
Y1(4): M2 growth rate 5–16 15–20 0–5 or 20–25 <0 or >25
Y1(5): Enterprise asset-liability ratio <46 45–65 65–85 >85

Table 2: Bank internal stability subsystem.

Index
)e risk status

S1 S2 S3 S4
Y2(1): nonperforming loan ratio of wholly state-owned commercial banks <12 12–17 17–22 >22
Y2(2): capital adequacy ratio of wholly state-owned commercial banks >12 8–12 4–8 <4
Y2(3): capital gains of wholly state-owned commercial banks 0.4 0.2–0.4 0–0.2 <0

Table 3: Treasury shock risk subsystem.

Index
)e risk status

S1 S2 S3 S4
Y3(1): debt dependence <11 10–21 21–31 >31
Y3(2): negative yield of treasury bonds >14 16–21 21–26 <26
Y3(3): ratio of fiscal revenue to GDP >23 21–25 16–21 <15

Table 4: Bubble risk subsystem.

Index
)e risk status

S1 S2 S3 S4
Y4(1): stock price/earnings ratio <41 41–61 61–81 >81
Y4(2): total market value of stocks/GDP <31 31–61 61–91 <91
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Figure 3: Basic functional form of whitening weight function. (a) Upper measure whitening weight function, (b) lower bound measure
whitening weight function, (c) moderate measure whitening weight function.
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Figure 4: Whitening weight function for risk evaluation of financial investment projects.
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As shown in Figure 6, 36% of companies reported that
their operating conditions were worse than the previous
year. )e main reason is that the current small and me-
dium-sized enterprises are facing an unprecedented sur-
vival dilemma, such as difficulty in financing, labor
shortage, and high cost, which continue to squeeze the
living space of small and medium-sized enterprises. 57.3%
of enterprises will expand capital investment in the next
year. At the same time, 27.3% of corporate decision makers
indicated that they would not expand capital and equip-
ment investment.)is shows that the survival status of each
enterprise basically belongs to a state of vigorous and
upward development.

3.3. Quantitative Digital Model of Financial Investment Risk
Management System Evaluation. Timely and accurate
evaluation of the risk level of financial investment projects
is of great significance to the management and imple-
mentation of financial investment projects. A quantitative
evaluation result is more conducive to the sponsors of
financial investment projects to make scientific decisions.
It takes reasonable risk aversion measures to raise the
funds needed for the project construction. )is chapter
comprehensively applies the theory of financial invest-
ment risk management system. It builds the GARCH
digital model for risk assessment of financial investment
items and applies it.

3.3.1. Data Extraction. )is paper selects the daily closing
price of copper and aluminum as the research object. In the
calculation process, the GARCH formula will be widely used
for auxiliary calculation.)emarket return takes the form of
logarithmic daily return, which is defined as

TO,Y � IN QO,Y−1 , L � 1, 2, 3. (5)

TO,Y represents the yield on day Y in the L-th market, and
QO,Y represents the price on the Y-day in the L market. )e
yield sequence chart of the three markets is shown in Fig-
ure 7. It can be seen that there are volatility agglomeration
and explosiveness in all of them, and it can be considered
that the two return sequences are random.

3.3.2. Parameter Estimation. )e estimated results of the
three-variable DCC model are as follows.

When L� 1, 2, 3, and SLK, NLK(L≠K) in the variance
formula is obviously not equal to 0, it means that the market
K(L) has volatility overflow to the market L(K). )en the
mean formula can be obtained as

T1,Y � 0.000226 − 0.03978∗T1,Y−1

− 0.013515TL,Y−1 + φ1,Y,

T2,Y � −0.000313 + δ2,Y,

T3,Y � −0.000166 + σ3,Y,

J11,Y

J22,Y

J22,Y

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ �

0.00000638

0.00000055

0.00000027

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

+

0.096578 −0.066408∗ 0.118344

−0.004912 0.040377∗∗∗ 0.045218

−0.000298 −0.01514∗∗∗ −0.010334

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

β21,Y−1

β22,Y−1

β23,Y−1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

(6)

Variance formula:
0.883276∗∗∗ 0.052306 −0.290724

0.027268 0.898716∗∗∗ −0.331348∗∗

−0.014273∗ 0.081532∗∗∗ 1.0461216∗∗∗

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

J11,Y−1

J22,Y−1

J33,Y−1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

WY � WOK,Y  � (1 − 0.0074 − 0.7564)θ

+ 0.0074cY−1cY−1 + 0.7564WY−1,

(7)

∗ means obvious at 10%; ∗∗ means obvious at 5%; ∗∗ ∗
means obvious at 1%. According to the variance formula, we
can see that the change of the LME aluminum residual series
in the previous period will affect the variance fluctuation of
the LME copper and the dollar. According to an OVA, there
is a two-way volatility spillover effect between LME alu-
minum and USD index. )e price fluctuations of LME
copper and LME aluminum will affect the price fluctuations
of the US dollar index, and the price fluctuations of LME
copper are not significantly affected by the US dollar index.

3.3.3. $e Dynamic Correlation of the $ree. According to
Figure 8, it can be seen that there is a high positive corre-
lation between LME copper and LME aluminum, and the
correlation coefficient is mainly concentrated between [0.69
0.71]. )ere is a negative correlation between LME copper
and LME aluminum and the US dollar index, respectively,
and the correlation interval is concentrated between [−0.40
−0.35]. )eir correlations with each other were significantly
strengthened during the financial crisis.

3.3.4. Parameter Estimation Results. )e parameter esti-
mation of the three-variable BEKK model is based on the
assumption that the residuals follow the Student Y distri-
bution, and it is done with the help of external software. )e
algorithm is the BHHH algorithm. )e estimated results are
as follows:
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Figure 5: Part 1 survey results: (a) views on whether a new round of financial crisis will recur, (b) views on the greatest difficulties the
business is currently facing.
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Figure 6: Part 2 survey results: (a) opinions on whether the company will expand capital and equipment investment in the next year, (b)
views on how the current overall operation of the enterprise has changed compared to the previous year.
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Figure 7: )e yield sequence diagram of the three: (a) LME copper, (b) LME aluminum, (c) US dollar index UDI.
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Figure 8: Dynamic correlation coefficient diagram under DCCmodel: (a) LEM Cu and LV dynamic correlation coefficient 12, (b) KME Cu
and UDI dynamic correlation coefficient 12, (c) LME LV and UDI dynamic correlation coefficient 12.
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Mean formula:

T1,Y � 0.00065 − 0.03635T1,Y−1 − 0.01267T1,Y−3 + ε1,Y,

T2,Y � −0.00006894 + ε2,Y,

T3,Y � −0.00023116 + ε3,Y.

(8)

Variance formula coefficient matrix estimates

V �

0.003143∗∗∗ 0 0

0.00087 0.00128∗∗∗ 0

−0.000014 −0.00013 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠,

S �

0.298431∗∗∗ 0.006082 −0.012908

−0.0837498 0.1102728∗∗∗ −0.014008

0.351747∗∗ 0.143898 0.1497217∗∗∗

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠,

N �

0.950187∗∗∗ 0.011703 0.0064179

−0.0029019 0.9694506∗∗∗ 0.0016893

−0.1274555∗∗∗ −0.0636107∗∗∗ 0.9928174∗∗∗

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠,

(9)
∗ means obvious at 10%; ∗∗ is significant at 5%; ∗∗∗ is
significant at 1%; when SLK,SLK(l≠ k) is obviously not equal
to zero in the variance formula, it means that market K(L)
has volatility overflow to market L(K).

3.3.5. VaR Prediction and Effect Evaluation Based on Mul-
tivariate GARCH Model. As shown in Figure 9, it can be
seen from the dynamic combined weight map under the two
models that the two models are basically not very different.
But UDI and UDL obviously have the highest weight values,
both floating around 0.8.

It can be known from the above that a comprehensive
market risk evaluation of multiple financial assets can be
realized through the multivariate GARCH family model. At
the same time, it is also possible to evaluate the market risk of
one of the assets. )e key difference between this evaluation
and the univariate GARCH family model is that the multi-
variate GARCH family model can introduce the shock of
exogenous variables or the previous fluctuations of exogenous
variables into the financial asset under study. It reflects the
indirect impact of the shock of the exogenous variable in-
novation on it and the degree of the indirect impact of the
fluctuation of the exogenous variable. For example, the
variance formula for the conditional variance J of LME copper
at time Y in the three-variable BEKK model is as follows:

IN J11.Y(  � ω + α
ϑ − L

σ − L
  + c

ϑ − L

σ − L
  − μ  + βJ11,Y.

(10)

3.3.6. VaR Evaluation of LME Copper under Different
Models. Confidence levels of 90%, 95%, and 99% are se-
lected accordingly and then compared with the actual
portfolio returns. )e specific situation is shown in Fig-
ure 10. It can be seen that the higher the confidence level is,

the greater the absolute value of dynamic risk is, and the less
the portfolio return exceeds the risk value, that is to say, the
lower the failure rate of evaluation is. )ese models are
suitable for evaluating VaR of financial investment risk.

On the whole, these models are more suitable for
evaluating financial investment risk. Considering the ob-
tained data, the evaluation effect of EGARCH-T is the best in
general, the evaluation effect of DCC-Tmodel is second, and
the evaluation effect of EGARCH-N is the worst. In the
process of evaluating financial investment risks, the models
we have established show that the evaluation results of the
models cover actual losses. It is too small for the partial value
compared with it, indicating that the estimated result is too
conservative. In addition to the EGARCH-N model, the
established model is more accurate in evaluating financial
investment risk at the 90% confidence level. It is relatively
close to the given significance level. )is shows that the use
of digital models to study the evaluation of financial in-
vestment risk management systems can indeed make the
evaluation results closer to the actual risk evaluation and
improve the accuracy of investment.

4. Discussion

)is paper is devoted to researching and designing a
mathematical model for quantitative analysis of financial
investment risk management system evaluation. )is paper
applies it to the complex analysis and treatment of invest-
ment risks in LME copper and LME aluminum. It not only
expands the application scope of digital models, but also is a
new attempt to evaluate the complexity of financial in-
vestment risk management systems. )rough qualitative
analysis of LME copper and LME aluminum investment
risks, digital models are mined as an important tool to study
system complexity. It has a certain potential in the study of
the complexity of financial markets. In addition, on the basis
of in-depth research on many models in China, the most
suitable model is selected in this paper, combined with the
survey of enterprise survival status. Combined with the
special environment in which the Chinese financial market is
located, it makes the model suitable for the investment
environment of the Chinese financial market. For the re-
search on the evaluation of financial investment risk
management system, this paper starts from the most basic
introduction of financial investment risk, analyzes the
evaluation system, and introduces a variety of digital models.
It successfully combines the GARCH digital model and the
financial investment risk management system evaluation
and draws conclusions. In the stage of empirical analysis, the
GARCHmodel is used to obtain effective chart data, and this
paper analyzes the data in many aspects. )e results show
that the obtained results are in line with the actual situation.

)rough the analysis of this case, it shows that the use of
the financial investment risk management system to evaluate
the quantitative analysis of the mathematical model is more
effective than a single type of investment. Investors can use
the model to assess risk. )is can greatly reduce financial
investment risks and make decisions on multiproject
portfolios. In the specific practical investment portfolio

Mathematical Problems in Engineering 11



RE
TR
AC
TE
D

0

0.2

0.4

0.6

0.8

1

50 100 150 200 2500

LMCU
LMELV
UDL

(a)

0

0.2

0.4

0.6

0.8

1

50 100 150 200 2500

LMECU
LMELV
UDI

(b)

Figure 9: Dynamic combination weights graph: (a) dynamic combination weights under the DCCmodel; (b) dynamic combination weights
under the BEKK model.
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Figure 10: Continued.
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decision-making, enterprises or investors expect to for-
mulate different investment strategies according to their
own risk preferences and investment goals and choose the
risk value and return goals of the project reasonably and
flexibly. It substitutes the risk and return target value into the
investment portfolio decision for calculation and analysis,
selects the optimal investment portfolio plan, and makes the
most effective investment decision.

)is paper takes LME copper and LME aluminum in-
vestment risks as a case study. First, through the investi-
gation and qualitative analysis of enterprise investment risk
status, the investment risk data is determined. And it uses
the GARCH model to evaluate the investment portfolio
according to the investor’s risk level. )rough the analysis of
the data, it is concluded that the digital model applied in this
paper is still very accurate for financial investment risk
prediction. )rough the analysis of the data, it is concluded
that the GARCH model applied in this paper is very suitable
for quantitative analysis of the evaluation of financial in-
vestment risk management system.

5. Conclusion

)rough the case study, the important conclusions are
drawn: In general, the quantitative analysis of the financial
investment risk management system evaluation using the
GARCH model is very close to the reality. )is means that
the model has a very high degree of accuracy in evaluating
financial investment risks. However, this is not absolute. It
does not rule out the arrival of a special period, and some
financial investment risks may have extremely unstable
factors, such as the research project in this case.)is requires

investors to conduct more detailed research and quantitative
analysis of the program. It can determine a more effective
investment risk value. )e project discussed in this paper is
to use a digital model to conduct a quantitative analysis of
the evaluation of financial investment risk management
systems to determine the investment risk value. However,
the selection of projects is relatively limited, and the realistic
financial investment risk evaluation will often face more
combination choices. And real investment should also be
combined with a variety of irresistible factors for investment
analysis; the analysis of investment risk will have greater
value. Of course it will also be more difficult. But it is un-
deniable that, with the progress of society and the rapid
development of the financial world, there are more andmore
studies related to text topics. )ere can also be better so-
lutions to the problem of financial investment risk assess-
ment. )e future of the financial industry is still promising.
At the same time, we also believe that the risk factors
considered in the study of financial investment risk evalu-
ation by the digital model will be more comprehensive and
specific, and more detailed issues that have not been con-
sidered in this article can also be taken into account, making
this financial investment risk management system more
scientific.
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Figure 10: LME copper VaR at different levels of significance. (a) GARCH-N, (b) GARCH-T, (c) EGARCH-N.
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�ere were a lot of multisource data and heterogeneous devices in the intelligent system of the Internet of things, and the existing
methods were di�cult to meet the service needs of users for intelligent entities. �erefore, this paper proposed a semantic model
construction method of the Internet of things based on intelligent translation and learning. Firstly, on the basis of summarizing
the relevant theories of semantic Internet of things, this paper analyzed the semantic data and its characteristics, and expounded
the common ontology matching methods. Secondly, according to the characteristics of service ontology and user ontology in
intelligent Internet of things system, a method of matching two di�erent ontologies based on string and semantic relationship was
proposed, and the cyclic neural network method was used to organically integrate the semantic data of ontology. Finally, in order
to realize the perception and representation of the context information of the Internet of things, a semantic model of the Internet
of things based on intelligent translation and learning was constructed. �rough experimental comparative analysis, the results
showed that compared with the traditional methods based on semantic similarity and semantic distance, the semantic model of
the Internet of things proposed in this paper had better performance in accuracy and recall, and can achieve better application
e�ect of the Internet of things system. �e model proposed in this paper will provide a theoretical reference for further exploring
the sharing and service of heterogeneous devices and data in the intelligent Internet of things system.

1. Introduction

As the application extension of the Internet, the Internet of
things is a product driven by a variety of technologies such as
computer and communication. Internet of things is a net-
work that connects various sensing devices and intelligent
objects through the Internet. It uses intelligent devices to
perceive the objective world and realize the interconnection
of di�erent objects. �e nodes of the Internet of things use
the data perception method to identify the physical world,
use the network to establish the information transmission
channel, and realize the interactive operation between
people and things through the calculation and processing of
a large amount of data, so as to e�ectively control and
manage the objective world [1]. With the continuous de-
velopment of electronic and communication technology,
intelligent application system based on Internet of things has
also developed rapidly. However, due to the multisource and

heterogeneity of data perception of intelligent devices re-
lated to the Internet of things, there are many problems in
information interaction, logical reasoning, and knowledge
representation of di�erent intelligent platforms, which a�ect
the normal use of the intelligent system of the Internet of
things. For example, in the smart home IOT system, not only
there are multisource data generated by indoor lighting,
television, light intensity sensors, temperature sensors, and
other equipment, but also they are related to relevant IOT
systems such as intelligent medical system, intelligent security
system, and intelligent power system. �ese di�erent systems
also have di�erences in equipment connection mode, data
transmission format, and so on. �erefore, in view of the
heterogeneity and multisource of data perception of the In-
ternet of things, how to interconnect and integrate di�erent
data has attracted extensive attention of relevant scholars [2].

Di�erent from other networks, the application of In-
ternet of things system involves many �elds and requires
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different types of intelligent equipment. In addition to
general sensors, it also includes intelligent instruments,
intelligent appliances, and machinery [3]. In the Internet of
things system, not only new nodes can be added at any time,
but also new data types or protocols that need to be pro-
cessed or supported by the system can appear at any time.
*erefore, the Internet of things is a dynamic system. In
addition, the Internet of things system is limited by space-
time and other conditions, in which the impact of intelligent
devices on the system is diverse and complex, which adds
difficulties to the semantic modeling of the Internet of things
system [4]. Although properly adding semantic information
to the Internet of things system can solve the problem of data
heterogeneity, it cannot solve the problems of interaction
mode and behavior response of intelligent objects. In order
to realize the semantic interoperability and data interaction
between heterogeneous systems of the Internet of things, this
paper proposed a semantic model construction method of
the Internet of things based on intelligent translation and
learning. By summarizing the data characteristics and se-
mantic collaborationmethods of semantic Internet of things,
this paper used ontology matching technology to describe
the semantics of intelligent devices and interaction behavior,
and constructed the semantic translation and learning
model of Internet of things by using cyclic neural network
method. *is paper will provide theoretical support for the
realization of intelligent interaction and operation of In-
ternet of things.

2. Related Works

In order to solve the problem of interoperability and col-
laboration between heterogeneous devices and cross systems
in the application field of Internet of things, some re-
searchers propose to realize semantic unification between
heterogeneous devices through sharing environment and
service components based on semantic web and agent
technology, which provides a foundation for the develop-
ment of semantic Internet of things [5]. Subsequently, some
people proposed to use a different middleware to provide
adaptive processing systems for the Internet of things en-
vironment. By classifying and labeling the intelligent devices
of the Internet of things, the operating components are
connected with network services, users, and objects, so as to
solve the problems of heterogeneous information and
sharing and reuse of intelligent devices [6]. Aiming at the
diversity and dynamics of Internet of things data types, some
people put forward semantic technology based on machine
recognition and expression, and apply it to the description of
intelligent devices, data sharing, and knowledge reasoning,
which provides a theoretical basis for further research on
semantic annotation and semantic understanding based on
Internet of things ontology.

In the field of artificial intelligence, the introduction of
ontology concept is mainly used for knowledge represen-
tation and knowledge organization [7]. With the continuous
application and development of the Internet of things, the
meaning of the concept of ontology and its elements have
also changed. In the application field of Internet of things,

the relationship between entity objects is mainly described
by ontology. *erefore, the description of object concepts
and their relationships in different application fields can be
transformed into the same or similar ontology, so as to
provide semantic basis for the interaction between hetero-
geneous devices and things. Establishing the corresponding
ontology model according to different Internet of things
application systems is very important to realize the data
perception, semantic association, and fusion of Internet of
things [8]. Although different Internet of things application
systems have differences in the construction of ontology
model, there may be a certain degree of data and semantic
relevance between different systems. *erefore, its univer-
sality andmatching should be considered when constructing
the Internet of things ontology model.

Because the ontology model of Internet of things is
usually related to the application field, these ontologies not
only are limited to describing the concepts in this field, but
also need to redefine the existing ontology model when
adding new concepts, so the scalability of ontology is poor.
In addition, when an Internet of things application system
needs to add new relationships between concepts, it needs to
traverse the existing element relationships in all ontologies,
which undoubtedly increases the additional time overhead
[9]. Although the use of semantic technology can enable the
application system to publish a large amount of domain-
related information through the semantic web, due to the
data transmitted to the Internet from different devices or
systems, and the lack of semantic relevance between a large
amount of data, the machine cannot achieve the expected
effect when interpreting and responding to the data.

In recent years, some scholars have proposed a semantic
interaction model based on ontology technology, which
provides a basis for entity interaction between different
systems or heterogeneous devices [10]. Because the model
includes the association relationship between service entities
in the ontology, it can meet the actual needs of users by
semantic annotation and knowledge reasoning, so as to
avoid the impact of multisource data or heterogeneous
devices on semantic interaction. Semantic interaction in-
cludes not only the interaction between intelligent devices or
entities in the Internet of things, but also the interaction
process between users and intelligent entities [11]. Using
ontology theory and semantic technology to study the in-
teraction between users and intelligent entities not only
needs to identify the actual needs of users from a large
number of perceptual data, but also needs to establish a
common interaction channel between different users and
intelligent devices, so as to effectively provide users with the
required services.

3. Semantic Technology Foundation of
Internet of Things

3.1. Semantic Internet of ings. With the rapid development
of Internet of things technology and its application, various
devices related to Internet of things are gradually increasing,
and the perception and control requirements for Internet of
things devices are also gradually improving. Due to the
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heterogeneity of different devices, the access and use of
Internet of things resources are not ideal. *e semantic
technology based on machine recognition solves the re-
source description, data sharing, and information integra-
tion of Internet of things [12]. Using semantic technology in
the Internet of things and making full use of the charac-
teristics of semantic knowledge representation and data
sharing to build the semantic Internet of things can provide a
technical basis for the interaction of Internet of things
resources.

As a method or model to solve the internal contradiction
of the Internet of things, semantic Internet of things mainly
constructs an intelligent service system that can cooperate
with each other on the basis of the existing Internet of things,
Internet, and communication network from the perspective
of the interactive relationship between the elements con-
stituting the information ecosystem. Semantic Internet of
things effectively integrates different software and hardware
resources and systems, organizes various heterogeneous
objects, and realizes the intelligent interaction between
people and things through semantic collaboration.

Semantic Internet of things integrates the relevant
functions of semantic web, wireless sensor network, and
Internet. Semantic technology is applied to the Internet of
things. *rough semantic annotation of the information of
Internet of things devices, people, things, and devices in the
Internet of things can have a unified recognition language
[13]. *rough the devices in the Internet of things and the
semantic method based on ontology, we can accurately find
the information on the network and make further reasoning
on the information according to the existing knowledge, so
as to effectively realize the network intelligence. As shown in
Figure 1, the relationship between semantic Internet of
things, wireless sensor network, Internet, and Internet of
things is described.

Although the traditional Internet of things has the
characteristics of openness and flexibility, due to the di-
versity of information forms of Internet of things devices
and the inconsistent understanding and description of in-
formation by different users and devices, the resulting in-
formation diversity makes the data analysis inaccurate and
then affects the application effect of Internet of things.

3.2. SemanticData andFeatures. Semantic data are stored in
ontology, which is not only the premise of the realization of
semantic Internet of things, but also the condition of in-
formation sharing and exchange on the Internet [14]. Se-
mantic Internet of things has the basic functions of semantic
web and Internet of things at the same time. As shown in
Figure 2, it is a schematic diagram of the working process of
semantic Internet of things.

*e article information provided by the producer needs
to be standardized through coding, and then, the encoded
information is saved in the electronic label. *en, the in-
telligent device and decoder are used to extract the target
information. Because the information of objects is an on-
tology marked with semantics, it provides information for
sharers and completes further reasoning through ontology

and partial order relationship. At the same time, the in-
formation of the extracted object is released to the Internet
through the machine reading device, and the information of
the object can be shared.

From the working process of semantic Internet of things,
ontology not only is a form of semantic annotation of the
information of things, but also can provide specific infor-
mation of things for sharers through partial order rela-
tionship. *erefore, ontology is very important in semantic
Internet of things [15]. As shown in Figure 3, it reflects the
role of ontology in different application scenarios.

As a knowledge base, ontology uses semantic annotation
to reflect the things and their relationship in different fields.
By combining the specific field characteristics, it can es-
tablish the corresponding knowledge system for the field. In
recent years, ontology technology has been well applied to
the Internet of things, e-commerce, and other related fields.
Using ontology technology can effectively solve the het-
erogeneity problem in different Internet of things applica-
tions. As shown in Figure 3, due to the different regions and
application fields of smart city and smart medical, the data
provided by the two Internet of things platforms cannot be
directly used for the development of remote service
applications.

Ontology mainly includes objects, instances, relation-
ships, attributes, and other related elements. Among them,
the object is mainly used to describe something, and the
object can contain one or more sub-objects to describe a
specific thing. Examples are mainly used to describe the
specific things contained in a certain class of objects. Re-
lationship is used to represent the ownership relationship
between things and attributes [16]. Property is used to
describe the properties of objects and sub-objects.

In order to facilitate the description of things and their
internal relations in ontology, directed graph can be used to
describe the relationship between various elements of on-
tology. As shown in Figure 4, an example of an ontology is
reflected through a directed graph.

3.3. Intelligent Application and Semantic Collaboration of
Internet of  ings. *e intelligent application platform
established by the Internet of things is usually a system of
human-computer interaction and cooperation. *e system

Semantic Internet of things

Wireless sensor network

Internet

Internet of things

Figure 1: Relationship between semantic Internet of things and
other different networks.
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organizes a large number of sensors, embedded computers,
and information devices into a network structure through
universal network in order to meet different application
requirements [17]. As shown in Figure 5, it is a schematic
diagram of intelligent application mesh space established
based on the Internet of things.

Users can use various intelligent terminal devices to
interact with the intelligent application platform, so as to
meet the specific needs of users. By automatically moni-
toring the dynamic information about intelligent devices,
the intelligent application platform can not only provide
various control and management functions for different
users, but also put forward effective countermeasures for
events in the intelligent system [18]. Because the intelligent
application system has good dynamics, the user’s terminal
equipment can interoperate with the intelligent system at
any time. Due to the deployment of a large number of

Thing concept

Thing information Thing provider

Thing entity Object decoding

Provision of things

Thing coding

Internet

OntologySemantic
annotation

Thing
sharer

Semantic
support

Figure 2: Schematic diagram of the working process of semantic Internet of things.

Cloud 1
Ontology 1 Ontology 2

Cloud 2

Smart city Smart store

Figure 3: *e role of ontology in different application scenarios.
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Pet dog Police dog Limb
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K: kind of
P: part of
A: attribute of
I: instance of

A AAII

P P

Figure 4: Directed graph representation example of ontology.
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wireless sensors in the intelligent application system, it can
process the information perceived by users in real time and
feed back the processing results to users in time.

Because the intelligent application platform integrates a
variety of devices and network systems, it not only has a large
amount of data computing tasks and heavy work of digital
fusion processing, but also affects the cooperation between
heterogeneous devices. Because different devices may adopt
different operation standards, it is necessary to realize the
collaborative work of different devices with the help of an
interoperability framework, semantic web. Providing dif-
ferent devices with semantic information that is helpful for
Internet understanding through semantic web can not only
realize the automatic operation of tasks, but also avoid the
shortcomings caused by manual operation.

In order to give full play to various service functions
provided by intelligent application platform, semantic col-
laboration is usually adopted to solve the problem of het-
erogeneity between devices. Semantic collaboration mainly
regulates the information interaction process between dif-
ferent entities in the Internet of things environment, so as to
ensure the smooth realization of the Internet of things.
Semantic collaboration realizes the information sharing
between different things in the Internet of things by solving
the problem of semantic heterogeneity. Semantic collabo-
ration mainly uses semantic correlation analysis and se-
mantic mapping to deal with semantic heterogeneity in the
Internet of things [19]. On the basis of judging the corre-
lation between heterogeneous semantics, semantic mapping
is used to transform unrelated semantics, and a mapping
relationship is established.

Because the heterogeneity of ontologies in different
fields affects the service function of intelligent application

platform, it is necessary to standardize the processing of
different ontologies through semantic collaboration. As a
common method of semantic collaboration, ontology
matching can effectively solve ontology heterogeneity,
information sharing, and interoperability. Ontology
matching mainly uses the semantic relationship between
two different ontologies to find their matching elements,
so as to obtain knowledge that can be shared by different
entities.

Ontology matching can not only establish the corre-
sponding relationship or semantic mapping between dif-
ferent ontology concepts, but also calculate the similarity
between different ontologies. At present, common ontology
matching methods include ontology methods based on
morphology or semantics, and matching methods based on
rules or statistics. Different matching methods have their
own characteristics in practical application. We need to
combine specific objects and adopt a variety of methods to
realize ontology matching.

4. Semantic Model of Internet of Things
Based on Intelligent Translation
and Learning

4.1. Intelligent Translation Architecture. *e common on-
tologies in intelligent application platform are various ser-
vice ontologies and user ontologies. Due to the heterogeneity
and mismatch of different ontologies, it is difficult for users
to obtain the services provided by the intelligent system. In
order to solve the problem of interoperability between
heterogeneous devices in the Internet of things environ-
ment, it is necessary to match the user data with the data
stored in the intelligent Internet of things system.

Information
acquisition

Information
controlKnowledge

reasoning

Intelligent
processing center

Network
Center

User User User

Acquisition
terminal

Receiving
terminal

Figure 5: Architecture diagram of intelligent Internet of things application platform.
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For different ontologies in the intelligent Internet of
things system, in order to realize the interoperability be-
tween ontologies, it is necessary to match the user ontology
and system ontology, so as to realize the interoperability
between users and systems through intelligent translation.
According to different matching objects, ontology matching
can be divided into ontology element matching and ontology
structure matching.

For two different ontologies, we need to compare the
similarity of all elements in the two ontologies according to
the synonyms of the two ontologies. If the similarity value
range of two ontologies is 0–1, when the similarity of two
elements is 1, it means that the two elements are exactly the
same [20]. When comparing all elements of two ontologies,
the comparison result can be expressed as matrix H based on
similarity, which is shown as follows:

H �

a11 a12 · · · a1n

a21 a22 · · · a2n

⋮ ⋮ ⋮ ⋮

am1 am2 amn

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (1)

where H denotes a matrix with m rows and n columns. m is
the number of elements contained in ontology 1, and n is the
number of elements contained in ontology 2. *e element
value of matrix H represents the similarity based on fuzzy
string comparison.

Semantic distance query method can realize semantic
similarity matching. As shown in Figure 6, it shows the
flowchart of matching two ontologies.

Ontology matching for strings is mainly to match all
elements contained in different ontologies. It is mainly to
compare the similarity of strings contained in ontologies,
which has nothing to do with the semantic information of
ontologies. *is method mainly determines the similarity
between two ontologies from the perspective of the simi-
larity of two strings. If the similarity of two strings reaches a
certain value, it can be considered that the two strings are
similar.

In string-based ontology matching, the similarity of two
ontologies can be calculated by editing times similarity
method. *e number of edits is the minimum number of
edits required to convert one string to another [21]. For
example, when editing a string, you can convert one string to
another by replacing, inserting, or deleting it.*e calculation
formula of editing times similarity is as follows:

SIMt e1, e2(  � 1 −
times e1, e2( 

max e1


, e2


 
, (2)

where SIMt represents the editing times similarity between
the two ontologies, and e1 and e2 are strings in two on-
tologies, respectively. times(e1, e2) is the number of edits of
two strings. max(|e1|, |e2|) is the maximum length of two
strings.

String-based ontology matching is to match the ontology
from the perspective of the font of ontology elements,
without considering the semantic content between different
ontologies. In order to match the similarity of different

ontologies from the semantic perspective of ontology ele-
ments, a matching method based on linguistics needs to be
adopted. *erefore, the semantic similarity of different
ontologies can be calculated with the help of WordNet.
WordNet can use the semantic relationship of ontology to
construct vocabulary. *e semantic relationship of ontology
mainly includes synonym relationship, upper and lower
relationship, antonym relationship, part and whole rela-
tionship, etc.

WordNet organizes the semantic units of ontology in a
tree way. Nodes refer to the collection of ontology units with
the same semantics, and edges refer to the correlation be-
tween different nodes. As shown in Figure 7, the tree
structure composed of different semantic units in the on-
tology described by WordNet is adopted.

*e semantic similarity between two ontologies can be
expressed by their distance in the tree. *e calculation
formula of semantic similarity of different ontologies is as
follows:

SIMs e1, e2(  �
1
2

Len s1, s2( 

Len s1, sr( 
+
Len s1, sf 

Len s2, sr( 
⎛⎝ ⎞⎠, (3)

where s1 and Len(s1, s2) represent the meanings of lexical
units e1 and e2 in their respective ontologies, sf is their
parent node, and sf is the root node of the tree. Len(s1, s2)

denotes their distance in the tree.
*e distance calculation formula between semantic units

of two ontologies is as follows:

Len si, sj  �
1

P 
Pj

k�Pi
wk

, (4)

where si and sj are ontology semantic units, w is the weight
of semantic relationship between si and sj, and P represents
the path set from si to sj, which contains all paths connecting
si and sj nodes. According to the above calculation formula,
the semantic similarity between different ontologies is in-
versely proportional to the distance between them.

4.2. Semantic Learning Method Based on Cyclic Neural
Network. Since the string after ontology matching is mainly
a serialized information string, in order to obtain the
complete information of ontology, these serialized data need
to be further used for modeling to generate the required
specific text information. *e general neural network
method is usually used to process a single input information.
Because it is unable to distinguish the internal relationship
between continuous input information, it is not suitable for
processing sequential data. *erefore, the method of re-
current neural network (RNN) can be used to learn and train
the serialized data and generate the corresponding text [14].
Because the memory and parameter sharing of RNN are very
beneficial to the nonlinear feature learning and processing of
sequence data, RNN is widely used in natural language
processing fields such as machine translation and language
modeling.

*e hidden state of RNN model is mainly used to store
information. *erefore, the model has a certain memory
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function. *e input object of RNN is usually a set of vector
sequences, and the network model can use the last output
value to generate the current output result. *e model uses
one input object at a time to generate an output result, which
depends on the last data sequence.

As shown in Figure 8, the composition of the cyclic
neural network model is shown. On the left is the unex-
panded part of the RNN, and on the right is the successively
expanded part of the RNN after processing the sequence
input values.

In Figure 8, xu represents the input part of the model, ru

is the hidden layer, and zu is the output result of the model.
*e above relationship can be expressed as follows:

Start

Input the ontology
to be matched

Ontology based
element comparison

Do you want to access the
network?

Ontology based semantic
distance query method

Matching method based on
string similarity

End

Comprehensive analysis of
ontology matching

Y N

Figure 6: Schematic diagram of ontology matching process.

Material

Organic
matter

Inorganic
matter

Fat Protein Water Air

Figure 7: Tree structure of ontology elements based on WordNet.

ruxu zu

xu–1 ru–1 zu–1

x2 r2 z2

x1 r1 z1

ruxu zu

Extend

Figure 8: Composition diagram of cyclic neural network model.
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ru � g ru−1, xu( ,

ru � g Wxrxu + Wrrru−1 + c( ,
(5)

where W is the weight matrix and c is the offset coefficient.
*e output result can be expressed by the following formula:

zu � f W0ru + c0( . (6)

According to Figure 8 and the above calculation formula,
the value of ru is determined by ru−1 and xu. ru−1 indicates that
RNNhas certainmemory function, and its value is determined
by ru−2 and xu−1. *erefore, the value of ru is determined by
x1, x2, · · · , xu−1; that is, RNN memorizes the previously input
sequence information. Since the result of RNN is output
successively from left to right, and the weight matrix Wrr

corresponding to each sequence information is unchanged, it
can not only reduce the complexity of model parameters, but
also remember the previous sequence information.

4.3. Semantic Model of Internet of  ings. In order to realize
the perception and representation of the context information
of the Internet of things, this paper constructs a semantic
model of the Internet of things based on intelligent translation
and learning. As shown in Figure 9, it shows the construction
process of the semantic model of the Internet of things.

Firstly, we need to collect data, extract the processing
functions required by things or services, such as turning on
the air conditioner, and closing doors and windows, and
map them to the corresponding item layer. *e processing
functions of these different services can be combined and
interacted with each other.

*en, several function sequences are created according
to user needs and specific Internet of things application
scenarios. Related semantic tags are included in functions,
such as semantic text descriptions of functions. *e specific
interaction between different functions is determined by
user requirements and service providers. In the context-
aware layer of the Internet of things, a set of function se-
quences are composed of different functions.

For the semantic tags contained in the function se-
quence, the semantic measurement method can be used to
establish the corresponding semantic relationship diagram.
Because users need different services, the meanings of edges
and weights in different semantic graphs are also different.
*erefore, ontology semantic matching method needs to be
used to integrate different types of semantic maps, so as to
obtain the context map of the Internet of things.*rough the
learning and representation of the context map of the In-
ternet of things, the interactive operation of users, things,
and information can be realized, for example, various service
recommendations and intelligent interactive process in
Internet of things applications.

In order to objectively and accurately evaluate the text
generated by the semantic model of the Internet of things,
Bleu (bilingual evaluation understudy) can be used to ef-
fectively evaluate the fluency, accuracy, and coherence of the
text content of the output result of the model.

Bleu is mainly used to evaluate the results of machine
translation. High-quality machine translation usually

overlaps with the reference translation.When there are more
similar parts with the reference translation, the greater the
value obtained by Bleu.*erefore, the similarity between the
generated text and the reference text of the semantic model
of the Internet of things can be obtained according to the
similar parts of the semantic model of the Internet of things.
*e calculation formula is as follows:

Bleu � η × exp 
M

i�1
wilog pi

⎛⎝ ⎞⎠,

η �
e

1− lr/ls( )ls ≤ lr

1 ls > lr

⎧⎨

⎩ ,

(7)

where pi represents the accuracy rate of the translated text,
wi is the weight of the corresponding text, M denotes the
number of words, η is the penalty factor, ls is the length of the
translation generated by the model, and lr is the length of the
reference translation.

5. Experiment and Analysis

5.1. Experimental Design and Evaluation Index. In order to
verify the semantic model of Internet of things based on
intelligent translation and learning, this paper designs an
application scenario of Internet of things. When the user
enters a commodity intelligent purchase platform of the
Internet of things application system, and the user uses the
mobile terminal with knowledge intelligent processing
module to send the commodity purchase service request to
the purchase platform, the Internet of things application
system will respond to the service request put forward by the
user in time. *en, the real-time ontology matching and
processing are carried out through the commodity intelligent
purchase platform, and the commodity purchase results are
fed back to users through the Internet of things equipment, so
as to complete the whole interactive operation. *e ontology
of commodity purchase description in the ontology of In-
ternet of things application system is adopted. Select 100
knowledge intelligent processing devices to represent the
application devices in the commodity intelligent purchase
platform. After sending the purchase service request to the
knowledge intelligent processing equipment, the matching
results of the purchase service are analyzed.

Experiments were carried out on the query andmatching
of 20 groups of commodity purchase services by grouping.
*e number of intelligent device services selected by each
group was 10, 20, 30, 40, 50, 60, 70, 80, 90, 100 in turn. In
order to facilitate the comparison with the model proposed
in this paper, the ontology matching method based on se-
mantic similarity and the ontology matching method based
on WordNet semantic distance are used for comparative
experiments. *e experimental results obtained by different
methods are counted, the precision and recall of each group
of experiments are calculated, and then the different
methods are evaluated and analyzed.

When evaluating the performance of the semantic model
of the Internet of things based on intelligent translation and
learning proposed in this paper, we first need to evaluate the
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accuracy of the results of goods purchase services requested
by users through the Internet of things application system,
that is, the accuracy (ACC) [22]. *e calculation formula is
as follows:

ACC �
Cq

Cr

× 100%, (8)

where Cr represents the result returned by the intelligent
system of the Internet of things after service response to the
user’s demand and Cq denotes the requested service required
by the user.

In addition, it is necessary to evaluate the integrity of the
services provided by the Internet of things application
system after the user makes a request, that is, the recall rate
(REC). *e calculation formula is as follows:

REC �
C1 ∪C2 ∪ · · · ∪Ck−1 ∪Ck

Cq

× 100%, (9)

where C � C1, C2, · · · , Ck−1, Ck  represents the set of re-
quired results obtained by the intelligent system of the
Internet of things after responding to the user’s needs andCq

is the set of requests required by the user.
*rough the accuracy and recall, we can evaluate the

service results provided by the Internet of things application
system and satisfy users. *ey can intuitively reflect the
function and efficiency of the intelligent Internet of things
service system.

6. Results and Analysis

Under the same conditions, different methods are adopted
and the service request is sent to the intelligent system of the

Internet of things according to the user service request
ontology, and then the service results are compared. In this
paper, the following experimental statistical results are
obtained by averaging 10 experiments. As shown in Fig-
ure 10, it shows the number of system return results obtained
by different methods.

It can be seen from Figure 10 that the model proposed in
this paper obtains fewer results than other methods when
realizing ontology matching, which reduces the redundancy
of the results. At the same time, more results are obtained
than the traditional ontology matching method, which
ensures the completeness of query results to a certain extent,
so as to ensure that all results that meet the needs of users are
obtained.

As shown in Figure 11, the comparison results of service
precision obtained by different methods are shown.

According to the comparison results reflected in Fig-
ure 11, the service precision obtained by the ontology
matching method based on semantic similarity is low, while
the service precision obtained by the ontology matching
method based on WordNet semantic distance is relatively
high.*e service precision obtained by this method is higher
than that of other methods.

As shown in Figure 12, the comparison results of service
recall obtained by different methods are shown.

According to the comparison results reflected in Fig-
ure 12, the recall rate obtained by using the ontology
matching method based on semantic similarity is relatively
low, while the recall rate obtained by using the ontology
matching method based on WordNet semantic distance is
similar to the method proposed in this paper and is sig-
nificantly higher than that by using the ontology matching
method based on semantic similarity. *is shows that the

Intelligent Internet
of things system

Request
serviceuser

Request
response

Ontology semantics 1 Ontology semantics 2

Ontology semantic integration

�ing layer

Processing
center

Figure 9: Workflow diagram of semantic model of Internet of things.
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semantic model of Internet of things proposed in this paper
can better meet the recall requirements of Internet of things
intelligent system for user services.

7. Conclusion

Aiming at the problem that the existing methods were
difficult to solve the semantic interoperability and data
interaction between heterogeneous systems of the Internet
of things, this paper proposed a semantic model of the
Internet of things based on intelligent translation and
learning. Based on the analysis of the theory of semantic
Internet of things, this paper summarized the semantic data
and its characteristics, as well as the common methods of
semantic collaboration and ontology matching of Internet
of things. According to the characteristics of service on-
tology and user ontology contained in the intelligent
system of Internet of things, an ontology matching method
based on string and semantic relationship was proposed.
*e organic integration of ontology semantic data infor-
mation was realized through the cyclic neural network
method, and a semantic model of Internet of things based
on intelligent translation and learning was constructed to
realize the perception and representation of the context
information of Internet of things. *e experimental results
showed that the semantic model of the Internet of things
proposed in this paper was better than the traditional
ontology semantic matching method in accuracy and recall,
and had achieved good system application results. *is
research can provide theoretical support and technical
reference for the in-depth study of intelligent device in-
teraction and multisource data sharing in the Internet of
things.

Data Availability

*e labeled dataset used to support the findings of this study
is available from the corresponding author upon request.
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To improve the e�ect of regional �nancial and economic data processing, this study combines the distributed decoding technology
to construct the regional �nancial data processing system. Furthermore, this study combines the technical characteristics of
cooperative communication and unitary space-time codes to design a non-di�erential distributed space-time code based on cyclic
unitary matrix groups. In addition, this study uses the particularity of trigonometric functions to design a non-di�erential
distributed space-time code based on trigonometric functions. Finally, according to the characteristics of the distributed space-
time code of trigonometric functions, this study obtains a decoding algorithm with low decoding complexity and uses MATLAB
to conduct simulation experiments to verify the �nancial data processing and economic analysis e�ect of the system in this study.
�e experimental analysis results show that the regional �nancial and economic data processing system based on distributed
decoding technology proposed in this study can play an important role in the analysis of �nancial and economic data.

1. Introduction

�e Internet �nancial data mining system obtains the required
�nancial data from a speci�c �nancial website and then per-
forms a series of extraction processing on these �nancial data to
form structured �nancial data, which are stored in the database
of the target server for query and use by users dealing with
�nancial services. In the current complex economic situation at
home and abroad, people need to use the open network to
obtain real-time and e�ective �nancial data. �e Internet �-
nancial data collection and analysis system can provide en-
terprises or individual users with real-time and accurate
�nancial data through the Internet, so that users can observe
the data changes in various �nancial information in real time
and obtain themost humanized information recommendation,
and it provides a data basis for users to carry out various �-
nancial business activities. At the same time, under the current
complex economic situation at home and abroad, people need
to obtain a large amount of data to realize accurate mining of
�nancial data. �erefore, it is very necessary to design an ef-
�cient, simple, and accurate Internet �nancial data mining
system.

How to obtain the required information on a speci�c
website, store the useful information, and display it in a
certain form is bene�cial to the �nancial data research,
which makes the Web �nancial data mining technology a
hot spot of current research. Since the establishment of
China’s security market for more than ten years, with the
continuous development of computer technology, infor-
matization, and networking, various �nancial institutions in
the �nancial industry have stored and accumulated a large
amount of original �nancial data. How to continuously
improve �nancial data mining management has also become
a problem. It has become a hot topic. At present, multidi-
mensional data are ubiquitous, especially in the economic
�eld. �e cumbersome multidimensional �nancial data
bring great di�culties to users’ analysis and understanding.
With the increasing capacity and complexity of �nancial
data, traditional visualization technology is di�cult to meet
the needs of users. Fast and convenient visualization and
analysis of multidimensional information data have become
a research hotspot in the �nancial �eld.

To e�ectively improve the cognitive law of parallel co-
ordinates and reduce visual clutter, clustering is widely used
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in various fields, and most of the clustering methods are
based on single data or based on visual space. Data-based
clustering is to preprocess and classify the data before
drawing, but due to the large range of the dataset, the results
drawn in parallel coordinates after clustering may still be
very messy, and it is difficult to identify the data charac-
teristics of each classification and trends. (e clustering
method based on visual space transforms and classifies by
analyzing the geometric relationship between line segments
in parallel coordinates, which often leads to the clustering
results without considering the actual meaning of the data
itself, which affects the accuracy of clustering. Since the
single visual space-based clustering method simply relies on
the results of the visualization of parallel coordinates,
clustering by analyzing the geometric relationship between
line segments does not integrate the meaning represented by
the data itself, which reduces the accuracy of classification to
a certain extent and affects the application and promotion of
parallel coordinate technology in the financial field.

(is study combines distributed decoding technology to
construct a regional financial data processing system to
improve the effect of regional financial data processing and
promote the reliability of financial analysis.

2. Related Work

Traditional financial data analysis methods mainly use math-
ematical statistics to establish corresponding mathematical-
statistical models for analysis and prediction [1]. (e proposed
multivariate discriminant analysis model for financial data is
also known as the Z score model [2].(emultiple discriminant
analysis model is to select one or two most representative
indicators from the indicators such as asset liquidity, profit-
ability, solvency, and operating capacity. (e coefficients in the
model are relative to each indicator obtained according to the
statistical results. Measure of importance: a large number of
empirical studies have shown that the model has a good early
warning function for corporate financial crisis [3]. However, its
prediction effect is also different due to the length of time. (e
shorter the prediction period, the stronger the prediction
ability. (erefore, this model is more suitable for the judgment
of short-term risks of enterprises. According to Altman’s fi-
nancial ratio discriminant analysis model to expand and im-
prove, the financial ratio discriminant analysis and logit
regression method are used to establish and estimate the early
warning model, and a good prediction effect has been achieved
[4]; the component financial early warning model, because the
principal component analysis method in the field of artificial
intelligence is introduced into the judgment model, improves
the rationality of the selection of indicators, thus greatly im-
proving the accuracy of financial early warning [5]. For fi-
nancial time-series data, commonly used statistical analysis
methods include autoregressive moving average model, cor-
relation coefficient analysis, asset pricing portfolio analysis, and
ARCH model analysis. Among them, the ARCH model is
considered to be the most concentrated model that reflects the
characteristics of variance changes and is widely used in the
time-series analysis of financial data. It is the most important
innovation in the development of financial econometrics [6].

Among all volatilitymodels, ARCHmodels are unique in terms
of the depth of theoretical research and the breadth of empirical
application. (ese analysis methods play an objective and
quantitative analysis role in the study of financial markets and
corporate financial status, so they have been widely used [7].
Usually, the method of data statistics is used to establish a
mathematical model. It must be assumed in advance that the
observed data satisfy a certain type of model, and then, sta-
tistical tests are used to determine whether the assumed model
conforms to the actual situation of the data. If it does not
conform, the model must be adjusted until predictive analysis
can only be performed if the assumptions are met [8]. Every
mathematical model is established under certain constraints
and only applies to a specific range. (e financial market is a
complex dynamic system, so a statistical model determined
only by limited parameters cannot be comprehensive and
accurate. To describe the real situation of the market, it cannot
effectively predict the future development trend of the market
[9]. In recent years, machine learning methods, data mining
methods, and related dynamic methods in the field of artificial
intelligence have been unprecedentedly developed, and data
analysis methods based on artificial intelligence have also been
effectively and widely used in the financial field [10].

On the basis of the original industrial theoretical model, the
relationship between financial agglomeration and the industrial
structure formed by financial development is studied [11]; the
combination of financial big data and algorithms provides an
ideal technical foundation for the transformation and
upgrading of traditional financial services. (e perspective of
different types of financial structures to study their impact on
the industry [12].(e combination of the two provides an ideal
technological foundation for the transformation and upgrading
of traditional financial services. In the field of banking and
finance, big data financial algorithms are widely used in cus-
tomer marketing, product innovation, risk control, operation
optimization, etc. [13]; through the algorithmic processing of
customer financial information, a panoramic portrait of cus-
tomers is obtained and the acquisition rate of new customers is
improved. (e marketing model of financial business is im-
proved through cross-marketing algorithm analysis, precision
marketing algorithm analysis, personalized recommendation
algorithm analysis, etc.; through financial market risk algo-
rithm analysis, SME risk assessment algorithm analysis, real-
time fraud transaction algorithm analysis, anti-money laun-
dering activity algorithm analysis, etc., to improve financial risk
management and control capabilities [14]; and through
channel optimization algorithm analysis, market hotspot al-
gorithm analysis, and other big data methods to optimize the
quality of financial operations. In the field of securities, the
widespread application of artificial intelligence investment
advisors driven by big data financial algorithms has become an
important business model for modern security trading [15]. In
the insurance industry, big data financial algorithms play an
important role in insurance innovation, customer marketing,
effective use of insurance funds, and risk control. In traditional
financial fields such as the trust industry, financial leasing
industry, and guarantee industry, big data financial algorithms
are also constantly optimizing and reconstructing the business
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model of traditional finance. (e field has gained a broad
application space [16].

3. Distributed Decoding Technology

A non-differential distributed unitary space-time coding
based on a cyclic unitary matrix group is proposed, and a
partially coherent distributed differential code under the
multi-hop model is constructed. (e performance com-
parison of two-hop and multi-hop modes is analyzed and
compared, and it is concluded that the system performance
in multi-hop mode is better at a high signal-to-noise ratio.

Definition 1. we assume that a is an element of group G, and
the smallest positive integer n that makes an � e (identity
element of group G) is called the order of element a. (e
order of an element a is usually represented by |a|.

Definition 2. we assume that G is a group and H is a non-
empty subset of G. If the multiplication of G by H itself also
acts as a group, it is called a subgroup of G.

Definition 3. if a group G can be generated by an element a,
that is, G � < a> , then G is called a cyclic group generated
by a, and this process is called a generator of G [17].

Definition 4. we assume that 〈an〉 is a cyclic group of finite
order then the power of the element with base a is called the
element index of the cyclic group.

Lemma 1. we assume that the order of the element a in the
group G is n, and then, am � e⇔n|m.

Lemma 2. if the order of element a in the group is n, then
|ak| � n/(k, n) 1, where k is any integer.

Lemma 3. a subgroup of a cyclic group is also a cyclic group.
We assume that Ω is the set of L different west matrices;

that is, Ω � u1, u2, . . . , uL− 1 .

(e easiest way to construct a commutative group with L
elements is to construct a cyclic group; that is,

ul � ul
1, (1)

where u1 is the generator matrix of the cyclic group, and it is
a diagonal matrix, which can be expressed as follows:

u1 �

e
j
2π
L

u1 0 · · · 0

0 e
j
2π
L

u2
· · · 0

⋮ ⋮ ⋱ ⋮

0 0 · · · e
j
2π
L

uk

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (2)

In the formula, uk ∈ 0, 1, . . . , L − 1{ }, k � 1, 2, . . . , m.
(en, any element in the cyclic group can be expressed as

follows:

ul �

e
j
2π
L

ull 0 · · · 0

0 e
j
2π
L

u2l
· · · 0

⋮ ⋮ ⋱ ⋮

0 0 · · · e
j
2π
L

ukl

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, l � 1, 2, . . . , L − 1.

(3)

(e source node maps log2 L bits of information to a
certain matrix of the Ω set. Without loss of generality, we
apply the following formula when constructing a circulant
matrix [18]:

Φl � Θ′Φ0. (4)

In this study, Θ � u1, and then, Θ′ � ul � ul
1. Because

the system models built in this section have only one source
node, we assume that Φ0 is a column vector, which can be
expressed as Φ0 � 1/

��
m

√
1 1 · · · 1 

T.
(en, the transmission matrix can be expressed as

follows:

Φl �
1
��
m

√ e
j
2π
L

ull
e

j
2π
L

u2l
. . . e

j
2π
L

ull⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎦

T

. (5)

To get better system performance, we need to obtain the
optimal parameters u1, u2, . . . , uk and obtain the optimal
constellation, and the constellation parameter group is
denoted as the vector v.

Without loss of generality, 0≤ u1, u2, . . . , uk ≤L − 1 is
set, which is chosen in this study according to the following
criteria:

min0≤u1,...,uk ≤L− 1l�2,...,Lmaxk

1
k



k

i�1
exp j

2π
L

uil 

� min0≤u1 ,...,uk ≤L− 1δ.

(6)

In the formula, δ ≜ 1≤1≤L‖Φ0HΦk‖. To associate δ with the
singular value ‖Φ0HΦk‖, we assume that μ is the mean of the
squares of these singular values; that is,
μ � (1/Nt)

Nt

i�1 vi
2 � ‖Φ0HΦk‖2, so that δ �

��μ√ . For a given
fixed mean μ, the error probability is minimized when the
singular values are equal (i.e., uniformly distributed).
(erefore, if two groups have the same δ, the group of
parameters with more agreement should be selected.

As shown in Figure 1, in the first stage of cooperative
communication, the source node P1 transmits the code
words in the codebook S � s1, s2, s3, . . . , sL  with transmit
power, where E[sl

Hsl] � 1. (e signal received by the ith
relay node can be expressed as follows:
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ys,ri
�

��
P1


fis + vi, i � 1, 2, . . . , n. (7)

In the second stage, the information obtained after the
relay node performs linear processing on the received in-
formation can be expressed as ti �

�������������
P2/N0 + δ2s,ri

P1


ys,ri

Ai,
and then, all n relay nodes simultaneously forward the
processed information ti to the destination node D with
power P2. Among them, Ai is the west matrix constructed
according to the Hadamard matrix criterion.

(e signal received by destination node D can be
expressed as [19]follows:

yD � 
n

i�1
hiDti + w �

���������������������������
P1P2

N0 + δ2s,ri
P1

Sh + w, i � 1, 2, . . . , n



.

(8)

In the formula,w is additive white Gaussian noise, which
obeys a cyclic symmetric Gaussian distribution with mean 0
and variance δ2. (e equivalent channel coefficient h can be
expressed as h � f1h1 f2h2 · · · fnhn 

T. (e code word
sent by the relay end is expressed as
S � A1s A2S · · · Ans .

(e signal matrix decoded by the maximum-likelihood
decoding algorithm can be expressed as follows:

P(Y|S) �
exp − tr IT + SSSH

 
− 1
YYH

  

π IT + SSH



. (9)

(e signal matrix decoded by the maximum-likelihood
decoding algorithm can be expressed as follows:

S � argmaxP y|S, hi( . (10)

According to formula (5) and formula (6), formula (10)
is simplified, and the maximum-likelihood decoding in the
partially coherent two-hop network is obtained, as follows:

S � argmax yHSΛKSHy . (11)

In the formula,Λ � diag(η1, η2, . . . , ηn), ηi � |hi|
2 (|hi|

2+

αβ− 1)− 1, α � (1 +(P2/1 + P1) 
n
i�1 |hi|

2) IT, β � (P1P2T/
1 + P1).

According to formula (11), it can be equivalent to as
follows:

argmax
k∈1,2,.L

yH
1 Λ1y1 + Re yH

1 Λ2y2  + yH
2 Λ3y2 . (12)

Among them, y1 � y1 y2 · · · yR 
T
, y2 �

yR+1 yR+2 · · · y2R 
T
,Λ1 � c1 ⊙Ω, Λ2 � c2 ⊙Ω,Λ3 �

c3 ⊙Ω, [c1]i,j � ω(ul− uj)k, [c2]i,j � ω(ul − uR+j)k

, and [c3]i,j �

ω(uR+t− uR+j)k

,Ω is a Hermitianmatrix of n × n, and the ith row
j column in the matrix is Ωi,j � 

n
λ�1(ηλmiλm

∗
jλ),

i, j � 1, . . . , n, ηi � |hi|
2(|hi|

2 + αβ− 1)− 1, j � 1, . . . , R.
To verify that the selection of the parameter matrix has a

certain influence on the performance of the west space-time
coding, L� 16 is selected. (e channel coefficient and noise
are both independent and identically distributed complex
Gaussian random variables with mean 0 and variance 1.
Both the source node and the destination node are one
antenna, and there are four antennas at the relay to par-
ticipate in the cooperation. Five groups of different pa-
rameter matrices were selected, v � 5 5 5 5 , v �

1 3 5 7 , v � 1 11 13 15 , v � 5 5 11 13 , v �

7 11 13 15 . (e performance simulation results are
shown in Figure 2.

Comparing the non-differential cyclic unitary matrix
group code with the differential cyclic group code, the
simulation result of the bit error rate is shown in Figure 3.
(e results show that the differential coding does not require
channel estimation in the decoding process, which saves the
time and power of sending training sequences, but its
performance is about 3 dB worse than that of coherent
distributed space-time coding.

In the actual communication environment, sometimes
the two communication devices do not have the conditions
for direct communication, and the communication between
the source node and the destination node must rely on
multiple relay nodes to be forwarded many times before it
can be realized. (is is the multi-hop relay in cooperative
communication. (e multi-hop relay cooperative commu-
nication model is shown in Figure 4.

A multi-hop non-differential distributed space-time
code based on unitary group code is proposed, and the three-
hop communication system model is shown in Figure 5.

In this model, we assume that the wireless communi-
cation system has m + n+ 2 nodes, one of which is the
source node and the other is the destination node, and
m + n relay nodes assist the source node to communicate.
Among them, m is the number of first-hop relay nodes and
n is the number of second-hop relay nodes. (e whole
communication process can be divided into three stages. In
the first stage, the source node transmits the signal to the
relay node R1i. (e signal received at the ith relay node is
represented as follows:

ys,r1i
�

��
P1


fis + vi, i � 1, 2, . . . , m. (13)

In the formula, s is an L × 1-dimensional transmission
data vector under the power constraint condition ‖s‖2F ≤L,
where L� n, and ‖ · ‖2F represents the Frobenius norm.
Without loss of generality, we assume that the channel of the
relay node is symmetric; that is, for ∀i, fi ∼ CN(0, δ2s,ri

)

represents the channel gain between the source node and the
R1ith relay node.

S D

R2

R1

f2

fn-1

Rn

Rn-1

hnD

h1Df1

fn

hn-1D

h2D

Figure 1: Multi-relay two-hop cooperative system model.
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In the second stage, the relay node R1i sends the received
signal to the relay node R2j after linear processing. (is uses
Ai to represent the west transformation matrix at the ith

relay node. In addition, the power of the received signal
needs to be normalized to ensure that the signal sent from
the relay node can meet the power limit condition. Nor-
malizing this ensures that the average transmit power per
symbol is P � P1 + P2. (e signal after linear processing is
ti �

�������������
P2/N0 + δ2s,ri

P1


ys,ri

Ai, where P2 is the average transmit
power of each relay, and the processed signal is sent to R2j.

(e signal received at relay node R2j is as follows:

yr2j
� 

m

i�1
gijti + wj �

����������
P1P2

N0 + δ2s,ri
P1



S1hj + w, j � 1, 2, . . . , n.

(14)

In the formula, the equivalent channel is
hj � f1g1j f2g2j · · · fmgmj 

T
,w �

�������������
P2/N0 + δ2s,ri

P1


(

m
i�1 gijviAi) + wj,wj is the noise vector at

the relay node R2j, and w is the additive white Gaussian
noise at the node, which includes the noise forwarded from
the relay node R1i and the noise at the node itself. (erefore,
the linear transformation at the relay node is finally selected
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Figure 2: In the two-hop cooperative communication, L� 16, the performance comparison of different parameter matrices.
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Figure 3: In the two-hop cooperative communication, L� 16, the
performance comparison of differential and non-differential
coding.
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Figure 4: Cooperative communication model under multi-hop
and multi-relay.

S D

R11

R12

R1m-1 R2n-1

R2n

R22

R21g11
g12

hn

h2

h1

R1m

gmn

Figure 5: System model of a three-hop communication network.
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as the west linear transformation to ensure that the noises w

are independent of each other. (e code word matrix S1 �

A1s A2s · · · Ams  in the formula reflects the role of
distributed space-time code here.

In the third stage, the relay node R2j sends the received
signal through the west linear transformation again, and Bj

represents the west transformation matrix at the jth relay
node. (e signal after the western linear transformation is as
follows:

yr2j
�

��������������������

P3

N0 + δ2s,rit
P1 + mδ2ri,r2j

P2




yrrj
Bj. (15)

In the formula, P3 is the average transmit power of each
relay in the relay node, and the processed signal is sent to the
destination node D.

(en, the signal received by destination node D is as
follows:

yD � 
n

j�1
yr2j

hj + vd

�

����

abP1



f1A1s f2A2s · · · fmAms 

g11 g12 · · · g1n

g21 g22 · · · g2n

· · · · · · · · · · · ·

gm1 gm2 · · · gmn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

· B1h1 B2h2 · · · Bnhn 
T

+ n, j � 1, 2, . . . , n.

(16)

According to the equivalent transformation of the ma-
trix, the above formula can be transformed into

yD �

����

abP1



A1s A2s · · · Ams 

f1

f2

⋱

fm

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

g11 g12 · · · g1n

g21 g22 · · · g2n

· · · · · · · · · · · ·

gm1 gm2 · · · gmn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

B1

B2

⋱

Bn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

h1

h2

⋮

hn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+ n

�

����

abP1



A1s A2s · · · Ams  Λ1 Λ2 · · · Λi 

Ψ1

Ψ2

⋱

Ψi

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

h1

h2

⋮

hn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+ n

�

����

abP1



SH + n, i � 1, 2, . . . , n.

(17)

In the formula, there are

a �
P2

N0 + δ2s,r1i
P1

, b �
P3

N0 + δ2s,rii
P1 + mδ2ri,,r2j

P2
,Λi � diag BiB . . .Bi√√√√√√√√

m individual

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦,

Ψi � f1g1i f2g2i · · · fmgmi 
T
,n �

��
ab

√


n

j�1


m

i�1
gijviAiBjhj +

�
b

√


n

j�1
wjBjhj + vd,

(18)

S � s1 s2 · · · sn , si � A1Bis A2Bis · · · AmBis , (19)

H � h1 h2 · · · hi 
T
, hi � f1g1ihi f2g2ihi · · · fmgmihi 

T
, i � 1, 2, . . . , n. (20)

For the generalized Butson–Hadamard matrices,MMH �

MHM � cIT must be satisfied, where M is an c × c-dimen-
sional matrix whose elements satisfy mij

∗ � mij
− 1.

In this section, we assume that D is a generalized But-
son–Hadamard matrix of m × m, and matrix D is used to
construct a diagonal west matrix Ai, such that

Ai � diag(D1iD2i . . .Dmi), i � 1, 2 . . . m. Each of the diago-
nal elements Dij is the element of the ith row and the jth
column of the matrix D.

(e first-hop relay node sends the vector AiΦk of m × 1
to the second-hop relay node, that is, S1 in formula (14),
which is recorded as follows:
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Sk1 � A1Φk A2Φk · · · AmΦk  �
1
��
m

√ ΘkD, k � 1, 2, . . . , L.

(21)

In the formula, Sk1 satisfies Sk1
HSk1 � Im.

In the same way, the second-hop relay matrix Bj is
designed. We assume that G is a generalized But-
son–Hadamard matrix of m × m dimension, and the matrix
G is used to construct the diagonal west matrix Bj, so that
Bj � diag G1j G2j · · · Gmj , j � 1, 2 . . . m, where each
diagonal elementGij is the element in the ith row and the jth
column of the matrix G. (en, the second-hop relay node
sends BjSk1 to the destination node; that is, S in formula (17)
is obtained, as shown as follows:

Sk � B1Sk1 B2Sk1 · · · BmSk1  � Ψk1 Ψk2 · · · ψkn .

(22)

In the formula, Ψkj � A1BjΦk A2BjΦk · · · An

BjΦk], j � 1, 2, . . . , n.
(e relay matrices Ai, Bj in formula (16) are west ma-

trices, and the random vectors vi,wj, and vd all obey the
Gaussian distribution, and they are independent of each
other. We assume that the number of relay nodes in the first
hop is the same as the number of relay points in the second
hop; that is, m� n�R.

(en, the covariance matrix of additive noise is as
follows:

E[n] � 0T,

E nnH
  � ab 

m

i�1


n

j�1
gijhj




2

+ b 
n

j�1
hj




2

+ 1⎛⎝ ⎞⎠IT � ξIT.

(23)

Since this study is based on a partially coherent network,
we assume that the destination node only knows about gij

and hj but not fi. From this, it can be concluded that

E y|S, gi, hi  � 0T,

E yyH
|S, gi, hi  � E abP1SHHHSH

+ nnH
 .

(24)

Since m� n�R, we have

E HHH
|gi, hi  � diag β1 β2 · · · βi( . (25)

In the formula, βi � diag(|g1ihi|
2|g2ihi|

2 . . . |gRihi|
2),

i � 1, 2, . . . , R.
E[HHH|gi, hi] � K is set, and formula (23) and formula

(25) are substituted into formula (24), and the covariance
matrix of the received signal is expressed as follows:

E yyH|S, gi, hi  � ρSKSH
+ ξIT � Γy. (26)

In the formula, ρ � abP1 and it satisfies SSH � tI.
Finally, the conditional probability density function

under the partially coherent network can be obtained, which
is expressed as follows:

P y|S, gi, hi(  �
1

π Γy



exp − yHΓ− 1y y  . (27)

At the receiving end, the maximum likelihood is used for
decoding, and the decoding decision information of the
partially coherent distributed space-time code is obtained.

S � argmaxP y|S, gi, hi( . (28)

According to the matrix inversion lemma, if the matrices
A ∈ CN×N,C ∈ CN×N are non-singular matrices, and the
matrices are B ∈ CN×N,D ∈ CN×N, then the matrix
A + BCD has the inverse matrix
(A + BCD)− 1 � A− 1 − A− 1B(DA− 1B + C− 1)− 1DA− 1, and
the equivalent formula |I + AB| � |I + BA|. We get

Γ− 1y � ξ− 1 I − S ρ− 1ξI − K 
− 1
KSH . (29)

Formula (28) simplifies to

S � argmax yHS ρ− 1ξI − K 
− 1
KSHy . (30)

Now, the simulation and comparison of the bit error rate
performance of the partially coherent distributed space-time
code under the multi-hop multi-relay cooperative com-
munication system are carried out. (e channel fading
coefficient and noise are both independent and identically
distributed complex Gaussian random variables withmean 0
and variance 1.

We assume that the unitary matrix selects 4 sets of
different parameter matrices, which are, respectively,
v � [5555], v � [1357], v � [1111315], and v � [551113]. (e
simulation results are shown in Figure 6. It can be seen from
the figure that under the same systemmodel and the same L,
the performance obtained by the selection of the unitary
matrix parameters will also be different, and the selection of
the parameter matrix has a greater impact on the system
performance. To optimize the system performance, it is
necessary to select an appropriate parameter matrix
according to the actual situation during encoding.

(e bit error rate performance of the proposed three-hop
multi-relay distributed space-time code and the two-hop
multi-relay system is simulated and compared. In the
simulation, L16, the parameter matrix used is v551113.
Comparison of bit error rate performance under multi-hop
multi-relay and two-hop relay networks is shown in Fig-
ure 7, and the simulation results are shown in Figure 8. (e
simulation results show that the bit error rate of the two-hop
communication system model is slightly better than that of
the three-hop model under the condition of a low signal-to-
noise ratio. However, the three-hop communication model
is better than the two-hop under a high signal-to-noise ratio.
When the bit error rate is 10–5, the difference between the
two is about 3 dB.

We assume that the wireless communication system
model is shown in Figure 9, which is a multisource two-hop
distributed space-time code system with a total ofM+N+ 1
nodes. Among them, M source nodes are denoted as Si, i �

1, 2, . . . , m, N relay nodes are denoted as Rj, j � 1, 2, . . . , n

respectively, and a destination node is denoted as D.(ere is
no direct link between source node S and destination node
D. (e channel coefficient from source node Si to relay node
Rj is denoted as fij, and the channel coefficient from relay

Mathematical Problems in Engineering 7



node Rj to destination node D is denoted as hjD. We assume
that the channel is a flat Rayleigh channel, all nodes are half-
duplex, and they are synchronized at the symbol level, the
channel coefficients fij and hjD are independent of each
other, and they obey a complex Gaussian distribution with
mean 0 and variance 1.

(e structure of the designed 2m × m western space-
time constellation diagram based on trigonometric func-
tions is expressed as follows:

Sl �

Sm

Cm

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦ �

sin
πl

L
  · Im

cos
πl

L
  · Im

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (31)

In the formula, l � 0, 1, . . . , L − 1, Sl represents the
l+ 1th constellation matrix in the constellation diagram.
Both Sm � sin(πl/L) · Im and Cm � cos(πl/L) · Im are diag-
onal matrices of m × m, and the diagonal elements are
sin(πl/L) and cos(πl/L), respectively.

(e matrix in formula (31) satisfies the following
formula:

Sl
HSl � Sm

2
+ Cm

2
� sin2

πl

L
  · Im

2
+ cos2

πl

L
  · Im

2
� Im.

(32)

(erefore, the matrix is a west space-time matrix based
on trigonometric functions.

In the relay phase, the signal received at the jth relay
node Rj is as follows:

yRj � s1f1j + n1j + s2f2j + n2j + · · · + sifij + nij

� S · f1j f2j · · · fij 
T

+ nj, i � 1, 2, . . . , m, j � 1, 2, . . . , n.

(33)

In the formula, S � s1 s2 · · · si  represents the signal
code word matrix sent by the source node, and si is the
column vector, which represents the element to be sent by
each antenna of the source node.

(e relay node firstly performs maximum-likelihood
decoding on the received signal yRj

and decodes to obtain the
signal Slj

′ . If the decoding is correct, the decoded information
is re-encoded to obtain a new code word matrix Slj

′ and then
forwarded. If the decoding is wrong, it will not be forwarded.

No matter what kind of relay processing method is used,
the signal processed by the relay node is uniformly expressed
as follows:

Y � Am×n Bm×n 
T
. (34)

(e system block diagram of the destination receiver
firstly combines the signal code words sent by the relay node
using the maximum ratio combining method and then
performs west space-time demodulation, and finally, it in-
versely maps the corresponding bit sequence. (e signal
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Figure 6: In the multi-hop multi-relay network, L� 16, the per-
formance comparison under different parameter matrices.
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information received by the receiver under the two coop-
eration modes will be different, which are as follows:

(1) In AF cooperation mode, the signal received by the
destination receiver is as follows:

yD � 
n

j�1
hjDyRj
′ + wD. (35)

In the formula, wD is the additive white Gaussian
noise at the destination receiver.

(2) In DF cooperation mode, the signal received by the
receiver is as follows:

yD � 
n

j�1
hjD

Slj
′ + wD. (36)

In the formula,wD is the additive white Gaussian noise at
the destination receiving end.

When the transmitted signal is S, the conditional prob-
ability density of the received signal is shown in formula (39).
(erefore, when the channel fading factor is unknown, the
destination node adopts the maximum-likelihood decoding:

S � argmaxp(Y|S) � argmax
exp − tr Λ− 1YYH

  

π|Λ|
. (37)

In the formula, p(Y|S) is the conditional probability that
the receiving matrix is Y when the transmitting signal is S. tr

represents the trace of the matrix, Λ � IT + SSH.
Formula (37) describes the maximum-likelihood

decoding algorithm for western space-time modulation.
Because of the special structure of the constellation diagram
proposed in this study, its ML demodulation algorithm can
be simplified.

We assume that the transmitted signal matrix is Sl,Y is
the corresponding receiving matrix, and formula (37) can be
simplified to obtain the decision signal of the WST
modulation:

SML � argmaxSl∈ S0 ,...,Sl− 1( )tr YHSlSl
HY . (38)

To facilitate the calculation, at the destination node, the
receiving matrix Y is written as follows:

Y � Φs Φc 
T
. (39)

In the formula, Φs and Φc are both m × 1 matrices,
because there is only one antenna in the design of the re-
ceiving node in the system model. (e maximum-likelihood
demodulation algorithm can be obtained by substituting
formula (31) and formula (39) into formula (38), and the
derivation process is as follows:

argmaxSt∈ S0,...,SL− 1( )tr YHSlSl
HY  � argmaxl∈[0,...,L− 1]tr Φs


sin

πl

L
  + Φc


cos

πl

L
  

2

. (40)

S1

S2

Sm-1

Sm

D

f11

fmn

R1

R2

Rn-1

hn-1D

h2D

h1D

Rn

hnD

Figure 9: Multisource two-hop distributed space-time code system model.
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(erefore, the following formula (41) can obtain the
l ∈ [0, . . . , L − 1] search of the maximum value, as follows:

tr Φs


sin

πl

L
  + Φc


cos

πl

L
  

2

. (41)

According to the transformation relationship of trigo-
nometric functions, there are as follows:

(A sin α + B cos α)
2

�
A

2
+ B

2

2
+

B
2

− A
2

2
cos 2 α + AB sin 2 α.

(42)

Formula (41) can be written as follows:

tr Φs


sin

πl

L
  + Φc


cos

πl

L
  

� tr
Φs



2

+ Φc



2

2
+

Φs



2

− Φc



2

2
cos

2πl

L
  + Re ΦcΦs

H
 sin

2πl

L
 

⎧⎨

⎩

⎫⎬

⎭.

(43)

After further simplification, formula (38) can be
expressed as follows:

SML � argmaxSℓ∈ S0 ,...,SL− 1( )tr YHSlSl
HY 

� argmaxl∈[0,...,− 1] a cos
2πl

L
  + b sin

2πl

L
  

� argmaxl∈[0,...,L− 1] ξ cos
φ − 2πl

L
  .

(44)

In the formula, ξ �
������
b2 + a2

√
,φ � arctan(b/a), a � 

m− 1
i�0

|Φci|
2 − |Φsi|

2/2, b � Re(
m− 1
i�0 ΦciΦsi

H), and Φsi and Φci,
respectively, represent the ith row element in the re-
ceiving matrix, where i � 1, 2, . . . , m. (erefore, formula
(44) can be understood as finding l ∈ [0, . . . , L − 1]

to make the following function achieve the maximum
value:

f(l) � ξ cos
φ − 2πl

L
 . (45)
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Observing formula (45), it can be seen that to make the
function f(l) achieve the maximum value, only
cos(φ − 2πl/L) � 1; that is, l � φL/2π. (erefore, the
decoding algorithm only needs to know the value of l to
determine the signal to be sent.

4. RegionalFinancialEconomicDataProcessing
Based on Distributed Decoding Technology

(e whole mining query system is composed of two parts,
the client module and the server module, and adopts the
typical B/S mode. (e system administrator directly logs in
to the background of the financial data mining system
through the URL address for data mining management.
Moreover, ordinary users in the foreground view the mined
data through the data display page. (e business flow chart
of the system is shown in Figure 10.

Financial data analysis includes two levels of individual
analysis and regional analysis. Among them, the individual
analysis obtains the potential financial risk factors for a
single financial institution by analyzing the operational data
and external environment of the individual financial insti-
tution. Regional analysis analyzes the operation data and
external environment of all financial institutions in a certain
region and combines the results of individual analysis to
obtain regional financial risk assessment in a certain region.
(is study focuses on individual risk analysis and introduces
external environmental data of financial institutions into
individual risk analysis. (e overall model design of the
system is shown in Figure 11.

(e model proposed in this study uses the distributed
decoding technique described above for data processing.
(rough the simulation test of MATLAB, the financial data
processing and economic analysis effect of the system in this
study are verified, and the results shown in Figure 12 are
obtained.

It can be seen from the experimental analysis that the
regional financial and economic data processing system
based on distributed decoding technology proposed in this
study can play an important role in the analysis of financial
and economic data.

5. Conclusion

Due to the specific economic meaning contained in the data
itself in financial data, a single data-based clustering method
can effectively classify the data, thereby effectively assisting
domain experts to observe and analyze the initial data.
However, due to the large scale of financial data, the results
of clustered parallel coordinates are still messy and difficult
to distinguish, which brings great challenges to further
identifying the characteristics and trends of each classifi-
cation. (is study combines distributed decoding technol-
ogy to construct a regional financial data processing system
to improve the effect of regional financial data processing.
(e experimental analysis shows that the regional financial
and economic data processing system based on distributed
decoding technology proposed in this study can play an

important role in the analysis of financial and economic
data.
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At present, the grain subsidies in China are mainly in forms of technical subsidies, like subsidies for superior seed varieties and
general subsidies for agricultural production supplies and grain purchase prices. However, the purpose of the paper focuses on
whether these subsidy policies can cause good e�ects and encourage farmers to grow grains and what impact these subsidy policies
have on farmers’ income. �e paper takes a speci�c area as a research object and sorts the data using the statistical analysis put in
the paper. Considering the current agricultural production conditions, the paper studies the content and structure of grain subsidy
policy and the changes in grain growing acreage, farmers’ income, and agricultural power machinery under the implementation of
grain subsidy policy. In the end, the paper makes a research into the e�ect of implementing the grain subsidy policy, uses the
statistical analysis to empirically analyze the impact the grain subsidy policy has on grain growing acreage, and draws a conclusion.

1. Introduction

It is a major decision-making issue facing the Chinese
government to improve my country’s agricultural subsidy
policy under the WTO framework, improve the perfor-
mance of agricultural subsidy policy, and improve the ag-
ricultural subsidy policy system, thereby ensuring national
food security, increasing farmers’ income, and promoting
the comprehensive, stable, and sustainable development of
my country’s agriculture.

Agriculture is a fundamental production department in
national economy for a nation of which other departments
can exist and develop on the premise and a base of social
development and human progress. Grain production is the
base of agricultural production. Compared with other ag-
ricultural products, grain has become an important com-
petitive capital among countries due to its special
signi�cance and function in national political economy [1].
China is the most populous country in the world, so the
grain problem obviously matters a lot. However, such an
important fundamental department is quite fragile in our
national economy and still restricts the weak link of our

national economic development. �e grain production in
our country still remains in a comparatively tight balanced
state of supply and demand [2].

Grain, being not only the foundation of national eco-
nomic development but also the source of life for a nation, is
one of the important material goods of nation’s economy
and people’s livelihood as well as national defense capa-
bilities [3]. China, the most populous country on Earth, must
guarantee the grain safety so as to allow the people to have
meals and stay away from being hungry. Since the foun-
dation, agricultural problem, agricultural development,
agricultural production, and output value changes have
attracted the government’s and people’s attention. Grain
subsidy policy has mainly gone through three stages, that is,
monopoly on the purchase and marketing, coexistence of
three prices, and subsidies for producers. With the devel-
opment of social economy, grain subsidy policy should be
suitable for present economic development, and rational
subsidy program should be made.�e state chose Anhui and
Jilin as pilot cities to implement the subsidy policy, and then
other cities followed. A series of agricultural bene�t policies
including state’s cancellation of agricultural tax and fee
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institution have positive influence on grain stable increment,
comprehensive development of rural economy, and deep
revolution in the villages.

With the development of social economy and the in-
creasingly prominent industrial development, the growth of
agricultural benefits has been in a relatively slow state. In
addition, the problem of urban-rural development gap has
become more and more prominent, and the impact of
various factors such as unbalanced social and economic
development has affected the country. )e food security
issues, agricultural development, and even harmony and
stability of the entire society have brought certain impacts.
How to adopt agricultural subsidy policies to ensure national
food security, realize the benefits of food planting, and
increase farmers’ income from planting is an important issue
that my country needs to solve at present. Food is the
material basis on which people live. Only by ensuring and
meeting the people’s most basic food needs can a series of
economic activities be better carried out.

Based on the actual development of agricultural production
today, this paper analyzes the implementation content of the
grain subsidy policy; the structure of the policy; and the
changes in the grain sown area, farmers’ income, and total
power of agricultural machinery under the implementation of
the grain subsidy policy. Researching and improving the
analysis effect of grain subsidy policy is the main object.

2. Related Works

)e nonagricultural employment of farmers has always been
the focus of international academic circles. Literature [4]
proposes to use a standard labor-leisure model to study the
distribution of labor time for farm managers. Literature [5]
studies the nonagricultural employment decision-making
issues of rural households from two aspects: nonagricultural
labor participation decision-making based on the individual
level and nonagricultural labor time based on the family
level. With the increase in subsidies, farmers’ labor time
allocation decisions have changed, and researchers have
begun to pay attention to the impact of subsidy policies on
farmers’ labor time allocation decisions. Literature [6]
theoretically studies the mechanism of the impact of subsidy
policies on farmers’ labor time decision-making and believes
that subsidy policies can affect their labor time allocation
decisions through three ways: increasing the marginal value
of labor, increasing family wealth, and weakening farmers’
income fluctuations. Literature [7] concludes through em-
pirical research that the subsidy policy has a negative impact
on farmers’ nonagricultural labor and a positive impact on
agricultural labor. In contrast, literature [8] believes that
decoupling subsidies will prompt farmers to reduce agri-
cultural working hours and increase nonagricultural em-
ployment time. Domestic research on nonagricultural
employment issues of rural households mainly focuses on
the discussion of factors that affect rural households’ non-
agricultural employment decision-making. Literature [9]
studies the impact of individual characteristic variables of
farmers, especially human capital variables, on farmers’
participation in nonagricultural employment in poverty-

stricken areas in the west. Literature [10] mainly examines
the influence of factors such as the status of farm households’
family management, the characteristics of the family’s labor
force, and the relationship between the family and the
outside world on the allocation of farm households’ labor
time. Literature [11] takes farmers as the research object;
selects dummy variables such as family characteristic vari-
ables, social environment, and geographical characteristics;
studies the factors that affect farmers’ nonagricultural em-
ployment decision-making; and concludes that family
characteristic variables are the main factors affecting the
allocation of nonagricultural labor time of farmers. Litera-
ture [12] explores the choice mode of nonagricultural em-
ployment for farmer couples through individual
characteristic variables of farmer households and family
characteristic variables. Literature [13] examines the gender
differences in nonagricultural employment decision-making
of farmers. Literature [14] incorporates rural infrastructure
into the nonagricultural employment decision analysis
system of farmers.

Whether the agricultural subsidy policy promotes or
inhibits the production input of farmers, foreign scholars pay
close attention to this issue, but the research conclusions are
still controversial. Some scholars have discovered through
research that subsidy policies can encourage farmers to in-
crease their agricultural production input levels in a variety of
ways. Literature [15] believes that the subsidy policy en-
courages farmers to increase production input by reducing
farmers’ risks. Literature [16] finds that subsidy policies can
influence farmers’ credit constraints and encourage farmers to
increase their production input levels. Literature [17] indi-
cates that subsidy policies directly promoting the increase of
farmers’ income level will help them increase their agricul-
tural investment. Literature [18] believes that the subsidy
policy has little effect on the production input of farmers. At
present, domestic scholars’ research on farmers’ input be-
havior mainly focuses on the mechanism of farmers’ input
behavior and the factors that affect farmers’ input. Regarding
the mechanism of farmer household input behavior, scholars
mainly inquire into whether farmer household behavior is
rational or not. From the perspective of farmers themselves,
literature [19] believes that farmers are rational, and the
behaviors used to prove farmers’ irrational behaviors just
show farmers’ rational performance under external condi-
tions. Literature [20] believes that the premise of analyzing the
behavior mechanism of farmers’ farmland investment is
farmers’ rationality.

)e above research focuses on agricultural subsidy policy
from an international macro perspective, and the research
on agricultural support policy still needs to be filled and
perfected. It is necessary to innovate, considering the actual
national conditions while absorbing the international ad-
vanced theories, experiences, and methods to study agri-
cultural subsidy policy issues.

3. Statistics of Grain Subsidy Data

)is paper considers that agricultural subsidies include
market price support measures and government financial
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subsidies to agricultural producers or agricultural sectors,
and on this basis, the relevant research on food subsidies is
carried out.

Stratification theory is first applied in the field of social
science. It is one of the important basic theories in the
research of sociology of science abroad in recent years.
Western scholars have widely used it as a powerful tool to
study the internal structure of science. In social science, its
data structure is often hierarchical in the following sense: we
have variables to describe individuals, but individuals form a
large group, and each group is composed of a certain
number of individuals. For larger groups, there are a series of
variables to describe.

)rough the application in various disciplines, the
concept of stratification is given in mathematics.

3.1. Hierarchical Definition. Let X and Y be two topological
spaces and f: X⟶Y be a continuous correspondence. )e
so-called “Y layered by f” refers to the decomposition of Y
into the sum of several disjoint subspaces, as follows:

Y � Y0 ∪Y1 ∪Y2 · · · , (1)

where Y0, Y1, · · · is defined as follows.
Y0 is the largest open set of Y and makes

f
− 1

Y0( , Y0, f|f−1 Y0( ) , (2)

a local space of Y.
Y1 is the largest open set of Y–Y0 and makes

f
− 1

Y1( , Y1, f|f−1 Y1( ) , (3)

a local space of Y0. By analogy, we can get the following.
Yi is the largest open set of Yi −Yi− 1 and makes

f
− 1

Yi−1( , Yi−1, f|f−1 Yi−1( ) (i � 1, 2, 3 . . .), (4)

a local space of Yi− 1.
)e idea of layering theorem is based on the layering

concept. According to the maximum system granularity,
divide the system space into two parts and so on, and finally
obtains the layering subsystem.

3.2. Layering(eorem. Let E(Xk) be a space composed of k
variables and ρk represent the maximum rank up to which
the space E(Xk) can be divided, and then the layering
theorem can be expressed as follows:

E Xn( : · · ·⟶ E Xk+1( ⟶ E Xk( ⟶ · · ·⟶ E X1( ,

↓ρ1↓ρk+1↓ρk↓ρn,

W Xn( : · · ·⟶W Xk+1( ⟶W Xk( ⟶ · · ·⟶W X1( .

(5)

)e finally obtained W(Xi) is a set of layered subspaces
and meets the requirement that any subsystem cannot be
subdivided.

According to the layering theorem, which describes the
idea of solving complex information problems, we can

describe the emergency information resources hierarchi-
cally.)e hierarchical description of emergency information
resources is based on the hierarchical theorem. According to
the previous description of the characteristics and classifi-
cation of emergency information resources, emergency in-
formation resource space E(Xn) is divided into knowledge
resource W(Xn) and auxiliary response information re-
source E(Xn−1) and then further layered according to the
different properties of the two spaces. Applying the hier-
archical theory to the field of emergency management can
layer the complex and diverse emergency information re-
sources according to certain laws, which is conducive to the
extraction of emergency decision knowledge and the con-
struction of metadata structure.

With people’s understanding of things deepening, they
have a better grasp of the factors affecting the occurrence and
development of events. People prefer a structured repre-
sentation operation method to express the known devel-
opment laws and rules. )is way can solve similar problems
more systematically. We call this method modeling method.
)e key to the success or failure of modeling method is the
representation of model.

According to the analysis and classification principles of
emergency information resources, based on system engi-
neering, the representation of emergency information re-
sources is modeled and abstracted from the perspective of
knowledge and according to the general law of people’s
understanding of the world.

It is shown as follows:
MO represents the basic concept attribute set of emer-

gency information resources; Ml represents emergency in-
formation resource data and information set; MS represents
emergency information resource structure and knowledge
set; MP represents the set of emergency information prob-
lems; MM represents the mathematical model set of emer-
gency information; MD represents emergency decision or
optimization model set.

In general, according to the breadth or comprehen-
siveness of the model’s described things, there are the fol-
lowing relationships:

MO≻MI≻MS≻MP≻MM≻MD. (6)

However, according to the depth or logic of the model’s
described things, there are the following advantages:

MO≺MI≺MS≺MP≺MM≺MD. (7)

In the modern computing environment, in addition to
performing complex mathematical analysis and calculation,
computer and its network can also carry out complex set of
operations such as membership, intersection, or association
of massive datasets. )erefore, many decision-making
models in emergency management are not limited to MM

and MD; more and more people have considered the de-
scription of things for which it is difficult to apply mathe-
matical models and analyzed them directly at the data or
information level, that is, made full use of the analysis and
processing ability of computer to MO, MI, MS, and MS

models. )erefore, from the perspective of modern
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computing environment and management, the new model
concept should be a hybrid model of knowledge, data, in-
formation, rules, and mathematics. )is kind of model is set
as

M � MO ∪Ml ∪MS ∪MP ∪MM ∪MD. (8)

)is kind of model is also one, or metamodel. Metadata
and metamodel are essentially knowledge; the research of
model management is to reveal and apply this knowledge.
)ere are differences and limitations in the perspective of
knowledge domain in the understanding of model man-
agement. From the perspective of mathematical analysis, it
focuses on the mathematical logic mechanism and deduc-
tion of the model, and the management of MM and MD. )e
knowledge perspective focuses on the research and man-
agement of unstructured MI, MS, and MS models. )e
management decision-making perspective pays more at-
tention to the model accuracy and practicability, while the
information technology perspective pays more attention to
the system implementation of the representation, storage,
and operation of the existing model. Obviously, a single
application of knowledge in a knowledge domain cannot
well realize the model scientific management; that is, there
are limitations in the knowledge domain. )erefore, it is
necessary to apply the ideas and methods of system science,
comprehensively apply the knowledge of various disciplines,
and explore the systematic model management method.

Metadata management in data management is a very
important core part. It provides a hierarchical way to
construct metadata according to the classification of met-
adata of emergency information resources. From the bottom
layer, core metadata management provides a front-end
support for users to access storage resources. )rough core
metadata management, the connection between users and
the underlying storage resources are established. From the
high level of the business domain, application metadata
integrates the management process to define application
metadata from the practical perspective of emergencies and
completes the release, sharing, and management of appli-
cation metadata.

)e knowledge system of model is a more extensive
knowledge model, which is the basis of model formalization
and model management. In the field of emergency man-
agement, the dependence on knowledge model is more
extensive. )erefore, we make model emergency informa-
tion resources from the commonness of emergency
knowledge model to obtain knowledge description, abstract
the basis for the establishment of a metaknowledge model,
and provide theoretical support for the further division of
emergency information resources.

)e common knowledge feature of the model is the basis
of general model management and model integration; it
mainly comes from the generalized concept of the model, as
the basic concept and attribute feature of the model objective
thing. Corresponding to a specific model m(m ∈M), set Nm

as the concept and attribute name of the corresponding
thing; let Am represent its corresponding attribute state set
and Rm represent the mapping relationship set on Am × Am

to describe the attribute state change and interaction rela-
tionship. )en, the common knowledge described by the
corresponding model can be expressed as the following
triple:

Km � Nm, Am, Rm(  ∀m ∈M. (9)

Generally, for a recognized thing, there are Nm ≠ ϕ,

Am ≠ϕ, Rm ≠ϕ contrast to ∀m ∈M. When ∀m ∈MO ∪
MI ∪MS, generally, Am is the state set described qualita-
tively, and Rm is the attribute state change relationship set
described by structural relationship and rule or knowledge.
When ∀m ∈MP ∪MM ∪MD, generally, Am is the mea-
surable state set described quantitatively, and Rm is the
attribute state change relationship set described by mathe-
matical logic relationship and function.

Set a ∈ Am(m ∈M); if the change of the corresponding
attribute state itself at different time points is comparable, it is
said to be descriptive. If the corresponding attribute state is
measurable, it is said to be measurable and has measure di-
mension da. If the attribute state changes randomly, da rep-
resents the probability distribution. If the attribute state is fuzzy
measurable, da represents the corresponding fuzzy number. If
the attribute state is measurable and the change of state value
with time is identified, there is a function at � fa(at−1, t),
where the attribute state value at time t. In this way, there are
knowledge elements corresponding to attributes

Ka � pa, da, fa(  ∀a ∈ Am (∀m ∈M), (10)

where pa is the measurable feature description. When
pa � 0, it indicates that the attribute state is indescribable;
when pa � 1, it can be described; when pa � 2, it is con-
ventionally measurable; when pa � 4, it is random and
measurable; when pa � 4, it is fuzzy and measurable; etc.
Obviously, there is pa > 0, da ≠ ϕ, but fa may be empty.

Set r ∈ Rm(m ∈M) as a mapping relation on Am × Am;
in general, r has mapping attribute description pr, such as
structure, membership, linear, nonlinear, fuzzy, random,
and specific mapping functions. At the same time, there are
r: AI

r⟶ AO
r (AI

r⊆Am andAO
r ⊆Am, ∀m ∈Mδ), where AI

r

is called the input attribute state set and AO
r is called the

output attribute state set. )ere is a specific mapping
functionAO

r � fr(AI
r), where the attribute state value at time

t. )ere is a knowledge element corresponding to the change
relationship as follows:

Kr � pr, A
I
r, A

O
r , fr  ∀r ∈ Rm(∀m ∈M), (11)

where pr can not only describe the attribute characteristics of
fr, but also expand the method characteristics of how to
identify the formula. Here, pr ≠ϕ, AI

r ≠ϕ, AO
r ≠ ϕ, fr ≠ϕ.

In this way, the common knowledge or basic knowledge
K of the model can be comprehensively described as follows:

Kb � ∪
m∈M

Km ∪ ∪
a∈Am

Ka ∪
r∈Rm

Kr  . (12)

)erefore, the further division of emergency information
resources can be described in three parts: conceptual
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attributes, states, and mapping relationships according to
the above formula.

In the emergency information resource management
environment, there are di�erent application metadata
according to di�erent emergency information requirements.
How to store and manage application metadata has become
an important issue that needs to be considered in emergency
information resource management. �e application layer of
emergency information resource management provides a
kind of tree-shaped metadata management, and the sharing
mechanism of data resources and storage resources can be
formulated on this management layer.

�e core metadata is in the middle layer of the metadata
management model. It is a bridge connecting storage re-
sources and application metadata. It is used to describe the
information associated with the metadata and storage, as well
as the basic information that can describe the core of the
emergency. For the underlying storage resources, the core
metadata only provides information that identi�es and de-
scribes the physical aspects of the metadata, such as titles and
identi�ers. For the application layer of the upper level, the core
metadata provides basic information about the core of the
emergency, such as the location, latitude, and longitude. �e
core metadata is abstracted from the previous accumulation of
business work in the form of emergency information re-
sources. We have extracted 10 core metadata elements in the
�eld of emergency response: data table, picture, text, hypertext,
database table, text library table, GIS attribute table, external
database table, database view, and xml information object.

�e middle layer of metadata management is similar to
the human brain and is used to govern the fundamental
knowledge of the entire system model. �e basic informa-
tion of each subcategory of the four major categories of
public emergencies is stored in the middle layer. �is in-
formation is stored according to the structure, state, and
mapping relationship de�ned on the metadata base. Com-
plete the classi�cation, naming, and library table organi-
zation of core metadata in related �elds, and complete the
mapping relationship according to the organization pro-
vided by the organization layer.

Application metadata is integrated by the organization
strategy of the organization layer and the core metadata
resources of the middle layer. It belongs to a higher-level
metadata application.�erefore, it not only has the elements
of metadata itself, but also inherits some basic attributes of
core metadata. In order to meet these two requirements, we
adopt a hierarchical naming method, as shown in Figure 1.

�is naming structure can adopt loose coupling rela-
tionship between core metadata and application metadata.
�is loose coupling can make metadata management more
�exible and quickly solve problems according to di�erent
needs. At the same time, this naming structure can better
solve the metadata structure problem of the index system.

At the application layer, it is the high-level management
level of the metadata management model. It mainly inte-
grates the metadata of emergency information resources
from the perspective of emergencies.

In order to unify the access mode of data, metadata
management should de�ne the information resources in
emergencies in a uni�ed standard format. �e core includes
data resources, image resources, and text resources. All
resources can be broadly understood as a “�le” stored in data
management, and its metadata must include one of the core
metadata elements that can be marked in the system.

Each application metadata element records its own basic
attributes, and the basic attributes of calling the core met-
adata, mark whether it is the root node or the id value of the
child node in the library table stored of the attribute
structure, and the data structure is de�ned as follows:

〈?xml version � ″1.0″encoding � ″GB2312″〉?
〈IDTOE〉

〈ID/〉
〈NAME/〉

〈PID/〉
〈DPTYPE/〉
〈CHTLD/〉.

(13)

Core
Metadata 2

Core
Metadata 3

Core
Metadata 1

Basic
properties of
application
metadata

Application
metadata

logical name

Figure 1: Application metadata hierarchical naming method.
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�e application metadata closely related to the appli-
cation can create new application metadata according to
di�erent requirements from di�erent organizational strat-
egies proposed by the organization layer and di�erent core
metadata in the middle layer.

According to its metadata classi�cation, emergency in-
formation resources can be divided into two domains, which
can be de�ned as physical domain and virtual domain. Each
physical domain provides the emergency information de-
scription and auxiliary decision information description of
emergency information resources. At the same time, the
resources in this domain can integrate the metadata
structure of emergency information resources through the
integration template component called by the organization
layer. In a single domain, the metadata organization
structure can be de�ned as a binary tree; between multiple
physical domains, the root metadata node of each domain
constructs a common tree for interconnection to describe an
application metadata. �e structure is shown in Figure 2.

All business processes are controlled by metadata, and
di�erent application metadata is established according to
di�erent businesses. �erefore, the business components we
implement in emergency management are �exible and
changeable models based on metadata.

According to the previous description of the charac-
teristics of emergency information resources, we can know
that there will be entry and exit of some metadata in
emergency decision-making management. In view of the
above situation, this section adopts a dynamic management
method to meet the needs of emergency management.

In data processing and analysis, how to discover pre-
dictable data in massive data and predict the future based on
data processing is an important function of data warehouse.
It is necessary to display the development trend of data
processing and business process in front of users in an
intuitive way.

For the general situation in emergency decision man-
agement, the metadata management platform has provided a
series of available application metadata domains for man-
agement activities. �e �elds and subdomains included in
the domain can meet the requirements of basic transactional
work in emergency decision-making. However, for some
unconventional emergencies, the general application met-
adata may not meet the requirements of describing events;
therefore, the function of dynamically adding and deleting
basic metadata is provided in this model. �e speci�c
work�ow is shown in Figure 3.

It can be classi�ed into two main functions: data in-
formation maintenance and data presentation, which to-
gether constitute user interaction management components.
Data information maintenance includes data entry, data
addition, data deletion, and data query functions, and data
presentation includes graphic display function and table
display function.

After a user enters the system and establishes an access
right, the metadata management model establishes metadata
access and operation policies in the middle layer. After the
user sends a request to add application metadata, the

metadata management model is based on the following two
situations.

Case 1: add the metadata as a node in the emergency
domain. Case 2: add the metadata as a single domain for its

Domiain DDomiain C

Domiain B

Domiain A

Figure 2: Application metadata tree structures.

Request analysis

user
Store data operation

Storage mediumStorage medium

Determine the
request type and get

the operation
strategy

Figure 3: Work�ow of dynamic management.

6 Mathematical Problems in Engineering



node, and request that it becomes any node in the auxiliary
information domain. In a single physical domain, you can
request that the new application metadata be inserted into
any position in the tree structure of the domain, which can
be divided into two cases: being added as a leaf node and a
root node in the emergency domain. �e system processes
the request. �e dynamic nodes joining in the emergency
domain involve the structural adjustment of di�erent trees
in the two domains. In the emergency domain, the added
node is the common tree leaf nodes addition and deletion of
the metadata in the physical domain. From the whole ap-
plication metadata tree domain, the emergency domain is
the root node domain of the whole domain, as shown in
Figures 4 and 5.

In general, components encapsulate the details of design
and implementation. Only one interface is provided ex-
ternally. In this way, the component can realize the clear
identi�cation of the function through the interface.

When it comes to the domain group combination of
multiple application metadata, for the security of metadata
management, only allow the domain to join the whole
applicationmetadata domain as a leaf node; at this time, only
add one leaf node to the parent node of the domain, which
will not a�ect the established tree structure, as shown in
Figure 6.

4. Evaluation of the Effect of Grain Subsidy
Policy Based on Mathematical
Statistical Analysis

�e components used to control business �ow and user
interaction are called presentation components. �e system
presentation component expresses a complete user inter-
action scene by assembling logical components and user
interface through a component-oriented graphical devel-
opment environment.

Take a certain area as an example for research, combined
with the physical structure of data statistics proposed in this
article for data processing. According to the purpose of this
empirical study, the object of the study, and the

characteristics of operability, the main data selected is to sort
out and calculate the amount of food subsidies in a certain
area from 2011 to 2020. In the past ten years, the grain sown
area for the ten years’ period from 2011 to 2020 is mainly
increased.�e time span of the research data is ten years, and
the consumer price index will be di�erent every year. �e
di�erence in the consumer price index will in�uence the

Domiain A

Domiain A

Incident Information Field

Incident Information Field

Figure 4: Root node change in emergency domain node.

Domiain B

Domiain A

Domiain C
Domiain D

Figure 5: Added root node applied to metadata.

Domiain B

Domiain A

Domiain C Domiain D

Figure 6: Single physical domain joining tree structure.
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e�ect of the amount of grain subsidies on the sown area of
grain. In order to avoid the impact on the results after the
measurement analysis is carried out, the price of each year
will be adjusted before the measurement analysis is carried
out. �e factors are eliminated and then analyzed to ensure
the correctness and scienti�city of the results.

�e data of the empirical analysis in this paper mainly
includes the grain sown area from 2011 to 2020 and the
annual speci�c direct grain subsidies, subsidies for improved

varieties, comprehensive subsidies for agricultural materials,
and subsidies for the purchase of agricultural machinery.
Among them, the speci�c amount of various political
subsidies is obtained through detailed calculation and col-
lation. See Table 1 and Figure 7.

If the original initial data is directly regressed, it may be
a�ected by the price factor every year, and the �nal result will
be wrong. �erefore, the annual price factor should be
eliminated before the regression analysis to ensure the

Table 1: Changes in grain sown area and grain subsidies.

Years
Sown area
(thousand
hectares)

Direct food subsidies
(100 million yuan)

Subsidies for improved
varieties (100 million yuan)

Comprehensive subsidies for
agricultural materials
(100 million yuan)

Agricultural machinery
purchase subsidy
(100 million yuan)

2011 6261.0 7.6 0.0 19.0 2.7
2012 6158.0 7.7 6.9 20.9 3.3
2013 6219.6 7.8 0.0 31.4 4.7
2014 6279.2 7.8 12.4 35.8 5.8
2015 6344.8 7.8 14.6 45.4 6.6
2016 6349.5 7.9 14.8 51.6 6.6
2017 6365.4 8.4 15.5 52.8 7.4
2018 6379.1 8.8 15.9 58.0 9.5
2019 6395.3 9.4 16.4 60.9 10.4
2020 6456.3 9.8 16.3 63.7 11.4
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Figure 7: Data change line plot.
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accuracy of the analysis result. Among the results, 2011 is the
initial year as the base period, and the price index is 100. �e
data after de�ation is shown in Table 2 and Figure 8.

�rough the above analysis, we can see that the method
proposed in this paper can realize the e�ective evaluation of
food subsidy policy.

5. Conclusion

After a long period of continuous optimization and ad-
justment, the food subsidy policy has achieved certain results
while still having shortcomings.�is article �rst summarizes
and organizes the e�ects of food subsidy policies in detail

Table 2: Grain sown area and changes in food subsidies after excluding the price index.

Years
Sown area
(thousand
hectares)

Consumer
price index

(%)

Direct food
subsidies (100
million yuan)

Subsidies for
improved varieties
(100 million yuan)

Comprehensive subsidies for
agricultural materials (100

million yuan)

Agricultural machinery
purchase subsidy (100

million yuan)
2011 6260.99 101.00 7.58 0.00 19.00 2.68
2012 6157.97 106.15 7.30 6.60 19.87 3.11
2013 6219.58 109.18 7.19 0.00 29.04 4.36
2014 6279.17 101.30 7.80 12.34 35.71 5.79
2015 6344.82 104.64 7.52 14.09 43.79 6.33
2016 6349.47 107.57 7.39 13.87 48.46 6.16
2017 6365.42 103.53 8.20 15.15 51.53 7.24
2018 6379.06 104.54 8.48 15.36 56.02 9.18
2019 6395.32 102.82 9.26 16.10 59.84 10.24
2020 6456.33 101.51 9.80 16.23 63.42 11.33
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Figure 8: Line plot after data analysis.
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through the study of relevant literature and previous studies
on the effects of grain subsidy policies. Considering the
actual development of agricultural production today, it
analyzes the implementation content of the grain subsidy
policy; the structure of the policy; and the changes in the
grain sown area, farmers’ income, and total power of ag-
ricultural machinery under the implementation of the grain
subsidy policy. Finally, the effect of the implementation of
the grain subsidy policy is studied, and a mathematical
statistical model is used to empirically analyze the impact of
the grain subsidy policy and the grain sown area and draw
conclusions. )rough research and analysis, we can see that
the method proposed in this paper can realize the effective
evaluation of food subsidy policy.
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Drawing on the urban space theory, based on the interaction between policy supply and right demand, this paper constructs a
theoretical model of the spatial fit and inhibition effect of the urban transformation of the new generation of migrant workers from
the perspective of right demand and policy supply, to explore the urban space fit and restraining effect caused by the policy supply
on the new generation of migrant workers. For that reason, under the guidance of the theoretical model, this paper makes an
investigation and empirical analysis on the transformation of some new-generation migrant workers in the Yangtze River Delta,
and the conclusion is as follows: the basic rights demand of the new generation of migrant workers embedded in urban space has a
positive effect on the realization of their citizens’ transformation will, but the supply policy of citizens’ transformation has a
restraining effect.

1. Introduction

In recent years, with the continuous deepening of new-type
urbanization in China, the level of urbanization in the
country has been constantly raised. 'e rate of increase of
both registered and permanent residents has increased by a
large margin, especially in the Yangtze River Delta, Pearl
River Delta, and other developed provinces, and the degree
of urbanization is far higher than the national average. In
2017, in the report to the 19th National Congress of the CPC,
General Secretary Xi Jinping further stressed that “Urban
agglomerations should be the main body to construct the
urban pattern of coordinated development of large, medium,
and small cities and towns, and speed up the citizenization of
the population transferred from agriculture” [1]. According
to the research of literature, it is generally believed that the
providing household registration and residence for migrant
workers is the basic condition to ensure their transformation
into citizens. According to the 2019 National Bureau of
Statistics of the People’s Republic of China statistics, there
are still more than 200 million migrant workers in China

who have not solved the problem of transforming into
citizens. And more than half of them are the new generation
of migrant workers (mainly refers to the 80s and 90s after the
rural Hukou Youth). Most of the new generation of migrant
workers are generally better educated. On the one hand, the
new generation of migrant workers has become the new
force of China’s new urbanization and rural revitalization.
On the other hand, most of them were born or grew up in
cities, which have a greater influence on them in general.
'ey move frequently between cities. 'at is different from
the pendulum movement between urban and rural areas of
the old generation of migrant workers, which is not con-
ducive to economic development and social stability [2].

For a long time, the household registration system has
been the most important system to affect China’s population
mobility [3]. With the deepening of urbanization, the
household registration system has been regarded as an
important means to implement the new urbanization
strategy and promote the transformation of citizens.
However, in recent years, the urbanization rate of household
registration in China is far lower than that of the resident
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population, and the rate of growth is gradually slowing down
[4]. In response to this paradox, Tian Ming and other
scholars believe that the market-oriented reform in other
fields related to household registration has gradually
stripped away the social welfare attached to the household
registration and weakened the role of household registration
as a whole. 'e rate of “Household registration” cannot be
regarded as the only index to evaluate the reform of
household registration system. 'e reason is that the social
benefits related to household registration are the important
factors that affect the rural-to-urban migration. 'us, while
the traditional household registration system has been
carefully loosened, just how much room does the govern-
ment have for migrant workers in cities, so as to make them
integrate effectively into the city by providing citizenization
policies and gradually turn them into citizens?

With the deepening of urbanization, household regis-
tration system has been used as an important means to
implement the new urbanization strategy and promote the
citizenization of migrant workers. However, in recent years,
the urbanization rate of household registration is far lower
than that of permanent population, and the growth rate slows
down. 'e “settlement” rate cannot be the only evaluation
index of household registration system reform, and the social
benefits matching with household registration are the im-
portant obstacles for the settlement in the city. In view of this,
based on the theory of urban space and the interaction be-
tween policy supply and right demand, this paper constructs a
theoretical model of spatial fit and inhibition effect of the new
generation of migrant workers’ citizens’ transformation and
discusses the fit and inhibition effect of policy supply on the
new generation of migrant workers’ citizens’ transformation
of urban space. 'rough the investigation and empirical
research on the transformation of the new generation of
migrant workers in the “Yangtze River Delta,” the results
show that the basic rights demand embedded in the urban
space of the new generation of migrant workers has a positive
impact on the realization of their citizens’ transformation
willingness. 'e higher the education level, the more they like
the living city, the longer the living years are, and so on, the
more urgent the housing, occupation, and life needs of the
new generation of migrant workers in the city. 'e supply of
housing, occupation, and life policies has an important impact
on the transformation willingness of the new generation of
migrant workers and has a positive impact on the satisfaction
of their basic rights embedded in the urban space. 'e re-
search conclusions are expected to provide theoretical sup-
port for the country to promote the urbanization process and
the citizenization of migrant workers.

'e urban space provided by the citizenization policy in
different cities certainly presents different characteristics. In
view of this, compared with the current literature, this paper
has the following marginal innovation effect:

(1) Based on the theory of urban space, this paper de-
signs a conceptual model of urban spatial fit and
spatial inhibition effect on the new generation of
migrant workers and citizens from the perspective of
policy supply.

(2) By using the method of positive and negative eval-
uation, this paper compares and analyzes the
adaptability and inhibition of the urban space
transformation of the new generation of migrant
workers. 'erefore, the empirical study of this paper
can further explain the “Paradox” phenomenon and
provide policy enlightenment for the realization of
the basic rights of the new generation of migrant
workers embedded in urban space.

'e rest of this paper is organized as follows: Section 2
makes an analysis of the theory of urban space and the
influence mechanism of the policy supply of citizenization.
Section 3 makes an explanation about the conceptual model
of urban spatial embeddedness demand, policy supply, and
the transformation effect of the new generation of migrant
workers. Section 4 shows the measure of the transformation
effect of the new generation of migrant workers, urban
spatial embeddedness demand, and policy supply. Section 5
provides implications for policy management. Finally,
Section 6 draws the research conclusions.

2. AnAnalysis of the Theory of Urban Space and
the Influence Mechanism of the Policy
Supply of Citizenization

2.1.#eory ofUrban Space. Space is an important concept in
sociology. Promoted by Henri Lefebvre, Georg Simmel,
Michel Foucault, Pierre Bourdieu, and other sociologists,
urban space has become a core issue in western mainstream
sociology [5]. Marxism regards “Space” as a physical situ-
ation, a field in which people carry out various social and
economic activities, which can be understood as objective
environmental conditions [6]. Durkheim developed the
theory of space from the perspective of social determinism
and revealed the social differences in the division of space
[7]. Georg Simmel and Georg reconstructed the theory of
Space Division from the perspective of mind and interaction,
arguing that space is formed naturally in the course of in-
dividual interaction [8]. 'e founder of the urban sociology
theory, Henri Lefebvre, developed the theory of social space.
In his book “the right of the city,” he distinguished effectively
between industrialization and urbanization and proposed to
realize “Daily life” by realizing “'e right of the city” and
“'e right of difference,” thus endowing the legitimacy of the
new social space practice [9]. Henri Lefebvre argues that
social space (Urbanization) has great significant effect on the
reconstruction of daily life in modern cities and that the
effective distribution of social productive rights is a pre-
requisite for the transfer of residents’ location. 'us, both
Marxism’s concept of physical situation space and urban
sociology’s theory of social space emphasize that the reali-
zation of urban rights, residential space, production space,
and the corresponding living space decides the basic space
for urban residents to realize the location transfer.

Migrant workers are urban migrants and are not natural
urban residents. Although they have been separated from
rural space for some time, they cannot be compared with
urban residents in terms of equal urban rights, and there is a
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big difference in equity between them. 'ere are many
literatures about the comparison between migrant workers
and urban residents. Some scholars, such as Qi diming, put
forward the idea of reducing the isolation of living space,
occupation space, and community space between migrant
workers and urban residents and promoted urban inte-
gration through spatial integration. 'ere is not only a
“Natural spatial isolation” between migrant workers and
urban residents, but also an “Artificial spatial isolation” due
to the dual system. 'e traditional urban and rural
household registration system caused by historical reasons is
generally regarded as rigid segregation, while the existing
citizenization policies in different cities or regions are
regarded as flexible segregation. 'e Chicago School, based
on a deep study of the urban sociology, concluded that urban
spatial segregation can be divided into active and passive
segregation. On the basis of previous studies, we believe that,
under the general trend of the gradual disappearance of the
urban-rural dual system, especially under the premise of the
gradual looseness of the household registration system, the
active citizenization policy provided by the government is
helpful in eliminating the passive spatial segregation of
migrant workers, thus eliminating the “Natural spatial
segregation”(active segregation) between migrant workers
and local residents.

2.2. #e Impact Mechanism of the Policy Supply of Citizeni-
zation on the Transformation of the New Generation of Mi-
grant Workers into Citizens. As early as 1989, from the
perspective of occupation and residence, Huang Zuhui
considered that the shift of agricultural population was
firstly to shift surplus labor force from agricultural pro-
duction to nonagricultural production, then gradually to be
permanent population, and then eventually to become urban
residents [10]. Later, scholars explored the transformation of
migrant workers into citizens from different perspectives
and formed different understandings. Liu and Cheng [11]
put forward four aspects of transformation: firstly, occu-
pational transformation: migrant workers from the sub-
sidiary, informal labor market into the primary, formal labor
market; the second one is the transformation of social status,
from peasant workers to citizens; the third is the transfor-
mation of ideology, from peasant workers to citizens; and
last but not least, the transformation of daily life of peasant
workers, including consumption, behaviors, and other
means of urbanization [11].

According to the space theory, Qi and Zhang think that
obtaining the right of residence, the right of production, and
the corresponding right of life are the basic conditions to
help the migrant workers realize the location transfer [12].
'ese three “City rights” are closely related to the citize-
nization policies of different cities, which determine the
living space of migrant workers and play an important role
in their realization of the transformation of citizens. Firstly,
the citizenization policy guarantees the basic living space of
migrant workers in the city and reduces the space isolation
with the local residents. For example, completely eliminating
the phenomenon of “Work sheds,” “Villages in cities,” and

“Collective dormitories” in which migrant workers live
together, and bringing migrant workers into the same
community management as local residents, will help mi-
grant workers eliminate the sense of living space isolation.
Secondly, the citizenization policy provides equal space for
the employment market, provides equal jobs and employ-
ment opportunities with the local residents, and shares the
same occupational space with the local residents, which is
conducive to acquire occupational information and enhance
learning ability and professional ability by migrant workers.
'irdly, the citizenization policy provides the same living
space public service facilities, basic medical care, unem-
ployment insurance, etc. as local residents. For migrant
workers, particularly poor migrant workers, providing the
same hardship allowance and unemployment relief as local
residents can help them improve personal efficacy and
enhance the ability to adapt to city life.

Compared with the old generation, the new generation
of migrant workers has a stronger sense of belonging to the
city and eagerly desire to be citizens [13]. If the government
adopts an active citizenization policy. 'e new generation of
migrant workers should, in theory, response strongly. Be-
cause the old generation of migrant workers roots in the
countryside, the vast majority have land, homestead, or they
preserve some kind of rural complex. 'e desire to convert
citizens is not so strong as the new generation of migrant
workers. Most of the new generation of migrant workers
were born or grew up in cities, and the desire to take root in
cities is stronger. But because most young migrant workers
do not enjoy the same welfare treatments as local residents,
the original urban and rural dual social spatial structure
gradually transformed into urban and rural three-dimen-
sional social spatial structure [14]. In order to eliminate the
urban dual social spatial structure, it is imperative to meet
the needs of the new generation of migrant workers. Al-
though there are many complicated factors affecting the
willingness of the new generation of migrant workers to
convert, there are many literatures about this in the aca-
demic circle. Based on the viewpoint of living space in space
theory, policy supply must firstly meet the basic needs of
migrant workers city life and help them manage production
practice, interpersonal communication skills, and other
aspects.

3. Conceptual Model of Urban Spatial
Embedded Demand, Policy Supply, and the
Transformation Effect of the New
Generation of Migrant Workers

In view of the increasing social distance between migrant
workers and urban residents, even the emergence of class
antagonism, the State Council’s “Opinions on deepening the
construction of a new type of urbanization” (No. 8[2016] of
the State Council) clearly puts forward the priority of settling
down the new generation of migrant workers. However,
overall, the proportion of the rural-to-urban migrants who
are both capable of and willing to settle in cities and towns is
relatively small, and the total number of those who do settle
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in cities and towns is limited. 'e urbanization rate of
registered permanent residents has been far lower than the
urbanization rate of permanent residents [15]. 'e theory of
urban space explains the level and stage of social space in the
city and also explains the process of citizenization of the new
generation of migrant workers, that is, from embedding into
the city to gradually integrating into the city [16]. Until the
dual system of urban and rural areas is truly broken down,
the citizenization policy adopted by any city is like a double-
edged sword. On the one hand, the policy of urbanization
promotes the transformation of the new generation of
migrant workers from being embedded in urban space to
being integrated with urban space, so that they can obtain
equal urban social rights and realize equity and justice in
urban space; on the other hand, due to the limitation of
urban capacity, the policy of citizenization restrains migrant
workers from transforming into citizens and also prevents
them from fitting in with urban space [17].'is is a dilemma
that China’s new-type urbanization is facing. As the urban
space theory points out, there must be a “Boundary factor”
embedded in urban space for a new class to realize location
transfer. So, what “Boundary factors” are the new generation
of migrant workers facing in the unfamiliar city? Based on
the situation of the new generation of migrant workers
entering the city, this paper constructs the urban space fit
and inhibition effect model, which can reflect the citizens’
transformation will, in order to express the “Boundary
factors” clearly [18]. Figure 1 is the conceptual model of
urban spatial embedded demand, policy supply, and the
transformation effect of the new generation of migrant
workers.

As shown in Figure 1, the so-called border factors, from a
psychological point of view, refers to the extent to which
migrant workers are willing to transform into urban citizens.
Because of the influence of the material factors on the
transformation will of the peasant workers, we should un-
derstand the demand of the new generation peasant workers’
urban space embedding and the policy supply of the city’s
urbanization in the sense of “Material” in the model, fo-
cusing on “Living,” “Occupation,” and “Life.” For the
convenience of research, the boundary factors that reflect the
transformation will of the new generation of migrant
workers are simplified into three aspects: living, occupation,
and life [19]. A balance can be found between the demand
for rights embedded in urban space and the supply of cit-
izenization policies. In the economic sense, there are three
conditions between supply and demand. 'ey are equilib-
rium state, supply exceeding demand, and demand ex-
ceeding supply. In the sociological sense, there is no
difference between the first two states. But the insufficient
supply state illustrates the obvious distance boundary factor
between the urban space demand and the citizenization
policy supply. 'e shadow part of the figure represents the
“Boundary factors” that affect the transition intention of the
new generation of migrant workers, which can be considered
as the most basic conditions to realize the transition. In view
of this, eliminating “boundary factors” has positive signif-
icant effect to promote the transformation of the new
generation of migrant workers into citizens.

4. Measure of the Transformation Effect of the
New Generation of Migrant Workers, Urban
Spatial Embeddedness Demand, and
Policy Supply

4.1. Construction of the Transformation Effect Model of the
New Generation of Migrant Workers, Urban Spatial
Embeddedness Demand, and Policy Supply

4.1.1. Construction of the Model to Measure the Fit Effect of
the Urban Spatial Embeddedness of the New Generation of
Migrant Workers

(1) Model Building. 'e Biprobit model is constructed from
the policy supply of urban citizenization to measure the fit
effect of urban spatial embeddedness of the new generation
of migrant workers. Based on the space theory [20], the basic
space demand of residence, production, and life has evolved
into three basic policies: “urban housing,” “employment
promotion,” and “insurance guarantee” [21], and the ex-
pression for the measure model is constructed as follows
(expression 1):

y
∗
1 � x1β1 + ε1, if y

∗
1 > 0, y1 � 1; y

∗
1 ≤ 0, y1 � 0,

y
∗
2 � x2β2 + ε2, if y

∗
2 > 0, y2 � 1; y

∗
2 ≤ 0, y2 � 0.

⎧⎨

⎩ (1)

In formula (1), y∗1 represents the implicit variable,
namely, the basic rights demand of the new generation of
migrant workers embedded in urban space. y1 is used as a
control variable to measure the basic rights demand of the
new generation of migrant workers embedded in urban
space, x1 as an explanatory variable, to measure the influence
factors of the new generation of migrant workers on the
demand of citizen transformation policy, and y∗2 as an
implicit variable, to measure the supply of citizenization
policy. y2 stands for the control or decision variables of the
supply of the citizenization policy and the explanatory
variables that affect the supply of the citizenization policy.
'e perturbation term (ε1, ε2) should obey the two-di-
mensional joint normal distribution according to the rele-
vant requirement, from which we can know that its
expectation is 0, variance is 1, and correlation coefficient is ρ.

And when y1, y2 all take 1, we can use formula (2) to
distinguish the embeddedness fit effect of the new generation
peasant workers transforming in the urban space. Its con-
crete expression is as follows:

y �
1, if y1 � 1, y2 � 1,

0.
 (2)

(2) Variable Selection. Variable selection is divided into
demand variables and supply variables.'e demand variable
is described as “'e right demand of the new generation of
migrant workers to integrate into the urban space,” which is
mainly reflected in the desire of the new generation of
migrant workers in the city to realize the transformation of
citizens. 'e right demand can be reflected by two indexes:
the sense of city belonging and the length of residence. 'e
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banization policy supply of the new generation of migrant
workers,” which is reflected by the observation indexes of the
supply variable from three aspects: the housing policy, the
employment policy, and the insurance guarantee policy.

Variable selection is divided into demand variables and
supply variables. 'e demand variable of basic rights em-
bedded in the urban space of the new generation of migrant
workers is named as “demand variable.” Using the ques-
tionnaire “Are you willing to settle down under the con-
dition that the current policy of urbanization remains
unchanged?” y1 represents whether the new generation of
migrant workers has the will to realize the transformation of
citizens in their cities if you choose to be assigned a value of
y1 � 1; otherwise, assign a value of 0. 'e basic rights de-
mand embedded in urban space of the new generation of
migrant workers can also choose the observation indexes of
demand variables from two aspects: the sense of city be-
longing and the length of residence; the sense of city be-
longing is divided into two aspects: cultural level and city
preference. In view of the cultural level of the transferred
population, it is generally believed that the longer the ed-
ucational time, and the higher the educational level of the
urban integration population, the easier it is to accept the
corresponding culture of the town. In other words, the
higher the education, the easier it is to integrate into the
citizen class, the more easily the citizen quality is reflected in
the higher education group of migrant workers [22]. In the
process of variable setting, we take the “compulsory edu-
cation” as the cut-off point and set it as a virtual variable; that
is, those who have higher education than junior middle
school are assigned a value of 1, that is, edu� 1, and those
with other degrees are assigned a value of 0. In view of the
preference of the transferred population for the town, we
think that the more they like the living city, the stronger the
spatial demand is for realizing the right. In the course of field
research, we used 5-level Likert scale in the questionnaire
design, and the preference of the respondents to the city was
gradually divided into five levels: “very like, more like,
general like, dislike, and strange.” We set the overall pref-
erence as a virtual variable; that is, we set “like� 1” for the
first two items and “like� 0” for the last three items, and set“
years of residence” as the virtual variable; that is, more than
three years of residence is assigned a value of 1, otherwise, 0.

'e supply dimension of urban citizenization policy is
named “supply variable,” and the setting “How do you
evaluate the supply of urban citizenization policy in your
city?” indicates the overall judgment of the new generation

of migrant workers on the policy space they enjoy. We also
used a 5-level Likert scale, which gradually divided the re-
spondents’ overall judgment on the enjoyment of policy
space from high to low into five levels: “very satisfied, sat-
isfied, basically satisfied, uncertain, and dissatisfied.” We set
respondent satisfaction as the dummy variable. If the par-
ticipant chooses one of the first three, we set y2 � 1, and if
the participant chooses the second two, we set y2 � 2 to 0. In
addition, we choose the supply variables from three aspects:
housing policy, employment policy, and insurance policy.
“Housing policy” mainly includes the urban housing se-
curity rights and interests (hous) such as affordable housing,
subsidized rental housing, collective housing resettlement,
urban and rural self-built housing, and their own housing,
not enjoying any subsidies or preferential policies. When
setting up the model, we assign any one of the first three
types of housing 1, and assign the values of “self-built
housing in urban and rural areas” and “self-seeking housing
without any subsidies or preferential policies” 0. 'is is
because the latter two types are not associated with the urban
migration of migrant workers. “Employment Policy” is
mainly concerned with access to employment guidance and
training. 'e “insurance security policy” is mainly con-
cerned with the social security rights on an equal footing
with urban residents of the same age, including health care,
unemployment, and old-age insurance (safe). 'e overall
judgment of the insurance policy is divided into “very
satisfied, satisfied, basically satisfied, uncertain, and dissat-
isfied.” We set the variable according to the satisfaction of
respondents. If the interviewees choose one of the first three,
we set “safe� 1,” and if they choose the second two, we set
“safe� 0.” 'e average value and standard deviation of the
supply-demand equation of the willing fit state are shown in
Table 1. Table 1 is the data relating to mean and standard
deviation, which divides the new generation of migrant
workers into “Post-80” and “Post-90,” according to the
situation of our country.

4.1.2. Construction of the Model to Measure the Inhibition
Effect of the Urban Spatial Embeddedness of the New Gen-
eration of Migrant Workers. 'e dependent variable of the
model is the degree of the urban embeddedness of the new
generation of migrant workers [23]. In order to examine the
relationship between the spatial distance and the urban
embeddedness of the new generation of migrant workers, we
choose the Logit Model. In addition, to better ensure the
robustness of the test results, we assign values of 1 and 0 to

Professional right

Abode right

Life right

Citizen transformation will
of the new generation of

peasant workers

Boundary
factor

Boundary
factor

Living space

Career space

Life space

Embedded demand
of urban space

Policy supply of urban
citizenization

Figure 1: 'e conceptual model of urban spatial embedded demand, policy supply, and the transformation effect of the new generation of
migrant workers.
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identity and settlement intention, respectively. If the in-
terviewee considers himself or herself to be a city dweller or
an equivalent city dweller, the answer is 1. If the interviewee
considers himself or herself a country dweller, the answer is
0. A value of 1 is assigned if the interviewee is willing to settle
permanently in the city, and 0 is assigned if he or she
considers himself or herself an alien. Simultaneously satis-
fying those who consider themselves urbanites or equivalent
urbanites and who are willing to settle in a city is defined as
“Already embedded in the urban space,” and the rest are the
three dependent variables, which cannot be embedded into
the urban space. According to the above definition, the
explanatory variable, that is, the spatial boundary factor, is
divided into Habitable space, professional space, and life
space, and the dimension variables such as housing, rate of
migrant workers, and whether or not to participate in social
insurance (safe) are used to express the boundary distance.
In addition, the age (age), marital status (marri), educational
background (edu), time spent in the city (year), and income
in the city (incom) of the new generation of migrant workers
are used as control variables in the model test. Build a
measurement model as follows:

pr distance � 1 ∣ factor, X, εi( 

�
exp α + βfactor + ikiXi + εi( 

1 + exp α + βfactor + ikiXi + εi( 
.

(3)

In formula (3), “distance” refers to the core variable to be
examined, namely, the boundary distance, and “factor”
refers to the boundary factor, which mainly includes three
aspects of living, occupation, and life, and X is the control
variable, including age, marital status, education, time in
town, and income. εi is a random perturbation of the model
[24]. In this paper, the definition of model variables, as well
as the relevant descriptive statistics of the variables, is shown
in Table 2. Table 2 is the definition and description of
variables.

4.2. Measurement of the Transformation Effect Model of the
New Generation of Migrant Workers, Urban Spatial
Embedded Demand, and Policy Supply

4.2.1. Data Sources, Uptake, Reliability, and Validity. In the
course of the empirical study, the sample data were

collected from the questionnaire of the National Social
Science Foundation. 'e questionnaire was designed
through the literature review, expert interview, and small
sample preinvestigation and large sample formal inves-
tigation [25]. 'e questionnaire was designed with a five-
level Likert scale. In the second half of 2018, the research
group hired researchers to go to the relevant provinces
and cities of Yangtze River Delta Economic Zone for the
on-the-spot research and network research [26]. 'e
network and on-the-spot method was easily adopted to
carry out the survey, on the one hand, because the overall
cultural level of the new generation of migrant workers is
relatively high, and, on the other hand, the new generation
of migrant workers use the modern information tech-
nology conveniently. 'e survey team distributed 600
questionnaires and collected 562 questionnaires by means
of Internet survey. 'rough the field investigation, 400
questionnaires were distributed, 374 questionnaires were
collected, and a total of 936 questionnaires were collected.
After sorting and summarizing, the incomplete or in-
correct questionnaires were eliminated, and finally 900
valid questionnaires were collected, with an efficiency of
90%. Before the formal large sample survey, we first se-
lected 100 new generation migrant workers in Suzhou,
Wuxi, Changzhou, and other cities in Jiangsu Province to
carry out a small sample presurvey and used SPSS21.0
software to calculate the survey data, it was found that the
overall reliability and validity of the questionnaire, as well
as the reliability and validity of each dimension scale,
reached the minimum standard of 0.7. On this basis, we
tested the reliability and validity of the large sample
survey, which also met the requirements of the study. In
order to better understand the transformation of the new
generation of migrant workers into citizens, so as to carry
out comparative analysis, we have to distinguish the new
generation of migrant workers between the “Post-80s”
and “Post-90s” by combining experts’ opinions and adopt
the method of hierarchical classification statistics. 'is
paper is to observe the differences of the spatial survival of
the new generation of migrant workers in different ages.
'e descriptive statistics of this research sample are shown
in Table 3. Table 3 is the descriptive statistics of large
sample survey data. See Figures 2 to 6 for details. Figure 2
is the distribution of educational levels. Figure 3 is the
gender distribution. Figure 4 is the occupational

Table 1: Data relating to mean and standard deviation.

Totality “Post-80” “Post-90”
Mean value Standard deviation Mean value Standard deviation Mean value Standard deviation

y1 0.57 0.56 0.59 0.54 0.64 0.55
y2 0.28 0.34 0.39 0.33 0.21 0.48
Edu 0.41 0.58 0.42 0.46 0.37 0.68
Like 0.38 0.52 0.65 0.43 0.55 0.38
Year 5.39 0.63 6.35 0.61 4.52 0.57
Hous 2.34 2.63 2.18 1.47 2.36 1.77
Guide 1.27 0.38 0.77 0.32 1.18 0.43
Train 0.82 0.66 0.73 0.58 0.82 0.53
Safe 0.53 0.46 0.71 0.65 0.67 0.64
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distribution. Figure 5 is the marital status distribution.
Figure 6 is the age distribution.

4.2.2. Empirical Study on the Urban Spatial Fit Effect in the
Process of the Transformation of the New Generation of
Migrant Workers into Urban Residents. In order to better
test the effect of urban spatial integration in the process of
the transformation of the new generation of migrant
workers, we propose to construct a Biprobit model to study
the effect. But before the model is built, it is necessary to

calculate the correlation between the variables to ensure that
there is no collinearity. 'rough the calculation, we found
that the correlation between the sample variables is less than
0.7 standard, so we can conclude that there is no serious
collinearity among the variables. Based on correlation
analysis, we use Biprobit model to test the fit effect of urban
space in the process of the transformation of the new
generation of migrant workers. InWald test of Rho, Tmodel
for measuring the fit effect of urban spatial embeddedness of
the new generation of migrant workers, its P value is 0.001,
which can be used to judge the two equations of the new
generation of migrant workers. 'ere are some correlations
between their perturbation terms, which are suitable for
running the model. 'e specific estimated values of the
model are shown in Table 4. Table 4 is the Biprobit model
estimate.

Table 2: Definition and description of variables.

Variable name Definitions and values Mean value Standard deviation
Age Age 34.21 11.36
Hous Length of residence: 1� stable residence; 0� temporary residence 0.55 0.47
Rate Number of migrant workers in the unit: % 74.46 23.63
Safe Whether migrant workers participate in social insurance: 1� yes; 0�No 0.07 0.25
Marri Marital status: 1�married, 0� unmarried 0.63 0.46
Edu Education level (years) 7.48 2.15
Year Various years in the city (years) 8.45 6.70
Incom Last month’s salary: Yuan 2684.37 1578.78

Table 3: Descriptive statistics of large sample survey data.

Indicators Categories %

Age “Post-80” 51.35
“Post-90” 48.65

Sex Male 55.32
Female 44.68

Level of education
0∼6 year 13.36
7∼9 year 49.52
10∼12 year 37.12

Marital status Single 33.71
Married 66.29

Occupation

Handyman 22.15
Low-skilled workers 23.57
High-skilled workers 16.68
Business services 26.31

Small business manager 11.29

Level of education

0~6 year 7~9 year 10~12 year
0

10

20

30

40

50

60

Figure 2: Distribution of educational levels.

Sex

Male Female
0

10

20

30

40

50

60

Figure 3: Gender (sex) distribution.
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Figure 4: Occupational distribution.

Mathematical Problems in Engineering 7



RE
TR
AC
TE
D

Single
Married

Marital status

Figure 5: Marital status distribution.

Age

“post-90”
“post-80”

Figure 6: Age distribution.

Table 4: Biprobit model estimate.

Totality “Post-80” “Post-90”
Right demand Policy supply Right demand Policy supply Right demand Policy supply

Edu 0.247∗∗∗
(3.24)

0.241∗∗∗
(3.61)

0.376∗∗∗
(2.07)

Like 0.215∗∗∗
(5.50)

0.238∗∗∗
(4.64)

0.157∗∗∗
(5.31)

Year 0.351∗∗∗
(6.11)

0.246∗∗∗
(4.53)

0.176∗∗∗
(6.15)

Hous 0.164∗∗∗
(4.46)

0.018∗∗∗
(7.37)

0.235∗∗∗
(7.53)

0.107∗
(7.15)

0.144∗∗∗
(3.47)

0.027∗∗∗
(3.18)

Guide 0.458∗∗∗
(6.36)

0.373∗∗∗
(4.46)

0.405∗∗∗
(5.05)

0.271∗∗∗
(5.61)

0.234∗∗∗
(4.11)

0.133∗∗∗
(4.37)

Train 0.205∗∗∗
(4.03)

0.057∗∗∗
(7.13)

0.262∗∗∗
(3.17)

0.175∗∗∗
(3.12)

0.428∗∗∗
(2.75)

0.113∗∗∗
(5.44)

Safe 0.246∗∗∗
(1.77)

0.126∗∗∗
(2.38)

0.214∗∗
(2.41)

0.152∗∗∗
(3.31)

0.117∗
(1.86)

0.081∗∗∗
(2.17)

Cons −4.635∗∗∗
(−10.57)

−4.181∗∗
(−15.06)

−5.561∗∗
(−7.76)

−4.384∗∗
(−11.16)

−4.420∗∗
(−6.16)

−3.242∗∗
(−10.76)

Wald test of rho 0 0.004 0.001
N 900 436 464
Note. (1) T value in parentheses, ∗, ∗∗ and ∗∗∗ are significant at the levels of 10%, 5%, and 1%, respectively. (2) 'e result of Wald test of Rho is p.
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(1) Urban Spatial Embedded Needs of the New Generation
of Migrant Workers. From the perspective of the basic
rights demand embedded in the urban space of the new
generation of migrant workers (Table 4 is the Biprobit
model estimate), the influence of the education level, the
degree of preferences to the living city, and the length of
residence on the basic rights demand of the new gen-
eration of migrant workers in the city are all positive and
significant at the 1% level. In other words, the basic rights
demand embedded in urban space of the new generation
of migrant workers has a positive impact on the reali-
zation of their citizens’ will to transform.'e educational
level of the “Post-90s” migrant workers is higher than
that of the “Post-80s”, and the demand for vocational
guidance and training is stronger. About liking the
current city, “Post-90s” are not as strong as “Post-80s,”
with a correlation value of 0.157. 'e “Post-80s” migrant
workers, because of the relative stability of family
structure, mature professional skills, relatively high
salary, and so on, show the relative stability of living in
the city. In terms of length of residence, the “Post-80s”
migrant workers generally live longer in cities than the
“Post-90s.” 'erefore, the “Post-80s’” demanding living
quality is significantly higher than the “Post-90s.” 'e
“Post-90s” have high expectation for their career, which
is reflected in career guidance and vocational training, at
the significance of 99%. As the “Post-90s” have just
entered the city for work and are unfamiliar with the
urban environment, they are more concerned about their
career stability, career income, and postcompetency, for
the purpose of “pursuing freshness and curiosity” in
different cities. 'e results of the study confirm the re-
search point of view that the lack of job stability of the
new generation of migrant workers is the most direct
cause of their frequent urban mobility.

(2) Supply of the Policy of Citizenization. From the per-
spective of the supply of citizenization policy (Table 4), the
supply of housing, occupation, and life-related citizenization
policy have a positive effect on the demand of basic rights of
the new generation of migrant workers embedded in urban
space, and most of the observed indexes are significant at the
level of 1%. In other words, housing, occupation, and life-
related citizenship policies have a significant impact on their
desire to achieve civic transformation. First of all, from the
urban housing policy supply, the obvious imbalance occurs
between the new generation of migrant workers’ housing
demand and supply; especially, the “Post-90s” migrant
workers’ housing policy space is more limited; the coefficient
is only 0.027. From the employment guidance and training
policy, overall, the government attaches importance to
employment guidance, but not enough to vocational
training. 'e vocational training of the “Post-90s” is much
lower than that of the “Post-80s” (0.113). From the insurance
policy supply, the new generation of migrant workers’
overall insurance rate is not high. 'e “Post-90s” migrant
workers enjoy more limited policy space. 'us, there is a
significant imbalance between the demand and policy
supply.

4.2.3. #e Inhibitive Effect of Urban Spatial Embeddedness of
the New Generation of Migrant Workers in the Process of
Urban Transformation Is Examined. According to the value
of likelihood chi-square statistics, the model has a strong
explanatory power to the urban spatial embedding of the
new generation of migrant workers and passes the test at the
level of 1% significance. 'e new generation of migrant
workers embedded in the city is set up as the settlement will
of the city, the identity of the city people, or the settlement
will of both the city and the identity of the city people. In this
process, the control variables are firstly regressed, and the
boundary variables between the citizens’ willingness to
transform and the actual distance are gradually added. 'e
value of R2 increases, and it shows that the model is well
explained overall.

(1) Boundary Variables. 'e factor of residential boundary
passed the test of significance at the level of 1%, and its
coefficient sign is positive, which indicates that the factor of
residential boundary can obviously prevent the new gen-
eration of migrant workers from embedding into urban
space. 'e probability of spatial embeddedness of the new
generation of migrant workers with stable living conditions
may increase by 10.24%. 'e reason is obvious. If the new
generation of migrant workers have more stable homes and
have time to help them find more suitable jobs, they will also
pay attention to the quality of life and raise their awareness
of risks in life, occupation, health, etc. 'en, they can
promote their interaction with the city and eventually en-
hance the adaptability and self-security of the city. 'e
occupational boundary factor has also passed the signifi-
cance test at the level of 1%, and its coefficient is negative,
indicating that the higher the proportion of migrant workers
in the unit, the lower the probability of urban spatial
embeddedness, and for every 1 percentage point increase in
the proportion of new generation migrant workers in the
same unit, the probability of their urban spatial embedd-
edness may decrease by 0.09%, because, on the one hand, it
shows that most of them are in informal employment and
concentrate in labor-intensive industries such as
manufacturing and construction. On the other hand, it also
shows that their occupational space is narrow, and they lack
opportunities for vocational training and promotion and
also lack high-level occupational mobility. Only the influ-
ence of life boundary factors on the social insurance of the
new generation of migrant workers passes the significant
test, and its coefficient sign is positive, which shows that the
insurance of migrant workers is helpful for their settlement
in the city but has no significant influence on the identity of
the urban people. Because most of the new generation of
migrant workers do not enjoy a comprehensive basic in-
surance system, the effects such as job instability, urban
mobility, and other urban policy benefits cannot be
excluded.

(2) Control Variables. 'e age, education, length of time in
the city, income, and marital status of the new generation
of migrant workers have all passed the significant test at
the level of 1%, and the influence coefficient is positive.
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'ese factors also have certain explanation function to
their urban spatial embeddedness and promote their
urban spatial embeddedness remarkably. Among them,
the income factor is more obvious, because the new
generation of migrant workers just start or just live in the
city. Income increase is conducive to the stability of their
living. It is also conducive to eliminate the instability of
residence and the adverse factors from occupation and
life. Table 5 is the statistical table of logit model regression
analysis results.

(3) #e Spatial Embeddedness of the New Generation of
Migrant Workers and the Difference of Urban Scale. In order
to investigate the differences between the urban spatial
embedded groups of the new generation of migrant
workers and cities, the regression analysis was made
according to the groups after “80s” and “90s” and the size
of cities, and the results of the “Urban spatial inhibition
effect” on the urban embeddedness of the new generation
of migrant workers are shown in Table 6. From the living
boundary factor, whether after “80s” or “90s”, the variable
is significant at the level of 1%, and the coefficient is
positive. 'e factors of living boundary are unfavorable to
the spatial embeddedness of the new generation of mi-
grant workers. From the view of urban space inhibition
effect, the impact on the “Post-90s” is greater than that of
the “Post-80s,” because the “Post-80s” have a longer time
in the city, a better base, and a richer social capital ac-
cumulation. From the view of city scale, the factors of
living boundary can restrain the spatial embeddedness of
the new generation of migrant workers, but the degree of
inhibition is relatively small in small- and medium-sized
cities. 'e occupation boundary factor has a significant
effect on the urban spatial embeddedness of the “Post-90s”
group but has no significant effect on the post-80s group.
'ere are two possible reasons for this: first, some labor-
intensive industries have gradually taken “Post-90s” mi-
grant workers as the main body, and second, with the
promotion of rural revitalization strategy, returning home
to start a business has promoted the “Post-80s” return
tide. Table 6 is the groups and urban differences of in-
hibition effect of spatial embeddedness of the new gen-
eration of migrant workers.

5. Policy Implications and
Management Implications

5.1. Policy Implications. 'is paper takes the transformation
of the basic rights needs of the new generation of migrant
workers into urban space as the starting point. Based on the
theory of urban space, this paper constructs the conceptual
model of fit and restraint for the transformation of urban
space embeddedness of the new generation of migrant
workers and citizens around the basic point of “living,
production, and life.” 'rough the empirical research, it is
revealed that “Housing, occupation, and living security” is
the basic starting point for the new generation of migrant
workers from embedded into urban space to integrated into
urban space. When the city adopts the corresponding

citizenization policy, it should take the basic rights demand
of the new generation of migrant workers into account.

5.2. Management Inspiration. In order to push forward the
new-type urbanization, we need to push forward the
transformation of the new generation of migrant workers
into urban residents. In order to effectively transform the
new generation of migrant workers into citizens, it is nec-
essary for the government to take measures and formulate
policies from the aspects of salary treatment, employment,
children’s school enrollment, social security, and housing
household registration and establish and improve the em-
ployment security system for migrant workers. In order to
better promote the transformation of the new generation of
migrant workers into citizens, the government and enter-
prises should set up a reasonable employment security
system, including market access, labor relations, and system
design, provide equal opportunities for the new generation
of migrant workers to find employment in cities, and ensure
their effective access to public resources and services, so as to
make it possible for their stable employment in cities. First,
urban development policies should be in line with the urban
employment policy of migrant workers. Policies for the
economic development of urban industries should be ad-
justed according to the employment of migrant workers.'e
government should pay more attention to this group’s de-
mand of job changes caused by the upgrading of technology-
intensive and labor-intensive industries. Timely clarify and
release professional ability standards to the society. En-
courage migrant workers to update their technical skills in a
timely manner. Increase employment opportunities in cities,
and enhance their employability. Second, vocational skills
training should be organized throughmultiple channels, and
multimeasures mechanism should be set up in adminis-
trative enterprises and schools to enhance employability.
'e Labor Department should, in accordance with the needs
of different positions, organize vocational skills training
activities in a timely manner and bring the vocational
training of the rural transferred labor force into the urban
development system. Last but not least, it is important to
construct a fair, reasonable attractive salary incentive sys-
tem.'e urban government shall timely adjust the wage and
benefits level in accordance with the urban minimum wage
standards, so as to guarantee the survival of migrant workers
in urban employment. It is necessary to encourage Labor
Union to play an active role in forming a dialogue mech-
anism that can represent the rights and interests of migrant
workers, enhance their voice, and form a new type of labor-
capital relations so as to effectively protect their legitimate
rights and interests.

Expand the service scope of the public service system. To
effectively promote the transformation of the new genera-
tion of migrant workers into urban residents and integrate
them into cities and towns, the important link is to ensure
that urban public services can be equal and fair. 'e plu-
ralistic and dualistic public service systems are not beneficial
for the integration of the transferred labor force into the
cities and towns and do not reflect the original intention of
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equality and fairness as well.'e government should provide
reasonable public service for the employment of rural mi-
grant workers in cities and towns, expand the scope of urban
public service, and effectively attract rural migrant workers
to integrate into cities and towns from the aspects of chil-
dren’s school enrollment, health care, and culture. 'e first
one is to guarantee the children of migrant workers to attend
school. 'e government should formulate policies to ensure
that the children of migrant workers enjoy the same rights in
education as urban residents. 'e government should in-
crease financial input to ensure compulsory education,
vocational education, and higher education for the children
of migrant workers and give them appropriate educational
subsidies. It is fine to formulate a reward system to en-
courage urban schools to admit migrant workers’ children to
school and implement a free system for migrant workers’
children to receive vocational education. Secondly, it must
ensure that migrant workers and their families enjoy the
same medical treatment. 'e government should encourage
the community to build a medical care system including
migrant workers’ medical care, help them solve the medical
problems in the city, and make sure that they can devote
themselves to the urban construction healthily. 'e

government should provide the children of migrant workers
equal medical and epidemic prevention treatment and so
other social services for free. 'en, migrant workers will be
satisfied with public services in urban areas. 'irdly, en-
courage migrant workers to actively participate in com-
munity activities, requesting communities to eliminate
discrimination, actively absorbing migrant workers to
participate in community cultural activities, and ensuring
that migrant workers enjoy equal cultural rights and in-
terests in cities, so as to gradually integrate into urban life.
Establish urban household registration, housing, and social
security systems for migrant workers. Housing and social
security are the main obstacles for the new generation of
migrant workers to be urban residents. 'erefore, the
government should set up the urban housing and social
security system to speed up the process. Firstly, the gov-
ernment should start from the supply side to provide
housing security for the new generation of migrant workers
in urban. 'e government should increase the construction
of public rental housing, low-cost housing, affordable
housing, and price-restricted housing in response to the
demand of migrant workers and encourage them to pur-
chase housing in cities and towns. At the same time, the

Table 5: Statistical table of logit model regression analysis results.

Urban identity Intention to settle in the city Into the space of the city
Regression 1 Regression 1 Regression 1 Regression 1 Regression 1 Regression 1

Age 0.0005∗∗∗
(0.0016)

0.0004
(0.0014)

0.0059∗∗∗
(0.0019)

−0.0049∗∗∗
(0.0069)

0.0109∗∗∗
(0.0015)

−0.0059
(0.0059)

Marri 0.0425∗∗∗
(0.0316)

−0.0016
(0.0316)

0.0157∗∗∗
(0.0416)

−0.0396∗∗∗
(0.0464)

0.0633∗∗∗
(0.0267)

0.0519
(0.0615)

Edu 0.0271∗∗∗
(0.0058)

0.0226∗∗∗
(0.0066)

0.0228∗∗∗
(0.0076)

0.0996∗∗∗
(0.0316)

0.1646∗∗∗
(0.0367)

0.0593
(0.0453)

Year 0.0037∗∗∗
(0.0031)

0.0076
(0.0016)

0.0051∗∗∗
(0.0016)

0.0067∗
(0.0064)

0.0047∗∗∗
(0.0087)

0.0037∗∗∗
(0.0054)

Incom 0.0003∗∗∗
(0.0001)

−0.001∗∗∗
(0.0001)

0.0005∗∗∗
(0.0006)

−0.001∗∗∗
(0.0004)

0.0001∗∗∗
(0.0001)

−0.0003∗∗∗
(0.0004)

Hous 0.1066∗∗∗
(0.0273)

0.2166∗∗∗
(0.0273)

0.1024∗∗∗
(0.0273)

Rate −0.0051∗∗∗
(0.0006)

−0.0020∗∗∗
(0.0004)

−0.0009∗∗∗
(0.0007)

Safe −0.0951∗∗
(0.0006)

0.0762∗∗
(0.0004)

−0.0824∗∗
(0.0005)

Prob> chi2 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Sample size 900 436 464
Note. T value in parentheses, ∗, ∗∗ and ∗∗∗ are significant at the levels of 10%, 5%, and 1%, respectively.

Table 6: 'e groups and urban differences of inhibition effect of spatial embeddedness of the new generation of migrant workers.

Variable Group Inhibitory effect Standard error Group Inhibitory effect Standard error

Living “Post-90” 0.1516∗ 0.0257 Big city 0.1073∗ 0.0316
“Post-80” 0.1054 0.0336 Small and medium cities 0.1590 0.0368

Profession “Post-90” −0.0a110∗ 0.0005 Big city −0.0007 0.0005
“Post-80” −0.0016 0.0006 Small and medium cities −0.0002 0.0006

Life “Post-90” 0.0471 0.0823 Big city 0.0067 0.0476
“Post-80” −0.0504 0.0307 Small and medium cities −0.0525 0.0505
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government should encourage employers to provide mi-
grant workers with dormitories that meet the needs of
modern life or provide them with rental subsidies, so as to
effectively break one of the bottlenecks of migrant workers
integration. Secondly, the government should conduct top-
level design and construct the support policy, which is
helpful for migrant workers to buy their own house. 'e
local government may, according to the whole working life
cycle, encourage the employers to pay a certain proportion
of housing subsidies for the migrant workers and help the
migrant workers establish a corresponding public reserve
fund system, thereby helping the migrant workers to buy
houses in cities and towns. 'e government should for-
mulate policies to reduce or exempt relevant taxes and
encourage migrant workers to purchase limited-price urban
housing or affordable housing. Financial institutions shall be
encouraged to provide long-term and low-interest loans for
rural migrant workers to purchase houses in cities and
towns. 'irdly, the government should establish the urban
employment medical system and the industrial injury
medical insurance system for rural migrant workers, so as to
ensure that rural migrant workers, if they encounter in-
dustrial injury or other occupational diseases, can be treated
in time and receive corresponding compensation.'e fourth
is to encourage employers to pay endowment insurance
according to a certain proportion for migrant workers, so as
to build a minimum foundation for transformation. At the
same time, the government should provide necessary relief
for migrant workers during their employment in cities and
towns, as well as social relief for families or individuals in
special circumstances.

6. Conclusion

Based on the perspective of urban space theory, this paper
constructs the conceptual model and measures the model of
spatial embeddedness fit and inhibition. 'rough a ques-
tionnaire survey on the transformation of the new gener-
ation of migrant workers in some cities in the “Yangtze River
Delta” region, from the perspective of right demand and
policy supply, this paper investigates the degree of inte-
gration and inhibition of the transformation of urban spatial
embeddedness by the “Post-80s” and “Post-90s” migrant
workers, as well as the differences between groups and cities
in the process of new urbanization.

'e measurement of the fit effect of the new generation
of migrant workers’ urban spatial embeddedness shows that
the basic rights demand of the new generation of migrant
workers’ urban spatial embeddedness has a positive impact
on the realization of their citizens’ transformation will. 'e
higher the education level is, the more they like living in the
city. 'e longer they live in city, the more urgent they are
eager for house, occupation, and other needs. From the
perspective of the supply of citizenization policy, the effect of
the supply of housing, occupation and life-related citize-
nization policy on the demand of basic rights of the new
generation of migrant workers embedded in urban space is
positive, and it has an important influence on the realization
of citizens’ will to transform. However, there is an obvious

imbalance between the demand and policy supply of the
three basic rights. 'e empirical test on the spatial inhibition
effect of the new generation of migrant workers in the
process of urban transformation shows that the age, edu-
cation, length of urban residence, income, and marital status
of the new generation of migrant workers have some in-
fluence on their spatial embeddedness in the city. From the
perspective of “urban spatial inhibition effect,” the current
policy of urbanization is a double-edged sword, and it also
has a certain degree of inhibition to the new generation of
migrant workers.

“Post-90s” and “Post-80s” migrant workers have obvious
difference in the fit effect of urban spatial embeddedness.
First, the “Post-90s” and “Post-80s” need to focus on their
own. 'e second is that the “Post-80s” are better than the
“Post-90s” in terms of the policy universality they enjoy.
'erefore, the above results of the new generation of migrant
workers urban transformation of the spatial inhibition show
that the policy inhibition effect of the “post-90s” is more
obvious. From the view of city scale, the restraining effect of
citizen transformation policy is different in different cities.
Overall, the restraining effect is smaller in medium and small
cities than that of big cities. In other words, if the new
generation of migrant workers want to settle down in small-
and medium-sized cities, the cost of transforming citizens is
relatively small.
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Most of the existing results were related to the impact of land storms on sediment, and few explained the impact of storms on
sediment movement and its formation law from the mechanism. At present, the research on the impact of storm on sediment
suspension on the North Bank of Longkou City in the south of Bohai Sea was not clear. �erefore, this study aimed to explore the
formation and mechanism of storm on suspended sediment from the perspective of hydrodynamic characteristics and sediment
distribution by monitoring the impact of storm on sediment suspension in the south of Bohai Sea. A storm with wind speeds of
4.5–13.5m/s occurred in the coastal area of the north side of Longkou City located in Southern Bohai Sea in April, 2015.
Suspended sediment samples were obtained using automatic samplers, and the results showed that the suspended sediment
content was 7.8mg/L under normal weather conditions, which reached 121.2mg/L at the highest during the storm event. Waves
and tides were synchronously observed by acoustic Doppler current meter. Wave height was more closely correlated with wind
speed when the wind veered to north, and the maximum wave height was 243 cm. �e reciprocating motion of the current at the
sampling site was strong, with the maximum current speed of 43.8 cm/s and a water depth of 10m. �e results of laser analysis
showed that the bottom sediments were composed of 92% sand and 8% silt, with a medium diameter of 0.102mm. From the
experimental observation and result analysis, it was known that the strong dynamic process during storm surge led to the
movement of sediment surface and the resuspension of sediment.

1. Introduction

For a long time, the plateau sediment around the Yellow
River Basin has been �owing into the Bohai Sea, and the
Yellow River Delta of more than 5000 square kilometers has
been formed. �e long-term interaction between marine
geological and biological resources is the main channel for
the formation of di�erent geological and chemical deltas.
As the intersection area of logistics and energy �ow, the
delta is a�ected by di�erent spheres of the Earth, which
makes the land and ocean interact with each other,

resulting in a certain impact on the ecology and envi-
ronment. �e delta region is greatly a�ected by human life
and climate change.

Storms have a large e�ect on sediment movement [1].
Strong cyclonic wind stress accelerates sediment resus-
pension, and the concentration of suspended particles in the
seawater column might be increased by dozens of times
during and after storms [2, 3]. Under wind speeds of 5–15m/
s and wave heights of 50–150 cm, the suspended content in
the Yellow River Delta reached 5.7–49.6 kg/m3, which is
10–100 times higher than that under normal weather
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conditions [2]. Sediment resuspension may cause various
problems to ocean engineering. For example, scour around
piles and pipelines and deposition in harbors and channels
occurred in the Yellow River Delta during storms. In Oc-
tober 2006, 1.2m of sediment was deposited in a test channel
with a depth of 2.5m in only 10 days during a storm after it
had been dredged for 1 month [4].

+e Bohai Sea belongs to a semiclosed inland sea zone,
which has been affected by gale climate for a long time.
Storms in the Bohai Sea generally occur in winter every year
and last about half a year. On average, there are about 6
storms above grade 8 every year [5]. +e waves generated by
storms in the Bohai Sea can reach about 7m. +e research
shows that the marine dynamic seasonality is obvious. +e
average water depth in the Bohai Sea area is about 18m. +e
sediments are more vulnerable to the impact of waves than
other sea areas. +e sediment suspension is the result of the
impact of storms on the sediments, which leads to certain
changes in the structure of sediments in the Yellow River
Delta and Bohai Sea. Storm surges in the southwest Bohai
Sea are larger than those in the north [6]. Longkou Port, sea
embankments, and the intake of Longkou Power Plant were
all located in coastal area of the north side of Longkou City,
Southern Bohai Sea, China. Erosion and collapse of em-
bankments, siltation of navigable waterways, and abrasion of
the inner wall of the circulating water pipelinemay be caused
by sediment resuspension. According to the statistical data
of Longkou Ocean Station, the annual average of wind speed
in this area is 6.4m/s, and the maximumwind speed is 28m/
s. +e occurrence frequency of strong wind of force six or
above (the speed is more than 10.8m/s) is 8.44%, and the
occurrence frequency of gale-force wind (the speed is more
than 13.9m/s) is 4.54%. +us, sediment movement during
storms is the key question in marine science research in this
area. However, to date, it is still unclear how much sediment
can be suspended into water column of the north side of
Longkou City, and how the suspended sediments are dis-
tributed temporally and spatially during storms in this area.
+erefore, the research on the diffusion of suspended sed-
iment and its effect on the formation of surrounding
landform has important theoretical significance and appli-
cation value.

At present, there are few studies on the impact of storms
on sediments in the Delta and Bohai Sea and the law of
sediment suspension movement. In this study, the effects of
storm on sediment suspension in coastal area of the north
side of Longkou City located in Southern Bohai Sea and the
possible mechanisms were researched. First, the suspended
sediment contents during and after a storm event in April
2015 were detected and compared with that during normal
weather conditions. +en, winds, waves, and tides were
synchronously observed and correlation analyses between
those indexes were carried out, to explore the possible
mechanisms of sediment resuspension from the perspec-
tives of hydrodynamic characteristics. Last, source, com-
position, and particle size of sediment were discussed, to
further explore the possible mechanisms of sediment
resuspension from the perspectives of sediment
characteristics.

2. Materials and Methods

2.1. SamplingTimeandSamplingSite. In order to explore the
influence of storm, wave, and other factors on the change of
suspended sediment content, the experiment is mainly
carried out under the adverse weather conditions in the
coastal area north of Longkou City in the south of Bohai Sea,
and different stations are selected to observe the relevant
indicators in this area. According to the hydrological and
meteorological forecast, the coastal area of the north side of
Longkou City, Southern Bohai Seat, was expected to ex-
perience strong winds on April 11–14, 2015. +erefore, the
wind, wave, tide, and suspended sediment were observed
from 20 : 00 on April 11, 2015 to 02 : 00 on April 14, 2015.
During the test, the observation indexes mainly include
suspended sediment, wind speed and direction. Among
them, the samples for sediment sampling are mainly sus-
pended sediment, and the sampling point is the same as that
of wave and tide observation station (station 1), while the
wind speed and direction data are from Longkou hydro-
meteorological station (station 2), which is located about
8 km west of station 1. To study the suspended sediment
characteristics under normal weather conditions and make
comparisons to those during storms, suspended sediment
sampling was carried out at 09 : 00 on April 10 (before the
storm) and 9 : 00 on April 15 (after the storm), and sus-
pended sediment data were also collected and analyzed from
four nearby stations (station 3–6) set up by our team during
good weather conditions in June 2004. Bottom sediment was
sampled from seven stations (No. 7–13) along a cross section
of the suspended sediment sampling station (station 1)
during normal weather conditions in April 2015 for analysis
of sediment composition and particle size. As shown in
Figure 1, this is the basic distribution of the sampling station
map. Table 1 shows the basic geographic information of the
sampling station.

Figure 2 shows the process diagram of water exchange in
the Bohai Sea and other sea areas.

+e experiment is mainly completed by outdoor sam-
pling and indoor analysis. Outdoor sampling mainly mea-
sures the flow velocity and direction of water meter, water
and underwater at each station. +e direct reading current
meter is used to observe the flow velocity and direction. +e
measurement range of flow velocity is 0.05–3.5m/s, the
accuracy is +2.5%, the measurement range of flow direction
is 0–360°, and the accuracy is +5°. At the same time, water
samples are collected at different water levels for indoor
measurement of suspended sediment content and salinity.
Among them, the salinity is measured by a salinometer with
a measurement range of 2.5–45.5 psu and a measurement
accuracy of 0.01 psu. +e suspended sediment content is
treated by suction filtration, drying, and weighing. +e di-
ameter of the filter membrane is 45mm and the pore di-
ameter is 0.55 μm fiber double filter membrane, the lower
filter membrane is used for correction, and the weighing is
carried out on the balance. +e water depth is measured by
single frequency sounder. Suspended sediment samples were
obtained using an improved MULTI-LIMNOS automatic
sampler (Hydro-bios, German). +e samples were filtered
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with the filter membrane of 0.45 μm pore size and dried in
the laboratory to calculate the suspended content. +e au-
tomatic water samplers are easy to be damaged under bad
weather conditions. Especially, the sample bottles may fall
off from the sampler due to the strong current. +us, the
automatic sampler was reinforced with antiwave grid
structure (patent of China: 201320886378.7) and set up using
an anchor system at approximately 1.5m above the seabed to
ensure the collection of suspended samples during storms.

+e automatic water sampler was equipped with ten
sampler bottoms, each with a volume of 1 L. Two rubber
tubes were installed in the mouth of the sampler bottom, one
of which was water inlet and the other was exhaust tube.

Before the water sample was collected, the two tubes both
were bent and fixed in bow-shaped knot to ensure that the
sampler bottom was closed. When the predetermined time
was coming, the tubes opened to collect water sample and
exhaust the air. +e process for each bottle to obtain enough
water sample was about 10 minutes, and the ball valve
floated to block the inlet when the bottle was full-filled. +e
sampling interval during the storm event was 6 hours. +e
sampling of the suspended sediment in normal weather
conditions in a spring tide lasted for 25 hours with a
sampling interval of 1 hour, and the average suspended
sediment content was calculated to represent the baseline
under normal weather conditions.
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Figure 1: Map of sampling stations.

Table 1: Geographical information of sampling stations.

Station East longitude North latitude
1∗ 120°18.645′ 37°41.696′
2# 120°13.300′ 37°41.200′
3& 120°17.862′ 37°41.719′
4& 120°18.934′ 37°41.866′
5& 120°18.909′ 37°42.859′
6& 120°20.127′ 37°41.824′
7¤ 120°18.924′ 37°42.947′
8¤ 120°18.957′ 37°42.466′
9¤ 120°18.945′ 37°42.142′
10¤ 120°18.947′ 37°41.834′
11¤ 120°18.938′ 37°41.648′
12¤ 120°18.939′ 37°41.500′
13¤ 120°18.933′ 37°41.345′
∗Collected data: wave, tide, and suspended sediment during storm. #Collected data: wind. &Collected data: suspended sediment under normal weather
conditions. ¤Collected data: average sediment concentration, sediment composition, and particle size.
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2.2. Collection and Observation of Wind and Hydrodynamics
Data. In addition, wind speed, wind direction, and other
important indicators affecting suspended sediment content
were observed during the experiment. Wave direction, wave
height (H1/10), current velocity, and current direction were
obtained by a WHS600-1-UG57 acoustic Doppler current
profiler (ADCP, RDI, USA) placed at the bottom of the
seabed, with the sampling frequency of 2Hz and the ob-
serving frequency of 1 h.Water level was observed by a TGR-
2050 self-capacitance tide gauge (RBR, Canada) placed at the
bottom of the seabed, with the observing frequency of
10min.

2.3. Analysis of Bottom Sediment Composition and Particle
Size. A total of seven bottom sediment samples were ob-
tained with a grab sampler along the cross section. +e
sediment composition and particle size was analyzed in the
laboratory by a laser analyzer (GSL–101Bi).

3. Results and Discussion

In order to facilitate analysis and comparison, the obser-
vation data of some stations with the same location of
continuous stations during sampling in summer 2010 and
winter 2015 are selected for comparison, and the average
sediment concentration and its changes of these stations are
selected for comparative study. +e comparison results are
shown in Table 2.

According to the observation and statistics results in
Table 2, the concentration of suspended sediment in Bohai
Sea area in winter is significantly higher than that in
summer. +e results of sampling data from different ob-
servation stations show that the average sediment concen-
tration in winter in the inlet area is about 25 times higher
than that in summer, while that in other observation stations
is about 15 times higher than that in summer.

During the period of water and sediment regulation in
the surrounding waters of the Bohai Sea in summer, the
diffusion range of sediment into the sea is small. In the
sediment content of the surface and middle water body of
the sea, except that the sediment content near the coast is
greater than 15mg/L, the sediment content in most other
areas is less than 3mg/L. Although the bottom sediment
concentration of the seabed is mostly greater than 3mg/L,
the range of water areas with sediment concentration greater

than 15mg/L is basically the same as that of the surface and
middle layers. However, in winter, the sediment concen-
tration of the experimental observation station is greater
than 15mg/L in all layers of the water body, and the water
area with sediment concentration greater than 80mg/L near
the coast is significantly greater than the water area with
sediment concentration of 15mg/L in summer.

In order to observe the movement law of suspended
sediment in different seasons, the changes of sediment flux at
different stations in summer and winter are compared in the
experiment, as shown in Table 3.

According to the observation results of sediment flux
changes at different stations, during the water and sediment
regulation in summer, except that the sediment flux at the
observation station near the sea inlet is less than that in
summer, the sediment flux at other stations in winter is
3–120 times that in summer, as shown in Table 3. +e
observation results show that the suspended sediment flux
increases significantly at stations with shallow water depth,
which is more than 8 times that in summer and up to 120
times. Meanwhile, during the period of water and sediment
regulation, the suspended sediment flux is affected by the
flow velocity and direction, and the suspended sediment
mainly moves from nearshore to offshore.

3.1. Wind. Based on the data from Longkou hydrometeo-
rology station, there were 3 stages of storms during the
observation period, as shown in Figure 3. During stage 1
(from 20 : 00 on April 11 to 08 : 00 on April 12), the wind
speed was increased abruptly with a maximum value of
13.5m/s at the end. A steering effect was observed as the
wind changed from partial southern direction at stage 1 to
partial northern direction at stage 2 (from 08 : 00 on April 12
to 02 : 00 on April 13) and stage 3 (from 02 : 00 on April 13 to
02 : 00 on April 14). +e velocity was kept on a high plane
ranging from 11.0m/s to 13.5m/s at stage 2, and then the
wind speed was decreased gradually to 4.5m/s at stage 3.

3.2. Suspended Sediment Content. In order to explore the
suspended sediment content and its variation law, the
suspended sediment concentration at different observation
stations was tested. According to the experimental sampling
results, the low concentration suspended sediment waters on
the surface of the station occupy most of the Bohai Sea area,

Bohai sea Yellow sea

Runoff

Runoff

RainfalllEvaporation
capacity

Runoff of the yellow
River into the sea

Figure 2: +e observed wind direction and speed during the observation under the storm.
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and the areas with high sediment concentration are mainly
concentrated near the coast and the estuary. +e high
concentration sediment at the sea inlet is mainly distributed
in the sea and its north and south sides. +e sediment
concentration near the sea inlet is the highest, but the
distribution is limited. Medium concentration sediment is
mainly distributed within 10–20 km from the shore, and the
sea area with sediment concentration less than 5mg/L is
generally beyond 20 km, especially in the area of washed
fresh water, with relatively low sediment content. +e ex-
perimental results show that the distribution characteristics
of sediment concentration in the middle water area are
basically consistent with that in the surface. +e sediment
concentration in the bottom water area is significantly
higher than that in the surface and middle water areas. +e
sediment concentration in some areas of the estuary can
reach 6500mg/L, while the water area with sediment con-
centration >5mg/L has a large distribution range.

According to the data sampled from different stations,
the suspended sediment content during the storm is sig-
nificantly higher than that under normal weather condi-
tions, as shown in Table 4. +e suspended sediment content
before the storm (April 10) was determined to be 7.8mg/L,
which was consistent with the results from the four nearby
stations during good weather conditions in June 2004
(7.3mg/L–27.6mg/L), as shown in Table 5. During the
storm event, the suspended sediment content varied from
17.6mg/L to 121.2mg/L, as shown in Table 4. To be specific,
on the first two days of the storm occurrence (April 11 and
12), the suspended sediment content was around 20mg/L,
slightly increased compared with that before the storm, but
it was still in the range of suspended sediment content
during good weather conditions according to the obser-
vation of June 2004. Conversely, on the last two days of the
storm occurrence (April 13 and 14), the suspended sedi-
ment content was increased markedly to at least 54.4mg/L,

Table 2: Comparison of sediment concentration between summer 2010 and winter 2015.

Station Average sediment concentration in summer of 2010 (mg/L) Average sediment concentration in winter of 2015 (mg/L)
7 16.1 342.6
8 13.5 241.8
9 23.7 586.4
10 9.3 143.7
11 8.5 119.4
12 16.3 303.6
13 12.8 218.5

Table 3: Comparison of sediment flux between summer 2010 and winter 2015.

Station
Sediment flux in summer 2010 (mg/L) Sediment flux in summer 2015 (mg/L)

Size (kg/m/s) Direction (˚) Size (kg/m/s) Direction (˚)
7 0.18 158.4 5.64 167.2
8 0.43 238.7 8.39 135.6
9 0.27 196.5 5.17 179.5
10 0.14 214.3 6.28 95.3
11 0.06 318.6 5.14 126.5
12 0.07 194.5 6.46 135.9
13 0.06 316.7 5.27 103.6
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Figure 3: +e observed wind direction and speed during the observation under the storm.
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and the maximum value of 121.2mg/L appeared at 20 : 00
on April 13.

Combined with the influence of storm factors and
seasons on the variation of suspended sediment content, the
results show that the sediment content in winter is signif-
icantly higher than that in summer. Among them, the
suspended sediment at the entrance observation station in
winter is 15 times higher than that in summer. +e sediment
in winter is greatly affected by the change of wind direction
and wind force, while the sediment in summer is also af-
fected by wind direction and wind force, but it is smaller
than that in winter. +erefore, winter is the main season for
sediment transport in the Bohai Sea area, and the transport
of suspended sediment to the southern sea area mainly
occurs in winter, which is basically consistent with the
variation law of sediment in the east coast of China.

3.3. Wave, Current, and Water Level. According to the
sediment concentration in the corresponding layer of each
observation station and the influence of sediment content on
water body density [7–9], the water body density of the
observation station can be calculated, and the calculation
formula is as follows:

ρw � ρz + sc 1 −
ρz

ρ0
 , (1)

where ρw denotes the density of water body and ρz is the
seawater density calculated according to the parameters such
as temperature, salinity, and pressure, using the interna-
tional seawater equation of state. sc is the sediment content
and ρ0 is the sediment density constant.

Consistent with the wind, there were 3 stages of wave
process during the observation period, as shown in Fig-
ure 4. During stage 1 (from 20 : 00 on April 11 to 02 : 00 on
April 13), the wave height was increased significantly with
a maximum value of 1.82m at the end. +e wave height
was kept on a high plane ranging from 1.68m to 2.43m at
stage 2 (from 02 : 00 on April 13 to 14 : 00 on April 13),
with the maximum appearing when the wave direction
was north-north-east, and then it was decreased gradually
at stage 3. Statistics showed that the wave lasted for ap-
proximately 21 hours with a significant wave height of
more than 100 cm.

+e reciprocating motion of the current at the sampling
site was strong. Normally, the direction of flood current was
north-west and the direction of ebb current was north-east.
+e effects of storm on flow direction and velocity was
significant on the last two days of the storm occurrence
(April 13 and 14). Specifically, under the influence of par-
tially north wind, the flow direction in April 13 is eastern-
biased, and the current speed was accelerated, with the
maximum current speed of approximately 43.8 cm/s
appearing at 17 : 00 on April 13.

Under normal weather conditions, depth of water
changed between 9.3m and 10.0m. During the storm, there
was a clear additional water level increase apart from the
tidal level change. For example, the storm caused the low tide
level at 20 : 00 on April 12 to be increased by approximately
30 cm, and the subsequent high tide level in the small hours
of April 13 also rose by approximately 40 cm. As shown in
Figure 5, the observed current direction, current speed, and
water level during the observation under the storm are
described.

Table 4: Suspended sediment content before, during, and after the storm surge in April, 2015.

Period
Sampling time

Sampling water depth (m) Suspended sediment content (mg/L)
Day Hour

Before the storm April 10, 2015 09 : 00 9.1 7.8

During the storm

April 11, 2015 20 : 00 8.8 26.8

April 12, 2015

02 : 00 9.4 20.0
08 : 00 9.1 17.6
14 : 00 9.2 21.2
20 : 00 9.1 20.8

April 13, 2015

02 : 00 9.7 98.8
08 : 00 ∗
14 : 00 9.5 60.0
20 : 00 9.2 121.2

April 14, 2015 02 : 00 9.4 54.4
After the storm April 15, 2015 09 : 00 9.3 28.0
∗Data at 08 : 00 in April 13, 2015, were not used in the analysis because the bottle did not open during the observation period.

Table 5: Suspended sediment content in normal weather conditions in June 2004.

Station
Average suspended sediment content (mg/L)

Spring tide Neap tide
3 14.1 7.3
4 15.1 11.7
5 15.6 14.0
6 21.4 27.6
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According to the experimental results and existing
studies, there is a positive correlation between the force
causing sediment movement and wave height. In other
words, the higher the waves, the greater the sediment in-
cipient motion and the higher the suspended sediment
content [10]. It can be seen that hydrodynamics was closely
correlated with wind especially when the wind veered to
north, with lag phases of about 6 h for wave and 12 h for
current. +en, the seafloor particles were carried by storm-
driven wave and current and resuspended in the seawater,
resulting in an order-of-magnitude increase in suspended
sediment content [11, 12].

It is known from the existing research that during the
period of water and sediment regulation, the runoff in the
Bohai Sea is large. In the process of ebb tide, the runoff into
the sea enters the relevant observation stations due to factors
such as high temperature, low salt, and high sediment

concentration. As the runoff from the Bohai Sea mainly
diffuses on the surface of the water body, there is an obvious
density difference between the low-density water body with
high temperature and low salt on the surface of the ob-
servation station and the high-density seawater with high
salt and low temperature on the lower layer, and a density
thermocline is formed in a certain water depth [13]. +e
sediment entering the sea is gradually deposited during
diffusion. When the sediment settles to the pycnocline, due
to the difference of water density, the suspended sediment
cannot continue to settle due to the reverse action of the
pycnocline and then form a suspended state near the pyc-
nocline. +e research shows that the shear front usually
causes a large amount of sedimentation of suspended sed-
iment in the water body, which leads to the rapid sedi-
mentation of surface sediment, the destruction of layered
structure, the continuous downward diffusion of upper

0

50

100

150

200

250

300

350

19:00 1:00 7:00 13:00 19:00 1:00 7:00 13:00 19:00 1:00

April 12

7

7.5

8

8.5

9

9.5

10

10.5

11

W
at

er
 le

ve
l (

m
)

Current velocity

Current direction

Water level

Cu
rr

en
t v

el
oc

ity
 (m

/s
) /

 d
ire

ct
io

n 
(o ) 

April 14April 13

Figure 5: +e observed current direction, current speed, and water level during the observation under the storm.

0

0.5

1

1.5

2

2.5

3

19:00 1:00 7:00 13:00 19:00 1:00 7:00 13:00 19:00 1:00
150

200

250

300

350

400

450

W
av

e d
ire

ct
io

n 
(o ) 

Wave height
Wave direction

W
av

e h
ei

gh
t (

m
)

April 14April 13April 12

Figure 4: +e observed wave direction and height during the observation under the storm.

Mathematical Problems in Engineering 7



water body, the continuous increase of temperature and
sediment content of lower water body, and the gradual
decrease of salinity [14]. It can be seen that the sediment
content of the water body after being affected by the shear
front shows a downward trend. In the process of diffusion to
the sea, due to the capture effect of the circulation, most of
the sediment entering the sea is deposited in the area about
15 km away from the estuary. At the same time, because the
high concentration of suspended sediment generally cannot
reach the surface of the water body, these sediments are
mainly distributed in the water area below the thermocline
[15, 16].

From the density distribution of water body and the
vertical distribution law of velocity, in order to reflect the
vertical structure difference of water body, the vertical co-
efficient of water body Vw can be calculated according to the
following formula:

Vw � −
g/ρw(  dρw/du( 

(dy/du)
2 , (2)

where ρw indicates the density of water body, y is the
horizontal velocity of water body, and u is positive upward.
+e denominator reflects the sediment flow caused by the
flow velocity of the water body, and the numerator reflects
the stratification structure strength caused by the change of
water density. When Vw > 0.3, it means that the intensity of
water body stratification structure is greater than the sedi-
ment flow caused by the action of water velocity; at this time,
it is mainly stratified structure. While Vw ≤ 0.3 means that
the water body is mainly sediment flow.

3.4. Bottom Sediment Composition and Particle Size.
According to Shepard’s ternary diagrams, S (sand), TS (silty
sand), and ST (sandy silt) were successively distributed along
themeasured section [17].+e sand content decreased, while
the silt, which can be suspended, increased with the offshore
distance and the water depth along the section. Station 9, the
nearest bottom sediment sampling site to the suspended
sediment sampling site (station 1), was located in shallow sea
area around the 10m depth contour, where the bottom
sediments were composed of a large amount of sand (92%)
and a small amount of silt (8%).

+e particle size of the bottom sediments in the study
area became finer from the coast to the sea. Station 9, the
nearest bottom sediment sampling site to the suspended
sediment sampling site (station 1), was located in shallow sea
area around the 10m depth contour, where the medium
diameter (Md) was about 3.3 φ (0.102mm). As shown in
Figure 6, the composition and medium diameter of the
bottom sediment along the cross-section are described.

According to the Misaki Sato’s empirical formula
[18, 19], 2.0m-high wave can cause sediment surface
movement with a particle size of 0.1mm under a water depth
of 10m, and intense movement of sediment with a particle
size of 0.1mm under a water depth of 10m will be induced
by wave with a height of 2.8m, as shown in Table 6.

+e water depth of sediment surface movement is cal-
culated as

H0

L0
� 1.35

dm

L0
 

1/3

sinh
2πDC

L
  ·

H0

H
. (3)

+e water depth of sediment intense movement is cal-
culated as

H0

L0
� 2.40

dm

L0
 

1/3

sinh
2πDC

L
  ·

H0

H
, (4)

where H0 denotes the deep-water wave height, L0 is the
deep-water wave length, H represents the wave height at the
calculation point, L shows water depth at the calculation
point, DC indicates the water depth of sediment movement,
and dm expresses the medium diameter of bottom sediment.

During the observation period in this study, the maxi-
mum wind speed was 13.5m/s, and the maximum wave
height was 2.43m, leading to the sediment surface move-
ment of station 1. +is is just a representative of wind and
wave with moderate intensity in coastal area of the north
side of Longkou City. According to the statistical data of
Longkou Ocean Station, the occurrence frequency of wind
with the speed of more than 10.8m/s is 8.44%, the occur-
rence frequency of wave with the height of more than 2m is
8.7%, and the maximum wave height is 7.2m, as shown in
Table 7. +us, it is reasonable to suspect that the suspended
sediment content measured in April 2015 is far from the
maximum for the study area, and more seabed sediments
will be suspended under stronger storm events, especially
when sediment intense movement is caused by wave ranging
from 2.8m to 7.2m.

According to the sediment content measured by some
scholars in summer and the estimated water outflow from
the Bohai Sea, the sediment flux from the Bohai Sea to the
Yellow Sea can be calculated, which is basically consistent
with the observation results in this paper. +is shows that
although the observation stations selected in this experiment
are different from previous studies, the observation results
are basically consistent.

Although the amount of sediment entering the sea of the
Yellow River is decreasing, its impact on the sediment
content in the Bohai Sea is not significant [20, 21]. +e
predecessors did not consider the seasonal variation of
suspended sediment content and flow in the study area,
which makes the calculation of sediment content inaccurate.
In addition, the material transported from the Bohai Sea to
the Yellow Sea is mainly the suspended sediment from the
Yellow River into the sea caused by storms in winter [22]. In
addition to the newly deposited sediment, it also includes the
sediment from the Yellow River Delta into the sea. Com-
pared with the previous research results, this paper considers
the seasonal variation, but the experiment is mainly based on
the measured data in winter, and the continuous observation
stations selected are limited. +erefore, the calculation of
suspended sediment content and its variation affected by
storms in the Bohai Sea is also rough [23]. If we want to
obtain more accurate results, we need to observe at multiple
continuous stations in different seasons over a long period of
time in the future. Nevertheless, the observation results
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obtained in this experiment have been greatly improved
compared with previous studies, and the change of sus-
pended sediment content is obtained under the influence of
storms in winter and spring [24]. If the effects of other
seasonal storms or geological factors on the suspended
sediment content and its changes are considered, the sed-
iment content formed in the Bohai Strait may be doubled
higher than the results obtained in this paper, which is also a
problem that needs to be verified by experimental obser-
vation in the future [25–27].

4. Conclusion

Most of the existing achievements were based on the impact
of storms on land sediment, but there was a lack of research
on the impact mechanism of storms on suspended sediment.
+erefore, this paper took the sediment suspension on the
North Bank of Longkou City in the south of Bohai Sea as the
research object. By monitoring the impact of storm on
sediment suspension in the south of Bohai Sea, this paper
explored the formation and action law of storm on sus-
pended sediment from the perspective of hydrodynamic
characteristics and sediment distribution. +rough the test
sampling and analysis of different observation stations, the
results showed that under normal weather conditions, the
suspended sediment content was 7.8mg/L, reaching the
highest value of 121.2mg/L during the storm. When a storm
surge occurred in the coastal area on the north side of
Longkou City in the south of the Bohai Sea, the maximum
wind speed was 13.5m/s and the maximum wave height was
2.43m. At a water depth of 10m, the surface movement of

Table 6: Water depth of sediment movement with a particle size of 0.1mm according to wave with different heights.

H1/10 (m) Water depth of sediment surface movement (m) Water depth of sediment intense movement (m)
2.0 10.07 6.97
2.8 14.57 10.01

Table 7: Occurrence frequencies of wave with different heights in
Longkou ocean station.

Wave height Occurrence frequency
H1/10≤ 0.9m 71.66
1.0m≤H1/10< 2.0m 19.74
2.0m≤H1/10< 3.0m 5.76
H1/10≥ 3.0m 2.90
Total 100.00
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seabed sediments was caused, and the content of suspended
sediment increased to 121.2mg/L. +e test results showed
that the strong dynamic process during storm surge led to
the movement of sediment surface and the resuspension of
sediment. +e research results of the impact of storm on the
sediment suspension on the North Bank of Longkou City in
the south of Bohai Sea will have certain guiding significance
for exploring the diffusion of suspended sediment and its
impact on the formation of surrounding landform.
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A security model of multimedia education resource fusion based on multistage integration of multimedia educational resources is
constructed in this paper in the context of smart education. First, the teaching model of multimedia education resource fusion is
analyzed and the IoT communication evolution model and functional architecture model are constructed accordingly, based on
which the realization path of IoT intelligent sensing, intelligent management, emotional computing, device sharing, and vision
simulation functions for smart education are discussed. �e security model uses a decentralized cryptographic data security
sharing method based on blockchain for protection and supports blockchain to record user attributes to ensure the con�dentiality
and integrity of data. �e experimental and analytical results indicate that the scheme can e�ectively reduce the computational
overhead of smart devices while ensuring the security of data sharing. Moreover, the proposed model in the paper achieves better
performance than other methods in terms of security strength, encryption, and decryption time.

1. Introduction

In the current context of the gradual improvement of
China’s science and technology level, both the way of life and
the content of work have seen certain changes. �e appli-
cation of information technology can not only guide the
stable development of China’s social economy but also create
good conditions for the healthy development of education.
In the Internet environment, various multimedia technol-
ogies are applied in school teaching activities. �e inte-
gration of multimedia teaching resources can lead to the
reform and innovation of information-based teaching
methods. �is can cater to the development needs of the
times and set a perfect teaching system [1, 2]. Information-
based teaching is not only a single teaching technology but
also a re�ection of modern teaching methods and concepts
[3]. �is not only promotes the integration of multimedia
educational resources and classroom teaching resources but
also broadens the transmission channels of professional
subject knowledge and expands the horizons of students’
professional subject knowledge. Emphasis on the develop-
ment of the teaching model with the integration of

multimedia educational resources can enrich the educa-
tional resources of professional disciplines and achieve the
e�ectiveness of the development of the teaching model [4].

Smart education is formed by drawing on the core of the
concept of “wisdom”, integrating it closely with culture, and
extending it to the �eld of education. Smart education relies
on technology integration, which upholds the principle of
optimal collaboration, pursues the creation of thinking with
precision and personalization, and facilitates teachers to
e�ectively broaden their teaching paths. At the same time, it
uses e�cient and �exible teaching methods to provide
learners with personalized teaching services that enhance
their learning experience and stimulate their learning and
creative potential, while it implicitly guides learners to form
correct values and re�ne their thinking quality [5]. Smart
education is a new form of education that emerges from the
integration of new-generation information technologies
such as cloud computing, big data, social networks, wireless
communication, and the Internet of �ings under the
guidance of advanced educational ideas [6, 7]. �e devel-
opment of smart education has set o� the fourth wave after
digital education, mobile education, and ubiquitous
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education and has become one of the current hot spots with
the highest attention in the international education field.)e
key technologies of smart education are mainly composed of
multimedia, radio frequency identification (RFID), sensors,
network communication, data processing and fusion, etc.
)rough the use of RFID, sensors, infrared sensors, laser
scanners, global positioning systems, and other information
collection devices, any item information is connected to the
Internet for communication and interaction to achieve in-
telligent perception, identification, calculation, display,
monitoring, positioning, tracking, and management [8, 9].

)e development of smart education environment de-
pends on the development process and strength of smart
education Internet of )ings (IoT), which has developed
rapidly in China in the last decade [10]. Especially after
National Leaders inspected R&D Center, smart education
IoT has received wide attention and related research has
shown explosive growth [11]. Between 2015 and 2021,
keywords such as multimedia education resource integra-
tion, affective computing, visual simulation, smart class-
room [12], and education informatization 2.0 became the
buzzwords of smart education [13]. )is indicates the de-
velopment trend of smart education IoT on the one hand
and the era of mature application of smart education IoTon
the other hand. However, there are fewer studies to study the
functional model of IoT with the entry point of smart ed-
ucation centered on the integration of multimedia educa-
tional resources. Also, for the security of IoTeducation data,
in-depth research is needed [14].

Facing the security problem of IoT in a cloud computing
environment, many solutions have been proposed [15]. )e
literature [16] addresses the problem of IoT resource
management in cloud computing services. Literature [17]
distributed a fog resource management framework for IoT
services using dynamic resource configuration in the fog
framework to handle user requests. )ere are also crypto-
graphic-based security privacy frameworks for IoT [18]. )e
literature [19] uses blockchain combined with keyword-
based searchable attribute-based encryption (KSABE) to
achieve IoT security and privacy protection. Literature [20]
proposed a blockchain data access control scheme based on a
ciphertext-policy attribute-based encryption (CP-ABE) al-
gorithm. A blockchain-based secure verifiable data sharing
scheme for in-vehicle social networks is proposed in liter-
ature [21]. )is scheme relies on traditional trusted third-
party AA servers to manage user attributes and a cloud
service provider (CSP) to keep the attribute private keys.
)erefore, it has the risk of data leakage due to single point of
failure of the third party and malicious impersonation of
legitimate cloud service providers by attackers. Literature
[22] uses blockchain technology to ensure the integrity and
tamper-evidence of data in the CP-ABE searchable en-
cryption scheme. )e abovementioned schemes effectively
improve the security of IoT, but they are not able to resist the
problem of user impersonation attribute attacks and the
encryption of data is single algorithm or less identity
authentication.

Based on the above research, in order to improve the
security performance of the smart education IoT model

centered on the integration of multimedia educational re-
sources, this paper proposes a multistage IoT security model
based on multimedia education resource fusion. )e model
constructs the IoT communication evolution model and
functional architecture model for smart education, in which
a blockchain-based multistage decentralized cryptographic
data security sharing scheme is designed for the model,
which can effectively ensure the security of education IoT in
a cloud computing environment.

Section 2 of the paper is the state of the art, which is an
introduction to the multimedia educational resources in-
tegration features and the IoT model for smart education.
Section 3 is the methodology, which is about the security
scheme of the IoTmodel. Section 4 is the result analysis and
discussion. Section 5 is the conclusion.

2. State of the Art

Smart education relies on network technology and multi-
media technology to carry out intelligent teaching with
digital characteristics. It upholds the concept of “learner-
centered”, relies on an open teaching platform, realizes
intelligent teaching, and instantly achieves a high level of
sharing of teaching information. Relying on large-scale
digital and networked teaching, smart education realizes in-
depth teaching interaction and highlights the differentiated
features and personalized advantages of ubiquitous learning.
)rough innovative information technology, smart educa-
tion can widely acquire and precisely find teaching resources
and complete the comprehensive production of teaching
resources according to teaching needs. Moreover, in the
process of building the teaching environment, it relies on
cloud technology, various types of smart terminals, and
flexibly uses diversified teaching methods to promote the
teaching effect to achieve significant enhancement.

)e important value of IoT for smart education in the
process of promoting qualitative changes in smart education
is mainly reflected in two aspects. (1))e frontier technology
of IoT for smart education has triggered changes in edu-
cation management mode and teaching mode, profoundly
changed the learning and lifestyle of teachers and students,
and can promote the cultivation of students’ innovation
ability. (2) )e IoT for smart education has a great appli-
cation potential, which helps to better promote students’
growth, improve teaching quality and efficiency, and create a
new future for education development.

2.1. Characteristics of Multimedia Education Resource
Integration

2.1.1. Multiple Teaching Modes in Conjunction. )e smart
education model of multimedia educational resources is a
task-driven model with teaching objectives as a guide for
exploration, leading students, and teachers to move toward
the goals in the process of learning and education imple-
mentation, thus achieving the goal of good education
according to the material. )e smart education mode, re-
lying on multimedia educational resources, promotes the
diversification of professional subject education. )rough
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the cooperation of various teaching modes, including group
cooperative learning mode and contextual teaching mode,
the mode of knowledge transfers and instillation is changed,
thus driving students’ learning enthusiasm, promoting
students’ acquisition, absorption and perception of
knowledge, and thus promoting students’ effective mastery
of subject knowledge.

2.1.2. Changes in the Role. In the traditional teaching mode,
the teacher is the leader, delivering professional course
knowledge to students. In contrast, the wisdom education
mode of multimedia education resources’ integration is
different from the previous education form, which attaches
more importance to students’ subjective learning status. In
this mode of education, teachers are the organizers and
leaders of teaching, organizing teaching activities for stu-
dents, and carrying out effective theoretical and practical
teaching modes. )is allows students to rely on multimedia
educational resources to carry out effective learning mode,
so that students can continue to improve their own abilities
and qualities in independent learning.

2.1.3. Enriching Educational Resources. Multimedia educa-
tional resources are rich, innovative, comprehensive, mobile,
diverse, miniaturized, and of high quality. )is can provide
rich educational resources for the implementation of in-
telligent education mode, so as to realize the effectiveness of
professional subject education and teaching. With the fur-
ther development of information technology, multimedia
education resources are also constantly being broadened and
improved. For example, the generation of thinking and the
amount of information of network data are unimaginable.
After further research of educators, the richness and com-
prehensiveness of multimedia educational resources will be
further optimized.

2.2. IoT Communication Evolution Model and Functional
Architecture Model. )e evolution of smart education IoT
communication includes functional evolution and field
evolution. )e Internet and mobile Internet provide con-
ditions for intelligent interaction in smart education. )e
IoT communication evolution model for smart education is
shown in Figure 1.

Smart education communication is rapidly developing
based on the underlying communication protocols of
computer and communication technology. )e information
is sensed and identified through IoT PADs, RFID of smart
devices, sensors, global positioning system (GPS), pro-
grammable logic controller (PLC), etc., to obtain audio,
video, images, and other information. )e acquired infor-
mation is then proximity-propagated by Zigbee, near field
communication (NFC), and Bluetooth to the ubiquitous
sensor network (USN). Smart education IoTcommunication
evolution has gone through three stages: first, the Machine-
Machine (M2M) phase, i.e., the computer education era.
)is phase saw its sensing information evolve rapidly toward
IP-based (field evolution) and intelligent (functional

evolution) directions, respectively. )en, it enters the hu-
man-object communication stage, i.e., the network educa-
tion era. )is stage realizes communication for all Human-
Human (H2H) through telegraphic telephones, mobile
telephones, and leveraging mobile Internet and Internet, and
its perceived information continues to evolve toward
broadbandization (field evolution) and mobility (functional
evolution). Finally, it enters the education communication
stage, in which advanced teaching interaction is realized
through IPV6, educational cloud computing, and educa-
tional big data technology, and its perceived information
develops rapidly in the direction of ubiquitination and
wisdom. )is stage is also the “artificial intelli-
gence + education” era of intelligent education.

)e evolution of the communication of smart education
IoT shows the recurrence of its structural functions. )e
smart education IoT is characterized by intelligence, per-
ception, interconnection, automation, and its polymorphic
interaction function. According to the smart education IoT
evolution, the development trend of itself and the smart
education environment has been evoluted. And from the
analysis of the conceptual model of IoT, the model of IoT
architecture level (sensing layer, transmission layer, and
application layer) and the social IoT architecture model.
Starting from the analysis of smart education applications
(smart campus, smart classroom, smart laboratory, and
smart library, etc.) and smart education development ar-
chitecture, a smart education IoT functional architecture
model is constructed as shown in Figure 2.

Perception technology and wireless sensor networks
(WSN) for smart education IoT are the foundation of smart
education communication. Internet and mobile networks
are the key to human-computer interaction. Smart chips,
sensors, and GPS sense the information of smart education
environment. Zigbee, Bluetooth, WiFi, NFC, etc. transmit
information and carry out network identification, posi-
tioning, tracking, monitoring, display, and management
through “Human-)ing” (H2T), “Human-Machine”
(H2M), “)ing-Machine” (T2M), “Human-Human” (H2H),
“)ing- )ing” (T2T), and “Machine-Machine” (M2M).
M2M interactions provide services for smart learning and
meet the requirements of interactive experiences for
learners. Humanized multistate interaction often depends
on the “Human-)ing” communication equipment “intel-
ligence” and multimodal “human-computer” interaction
design. Smart education IoT provides support for natural,
convenient, and efficient interactions between people, ma-
chines, and things to achieve intelligent perception, intel-
ligent management, emotional computing, device sharing,
and vision simulation.

2.3. Function Implementation. From the smart education
IoT functional architecture model, it is found that the
functional realization paths are mainly as follows.

2.3.1. Intelligent Sensing. Intelligent sensing is the most
essential feature of smart education. Smart perception in-
cludes accurate location, comprehensive sensing, and
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reliable transmission. Smart perception senses information
about students through sensor nodes and provides students
with autonomous, personalized, and adaptive learning
services. Smart perception in smart education is mainly
manifested in three aspects: First, the smart perception of the
learning environment. Second, intelligent perception of
learning contents. )e third is the intelligent perception of
the learning context. )e three aspects are processed in
batches.)e inconsistency, incompleteness, and imprecision
in each batch of information can be cleared up before its
inference, so that the uncertainty of high-level information
can be limited to a specific degree.

2.3.2. Smart Management. )e IoT for smart education can
be built with functions such as teacher and student iden-
tification and positioning, teaching and learning process
management, learning and teaching information inquiry,
and early warning. )e intelligent management process with
the theme of teacher-student communication, teaching
evaluation, learning test, and information tracking is shown
in Figure 3.

)e mechanism of smart management is to read and
write information through RFID sensor chips, then ex-
change information with information database through
reader, and finally query, release, and present information
and management through the IOT “PC management ter-
minal” for smart education. We use sensors, RFID, and
Zigbee to integrate teachers, teaching, evaluation, commu-
nication, students, learning, testing, tracking, and other
information to a card or a smart bracelet for smart

management. At present, the common management func-
tions of IoT for smart education include the following: lo-
cation management, access management, dormitory
management, attendance management, and meeting man-
agement, etc.

2.3.3. Emotional Computing. Emotional computing collects
data and extracts information through high-precision sensor
interfaces, performs emotion computing based on the in-
formation (including face emotion recognition, gesture
action recognition, human posture recognition, voice
emotion recognition, smell emotion recognition, and touch
emotion recognition of students in universal learning ac-
tivities), and finally provides emotion computing informa-
tion to the intelligent education service platform. )e
platform is established with students’ expression database,
posture database, subject knowledge database, subject test
database, students’ knowledge level database, and students’
knowledge structure database. )rough intelligent emotion
computing and emotion-aware computing, it realizes
emotional interaction and personalized homework. Emotion
computing for intelligent education IoT includes emotion
computing of sensory channel and emotion computing of
the text channel.

2.3.4. Equipment Sharing. With big data as the core, mobile
Internet as the nerve network, education sensing network as
the nerve endings, adaptive and personalized user interac-
tion as the means, and smart education application services
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as the goal, device data computing completes the trans-
mission, analysis, storage, and display of its information.

3. Methodology

With the massive amount of data and information carried by
the Internet of )ings for smart education, coupled with its
open architecture, there are undoubtedly potential new

security and privacy issues in addition to the security issues
of traditional networks. Issues such as data confidentiality
for perceptual interactions with students and the inability to
identify and track without authorization are particularly
salient in education. Illegal users may forge RFID tags to
send information to readers, resulting in confusion in the
processing of school information systems and posing a
serious threat to the information security of teachers and
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students. )erefore, the smart education data center server
in the background must maintain a strict ban on unau-
thorized access routes and must prevent illegal access and
tampering of information to avoid illegal profitability of
educational information or loss of data information.

3.1.DecentralizedCiphertextDataSecureSharingFramework.
For the security and privacy issues of smart education IoT,
this paper proposes a decentralized data security framework.

To address the needs of decentralized data sharing, re-
sistance to user attribute forgery and tampering attacks,
frequent state changes in smart education environments,
and to achieve secure sharing effects without trusted third
parties and with low node computation, this paper con-
structs a decentralized cryptographic data sharing frame-
work for smart education models based on federal
blockchain, CP-ABE, and outsourced decryption.)e details
are shown in Figure 4. )e framework shown in Figure 4
contains three entities, namely, data owners (DO), data user
(DU), attribute authorities (AAs), and the identity-attribute
chain (IAC) with the file block (FIC).

3.1.1. Property Authority. AAs are groups of nodes that
make up the blockchain network and are also participants
and maintainers of the federated chain, consisting of a set of
high-performance servers.

AAs � Serverx|4≤x≤ t , (1)

where t is the number of servers. AAs are responsible for
managing user attributes and forwarding data between users
and the smart contracts deployed locally on them.

AAs assign the corresponding attributes according to the
user’s identity and calculate and distribute the attribute
private keys through smart contracts to record the identity
and attributes in the form of transactions on the IAC. In
addition, AAs integrate the user’s uploaded file information
and file key cipher text through smart contracts to form
transactions for uploading to FIC.

3.1.2. Data Owners (DO). DO is the data provider and has
the control of the data. DOmakes the access policy N for the
files. DOs can access the data when the attribute set S satisfies
Ni(S) � 1. DO is a set of smart devices that share data in the
smart home. DO has limited computing and storage ca-
pacity. DO can encrypt the shared files and upload them to
the cloud storage system. Considering the mobility of smart
devices, DO can dynamically join or exit the access control
system.

3.1.3. Data Users (DU). DU is a data consumer and obtains
the corresponding file by initiating a data access request. DU
owns the attribute set S. In practice, both DO and DU are
possible in an IoT model.

3.1.4. Identity Attribute Chain (IAC). Each transaction on
the IAC corresponds to a set of user’s identity attribute pairs.

)e federation chain uses a node access management
mechanism and the feature that only smart contracts can
access the identity attribute pair information to effectively
protect user privacy. In this framework, each new member
needs to register with AAs to get its own attribute private
key. )e registration process is done autonomously by AAs
invoking a smart contract, which constructs a transaction to
record the user’s identity, attribute set, and other infor-
mation and stores it on the IAC after encryption.

In addition to some information such as the generic
transaction ID, signature key, etc., the transaction infor-
mation on the IAC block contains the following.

(1) Device identifier (DID, device identity):
I D � 0, 1{ }16, a unique identifier for each user.

(2) Attribute set (ATTRS, attribute set): the set of at-
tributes corresponding to the user’s identity, ATTRS
⊆ S. When ATTRS changes, the user’s access rights
also change.

3.1.5. File Information Chain (FIC). FIC maintains the
meta-information about the user’s uploaded files
File Info � FileAddr,Keywords, hash, CNZ .

In addition to some information such as the generic
transaction ID and signature key, the transaction infor-
mation on the FIC contains the following.

FileAddr: )e address of the file on the cloud storage
system. )e user requests the corresponding encrypted file
based on this address.

A collection of document keywords, which is used to
quickly retrieve and match user request documents. Key-
words� {Keyword1, Keyword2, ...}.

hash: hash of the encrypted file, which is used to ensure
the integrity of the file and avoid missing data due to the
network. hash� SHA256 (digest(file)).

CNZ: the ciphertext of the symmetric encryption key Z
used by the user to encrypt the file.

3.2. Multistage Decentralized Ciphertext Data Security
Protection. )e blockchain-based decentralized ciphertext
data secure sharing method supports blockchain to record
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Figure 4: Decentralized ciphertext data secure sharing framework.
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user attributes, ensures data confidentiality and integrity,
and improves the efficiency of data sharing. In order to
better describe the proposed method, the conventional
encryption and decryption operations involved are defined.

Definition 1. Encopt (∙), where opt ∈ {AES, PPK}. AES
denotes the symmetric encryption AES (advanced encryp-
tion standard) algorithm and PPK denotes the execution of
the RSA encryption algorithm using the public key PPK.

Definition 2. Decopt (∙), where opt ∈ {AES, PSK}. PSK
denotes the execution of the RSA decryption algorithm
using the private key PSK.

)e proposedmethod consists of four phases: setup phase,
register phase, upload phase, and secure sharing phase.

3.2.1. Setup Phase. )e initialization process is mainly
completed to deploy smart contracts and generate system
master key pairs. )e initialization and registration process
is shown in Figure 5.

In the initialization phase, first the smart contracts SCXG,
SCFX on AAs, subsequently SCXG constructs the bilinear
cyclic group A0 of order prime p and its generating element
g and the bilinear pair mapping e: A0 ∗A0⟶ A1 with
randomly chosen g, h ∈ Ku and computes

b � a
h
, (2)

e(a, a)
g
. (3)

)e master key pair (MSK � h, ag{ }, PK � A0, a, b,

e(a, a)g})is generated. MSK is the system master key and PK
is the system public key.

3.2.2. Register Phase. When a new user joins the system, it
first sends a registration request to the AAs with its device
identifier DID, and the AAs verify the user’s identity based
on the DID.)eAAs assign the corresponding attribute set S
and public-private key pair < PPK, PSK > to the user and
forward <DID, S > to the smart contract SCXG, which selects
a random number r ∈ Ku and calculates

SZr � a
g+r/h

. (4)

For each attribute y within S, choose a random number
ry ∈ Ku and compute

SZs � ∀y ∈ S, Dy � a
r

· B(y)
ry , Dy
′ � a

ry . (5)

)e attribute private key SK � SZr, SZs  is obtained.
Finally, SCXG returns< SK, PPK, PSK> to the user via AAs
and uploads < DID, S > to IAC in the form of transactions.

3.2.3. Upload Phase. Data sharing is the process of user
uploading data. In this phase, DO first selects the key Z,
calculates Cf � EncAES(Z, file), and uploads Cf to IPFS.
Subsequently, DO encrypts Z to get CNZ.

DO choose a random number s ∈ Ku and compute

C � Ze(a, a)
gs

, (6)

C � b
s
,

CNg � C, C .
(7)

At the set J of leaf nodes of N, compute for ∀j ∈ J

Cj � a
vj(0)

,

Cj
′ � B(attr(j))

vj(0)
,

(8)

where attr(j) means to obtain the attribute corresponding to
j. Let CNs � Cj, Cj

′ , DO generates the ciphertext CNZ �

CNg, CNs , and the file information FileInfo, where Fil-
eInfo� {FileAddr, Keywords, hash, CNZ}.

In the calculation of CNs, vi(·) is constructed as follows.

(1) Starting from the root node R, choose a polynomial
vi(·) from top down for each node i of N. )e
number of times di of vi(·) is 1 smaller than its
threshold value zi, i.e., di � zi − 1.

(2) Starting from the root node R, choose a random
number, vR(0) � S, and randomly choose dR points
of vR(·) to perfect δvR(·).

(3) For other nodes i, let vi(0) � vparent(i)(index(i)) and
randomly choose di points to perfect vi(·).

Finally, DO signs the FileInfo and forwards< FileInfo, δ
DO (FileInfo)> to SCXG via AAs. SCFX verifies the signature
and uploads the FileInfo to FIC.

DU

Registration

AAs

Deployment SCXG
And SCFX

Generate system
master key pair

Generating Attribute
Private Keys

Identity attribute
uplink

MSK

PK

SZr SZs
<SK, PPK, PSK>

…

Figure 5: System initialization and user registration process.
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3.2.4. Secure Sharing Phase. Secure sharing is the process of
user access to data, the flow is as shown in Figure 6. In this
phase, DU initiates access request<DID, Keywords> to the
contract through the attribute server cluster AAs. )e SCXG

determines whether the user is registered according to the
DID. the SCFX gets the corresponding FileInfo according to
the Keywords, calculates CFI � Enc(File Info), and returns it
to DU.

DU downloads Cf via FileAddr and obtains FileInfo. To
recover Z, DU chooses a random number n ∈ Ku and
converts the attribute private key

SZ′ � SZ
n
g, SZs . (9)

Send < SZ′, CNZ > to AAs.
AAs act as a decryption outsourcing server provider

(DSP) to perform decryption calculations for each leaf node i

in N

Decrypt Leaf CNZ, SZ′, i(  � e(a, a)
rvi(0)

. (10)

)en, the result is returned to DU.

Z �
C

e C, D′
1/n

 /G

�
C

e b
s
, a

g+r/h
 /e(a, a)

rs
,

(11)

where G � e(a, a)rv(0) � e(a, a)rsand D′ � SZn
r .

Finally, DU obtains the plain text of the file.
Decrypt Leaf(CNZ′SZ′, i) is computed as follows: for

each node i in N, if i is a leaf node, let x � attr(i), then when
x ∈ S

Decrypt Leaf �
e Dx, Ci( 

e Dx
′, Ci
′( 

�
e a

r
· B(x)

rx , b
vi(0)

 

e a
rx,B(x)vi (0)

 
,

� e(a, a)
rvi(0)

.

(12)

If i is a nonleaf node, compute Fk � Decrypt Leaf(NZ,

SZ′, k) for all subnodes k of i.
Let Si be the set of subnodes of x and Si of size zi with

Fk ≠⊥. If Si does not exist, the function returns ⊥.

4. Result Analysis and Discussion

In this paper, experiments are conducted on the basis of PBC
library and CP-ABE base development kit using an elliptic
curve as y2 � x3 + x. )e experimental environment is a
dual-core CPU with 4.0GHz, 64GB RAM, and Ubuntu
18.04 64 bit operating system. In addition, AAs are used as
blockchain nodes to build a blockchain network based on the
Hyperledger-Fabric system with the use of the Byzantine
fault-tolerant consensus mechanism. )e simulation pa-
rameters for IoT are set as shown in Table 1.

4.1. Security Analysis. )is section mainly analyzes the se-
curity of the proposed scheme in terms of data confiden-
tiality, data integrity, complicity attacks, and attribute
tampering and impersonation attacks, and finally compares
it with other schemes as shown in Table 2.

It can be seen that the performance of this paper’s
scheme outperforms other schemes in several aspects such as
data confidentiality, data integrity, complicity attacks, and
attribute tampering and impersonation attacks, indicating
the effectiveness of this paper’s scheme. )is is because
literature [20, 22] have no AA to manage user attributes and
lack protection against user attribute tampering and im-
personation attacks. Literature [21] is based on a traditional
trusted third-party AA server. Its security threshold against
attribute impersonation attacks is 100%, but it is powerless
against user attribute tampering attacks. Literature [23] is
weak against attribute impersonation attacks. Literature [24]
has a security threshold of 75% against attribute tampering
attacks but is unable to resist attribute impersonation attacks
due to the absence of attribute management features. It
shows that the model security scheme in this paper can
improve the security of data access and provide a reliable
guarantee for secure data sharing under smart education.

4.2. Performance Analysis. )e experimental performance is
evaluated in terms of user encryption and decryption and the
total overhead time of the scheme for comparison, and the
experiments are conducted using a gradual increase in the
number of policy attributes.

As can be seen from Figure 7 to 9, with the increase in the
number of access policies or attributes, the time overhead on
all aspects of the proposed scheme in this paper is signifi-
cantly reduced compared to the blockchain trusted data
sharing based scheme [23] and the CP-ABE based block-
chain data access control scheme [20]. It can be seen that, in
comparison with the distributed computing-based data
sharing scheme, the scheme proposed in this paper effec-
tively reduces the computation and time cost of the sharing
process while ensuring the security of all aspects of data
sharing. Compared with blockchain-based onboard data
sharing schemes using CSP proxy computing [21, 22], the
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Figure 6: Secure sharing process.
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scheme proposed in this paper reduces user decryption time
delay based on outsourced decryption technology, which can
effectively resist the threat of data leakage due to attribute
tampering by users and malicious users stealing CSP at-
tribute private keys while ensuring data sharing efficiency.
Compared with the blockchain-based trusted data sharing
scheme [23] and the CP-ABE-based blockchain data access
control scheme [24], the scheme proposed in this paper
achieves better security against user attribute counterfeiting
and tampering, etc., and improves the reliability of
data sharing while reducing the time overhead of data
sharing.

In addition, literature [24] has the computational
overhead of user access to the network since the user is used
as a blockchain network node, which first needs to access the
blockchain network for the user with the deployment of
smart contracts before the access control occurs.

Table 2: Safety comparison.

Programs Data confidentiality
protection

Anti-conspiracy
attack

Anti-attribute tampering
attack

Data integrity
protection

Anti-attribute counterfeit
attack

[20] ✓ ✓ ✕ ✓ ✓
[21] ✓ ✓ ✕ ✓ ✓
[22] ✓ ✓ ✕ ✓ ✓
[23] ✓ ✓ ✓ ✓ ✕
[24] ✓ ✓ ✕ ✓ ✕
Proposed ✓ ✓ ✓ ✓ ✓
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Figure 7: User encryption time.
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Table 1: Simulation parameter settings.

Parameters Settings
Simulation area 1,000m× 1,000m
Number of users 50
Number of educational IoT devices 50
Number of trusted institutions 1
Number of cloud servers 2
Number of gateways 2
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)e proposed scheme uses AAs as blockchain network
nodes and users only need to interact with AAs without
becoming blockchain system nodes, thus reducing the
overall latency of the scheme and improving the efficiency of
data sharing in the smart education environment. )erefore,
the author’s proposed scheme effectively improves the ef-
ficiency in the smart education environment while ensuring
security.

5. Conclusion

With the arrival of 5G era and the rapid advancement of
education informatization 2.0, the development and appli-
cation of smart education IoT for the integration of mul-
timedia education resources has attracted great attention
from the education community at home and abroad, and
smart education will become the main development di-
rection of future education. In this paper, the evolution
model and functional architecture model of smart education
IoT are constructed and the path of functional realization of
smart education IoT is given. In the IoT model, a decen-
tralized ciphertext data security sharing scheme based on
multistage technology is designed. )e security model and
scheme ensure the confidentiality and integrity of data and
improve the efficiency of data sharing.)e experimental and
analytical results illustrate that the security model in this
paper can meet the requirements of secure data sharing in
the smart education environment. )e future work is to
improve the encryption methods in the security model to
further enhance the efficiency of security protection.
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With the substantial increase in the number of electric vehicles, the charging of electric vehicles without regulation and scale
control will bring about problems, such as overloading of distribution transformers; the proportion of new energy power
generation is also increasing year by year, and the access of new energy to the power grid will cause volatility. In order to solve the
problems above, this paper proposed a coordinated and orderly scheduling strategy considering new energy consumption, which
protects the interests of both users and the integrated power grid. First, a two-level vehicle-network interaction model considering
both supply and demand sides was established. e upper-level model optimized the indicators on the distribution grid side, and a
term of charge-discharge margin as well as grid-side load variance model was proposed.  e lower-level optimization model was
set based on the users’ condition.  e average discharge rate index was de�ned to evaluate the battery loss satisfaction in the
scheduling strategy, which fully considered users’ charging and discharging cost, and �nally achieved a win-win situation between
the power grid and the user. Secondly, the fast nondominated sorting genetic algorithm (NSGA-II) was used to �gure out the e�ect
of the strategy proposed in this paper, and a community is taken as an example for simulation. e results con�rmed the economy
and rationality of the above strategy, by rationally scheduling the charging and discharging behavior of electric vehicles,
consuming new energy, restraining the �uctuation of the remaining new energy power generation, realizing the dynamic balance
between the charging and discharging load and the output of new energy in a certain area, and �nally e�ectively suppressing the
�uctuation of the power grid load while improving the availability of clean energy.

1. Introduction

Electric vehicle (EV), as a new generation of green trans-
portation, shows unique advantages and broad application
prospects compared with traditional vehicles in terms of
changing the energy structure, saving energy, reducing emis-
sions, curbing global warming, and so on. As an important
contributor of “peak” and “carbon neutrality,” EV has been
widely valued and promoted by automobile manufacturers,
relevant departments, and energy companies.  e load growth
caused by the disorderly charging of electric vehicles, especially
during the peak period, will further increase the peak-to-valley
di�erence of the grid load, which may lead to a series of
problems like voltage drop, increased network loss, overloading
of the distribution network lines, and overloaded distribution
of transformers [1, 2].

 e traditional control method uses power generation to
track load �uctuations and adjust the system operating state. e
controllable load characteristics of electric vehicles will provide
new solutions to this problem. Managing the load of electric
vehicles to shave peaks and �ll valleys can e�ectively reduce
network losses, reducing grid operation risks, and alleviate grid
peak regulation pressure.  e grid-side energy storage-based
dispatch strategy and the user side incentives such as time-of-use
electricity prices can well solve the problem of excessive load
peak-to-valley di�erence. Load scheduling [3] is to use load to
track the change of renewable energy output. As a supplement to
power generation scheduling, it helps adjust the operating state
of the system. e time-of-use power price (TOU) [4] is another
signi�cant way to realize peak shaving and valley �lling, which
can alleviate the contradiction between supply and demand,
bringing bene�ts in many aspects.
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*rough proper scheduling of electric vehicle charging,
together with taking full use of its characteristics (distributed
energy storage and flexible scheduling), it is possible to
coordinate and optimize the scheduling of electric vehicles
and new energy sources, such as wind and solar [5], and to
further achieve the dynamic equilibrium between the
charging load and the output of new energy in a certain area.
Leveraging the advantages of flexible and adjustable electric
vehicles and huge energy storage can not only restrain the
fluctuation of the remaining new energy power generation,
but also reduce its impact on the power grid system. It can
effectively stabilize the load fluctuation of the power grid
while improving the utilization of clean energy and reducing
the negative impact of the two when they are connected to
the grid.

2. Literature Review

In terms of orderly charging and discharging scheduling of
electric vehicles, Liu [6] established a minimum model
strategy for user charging and discharging costs that takes
into account battery loss, but it is mainly based on the user
side and lacks consideration of the demand on the grid side.
Xu and Li [7] proposed an optimization strategy aiming at
minimizing the peak-to-valley difference rate of power grid
load, but in the optimization process, only the user’s re-
sponse to the peak-valley electricity price policy was ana-
lyzed, and the user’s response to the scheduling strategy was
not considered. Zhang et al. [8] employed the central limit
theorem to calculate the distribution of the charging load of
all vehicles with the goal of reducing the centralized charging
under the electricity price during the valley period as much
as possible and proposed a charging load calculation method
based on the time-of-use electricity price. Wang [9], on the
basis of user charging satisfaction and distribution network
security constraints, and with the goal of optimizing op-
erational economy, built a two-level optimization model of
distribution network-charging station based on hierarchical
management. Wang [10] analyzed the charging and dis-
charging characteristics of electric vehicles from the per-
spective of mathematical modeling and considered the
output of wind and solar power generation. However, his
scheduling optimization of electric vehicles only involved
the grid level and failed to notice the impact of the
scheduling strategy on users and the economic analysis. Bao
[11] proposed a model that achieved the mutually friendly
interaction of power between electric vehicles and the power
grid, which can calibrate the real-time active power demand
of electric vehicles and protect the stability of power grid
operation. Su et al. [12] proposed a multiobjective optimi-
zation model of dynamic TOU power price with the in-
troduction of wind and solar, which facilitates the orderly
charging of electric vehicles to achieve local consumption of
new energy.

According to the above research, this paper raised a two-
level vehicle-network interaction model that considers the
consumption of new energy sources on both supply side and
demand side comprehensively and conducted an economic
research on peak shaving and valley filling and users’

charging and discharging. *e upper-level optimization
model focused on the distribution network and was eval-
uated from the aspects of charge and discharge margin and
load variance on the grid side so as to improve the stability of
the grid operation. *e lower-level optimization model fully
considered the users’ demand, defined the battery loss
satisfaction to evaluate the battery loss cost in the V2G
response process, and realized the optimal charging and
discharging cost on the user side.

In addition, the coordinated optimal scheduling of
electric vehicles and wind-solar, that is, the proper sched-
uling of the charging and discharging behavior of electric
vehicles to absorb new energy and restrain the fluctuation of
the remaining new energy power generation, will achieve a
dynamic equilibrium between the charging and discharging
load and the output of new energy in a certain area. *e
dynamic balance between the power grid not only effectively
stabilizes the fluctuation of the grid load, but also improves
the utilization of clean energy. *e fast nondominated
sorting genetic algorithm (NSGA-II) with elite strategy is
adopted to optimize multiple objectives at the same time and
find the global optimal solution. *e strategy proposed in
this paper is analyzed and verified by numerical example
simulation, which proves that the strategy proposed in this
paper can realize peak shaving and valley filling, absorbing
wind, and solar power grid connection, effectively reducing
the pressure on the grid. Scheduling charging and dis-
charging behaviors also reduces user charging costs.

3. MathematicalModels (ElectricVehicleModel
and New Energy Model)

3.1. Electric Vehicle Load Model. *e charging behavior of
electric vehicles is mainly determined by the travel needs of
users and is also affected by factors such as device attributes and
user habits. As far as the regional power system is concerned, it
is also affected by the number and scale of electric vehicles and
the perfection of charging facilities. *e uncertainty and dif-
ference of user needs and behaviors will inevitably lead to
randomness and dispersion of charging loads. *rough the
data statistics of the travel time distribution law of electric
vehicles in residential areas in real life, and by normalizing the
statistical graph data, the electric vehicle travel time distribution
curve is fitted, and the electric vehicle loadmodel is established.
*e Monte Carlo method is used to simulate the conventional
load curve of the residential area [13–15], while the electric
vehicle information and trip plan are obtained from the electric
vehicle travel distribution model and the return distribution
model.

(1) *e travel distribution density function of electric
vehicles is

fμ1 ,σ1(td) �
1

���
2π

√
σ1

e
−

t − μ1( 
2

2σ21 .
(1)

(2) *e probability density function of the regression
distribution is
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fμ2 ,σ2(ta) �
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2

2σ22 .
(2)

In the formula, td is the travel time of the user, ta is
the return time of the user, μ1 and μ2 are the expected
values, and σ1 and σ2 are the standard deviations.
In the travel distribution, μ1 � 8, σ1 � 1.33, while the
return distribution parameter is μ2 � 18.5, σ2 � 1.99.
Whether to go out is randomly generated, and it is
assumed that the total travel probability of residents
is 0.8.

(3) Daily mileage
Daily mileage [16] is an important parameter of the
behavior characteristics of car owners in residential
areas. *e daily mileage of electric vehicles is log-
normal distributed, and its probability density
function is shown in the following formula:

fs(x) �
1

xσs

���
2π

√ e
−

ln x − μs( 
2

2σ2s .
(3)

In the formula, x is the daily mileage of the electric
vehicle, μs is the expected value, and σs is the
standard deviation; among them, μs � 3.2, σs � 0.88.

(4) Initial state of charge
According to the daily mileage of the car and the
battery parameters, the initial state of charge when
the vehicle starts to charge can be obtained [16], as
shown in the following formula:

SOCs,i � SOCe,i −
x

100
×

E100

B
  × 100%. (4)

In the formula, SOCe,i denotes the state of charge
of the ith electric vehicle at the end of charging. If
the power expectation is constant, the battery
power of the electric vehicle when the user leaves
home is the same as the user’s charging expecta-
tion; SOCs,i is the initial state of charge of the ith
electric vehicle; E100 is the power consumption of
electric vehicles per 100 kilometers, in units of
kWh;B is battery capacity, in units of kWh; andx is
daily mileage.

*e calculation of the time required by the user to charge
is shown in the following formula:

Tc,i �
SOCs,i − SOCb,i B

Pc

. (5)

In the formula, Tc,i is the time required for charging; the
unit is h;Pc is the charging power for electric vehicles, in
units of kW.

3.2. New Energy Model

3.2.1. Wind Power Model. *e relationship between the
output characteristics of the wind power generation system
and the wind speed is as follows [17]:

PWT �

0 v≤ vi or v≥ vo

PN

v − vi

vN − vi

vi ≤ v≤ vN

PN vN ≤ v≤ vo

,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(6)

PWT is the actual output power, PN is the rated output
power, v is the actual wind speed, vi is the cut-in wind speed,
vN is the rated wind speed, and vo is the cut-out wind speed.

3.2.2. Photovoltaic Power Generation Mathematical Model.
Photovoltaic cells [17] are obviously characterized by their
volatility, which is directly related to the light intensity and
operating temperature. Its output power is expressed as follows:

Ppv � PSTC

GING

GSTC

1 + k Tc − Tr( ( . (7)

Ppv is the actual output power; PSTC is the maximum output
power of STC (standard test environment: irradiation in-
tensity 1000W/m, ambient temperature 25°C); GING is the
irradiation intensity under STC, GSTC is the actual irra-
diation intensity; k is the power temperature coefficient; Tc is
the actual battery temperature; and Tr is the reference
temperature.

Among them, the surface temperature of photovoltaic
cell modules is not easy to measure directly, but can be
estimated by empirical formula:

Tc � Tet + 0.0138 × 1 + 0.0138Tet(  ×(1 − 0.042v) × GING. (8)

In the formula, Tet is the ambient temperature; v is the
current wind speed.

4. Vehicle-Network Interaction
Optimization Model

In order to realize the distributed management of large-scale
electric vehicles and guide users to charge and discharge in
an orderly manner, this paper established a vehicle-network
interaction optimization model. *is model is composed of
an upper-level optimization model of the distribution net-
work and a lower-level optimization model of the user side.
*e upper one considered the charge and discharge margin
and load fluctuation to optimize the safety and stability of
the distribution network, while the lower layer one con-
sidered the charge and discharge of users’ side. *e battery
loss and user costs in the process are optimized out of
economic issues.
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4.1. Upper-Level OptimizationModel of Distribution Network

4.1.1. Charge and Discharge Margin Model. *e charging
margin represents the maximum charging load capacity that
the grid allows the electric vehicle to bear in a certain period
of time, which is represented by the optimized charging load;
the discharge margin represents the maximum load ab-
sorbing capacity of the electric vehicle discharging to the
grid in a certain period of time, which is represented by the
optimized charging load.*e discharge during the peak load
period offsets the power difference between the predicted
demand and the optimal load [18]. *erefore, the discharge
margin model is shown in

Pdis(i) �


ti+1

ti

P
∗
(t) − P(t)( dt, P

∗
(i)≥P(i)

0, P
∗
(i)<P(i)

,

⎧⎪⎪⎨

⎪⎪⎩
(9)

Pdis(i) represents the discharge margin of the i period, P(t)

represents the charging load after optimization at time t,
P∗(i) is the predicted load value of the power grid in period
i.*e charging margin P(i) in the period i is the optimized
charging load. When the predicted charging load in period i

is greater than the optimized charging load, Pdis(i) is equal
to the difference integral of the two in the period ti to ti + 1 ;
otherwise, it is equals 0.

4.1.2. Grid-Side Load Fluctuation Model. *e grid-side load
consists of two parts: the basic load of the grid and the
electric vehicle charging and discharging load, so it can be
expressed as

Fc � min
1
T

 P(t + 1) + EVload,t + 1  − P(t) + EVload,t  
2
.

(10)

In the formula, P(t + 1) and P(t) represent the basic
load during t+ 1 and t, respectively. EVload,t + 1 and EVload,t

represent the load of the electric vehicle in the period t.

4.1.3. Restrictions

(1) Fast charging and slow charging cannot be per-
formed at the same time during the charging be-
havior of electric vehicles

λk θ1(  + λk θ2( ≤ 1. (11)

(2) Grid-side discharge decision factor constraints

ωch �
1, Tch ≥ΔTch

0, Tch ≤ΔTch

. (12)

In the formula, Tch represents the total time for the
user to connect to the grid for continuous charging
and discharging, and ΔTch represents the minimum
stay time for the grid company to allow electric
vehicles to take discharge measures. *e car interacts
with the distribution network, and the SOC of the

electric vehicle can still ensure the normal travel of
the user when it is off the grid.

(3) Safety constraints of battery operation

SOCmin ≤ SOCn,t ≤ SOCmax. (13)

Among them, SOCmin and SOCmax represent the
maximum and minimum values of the state of
charge of the electric vehicle, respectively.

4.2. User-Side Lower-Level Optimization Model

4.2.1. Battery Depletion Model. In the actual scheduling
process, users’ concern about the impact of frequent
charging and discharging on the battery will affect the de-
velopment and promotion of the V2G project. *erefore, in
order to evaluate the battery response cost in the process of
implementing V2G for electric vehicles, the battery loss cost
in the V2G response process needs to be fully considered,
and the average discharge rate index [19] is proposed to
quantify the discharge frequency:

σ �


N
i�1 

24
k�1 L

i
d,k+1 − L

i
d,k





N
. (14)

In formula (14), σ represents the average discharge rate
index, which can reflect the average degree of dispatchable
electric vehicles participating in the discharge. It is defined as
the ratio of the discharge times in the electric vehicles
participating in the dispatch strategy to the number of
dispatched electric vehicles, which can intuitively express the
discharge frequency.

In the application process, the excessively frequent
charging and discharging behaviors in the V2G process will
cause battery loss of EVs, thus affecting the interests of users.
In order to improve user-side requirements and achieve
optimization, this paper proposes a definition called battery
loss satisfaction [20, 21]:

ϖ � 1 −
σk

σk,max
. (15)

In formula (15), is battery loss satisfaction; the larger the
value, the less the discharge times of electric vehicles par-
ticipating in V2G, and the smaller the battery loss is, the
more satisfied the user is with the battery loss; is the average
discharge rate index in the k period.

4.2.2. Charge and Discharge Cost. *e orderly charging and
discharging strategy of electric vehicles is not only related to
the optimization of user side costs, but also involves practical
problems, such as power distribution network loss and load
balance. Simply controlling the variance coefficient of peak
shaving and valley-filling cannot achieve the expected effi-
cient operation mode of the power grid. Formulate the
lower-level optimization model that optimizes the user’s
charging and discharging cost.

Considering that the user side requires more options of
charging modes due to different travel purposes and travel
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frequencies, the power grid company can formulate various
charging modes and charging prices that meet the needs of
users. At the same time, as a mobile load, electric vehicles
have the dual characteristics of charging and discharging
and can also be used as random distributed power sources to
transmit electric energy to the distribution network so that
users can obtain discharge benefits and help the distribution
network system run stably. *e user’s discharge benefits Bu

can be expressed as

Bu � wu,s(θ)pEVηu,c(t). (16)

In the formula, pEV represents the discharge capacity of
electric vehicles in residential quarters or parking lots, and
its value depends on the user’s expectation of electric ve-
hicles to transmit electric power to the distribution network
system; wu,s(θ) is the user-side discharge decision factor,
and its value is determined by whether the user chooses to
allow electric vehicle charging decision; and ηu,c(t) repre-
sents the time-of-use electricity price (yuan/kWh) set by the
power grid company according to the system operation and
revenue cost.

Combining the above factors, the charging and dis-
charging cost of electric vehicles Cuc can be expressed as

Cuc � ωch 

N

i�1
Bu − 

N

i�1


J

j�t+1
λk θ1( PEV,tρv1(t) tend − tstart( .

(17)

In the formula, ωch represents the grid-side discharge
decision factor, and its value depends on the charging and
discharging time of the electric vehicle connected to the grid;
λk(θ) is the charging and discharging decision variable; if the
user chooses fast charging according to his travel situation,
then λk(θ) � 1; otherwise, λk(θ) � 0; ρv(t) is the time-of-use
electricity price (yuan/kWh), which is based on the change
of grid load in a day, divides a day into multiple periods such
as peak period, low peak period, and peak period, and
formulates different electricity prices according to the
characteristics of load curves in different periods. Encourage
users to choose the charging mode and charging time
reasonably, which will cause the curve to cut peaks and fill
valleys; PEV,t indicates the total charging power of the
electric vehicle in the t period; and tstart and tend represent
the starting time and the leaving time of the electric vehicle
user accessing the charging pile, respectively.

4.2.3. Restrictions

(1) Discharge decision factor constraints on the user side

ωu,s(θ) �
1, Electric vehicles are involved in discharging electricity to the grid

0, Electric vehicles do not participate in discharging to the grid
. (18)

(2) Electric vehicle charging and discharging power
constraints in adjacent periods

EVload,t+1 − EVload,t


≤ΔEVpmin. (19)

Among them, ΔEVpmin represents the maximum
allowable charging power in adjacent time periods
under the charging state of the electric vehicle.

(3) Electric vehicle charge and discharge capacity
limitation

SOCN,t+1 �

SOCN,t +
μchPN,t tend − tstart( 

SOCm

, wu,s(θ) � 0

SOCN,t −
μspPN,t tend − tstart( 

SOCm

, wu,s(θ) � 1

.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(20)

In the formula, SOCN,t represents the state of charge
at the end of time; μch and μsp represent the charging
and discharging efficiency of charging piles in resi-
dential areas or parking lots; PN,t represents the
charging and discharging power provided by the
user’s choice of connecting to the grid mode; and

SOCm represents the battery capacity in the user’s
electric vehicle.

(4) Unscheduled time period constraints

wu,s(θ) � 0

λk θ1(  � 0

λk θ2(  � 0

,∀N, t< tstartorten d.

⎧⎪⎪⎨

⎪⎪⎩
(21)

5. Optimization

*e paper adopted one of the multiobjective optimization
algorithms; NSGA-II [22] is a fast nondominated sorting
genetic algorithm with elite strategy. It not only excels in
simultaneously optimizing multiple objectives by using
service decision variables and constraints, but also can find
the global optimal solution.

NSGA-II algorithm uses a fast nondominant sorting
procedure [23], an elite retention method and a parameter-
free localization operator. *e fast nondominant sorting
process divides the target solution to generate the Pareto
frontier, and the Pareto frontier level optimal solution
composes the Pareto solution set. *is allows the optimal
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solution set to find a better Pareto-optimal front; the ob-
tained nondominant front converges better and maintains a
better solution expansion.

*e selection operator is achieved by combining the
parental and progeny populations, while selecting the best
(with regard to fitness and spread) solutions and creating
mating pools. *e algorithm generates a set of Pareto-op-
timal solutions through continuous iteration, mutation,
cross selection, and other operations.

As for the fast crowded distance estimation, it makes
the optimal solution set distribute in sound order.
Crowding distance represents the degree of crowding
among individuals and is used to calculate the distance
between a unit and other units in the front end. *e
crowding degree distance calculation is based on the for-
mer, calculating the crowding distance of the adjacent
solutions on the Pareto frontier of each level. *e solution
with a larger crowding distance is used as the child pop-
ulation and enters the cycle again so as to ensure the di-
versity and convergence. *e specific flow of the algorithm
[22] is shown in Figure 1.

6. Case Simulation

6.1. Example Description. Here is the scenario: there are 780
households in an old community, and each household owns
a car. If the penetration rate of electric vehicles is 50%, the
number of electric vehicles in the community will be 390,
and if each electric vehicle parking space is equipped with a
charging pile, there will be 390 electric vehicles correspond
to 390 charging piles. *e battery capacity of the electric
vehicle is 40 kWh; the charging and discharging power is
7 kW.

Among them, the optimal front-end individual coeffi-
cient set by the algorithm parameters is 0.3, the population
size is 100, the maximum evolutionary algebra is 200, the
stopping algebra is also 200, and the fitness function value
deviation is le− 100.

*e TOU power price is shown in Table 1.
*rough the simulation calculation, the total charging

load of electric vehicles in residential areas and the total load
in residential areas can be obtained [23].*e load data of the
power grid is shown in Figure 2.

6.2. Analysis of Simulation Results. *e disordered charging
mode refers to the mode before optimization. After opti-
mization, the following three aspects should be considered:
economic scheduling (minimum cost), stability scheduling
(minimum variance), and integrated scheduling (integrated
economy and grid stability and optimal). It can be seen from
the algorithm convergence diagram that the Pareto front is
uniformly distributed, which proves that the simulation
results have good convergence.

*e calculation formula of load rate is shown in the
following formula:

g �
Pav

Pmax
. (22)

6.2.1. Analysis of Scheduling Strategy under 50% Penetration
Rate. From the simulation results and Figure 3, it can be
seen that the orderly scheduling strategy is generally better
than the disordered charging.*e reason is that it can reduce
the load peaks caused by the disordered charging, fill the
load valleys, and will not cause new peaks and valleys. *e
cost of economic scheduling is the smallest, which is 359.1
yuan, and its variance is 49575.44. *e variance is the
smallest during smooth scheduling, which is 1369.2, and the
cost is 12329.59 yuan at this time. *e scheduling results are
normalized by the minimum variance and the minimum
cost to obtain the optimal charge-discharge load curve. *e
smaller the value, the higher the satisfaction. Among them,
the variance of the optimal charge-discharge curve is
21302.27, which is more obvious than the peak-cutting and
valley-filling effect of the minimum-cost load curve; its
corresponding cost is 785.4 yuan, which is lower than that of
the minimum-variance curve. *erefore, the overall effect is
the best.

From Table 2, it can be seen that in the case of 50%
penetration rate (i.e., 195 vehicles are connected to the
power grid), compared with disordered charging, the two-
level vehicle-network interaction model on both sides of the
comprehensive supply and demand is used to compare with
disordered charging:

(a) .*e peak value is reduced by 563.90, and the change
rate is 20%; the valley value is increased by 425.40,
while the change rate is −37%; the peak-valley dif-
ference is reduced by 989.30, and the change rate is
59%. It is proved that orderly charging has a sound
effect on shaving peaks and filling valleys, effectively
solving the problem of “adding peaks to peaks” on
the grid caused by disordered charging of electric
vehicles.

(b) . *e standard deviation is reduced by 305.42, while
the change rate is 61%, indicating that orderly
charging can improve the smoothness and stability
of system operation.

(c) *e load rate is increased by 16%, and the change
rate is −22%, which helps to reduce the network loss
and improve the utilization rate of power generation
equipment and the economic benefits of system
operation.

6.2.2. Scheduling Strategy Analysis in the Case of Wind and
Solar Access at 50% Penetration Rate. From the simulation
results and Figure 4, it is known that the cost of economic
scheduling is the smallest, which is 512.4 yuan, and the
variance is 43055.98; the variance of stable scheduling is the
smallest, which is 20086.56, and the cost is 1192.8 yuan at
this time; the scheduling results are normalized by the
minimum variance and the minimum cost process to obtain
the optimal charge-discharge load curve. *e variance of the
optimal charge-discharge curve is 26318.54, which is more
obvious than the peak-cutting and valley-filling effect of the
minimum-cost load curve, and the system runs more
smoothly; the corresponding cost is 747.6 yuan, which is
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more economical than the minimum-variance curve.
 erefore, the overall e�ect is the best. In addition, it can be
found that under the same 50% penetration rate, the in-
troduction of new energy will increase the curve volatility,
and the orderly scheduling of electric vehicles can reduce the
volatility of the load curve and stabilize the load.

It can be seen from Table 3 that when the penetration
rate is 50%, and when the wind and solar is introduced, the
double-layer vehicle-network interaction model on both
sides of the comprehensive supply and demand is compared
with the disordered charging:

(a)  e peak is cut by 563.90, and the rate of it was 23%;
the valley is increased by 259.00, and the rate of
change is −29%; peak-to-valley di�erence is cut by

822.00, which shows a change rate of 52%. It is
proved that orderly charging can e�ectively reduce
load peaks and �ll load valleys.

(b)  e standard deviation is reduced by 485.46, the
change rate is 59%, and the stability of the system
operation is greatly improved.

(c)  e load rate is increased by 17%, and the change
rate is −27%, which helps to improve the utilization
rate of power resources and the operation e§ciency
of power distribution equipment.

6.2.3. Analysis of Scheduling Strategy under 100% Penetra-
tion Rate. As is shown in Figure 5, it can be judged that the

Start

Initialize the
population

Generate 1st generation subgroups?

YES

NO
non-dominant sort

Evolution number Gen=2

Parent and child individual
merge

Generate a new parent
population?

Gen=Gen+1

YES

NO
fast non-dominated sort

Crowding degree
calculation

Choose the right individual
form a new parent population

selection, crossover, mutation

selection, crossover,
mutation

Gen < maximum algebra?

NO

END

Figure 1: NSGA-II algorithm �owchart.

Table 1: Time-of-use power price parameter settings for charging and discharging.

Period Charge and discharge electricity price (yuan·(kW·h)−1)
Valley time (0:00–3:00, 22:00–24:00) 0.30
(3:00–7:00, 15:00–17:00) 0.60
Peak hours (7:00–15:00, 17:00–22:00) 0.90
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Figure 2: Microgrid base load curve.
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Figure 3: Load curve under the condition of 50% permeability.

Table 2: Comprehensive scheduling results of 50% penetration rate.

Disorder
charging

Comprehensive
scheduling

Di�erence before and after
optimization

Rate of change before and after
optimization (%)

Peak (kW) 2847.60 2283.70 563.90 20
Valley value (kW) 1157.30 1582.70 −425.40 −37
Peak-to-valley
di�erence (kW) 1690.30 701.00 989.30 59

Load standard
deviation (kW) 497.87 192.45 305.42 61

Load average (kW) 1976.50 1940.30 36.20 2
Load rate 69% 85% −16% −22
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Figure 4: Load curve under the condition of new energy access (50% penetration rate).

Table 3: 50% penetration rate wind-solar access integrated scheduling results.

Disorder
charging

Comprehensive
scheduling

Di�erence before and after
optimization

Rate of change before and after
optimization (%)

Peak (kW) 2475.70 1912.70 563.90 23
Valley value (kW) 905.70 1164.70 −259.00 −29
Peak-to-valley
di�erence (kW) 1570.00 748.00 822.00 52

Load standard
deviation (kW) 485.46 197.26 288.20 59

Load average (kW) 1586.70 1550.00 36.70 2
Load rate 64% 81% −17% −27
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Figure 5: Load curve under the condition of 100% penetration rate.
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charging cost is the smallest, which is 1354.5 yuan during
economic scheduling; the variance is 144574.5 at this time;
the variance is the smallest in smooth scheduling, which is
20040.4, and the cost is 3301.2 yuan at this time; the
scheduling results are normalized by the minimum variance
and the minimum cost process to obtain the optimal charge-
discharge load curve.  e variance of the optimal charge-
discharge curve is 52779.85, which is more obvious than the

peak-shaving and valley-�lling e�ect of the minimum-cost
load curve, and the system runs more smoothly; the cor-
responding cost is 2030.7 yuan, which is more economical
than the minimum-variance curve.  erefore, the overall
e�ect is the best. In addition, it can be found that the higher
the penetration rate, the better the smoothness.

From Table 4, it can be seen that in the case of 100%
penetration rate, compared with disordered charging, the

Table 4: Comprehensive scheduling results of 100% penetration rate.

Disorder
charging

Comprehensive
scheduling

Di�erence before and after
optimization

Rate of change before and after
optimization (%)

Peak (kW) 3372.60 2140.60 1232.00 37
Valley value (kW) 1397.10 1526.70 −129.60 −9
Peak-to-valley
di�erence (kW) 1975.50 613.90 1361.60 69

Load standard
deviation (kW) 608.30 164.67 443.63 73

Load average (kW) 2283.60 1940.90 342.70 15
Load factor 68% 91% −23% −34
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Figure 6: Load curve under the condition of new energy access (100% penetration rate).

Table 5: 100% penetration rate wind-solar access integrated scheduling results.

Disorder
charging

Comprehensive
scheduling

Di�erence before and after
optimization

Rate of change before and after
optimization (%)

Peak (kW) 2972.60 1934.70 1037.90 35
Valley value (kW) 1108.73 1311.70 −202.97 −18
Peak-to-valley
di�erence (kW) 1863.90 623.00 1240.90 67

Load standard
deviation (kW) 584.63 167.85 416.79 71

Load average (kW) 1893.80 1636.60 257.20 14
Load rate 64% 85% −21% −33
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double-layer vehicle-network interaction model on both
sides of the comprehensive supply and demand is compared
with disordered charging:

(a)  e peak value is reduced by 1232.00, and the rate of
change is 37%; the valley value is increased by 129.60,
whose change rate is −9%; the di�erence between peak
and valley is reduced by 1361.60, and its rate of change
is 69%. It is proved that orderly charging has a good
e�ect of shaving peaks and �lling valleys and e�ectively
solves the problem of “adding peaks to peaks” on the
grid caused by disordered charging of electric vehicles.

(b)  e standard deviation is reduced by 443.63, and the
change rate is 73%, indicating that orderly charging can
improve the smoothness and stability of system
operation.

(c)  e load rate is increased by 23%, and the change
rate is −34%, which helps to reduce network losses
and improve the utilization rate of power generation
equipment and the economic bene�ts of system
operation.

6.2.4. Scheduling Strategy Analysis in the Case of Wind and
Solar Access with 100% Penetration Rate. As is shown in
Figure 6, compared with the disordered charging curve, the
ordered charging curve can e�ectively cut peaks and �ll
valleys.  e cost of economic dispatch is the smallest, which
is 1150.8 yuan, and its variance is 221197.6; variance is the
smallest during smooth scheduling, which is 33799.68, and
its cost is 3473.4 yuan. e scheduling results are normalized
by the minimum variance and the minimum cost, and the
optimal charge-discharge load curve is obtained.  e vari-
ance of the optimal charge-discharge curve is 76823.1, which
is more obvious than the peak-cutting and valley-�lling
e�ect of the minimum cost load curve, and the system runs
more smoothly at this time. Its corresponding cost is 1938.3
yuan, which is more economical than the minimum variance
curve.  erefore, the overall e�ect is the best. In addition, it
can be found that the introduction of new energy sources
such as wind and solar will bring volatility, but stability will
improve as the penetration rate increases.

From Table 5, it can be seen that in the case of 100%
penetration rate (introducing scenery), compared with
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Figure 7: Algorithm convergence graph. (a) 50% penetration Pareto frontier. (b) Introducing the scenery, 50% penetration Pareto frontier.
(c) 100% permeability Pareto frontier. (d) Introducing the scenery, 50% penetration Pareto frontier.
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disordered charging, the double-layer vehicle-network in-
teraction model on both sides of the comprehensive supply
and demand is adopted.

(a) *e peak value is reduced by 1037.90, and the change
rate is 35%; the valley value is increased by 202.97,
and the change rate is −18%; the peak-valley dif-
ference is reduced by 1240.90, and the change rate is
67%. It is proved that orderly charging has a good
effect of shaving peaks and filling valleys and ef-
fectively solves the problem of “adding peaks to
peaks” on the grid caused by disordered charging of
electric vehicles.

(b) *e standard deviation is reduced by 416.79, and the
change rate is 71%, indicating that orderly charging
can improve the smoothness and stability of system
operation.

(c) *e load rate is increased by 21%, and the change
rate is −33%, which helps to improve the utilization
rate of power generation equipment and the eco-
nomic benefits of system operation.

6.2.5. Results’ Comparison and Analysis. By comparing the
optimization results under different permeability condi-
tions, we can find in Figure 7 that the comprehensive
scheduling mode after optimization is compared with that
before optimization:

(a) *e load rate has been significantly improved, which
not only helps to reduce network losses, but also
improves the economic benefits of system operation.

(b) *e introduction of new energy will bring volatility;
that is to say, the load variance will become larger
when the penetration rate is the same.

(c) *e cost is reduced, and the economy of the system
operation is improved.

(d) *e system peak-valley difference is reduced, giving
full play to the peak-shaving and valley-filling effect
of the electric vehicle charging load, effectively
solving the problem of “peaks over peaks” of the grid
caused by disordered charging of electric vehicles,
and the utilization and distribution of power re-
sources. *e operating efficiency of electrical
equipment is significantly increased.

(e) *e peak level of the system is significantly reduced,
and the valley value has greatly improved, which is
conducive to reducing the times of starts and stops,
improving the safety of system operation, and saving
costs.

(f ) *e load variance is reduced, and the stability of the
system operation is greatly improved. *e reduced
load variance of the distribution network also means
that the degree of stability is improved. With the
improvement of the responsiveness, it is more and
more stable, and economy grows better as well.

7. Conclusion

Under the background of the large-scale application of
electric vehicles and the increase of new energy power
generation year by year, this paper proposed a coordinated
optimal scheduling strategy for electric vehicles and wind-
solar synergy. By rationally scheduling the charging and
discharging behavior of electric vehicles, the dynamic bal-
ance between the charging and discharging load and the
output of new energy in a certain area can be achieved, and
the intermittent load of renewable energy can be effectively
stabilized, while the load fluctuation can be stabilized, and
the peaks and valleys can be cut. *is paper also built a two-
level vehicle-network interaction optimization model that
takes into account the interests of both the user side and the
grid side so as to achieve a win-win situation. Since there are
multiple optimization objectives in the analysis process, the
fast nondominant sorting genetic algorithm NSGA-II with
elite strategy was adopted, and a series of “approximate
optimal solutions” were obtained by weighing each objective
function to generate the Pareto solution set. Finally, the
strategy proposed in this paper was analyzed and affirmed by
numerical example simulation, which proved that orderly
charging of electric vehicles can cut peaks and fill valleys,
improve the utilization rate of power generation equipment,
increase the reliability of power supply, and improve the
efficiency and reliability of power grid operation.

*is paper only considers the time-disordered sched-
uling of private vehicles and does not discuss the long-term
scheduling strategy of electric vehicles. In reality, the
charging rules of EVs vary greatly with factors such as
seasons, weather, and policies, and it is difficult to ensure the
accuracy of load forecasting. *erefore, the analysis and
prediction of the actual charging behavior of electric vehicles
in combination with the actual scene still need further
research.
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*e research on the influencing factors of residents’ low-carbon consumption willingness and low-carbon consumption behavior
of fresh food has certain practical guiding significance. Existing studies have analyzed the low-carbon consumption willingness,
but the factors considered are not comprehensive and the degree of fit needs to be improved. *erefore, this paper starts with 37
variables from six aspects: demographic factors, psychological factors, low-carbon related knowledge, external factors, policy
norms, and product factors. *e binary logistic model is used to carry out regression analysis on low-carbon consumption
willingness and low-carbon consumption behavior, and the fitting degree is higher and reaches about 90%. *e regression results
show that sense of responsibility, government tax, low-carbon product quality, and low-carbon product price have a significant
impact on residents’ low-carbon consumption willingness. Whether there are fake and shoddy products in the market and
whether the products are really of low carbon have a significant impact on low-carbon consumption behavior. Finally, starting
from the three subjects of government, enterprises, and residents, this paper puts forward targeted suggestions to improve
residents’ low-carbon consumption willingness and promote residents’ low-carbon consumption behavior, in order to promote
low-carbon consumption.

1. Introduction

Environmental problems have become a serious problem
faced by the world in the 21st century; in particular the
increase of carbon emissions year by year leads to the
acceleration of global warming but also has an adverse
impact on people’s life and social and economic devel-
opment. COVID-19 is the main reason for this problem,
which is the large amount of carbon emissions produced by
human beings in production and life. According to the
statistics of world energy statistics yearbook, the global
carbon emissions reached 343.6 billion tons in 2019. In
2020, the carbon emissions of various regions in the world
were generally reduced, and the global carbon emissions
dropped to 322.8 billion tons, down 6.3% from the same
period last year. As shown in Figure 1, although the
quantity has decreased compared with previous years, there
is still much room to control its emission. Low-carbon

consumption, with carbon emission reduction in con-
sumption as the main content, will become an important
part of the “double carbon” goal. In the field of con-
sumption, residents are the main body of consumption,
and fresh products are the necessities of their daily life.
Fresh products refer to the primary products sold without
deep processing such as cooking and production, which are
only kept fresh and simply sorted on the shelves, as well as
the commodities of on-site processing categories such as
bread and cooked food. Fresh products are mainly circu-
lated through the cold chain, but the high cost of cold chain
logistics and easy disconnection in transportation will lead
to the increase of carbon emissions [1]. *e overall demand
is large. However, due to the characteristics of being
perishable and difficult to preserve, as well as the diver-
sified, personalized, and high-quality needs of consumers,
the carbon emission increases in the whole consumption
process. *erefore, exploring the influencing factors of
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residents’ willingness and behavior to consume fresh
products is of great significance to reduce carbon
emissions.

At present, urban residents are the main body of low-
carbon consumption. *e products produced by residents’
consumption enterprises are also affected by relevant gov-
ernment policies. However, the consumption demand of
urban residents for fresh products presents diversified and
personalized characteristics. *erefore, to effectively control
carbon emissions, it is necessary to effectively identify, in-
fluence, and guide residents’ consumption patterns. *e key
is to fully grasp the influencing factors in the process of
residents’ low-carbon consumption. At present, the aca-
demic research results on low-carbon consumption are
relatively rich. Looking at the existing literature, we can find
that they are mainly concentrated in three aspects: “low-
carbon consumption cognition,” “low-carbon consumption
factors,” and “low-carbon consumption countermeasures.”

1.1. Research on Low-Carbon Consumption Cognition.
*e low-carbon behavior and cognitive level of users’
families can be measured from three aspects: family energy
consumption, daily travel, and living consumption [2].
Low-carbon knowledge is divided into system knowledge,
action knowledge, and effectiveness knowledge. By estab-
lishing a double intermediary model of the action mech-
anism of different low-carbon knowledge on low-carbon
behavior, it can be found that publicity and education need
to reduce the cognitive imbalance of residents’ low-carbon
behavior according to the action mechanism of different
knowledge [3]. Socialist construction needs to build a smart
city, and the key is to save energy and reduce emissions [4].
Most employees have a low level of low-carbon cognition,
showing the law of gradual transition from low-carbon
cognitive defects to one-sided, low-carbon negative em-
ployees and low-carbon advocates and employees [5].
*rough the field investigation and tourist sampling
questionnaire survey of Zhangjiajie National Forest Park, it
is found that Zhangjiajie tourists have relatively high
awareness and willingness of low-carbon tourism [6]. *e
carbon emission reduction action of tourism trans-
portation and accommodation in Wutai Mountain is the
most convenient to carry out, but tourists’ low-carbon
tourism cognition is still in the primary stage, so it is

difficult to implement low-carbon tourism [7]. *e overall
level of emission reduction behavior of urban residents in
China is low, and environmental awareness and environ-
mental responsibility can significantly improve the public’s
emission reduction behavior [8]. *e increasingly diver-
sified needs of consumers have intensified the competition
of network service providers in providing products [9].

1.2. Research on Low-Carbon Consumption Factors.
Publicity and education had the greatest impact on low-
carbon consumption behavior, followed by the degree of
implementation convenience, the impact of low-carbon
behavior knowledge was weak, and the impact of low-carbon
psychological awareness and social reference norms on low-
carbon consumption behavior was not obvious [10]. Low-
carbon cognition, energy-saving behavior, and waste dis-
posal behavior have a significant positive impact on low-
carbon consumption intention, while marginal carbon crisis
awareness has a significant impact [11]. Demographic
characteristics, personal cognition, environmental scenarios,
and other factors have an impact on residents’ low-carbon
consumption willingness and behavior, and corresponding
policy suggestions are put forward accordingly [12]. Tech-
nological constraints, market risks, and policy risks will
restrict low-carbon production of industrial enterprises,
while low-carbon life attitudes, government policies, social
norms, and the quality and price of low-carbon products will
affect residents’ low-carbon consumption [13]. Financial
technology can promote the development of green finance,
so effective measures can be taken from three aspects: top-
level design, technology research, and supervision [14].
Conformity psychology and ecological value perception
have a positive impact on low-carbon consumption inten-
tion, and age andmonthly income have a negative impact on
low-carbon consumption behavior [15]. *e government
performance appraisal system, the attitude of enterprise
executives, and consumers’ consumption will affect the
decision-making of the three subjects. Suggestions to pro-
mote low-carbon consumption can be put forward from the
above aspects [16]. *ere is a significant positive correlation
between ecological personality and low-carbon consump-
tion behavior, in which ecological agreeableness and eco-
logical responsibility are the main influencing factors, and
urban residents’ ecological personality shaping policies and
low-carbon consumption behavior guidance policies are put
forward, in order to promote low-carbon consumption
behavior [17]. Low-carbon awareness, low-carbon knowl-
edge, personal norms, social norms, and situational factors
have an impact on residents’ low-carbon behavior, and
situational factors have an inhibitory effect on private and
public low-carbon behavior [18]. Psychological factors,
demographic factors, family factors, and situational factors
will affect residents’ low-carbon consumption behavior
[19]. Attitudes, subjective norms, and perceived behavior
control have a significant positive impact on low-carbon
consumption behavior intention, and collectivist values
have a significant direct positive impact on low-carbon
consumption behavior intention [20]. Attitudes, situations,
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Figure 1: Change trend of global total carbon emissions from 2013
to 2020.
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habits, policies and regulations, economic costs, and social
norms will affect their low-carbon consumption behavior
and put forward suggestions to guide college students’ low-
carbon consumption from the government and school
levels [21].

1.3. Research onLow-CarbonConsumptionCountermeasures.
Taking measures from participants, product specifications,
market cultivation, publicity and education, consumption
scenes and other aspects can effectively solve the problem
of imperfect low-carbon consumption market [22]. We
should guide the green transformation of consumption
mode and promote the realization of carbon peak and
carbon neutralization from the consumer side by im-
proving consumer awareness, optimizing consumption
policy design, tapping the potential of cities as key areas of
emission reduction, paying attention to informal institu-
tional factors, and encouraging low-carbon consumption
in key areas of emission reduction such as transportation
and construction [23]. *e implementation of carbon tax
policy can reduce carbon emissions to a certain extent. *e
strategy of combining repurchase and subsidy can reduce
emissions and improve economic benefits at the same time
[24]. *e theoretical model of system situation behavior
can be used for reference to promote the development of
residents’ low-carbon consumption behavior from the
aspects of establishing low-carbon consumption values,
establishing low-carbon consumption ethics, abandoning
high-carbon consumption habits, and creating a low-car-
bon consumption atmosphere [25]. Comprehensive fitness
can promote people to participate in leisure fitness, en-
hance physique, and achieve physical fitness [26]. *e
introduction of “boosting” policies such as energy labels,
reconstruction of information presentation, provision of
normative information feedback, and improvement of
personal education and energy literacy can effectively re-
duce the energy efficiency gap and cultivate low-carbon
consumption habits [27]. In order to reduce the envi-
ronmental pollution caused by abandoned household
medical devices, the government can take dynamic pun-
ishment and dynamic subsidy measures [28]. *rough the
concept of low-carbon consumption, guide consumers
from meeting their desires to meeting their needs, so as to
curb their excessive consumption behavior [29]. *e de-
velopment of industry can promote economic develop-
ment, but it will also produce a lot of carbon emissions,
which will harm the environment [30]. *ere is a balance
point of game among consumers, enterprises, and the
government, which can build a low-carbon consumption
guidance mechanism with enterprises as leverage [31].
Increasing the intensity of supervision and punishment can
affect the “free riding” behavior of enterprises and promote
green emission reduction [32, 33].

To sum up, it can be found that the factors affecting the
low-carbon consumption of fresh products mainly include
policies, products, cognition, and values. *e countermea-
sures and suggestions put forward by the above researchers
mainly include improving the awareness of low-carbon

consumption and issuing relevant policies. However, with
the continuous development of economy and society, with
the improvement of the education level of the whole people
and other factors, residents’ cognition and consumption
concept will also change. *e existing studies do not con-
sider low-carbon consumption comprehensively and do not
integrate the consideration of fresh products. *erefore, this
study combines reality, combs the existing literature, carries
out division again comprehensively, considers various fac-
tors, analyzes the influencing factors affecting residents’ low-
carbon consumption willingness and low-carbon con-
sumption behavior of fresh food, and puts forward corre-
sponding countermeasures and suggestions.

2. Research Methods and Variable Design

2.1. Research Method. Low-carbon consumption means
green consumption and sustainable consumption. Low-
carbon consumption intention is people’s idea of low-car-
bon consumption, and low-carbon consumption behavior is
people’s behavior of low-carbon consumption. Because the
explanatory variable of this paper is residents’ “low-carbon
consumption willingness,” it can be divided into “willing”
and “unwilling”. Residents’ “low-carbon consumption be-
havior” can be divided into “yes” and “no.” Both “low-
carbon consumption willingness” and “low-carbon con-
sumption behavior” are binary variables, which cannot meet
the preconditions and assumptions of general regression
analysis and the value requirements of explained variables in
general linear regression analysis. *erefore, it cannot be
analyzed with general linear regression model. Combined
with the actual situation and considering various factors, the
explanatory variables designed in this paper include both
numerical variables and subtype variables. *erefore, this
paper selects the binary logistic model to conduct regression
analysis on the residents’ low-carbon consumption will-
ingness and low-carbon consumption behavior of fresh
food, set as the probability of occurrence of residents’ low-
carbon consumption intention (behavior) of fresh
products, and the value range is [0, 1]; then P/(1 − P)

represents the probability of occurrence of low-carbon
consumption intention (behavior) of fresh products and
the probability of nonoccurrence of low-carbon con-
sumption intention (behavior) of fresh products;
ln(P/(1 − P)) can be obtained by taking logarithm; then
we can get P � 1/(1 + e− (w0+w1x1+w2x2+···+wnxn)); it is logistic
regression model. Among them, w0 is a constant, x1,
x2,. . ., xn is the explanatory variable, there are n ex-
planatory variables, which are n influencing factors of
low-carbon consumption intention (behavior) of fresh
food, and w1, w2,. . ., wn is the regression coefficient.
Combined with the reality of this paper, the explanatory
variable is set to yi(i � 1, 2), y1 indicates low-carbon
consumption willingness, y2 indicates low-carbon con-

sumption behavior, and yi �
0, yes
1, no . Set the explana-

tory variable to xij(i � 1, 2, . . . , 5; j � 1, 2, . . . , 8),
representing the j-th variable of the i-th dimension.
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2.2. Variable Design. According to the research theme,
combined with the existing relevant literature, this paper
uses the questionnaire survey method to carry out the re-
search, sets up two explanatory variables of “low-carbon
consumption intention” and “low-carbon consumption
behavior” of fresh products, and sets the explanatory vari-
ables into six aspects: demographic factors, psychological
factors, low-carbon related knowledge of fresh products,
external factors, policy norms, and product factors, with a
total of 35 variables. Among them, demographic factors
include gender, age, education level, and monthly income;
psychological factors include trying new products, the in-
fluence of people around, recommending products, im-
proving the quality of life, paying attention to global
warming, saving energy, making contributions, and working
together; the low-carbon knowledge of fresh food includes
seven variables: understanding low-carbon, paying attention
to low-carbon related issues, sharing low-carbon knowledge,
understanding the importance of low-carbon, knowing how
to reduce carbon emission, giving practice, and encouraging
others to reduce carbon; external factors include six vari-
ables: practical publicity content, effective educational ac-
tivities, convenient purchase of products, fake and shoddy
products, many types of products, and smooth purchase
channels; policy norms include four factors: government
subsidies, government taxation, ignoring incentives, and
avoiding punishment; product factors include six factors:
low-carbon fresh product quality, cost performance. Among
them, psychological factors, fresh low-carbon related
knowledge, external factors, policy norms, and product
factors are investigated in the form of Likert five-level scale.
Each question is set with five options of “very disagree,”
“relatively disagree,” “general,” “relatively agree,” and “very
agree,” which are recorded as 1, 2, 3, 4, and 5, respectively.

3. Results Analysis

*e research and analysis data came from the research group
from January 2022 to March 2022. Due to the epidemic
situation, we adopted the method of random sampling and
conducted an online survey on Shanghai residents by using
the method of questionnaire; 190 questionnaires were col-
lected this time. After reviewing and proofreading the
collected questionnaires, it was found that the contents of 4
questionnaires were incomplete, so they were eliminated as
invalid questionnaires. A total of 186 valid questionnaires
were formed, and the effective recovery rate of the final
questionnaire reached 97.89%. *ere were 37 variables in
this questionnaire, and the number of valid questionnaires
recovered was more than five times the number of variables.
*erefore, questionnaire analysis can be carried out.

*is paper uses SPSS25 to analyze the collected data.
Firstly, it makes a descriptive statistical analysis on the
collected samples to check whether the samples are well
representative. Secondly, it tests the reliability and validity of
the collected questionnaire data and then centralizes the
questionnaire data to facilitate more effective regression
analysis; centralization means that the explanatory variable
and the explained variable subtract their own average value,

respectively. Finally, the “low-carbon consumption inten-
tion” and “low-carbon consumption behavior” are analyzed
by binary logistic regression from five aspects: psychological
factors, low-carbon related knowledge of fresh products,
external factors, policy norms, and product factors, to ex-
plore the factors and influence degree of residents’ low-
carbon consumption intention and behavior of fresh
products and then put forward targeted countermeasures
and suggestions.

3.1. Descriptive Analysis. Figure 2 reveals that the numerical
characteristics of demographic factors reflect the distribu-
tion of the respondents. *e basic characteristics of the
sample are as follows: there are 78 males, accounting for
41.94%, and 108 females, accounting for 58.06%. In terms of
age distribution, it is mainly concentrated in the youth group
aged 21–30, with the number reaching 101, accounting for
54.30%.*e overall proportion distribution is in the shape of
olive. In terms of education level, there are 110 college or
undergraduate students, accounting for 59.14% of the total;
there are 45 graduate students and above, accounting for
24.19% of the total; there are 31 people in senior high school
and below, accounting for 16.67% of the total. It can be seen
that the education is mainly concentrated in junior college or
undergraduate, and the residents of other education levels
are evenly distributed. From the perspective of monthly
income, it is mainly distributed at 5000 yuan and below,
followed by 5000–8000 yuan. *e samples of other monthly
income levels also account for a certain proportion. Overall,
the distribution of the demographic data of the survey
sample is reasonable and representative, which is suitable for
the data analysis of this study.

3.2. Reliability and Validity Analysis

3.2.1. Reliability Analysis. *e value range of reliability
coefficient is 0-1. *e closer it is to 1, the higher the
reliability. SPSS is used to analyze the reliability of each
dimension and the whole. From Table 1, we can find that,
in terms of psychological factors, the overall standardized
reliability coefficient is 0.914; in terms of low-carbon
related knowledge of fresh products, the overall stan-
dardized reliability coefficient is 0.923; in terms of ex-
ternal factors, the overall standardized reliability
coefficient is 0.909; in terms of policy norms, the overall
standardized reliability coefficient is 0.869; in terms of
product factors, the overall standardized reliability co-
efficient is 0.916. At the same time, the reliability coef-
ficients of specific factors of psychological factors were
0.906, 0.906, 0.902, 0.898, 0.905, 0.899, 0.906, and 0.898,
respectively; the reliability coefficients of specific factors
of low-carbon related knowledge were 0.914, 0.909, 0.913,
0.911, 0.909, 0.913, and 0.911, respectively; the detailed
reliability coefficients of external factors were 0.887,
0.896, 0.886, 0.901, 0.888, and 0.891, respectively; the
reliability coefficients of specific factors of policy norms
are 0.846, 0.821, 0.828, and 0.837, respectively; the reli-
ability coefficients of specific factors of product factors
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are 0.903, 0.9, 0.905, and 0.895, respectively. We can find
that the reliability coefficient after deleting the items of
the above dimensions is less than the overall standardized
reliability coefficient. *erefore, the dimensions of psy-
chological factors, low-carbon related knowledge of fresh
products, external factors, policy norms, and product
factors have high reliability, and the internal consistency
of each dimension is good. *e title does not need to be
adjusted. Finally, the overall reliability is analyzed, and
the standardized Cronbach coefficient is 0.978, indicating
that the overall reliability of the questionnaire is very
high.

3.2.2. Validity Analysis. *e coefficient of KMO test ranges
from 0 to 1. *e closer it is to 1, the better the validity of
the questionnaire. According to the results of exploratory
factor analysis above, the coefficient result of this KMO

test is 0.975, indicating that the validity of the ques-
tionnaire is relatively good.

*rough the above analysis, it can be seen that the re-
liability and validity of the questionnaire data are relatively
high, and the next regression analysis can be carried out on
the questionnaire data.

3.3. Binary Logistic Regression Analysis. Binary logistic re-
gression analysis was conducted with “low-carbon con-
sumption intention” and “low-carbon consumption
behavior” of fresh products as explanatory variables, re-
spectively. Tables 2 and 3 depict the regression results of low-
carbon consumption intention after deleting insignificant
variables.

*e regression results show the following:

(1) Low-carbon consumption intention: the significance
of being willing to try new fresh products is 0.002,
which is less than the given significance level of 0.05,
indicating that trying new fresh products has a
significant positive impact on residents’ low-carbon
consumption intention, and the influence coefficient
is 1.646, indicating that residents’ low-carbon con-
sumption intention is closely related to new prod-
ucts. *e significance of recommending fresh
products to others is 0.021, which is less than the
given significance level of 0.05, indicating that rec-
ommending fresh products to others has a significant
positive impact on residents’ low-carbon con-
sumption intention, and the influence coefficient is
1.331, indicating that the more the residents are
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Figure 2: Descriptive analysis of demographic factors.

Table 1: Analysis results of each dimension and overall reliability.

Analysis results of each dimension and overall questionnaire

Option Standardized reliability
coefficient

Psychological factor 0.914
Low-carbon related
knowledge of fresh products 0.923

External factors 0.909
Policy norms 0.869
Product factors 0.916
Totality 0.978
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willing to recommend fresh products, the higher
their low-carbon consumption intention of fresh
products is. *e significance of the contribution that
should be made to carbon emission reduction is
0.009, which is less than the given significance level
of 0.05, indicating that the contribution that should
be made has a significant positive impact on the
willingness of low-carbon consumption, and the
influence coefficient is 1.460, indicating that resi-
dents have a strong sense of responsibility in low-
carbon consumption. *e significance of under-
standing the importance of low-carbon behavior is
0.027, which is less than the given significance level
of 0.05, indicating that understanding the impor-
tance of low-carbon behavior has a significant
positive impact on low-carbon consumption inten-
tion, and the influence coefficient is 1.206, indicating
that residents’ understanding of low-carbon

consumption is conducive to their willingness to
produce low-carbon consumption. *e significance
that government taxation contributes to low-carbon
consumption is 0.039, which is less than the given
significance level of 0.05, indicating that government
taxation has a significant positive impact on low-
carbon consumption intention, and the influence
coefficient is 1.260, indicating that taxation can
enhance residents’ low-carbon consumption inten-
tion. Considering that the significance of the cost
performance of products is 0.013, it shows that the
cost performance of fresh products has a significant
negative impact on low-carbon consumption in-
tention, and the influence coefficient is 1.257. *e
significance of reducing the price of low-carbon fresh
products to low-carbon consumption is 0.007, which
is less than the given significance level of 0.05, in-
dicating that reducing the price of carbon fresh
products has a significant positive impact on the
willingness of low-carbon consumption, and the
influence coefficient is 1.975, indicating that resi-
dents pay more attention to the quality and price of
low-carbon fresh products, which provides devel-
opment space for enterprises to launch high-quality
and low-cost low-carbon fresh products and also
puts forward new requirements. *rough the above
analysis, we can get the regression model of low-
carbon consumption intention of fresh products:

P y1 � 1|xij  �
1

1 + e
− X1

,

X1 � − 1.723 + 1.646x21 + 1.331x23

+ 1.460x27 + 1.206x34 + 1.260x52

− 1.257x62+1.975x66.

(1)

*e regression results show the following:
(2) Low-carbon consumption behavior: the signifi-

cance of fake and shoddy products in the market is
0.049, which is less than the given significance
level of 0.05, indicating that the existence of fake
and shoddy products in the market has a signif-
icant negative impact on residents’ low-carbon
consumption behavior, and the influence coeffi-
cient is 0.882, indicating that the less fake and
shoddy products in the market, the more con-
ducive to more residents’ low-carbon consump-
tion behavior. *e significance of active low-
carbon consumption to avoid punishment is
0.013, which is less than the given significance
level of 0.05, indicating that active low-carbon
consumption to avoid punishment has a signifi-
cant positive impact on residents’ low-carbon
consumption behavior, and the influence coeffi-
cient is 1.527, indicating that appropriate man-
datory measures can help to improve residents’
low-carbon consumption behavior. It is

Table 2: Logistic regression results of low-carbon consumption
intention.

Logistic model regression results

Variable options
Low-carbon consumption

willingness
Coefficient Significance Exp(B)

I am willing to try new
products 1.646 0.002 0.193

I will recommendmy products
to others 1.331 0.021 3.784

I should make a contribution
to reducing carbon emissions 1.460 0.009 0.232

I understand the importance
of low-carbon behavior 1.206 0.027 0.299

Government taxation
contributes to low-carbon
consumption

1.260 0.039 3.526

I will consider the cost
performance of the product − 1.257 0.013 0.285

Reducing the price of low-
carbon products will help
China’s low-carbon
consumption

1.975 0.007 7.205

Constant − 1.723

Table 3: Logistic regression results of low-carbon consumption
behavior.

Logistic model regression results

Variable options
Low-carbon consumption

behavior
Coefficient Significance Exp(B)

*ere are fake and shoddy
products in the market − 0.882 0.049 0.414

In order to avoid punishment,
I will take the initiative of low-
carbon consumption

1.527 0.013 4.604

I’m not sure if some fresh
products are really low-carbon − 1.325 0.048 0.266

Constant − 1.695
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impossible to determine whether some fresh
products are really low-carbon. *e significance is
0.048, which is less than the given significance
level of 0.05, indicating that whether fresh
products are really low-carbon has a significant
negative impact on residents’ low-carbon con-
sumption behavior, and the influence coefficient is
1.325, indicating that, in order to promote resi-
dents’ low-carbon consumption behavior, it is
very necessary to supervise and popularize the
low-carbon nature of fresh products and how to
identify whether fresh products are low-carbon.
*rough the above analysis, it can be concluded
that the regression model of low-carbon con-
sumption behavior is

P y2 � 1|xij  �
1

1 + e
− X2

,

X2 � − 1.695 − 0.882x44 + 1.527x54 − 1.325x63.

(2)

3.4. Model Check. Firstly, the Hosmer-Lemeshow test table
of the binary logistic model based on low-carbon con-
sumption intention is 0.986, which is greater than the given
significance level of 0.05, indicating that the difference
between the observed value and the expected value is not
significant, indicating that the model has a good fit. At the
same time, the overall prediction accuracy of the binary
logistic model established with “low-carbon consumption
intention” as the explanatory variable has reached 90.3%,
indicating that the prediction effect is good and the ac-
curacy is high. Secondly, the significance of the Hosmer-
Lemeshow test table of the binary logistic model based on
low-carbon consumption behavior is 0.436, which is
greater than the given significance level of 0.05, indicating
that the difference between the distribution of the observed
value and the expected value is not significant, indicating
that the fitting degree of the model is good. Finally, the
overall prediction accuracy of the binary logistic model
established with “low-carbon consumption behavior” as
the explanatory variable reached 92.5%, indicating that the
prediction effect is good and the accuracy is high. In
summary, the model established in this paper has practical
significance.

4. Conclusions and Recommendations

4.1. Conclusion. *rough the research, it can be found that
the main factors affecting residents’ low-carbon con-
sumption intention are whether residents are willing to try
new fresh products, whether residents are willing to rec-
ommend their purchased fresh products to others, resi-
dents’ sense of responsibility to contribute to carbon
emission reduction, awareness of the importance of low-
carbon behavior, government taxes, the quality of fresh
products, and the price of fresh products. *e main factors
affecting residents’ low-carbon consumption behavior are

whether there are fake and shoddy products in the market,
whether residents will consume low-carbon in order to
avoid punishment, and whether fresh products are really
low-carbon. *rough the binary logistic regression model,
the factors affecting the low-carbon consumption of fresh
products are found out. *e fitting degree of the model in
this paper is higher than that in the past, reaching more
than 90%. Next, this paper considers further optimizing the
model to improve the fitting effect and fit the actual sit-
uation more closely.

4.2. Recommendations. *rough the above research, we
can draw the main factors affecting residents’ willingness
and behavior of low-carbon consumption of fresh food.
Because the government plays a guiding role in low-
carbon consumption, enterprises, as suppliers of low-
carbon consumption products, build a bridge between the
government and residents and play an intermediary role.
Residents, as practitioners of low-carbon consumption,
can test the effectiveness of government guidance and
products supplied by enterprises. As the main body of
low-carbon consumption, Figure 3 reveals the role of
them in low-carbon consumption. It can be seen that, in
order to better improve residents’ low-carbon con-
sumption willingness and promote residents’ low-carbon
consumption behavior, the joint efforts of the govern-
ment, enterprises, and residents are needed.

4.2.1. Government. Firstly, take necessary mandatory
measures to guide and regulate residents’ low-carbon
consumption willingness, introduce relevant laws and reg-
ulations that help residents to carry out low-carbon con-
sumption of fresh products, give certain rewards to residents
who take the initiative to implement low-carbon con-
sumption, and take certain punitive measures for those who
violate relevant regulations.

Secondly, give full play to the regulatory role of tax.
Because the price of low-carbon fresh products has a
certain impact on consumer demand, the government can
provide financial subsidies for the purchase of low-carbon
fresh products and appropriately adjust the consumption
tax of low-carbon fresh products, and effective material
incentives can enhance residents’ low-carbon consumption
willingness. At the same time, for enterprises providing
low-carbon products, based on a certain tax preference, it
can reduce the operating cost of enterprises, indirectly
reduce the price of low-carbon fresh products, and then
effectively attract residents to buy low-carbon fresh
products.

*irdly, encourage the innovation and R&D of low-
carbon technologies, provide infrastructure conditions for
R&D, award corresponding awards and bonuses to indi-
viduals and teams who make achievements, and improve the
corresponding intellectual property law to protect R&D
achievements. At the same time, it can also give full play to
the economic value of intellectual property and give impetus
to individual and team R&D.
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Fourth, strengthen publicity and education, publicize
low-carbon consumption in schools, communities, shop-
ping malls, and other places, quantify the benefits of low-
carbon consumption to residents, improve residents’ at-
tention to low-carbon consumption, and enhance residents’
sense of responsibility for low-carbon consumption.

4.2.2. Enterprise. Firstly, with the improvement of resi-
dents’ lives, the trend of increasing consumption in the
market is gradually emerging. Enterprises should
strengthen the research and development of low-carbon
environmental protection technology, energy-saving
technology, and energy technology. At the same time,
enterprises can also cooperate with colleges and uni-
versities and introduce talents from colleges and uni-
versities to promote the research and development of
low-carbon fresh product technology, so as to produce
more kinds of low-carbon fresh products.

Secondly, based on the needs of consumers, carry out
market segmentation of low-carbon fresh products, develop
appropriate low-carbon fresh products, make classification
marks in the sales and circulation of products, guide con-
sumers to use low-carbon fresh products, and improve
consumers’ selection space and discrimination ability of
low-carbon fresh products.

*irdly, pay attention to improving the performance of
low-carbon fresh products. In the process of product cir-
culation, enterprises should take the initiative to bear social
responsibility to avoid flooding the market with fake and
shoddy products and affecting residents’ confidence in low-
carbon fresh products. At the same time, enterprises should
abide by market rules, moderately reduce the price of low-
carbon fresh products, and provide more high-quality low-
carbon fresh products and low-carbon services.

4.2.3. Residents. Firstly, as the main body of market
consumption, while safeguarding their own rights and
interests, residents should also actively assume social
responsibility, consciously establish and cultivate the
values of low-carbon consumption, actively participate in
public welfare low-carbon activities organized by the
government and social media, constantly learn the

knowledge of low-carbon consumption, and distinguish
the authenticity and quality of low-carbon fresh products.

Secondly, residents should implement low-carbon
consumption and effectively achieve low-carbon con-
sumption in their lives, such as consuming low-carbon fresh
products as much as possible and reducing the consumption
of fresh products with high-carbon emissions.

*irdly, as a main body of society, residents cannot
only receive the publicity and education of low-carbon
knowledge, but also spread the correct low-carbon
consumption concept and knowledge to the surrounding
people, which will help to form a good social atmosphere
in which low-carbon consumption is everyone’s re-
sponsibility and low-carbon consumption starts from me.

5. Conclusion

Based on the binary logistic regression model, this paper
analyzes the influencing factors of residents’ willingness
and behavior of low-carbon consumption of fresh food.
Firstly, the descriptive analysis of the data is carried out,
followed by the reliability and validity test, and then the
willingness and behavior are regressed, respectively, to
explore the factors affecting residents’ low-carbon con-
sumption. Finally, the relevant suggestions are given
from the three aspects of government, enterprises, and
residents. *is paper attempts to use the quantitative
model method to study the influencing factors of resi-
dents’ low-carbon consumption, which is a good sup-
plement to a large number of qualitative research and has
strong practical significance.
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Weight determination aims to determine the importance of different attributes; determining accurate weights can significantly
improve the accuracy of classification and clustering. *is paper proposes an accurate method for attribute weight de-
termination. *e method uses the distance from the sample point of each class to the class center point. It can minimize the
weights and determines the attribute weights of the constraints through the objective function. In this paper, the attribute
weights obtained by the exact solution are applied to the K-means clustering algorithm; three classic machine learning data sets,
the iris data set, the wine data set, and the wheat seed data set, are clustered. Using the normalized mutual information as the
evaluation index, a confusion matrix was established. Finally, the clustering results are visualized and compared with other
methods to verify the effectiveness of the proposed method.*e results show that this method improves the normalized mutual
information by 0.11 and 0.08, respectively, compared with the unweighted and entropy weighted methods for iris clustering
results. Furthermore, the performance on the wine data set is improved by 0.1, and the performance on the wheat seed data set
is improved by 0.15 and 0.05.

1. Introduction

Weights reflect the importance of different attributes, and
the influence of different attribute weights on algorithm
results is sometimes very different. It is necessary to
determine accurate attribute weights. Let us take K-means
as an example. K-means clustering is a typical distance-
based clustering algorithm. K-means is widely used due to
its fast-running speed, simplicity, and ease of un-
derstanding. However, traditional K-means does not
consider the importance of features, resulting in poor
clustering effects with traditional K-means in some
problems. *e distance class algorithm uses the distance
between sample attributes to classify and cluster [1, 2].
Generally, the sample cluster is divided by clustering birds
of a feather [3, 4] to achieve the effect of high similarity
within the cluster and low similarity outside the cluster
[5]. *e distance between sample attributes is a “distance
measure” [6, 7]. *e similarity measure defined by us
means that the larger the distance, the smaller the

similarity [8, 9]. Differences between different attributes
may not be obvious or even wrong in some distance
performance, which can be achieved through “distance
metric learning.” In other words, assigning different
weights to sample attributes improves learning effects [10].

At present, the problem of weight determination can be
divided into two methods: subjective weight determination
and objective weight determination. Domain experts com-
pare the importance degree of each attribute with fuzzy
language to determine the weight.*e methods of subjective
weight determination by experts include the analytic hier-
archy process (AHP), sequence diagram method, simple
weighting, etc. *e analytic hierarchy process is a widely
used method at present. Pourghasemi et al. used fuzzy logic
and an analytic hierarchy process (AHP) model to make
a landslide sensitivity map of Iran’s landslide-prone area
(Haraz) for land planning and disaster reduction [11]. Lin
and Kou [12], based on the multiplication AHP model,
proposed a heuristic method, and priority vectors were
derived from the PCM in the whole hierarchy.
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Although the subjective weight determination method has
achieved good results in some conditions, it is limited by the
shortcomings of artificial judgment, inability to find experts,
and so on. *erefore, the objective weight determination
method is used inmany cases.*emethods of objective weight
mainly include the entropy weight method, principal com-
ponent analysis method, and factor analysis. Meimei et al.
proposed two methods to determine the optimal weight of
attributes based on entropy and measure [13]. Chen combined
the entropyweightmethodwith Topsis to determine the weight
of Topsis attributes and analyzed the influence of electronic
warfare on Topsis [14]. Amaya et al. proposed a proposal on
collaborative cross entropy to solve combinatorial optimization
problems [15]. In addition to the above method, Lu et al. used
a KNN combination of distance thresholds to determine the
weight [16]. And other scholars used algorithm combinations
to determine the weight [17–20]. In recent years, ensemble
learning has become a research hotspot, and some scholars
have determined the contribution degree of attributes to
classification results through ensemble learning algorithms, for
example, random forest [21], XGBoost, etc. Random forest
determines the weight by calculating the attribute contribution,
which is a way of calculating the weight value developed with
the development of ensemble learning [22]. And Liu et al.
constructed multiple mixed 0–1 linear programming models
(MLPMs) to obtain the classification range of alternatives and
weights of policy attributes applied in maldistributed decision-
making problems [23].

In this paper, a distance-based classification algorithm is
proposed to find the minimum distance between the midpoint
of the category to which the data belong and the attribute
vector.*e distance between data points in the same category is
closer and the distance between data points in different cat-
egories is farther to achieve the effect of improving the clas-
sification. In this paper, Lingo is used to solve the weights, and
the solved weights are applied to the K-means clustering iris
data set, wine data set, and wheat seed data set. Compared with
the weights determined by the class and entropy weight
method, the method proposed in this paper has different
degrees of improvement in the clustering effect.

*e key contributions of this work are as follows: (1)*e
algorithm accurately determines the attribute weights and
identifies the solution from the data set itself. (2) *is
method overcomes the shortcomings of AHP and other
methods. (3) It is less subjective and does not need to
calculate entropy [24, 25]. (4) *ere is no need to use
formulas such as variance to obtain attribute weights. *ere
is no need for many trial and error steps, and there is no need
for integrated learning to build models.

*e rest of this paper is organized as follows: Section 2
explains the idea of solving the weights in this paper. Section
3 describes the K-means clustering process and evaluation
indicators. Section 4 describes the experimental procedure.
Section 5 is a summary of the full text.

2. Determining Weights

2.1. "e Solution Idea. *e purpose of clustering and clas-
sification is to obtain groups such that objects within a group

are more similar than objects in different groups [26]. *e
weights are determined by minimizing the distances be-
tween attribute vectors within the same group and the center
vector to maximize the distance between the different
groups, thus effectively separating the different clusters.
When the distance between the attribute vectors of each
group and the center of the group reaches the minimum
value, the distance between the different groups is maxi-
mized. *e weight determined is the optimal attribute
weight. *e weight of the solution is applied to a known or
unknown data set to improve the learning effect. *e so-
lution idea comes from the KNN algorithm [27].

2.1.1. KNN Algorithm. *e KNN algorithm is a relatively
mature and simple machine learning algorithm in theory.
*e idea of KNN is that if a sample has a high probability of
belonging to a certain category among the k nearest samples
in the feature space, and most of them belong to a certain
category, then the sample is also classified in this category.
KNN is classified by measuring the distance between dif-
ferent characteristic values, generally using the Euclidean
distance. In classification decisions, this method only de-
termines the category of the samples to be classified
according to the category of the nearest sample or several
samples. *e KNN solution process is as follows:

Step 1: Calculate distances. *e distance between
characteristic values is calculated, the distance between
the test data and each training data value. Generally, the
Euclidean distance is used for calculation, and the
Manhattan distance and Mahalanobis distance can also
be used. Table 1 shows some distance formulas.
Step 2: Sort by increasing distance.
Step 3: Classify samples according to distance. Select k
data points with the smallest distance from the sample
point to determine the type of data with the highest
frequency among the K sample points.
Step 4: Identify categories. *e category with the
highest frequency in the first K points is used as the
predictive classification of the test data. Classification
methods are divided into simple and weighted voting
methods.

2.1.2. Weight Solution Idea. *e idea of solving weights
comes from the reverse solution method of KNN. KNN
makes classification judgments according to the occurrence
frequency of categories, and the purpose of determining the
weight is to improve the learning effect. In the KNN al-
gorithm, we aim to make all k surrounding sample points
belong to a certain category. *e distance between samples
of the same category should be small, and the distance
between samples of different categories should be large. *e
minimum distance between the sample vector of a category
and the center point is reflected in the sample vector of the
category.*e steps of determining the weights are as follows:

Step 1: Identify categories. Classify sample data of
different categories according to the known data.
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Step 2: Choose K. *e sample number of each category
is calculated after classification, and the value K is the
sample number of the category.
Step 3: Calculate the distance. Calculate the distance
between the sample of the category and the center point
vector, carry out the weighting calculation, and obtain
the weight when the distance is the smallest.

2.2. Solution Process. *e goal of this method is to minimize
the distance between a classification sample of the data set
and the center point of the category to which it belongs. In
this experiment, the Euclidean distance is adopted. In ad-
dition to the Euclidean distance, other distance functions,
such as the Mahalanobis distance, Manhattan distance, and
Chebyshev distance, can be adopted. *is paper presents an
accurate analytical method for weighted attribute distance
functions.
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where ni is the number of samples under each category and n

is the total number of samples. By solving the attribute
vector of the center point of each label, the minimum value
λp of the objective function is obtained by taking the partial
derivative or using the gradient descent method. When sd is
the minimum value, the weight λp of each attribute is ob-
tained. Namely, the sum of the distance between the sample

point of each category and the center point of each category
is the smallest. Table 2 shows the meanings of the other
parameters. In this experiment, the Euclidean distance is
used to determine the weight; other distances can also be
used for the calculation.

3. K-Means Algorithm

3.1. K-Means Algorithm Process. *e K-means algorithm is
an unsupervised learning algorithm that has become one of
the most widely used clustering algorithms [28, 29]. It is
a distance-based clustering algorithm that uses the distance
between objects as an evaluation index of similarity.

*e traditional K-means Algorithm 1 process is as
follows:

3.2. Evaluation Indicators. In this experiment, the nor-
malized mutual information [30, 31] (NMI) is used as the
evaluation index of clustering quality. NMI is commonly
used in clustering to measure the similarity of two clustering
results. It can objectively evaluate the accuracy of an algo-
rithm partition compared with the standard partition. *e
range of NMI is 0 to 1, and the higher it is, the greater the
accuracy is. *e concept of NMI comes from relative en-
tropy, namely, KL divergence and mutual information.

Relative entropy is an asymmetrical measure of the
difference between two probability distributions, and in the
discrete case, it is defined as

KL(p||q) �  p(x)log
p(x)

q(x)
, (2)

where p(x) and q(x) are the two probability distributions of
the random variable x.

Mutual information [32] is a useful information measure
in information theory. It can be regarded as the amount of
information contained in a random variable about another
random variable. Mutual information is the relative entropy
of the joint probability distribution and edge probability
product distribution of two random variables X and Y,
which is defined as

I(X; Y) � 
x


y

p(x, y)log
p(x, y)

p(x)p(y)
. (3)

Normalized mutual information is the result of the
normalization of mutual information and is defined as

Table 1: Several commonly used distance formulas.

Distance name Brief explanation Distance formula
Euclidean
distance *e straight-line distance between two points d �

��������������


n
k�1 (x1k − x2k)2



Manhattan
distance

*e sum of the absolute wheelbases of two points in standard
coordinates d � 

n
k�1 |x1k − x2k|

Chebyshev
distance *e maximum value of the difference between coordinates d � maxi(|x1i − x2i|)

Markov distance *e covariance distance of data d �

�����������������

(X − μ)TS− 1(X − μ)



. *e covariance matrix
is denoted as S, and the mean is denoted as μ

Mathematical Problems in Engineering 3



RE
TR
AC
TE
D

NMI(X; Y) � 2
I(X; Y)

H(X) + H(Y)
, (4)

where H(X) and H(Y) are the information entropy of the
random variables X and Y and I(X; Y) is the mutual in-
formation of X and Y.

3.3. K-Means with the Accurate Weight Determination
Method. *e traditional K-means algorithm does not
consider the importance degree of attributes, so the distance
weights from each attribute to the center point of the cluster
are equal. However, in many cases, the importance of dif-
ferent attributes may not be equal. Application of traditional
K-means to these scenarios will inevitably lead to inaccurate
clustering results. In this paper, the exact solution process of
feature weights is carried out before the K-means algorithm
is applied.*e obtained weights are weighted by the distance
between each attribute and the center point to obtain the
final distance between the sample point and the center of the
cluster. Figure 1 shows the flowchart of the k-means algo-
rithm using the exact weight solution method.

4. Experimental Process

4.1. Introduction to the Data Sets

4.1.1. Iris Data Set. *e iris data set is a commonly used
machine learning data set [33]. It includes four attributes,
the length of the calyx (Speal Length), the width of the calyx
(Speal Width), the length of the petal (Petal Length), and the
width of the petal (Petal Width). *e unit of the four at-
tributes is CM, which is a numerical variable, and there are
no missing values. Figure 2 shows a scatter plot of iris data

attributes. Figure 3 shows the histogram of iris data attri-
butes. *e mountain iris, chameleon iris, and Virginia iris
are the three categories. Each category collects 50 sample
records, for a total of 150 irises.

4.1.2. Wine Data Set. *ewine data set is a publicly available
data set from the University of California Irvine (UCI). It is
the result of a chemical analysis of wines grown in the same
region of Italy from three different varieties. *e analysis
determined the values of 13 attributes of each of the three
wines. *e attributes are class identifiers, represented by
categories 1, 2, and 3. Figure 4 shows the distribution of wine
attributes. *ere are 59 samples in category 1, 71 samples in
category 2, and 48 samples in category 3. *ere are no
missing values in this data set.

4.1.3. Wheat Seed Data Set. *e wheat seed data set
is commonly used in classification and clustering
tasks. *ere are 210 records, 7 features, and 1 label in
the data set. Figure 5 shows the distribution of wheat
seed attributes. *e labels are divided into 3 categories
with 70 samples in each category, and there are no
missing values.

4.2. Determining Attribute Weights

4.2.1. Determining the Attribute Weights of the Iris Data Set.
*e category number of the iris data set is 3, so the objective
function used to determine the weights of the four attributes
according to formula (1) is

Input: number of clusters K, data set D
Output: K clusters.
Algorithm steps:
Step 1: Take K, which means we will divide the data set into K groups.
Step 2: Randomly select K points from the data set as the initial clustering centers.
Step 3: Calculate the distances between all points and the K cluster centers and put the samples into the class with the center with the
shortest distance.
Step 4: Calculate the average coordinates of the data points in each class cluster to update the center of the cluster.
Step 5: Repeat steps (3) and (4) until the cluster center remains unchanged.

ALGORITHM 1: K-means clustering process.

Table 2: Brief explanations of various parameters.

Parameter name Parameter meaning
C Sample classification
xi Sample attribute vector
si Vector of the center point under each class
λp Weight value
ni Number of samples under the category
n Total number of samples
k Number of attributes
sd Objective function value

4 Mathematical Problems in Engineering
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Figure 2: Scatter plot of calyx length and width and petal length and width in the iris data set.
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Figure 1: Flowchart of applying the exact weight determination method to the K-means algorithm.
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, (5)

where n1, n2, n3 are the numbers of samples of mountain iris,
chameleon iris, and Virginia iris, respectively; n is the total
number of samples; k is the number of attributes; the iris has
four attributes of calyx length, calyx width, petal length, and
petal width (so k � 4); and themeanings of the other parameters
are given below. Table 3 illustrates the number of irises and the k
value for each category, and Table 4 shows the center vectors
and parameter meanings of various types of flowers.

We separate the three categories of the data set and cal-
culate the attribute vector values of the center points under

the three tags sh �

5.006
3.428
1.462
0.246

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠, sl �

5.936
2.77
4.26
1.326

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠, and sm �

6.588
2.974
5.552
2.026

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. In the experiment, LINGO12.0 is used to solve, and

the values are rounded to λk(k � 1, 2, 3, 4) in Table 5.

4.2.2. Determining the Wine Data Set Attribute Weights.
*e number of sample categories in the wine data set is 3.
*e objective function is established according to formula
(5). Data set is divided by the mean of the attributes for
dimensionless processing, where n1, n2, n3 are the numbers
of samples under different sample categories, n is the total
number of samples, and K is the number of attributes. *e
meaning of each parameter is given below. Table 6 lists the

number and parameter significance of the three categories of
the wine data set. Table 7 illustrates the three categories of
wine center vector parameters.

*e vector values of the attributes of the center points
under the three labels are sh � (1.057, 0.860, 1.037, 0.873,

1.066, 1.237, 1.469, 0.801, 1.193, 1.092, 1.109, 1.209, 1.493)T,
sl � (0.9444, 0.827, 0.948, 1.038, 0.947, 0.984, 1.025, 1.004,

1.024, 0.610, 1.103, 1.066, 0.695)T, and sm � (1.011, 1.426,

1.029, 1.098, 0.995, 0.731, 0.385, 1.236, 0.725, 1.462, 0.713,

0.644, 0.843)T.
*e rounded results λ3λk(k � 1, 2, . . . , 13) are given

below. Table 8 shows the weight values.

4.2.3. Determining the Attribute Weights of the Wheat and
Wheat Seed Data Set. *e number of sample categories in
the wheat seed data set is 3. *e objective function is
established according to formula (5). Data set is divided by
the mean of the attributes for dimensionless processing,
where n1, n2, n3 are the numbers of samples under different
sample categories, n is the total number of samples, k is the
number of attributes, and the meanings of each parameter
are as given below. Table 9 shows the parameter values
needed to calculate the weight of wheat seeds.

*e meanings of the other attributes are the same as in
Table 7.*e vector values of the attributes of the center point
under the three labels are sh � (0.965, 0.981, 1.010,

0.978, 0.995, 0.720, 0.940)T, sl � (1.234, 1.108, 1.014, 1.092,

1.128, 0.985, 1.113)T, and sm � (0.799, 0.909, 0.975, 0.929,
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Figure 5: Wheat seed data set.
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0.875, 1.294, 0.946)T. *e rounded λk(k � 1, 2 . . . 7) results
are given below. Table 10 shows the calculated weights of
wheat seed attributes.

4.3. Analysis of the Experimental Results. *e methods of K-
means with accurately determined weights, traditional K-
means, and K-means with entropy weights are used to
cluster the iris, wine, and wheat seed data sets. *e nor-
malized mutual information and the confusion matrix [34]
are used as evaluation criteria to evaluate the three methods.

4.3.1. Weight EntropyMethod. *e basic idea of the entropy
weight method [35, 36] used to determine the objective
weight is the index variability. Weight is determined

according to the information entropy [37], which is the
expectation of information content. *e probability of the
occurrence of a data value is negatively correlated with it.
*e higher the information entropy of an attribute is, the
less information it can provide, the smaller the role it plays
in evaluation, and the smaller its weight is. Table 11 shows
the weight values of iris attributes obtained by the exact
solution method. Table 12 shows the weight values of the
attributes of the wine data set obtained by the exact solution
method. Table 13 shows the weight values of the attributes
of the wheat seed data set obtained by the exact solution
method.

4.3.2. Iris Data Clustering Results. *e experiment is
implemented in the Python 3.8.5 environment, and the
maximum number of K-means iterations after inputting the
attribute weight is 200. *e normalized mutual information
is selected as the evaluation criterion, and the confusion
matrix is established. *e normalized mutual information

Table 8: *e weight values of the wine characteristic attributes are
accurately obtained.

Weight Value
λ1 0.745
λ2 0.0043
λ3 0.065
λ4 0.036
λ5 0.036
λ6 0.017
λ7 0.01
λ8 0.0068
λ9 0.0077
λ10 0.0069
λ11 0.023
λ12 0.026
λ13 0.011

Table 9: Main parameter explanation and value of the objective
functions in determining wheat seed attribute weights.

Symbol Brief explanation Numerical value
n1 Samples with a category of 1 70
n2 Samples with a category of 2 70
n3 Samples with a category of 3 70
k Number of data set attributes 7

Table 3: Main parameter explanation and the determined values of
the objective functions of the iris attribute weights.

Symbol Brief explanation Numerical value
n1 Number of mountain iris samples 50
n2 Number of chameleon iris samples 50
n3 Number of Virginia iris samples 50
k Number of data set attributes 4

Table 4: Explanation of other parameters used in solving the
objective function of iris attribute weights.

Symbol Brief explanation
sh Center vector of mountain iris samples
sl Center vector of chameleon iris samples
sm Center vector of Virginia iris samples
xi Sample attribute vector of the category

Table 6: Main parameters and values of the objective functions of
wine attribute weights.

Symbol Brief explanation Numerical value
n1 Samples with a category of 1 59
n2 Samples with a category of 2 71
n3 Samples with a category of 3 48
k Number of data set attributes 13

Table 7: Explanation of the other parameters of the objective
functions of wine attribute weights.

Symbol Brief explanation
sh *e sample category has 1 center vector
sl *e sample category has 2 center vectors
sm *e sample category has 3 center vectors
xi *e sample attribute vector of the category

Table 5: *e weight values of the iris characteristic attributes are
accurately determined.

Weight Value
λ1 0.053
λ2 0.117
λ3 0.107
λ4 0.722

Table 10: Weight values of wheat seed characteristic attributes
obtained by the accurate solution method.

Weight Value
λ1 0.0328
λ2 0.151
λ3 0.504
λ4 0.133
λ5 0.071
λ6 0.0012
λ7 0.104
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can make the clustering results to 0-1 so that the clustering
accuracy of the twomethods can be seen intuitively [38].*e
effect of clustering on a certain category can be obtained
through a confusion matrix [39]. Clustering results can be
visualized to make the results more intuitive [40]. *e above
methods are used to compare the results of the K-means
algorithm with weights, K-means without weights, and K-
means with weights determined by the entropy weight
method. Table 14 shows the NMI of the iris data set after
clustering by the three methods.

NMI is an external evaluation standard method for
clustering [41]. By calculating the normalized mutual in-
formation of the real labels and the labels after clustering, the
accuracy of clustering can be seen [42, 43]. *e NMI of the
three methods after clustering the iris data set is shown in
Table 14. First, it can be concluded from the table that the
NMI after clustering by K-means with weights is approxi-
mately 0.11 higher than that after clustering without weights.
*e clustering effect of K-means after determining the at-
tribute weights is better, which confirms the feasibility of this
method. Second, when the results obtained by the entropy

weight method are put into the K-means algorithm, the NMI
after clustering is 0.785. It is 0.03 higher than that of tra-
ditional K-means without weights. However, the NMI after
clustering of the algorithm proposed in this paper for ac-
curately determining the weights is 0.08 higher than that of
the entropy weight method. Finally, although the weight
determined by the entropy weight method improves the
accuracy of the iris data clustering class to a certain extent
compared with clustering without weights, it is far from the
improvement achieved by the weight determination method
proposed in this paper.*e confusionmatrix after clustering
is given below. Table 15 shows the confusion matrix of the
effect of the three methods on iris clustering.

*e confusion matrix is an effective tool for evaluating
classifications and clustering criteria [44], as it can be used to
clearly see in which categories the model does not perform
well [45]. *e confusion matrix [46, 47] after the three
methods of clustering is shown in Table 15. First, it can be
seen from the table that the clustering effect of the three
methods is equally good for the mountain iris.*ese samples
can be clustered accurately. All three methods are largely
accurate in the category of the chameleon iris, but there is
a large difference among the three in the category of the
Virginia iris. K-means without weights incorrectly clustered
14 samples of Virginia iris into the category of chameleon
iris. Compared with K-means clustering without weights,
the improvement of K-means clustering after weight de-
termination by the entropy weight method is not very large.
Second, for the clustering of Virginia iris, the weight clus-
tering results are almost the same as those of all attributes
after weight determination by the entropy weight method.
After the weights are determined by the entropy weight
method, 13 Virginia irises are incorrectly clustered into the
chameleon iris category, while only 14 samples are in-
correctly classified even with uncertain weights. Neither
method could accurately cluster Virginia irises, and it was
more difficult to cluster Virginia irises than the other two iris
categories. Figure 2 shows that the calyx and petal lengths
and widths of the Virginia iris and chameleon iris are
similar. *e data are mixed and difficult to distinguish,
which means that the two methods cannot distinguish the
two flower categories well.*e difference in the properties of
the mountain iris and the other two flowers is relatively
large. *e weight obtained by the algorithm with the ac-
curate solution is applied to K-means, which can distinguish
the two categories well, proving the accuracy and efficiency
of the method. Finally, the effect of K-means clustering
determined by the entropy weight method is visualized.

Figure 6 shows the results of clustering the iris data set
with the weights obtained by our method. Figure 7 shows
the clustering results without attribute weights. Figure 8

Table 11: Weight values of iris attributes obtained by the entropy
weight method.

Weight Value
λ1 0.193
λ2 0.112
λ3 0.318
λ4 0.376

Table 12: Weight values of wine characteristic attributes obtained
by the entropy weight method.

Weight Value
λ1 0.049
λ2 0.123
λ3 0.022
λ4 0.041
λ5 0.059
λ6 0.066
λ7 0.109
λ8 0.080
λ9 0.067
λ10 0.099
λ11 0.069
λ12 0.091
λ13 0.120

Table 13: Weight values of wheat seed characteristic attributes
obtained by the entropy weight method.

Weight Value
λ1 0.205
λ2 0.158
λ3 0.07
λ4 0.155
λ5 0.168
λ6 0.115
λ7 0.126

Table 14: NMI of the iris data set after clustering by the three
methods.

Normalized mutual information (NMI)
K-means with the exact weight 0.864
K-means without weight 0.758
K-means with the entropy weight 0.785

Mathematical Problems in Engineering 9
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shows the clustering results of the weights determined by
the entropy weight method. *e effect diagram after
clustering shows more intuitively that some sample points
are still mixed in the clustering results of chameleon iris
and Virginia iris by K-means without weights. *ese
points are not effectively divided into different clusters.
However, K-means with accurately determined weights
has a better effect on the clustering of the two types. Points
of different categories are effectively clustered into dif-
ferent clusters.

4.3.3. Wine Data Clustering Results. *e wine data set has
more attributes than the iris data set. *e results of the
following three methods are compared: the K-means al-
gorithm for calculating the weights by the exact solution
method, K-means without weights, and K-means with
weights determined by the entropy method. Table 16
shows the NMI values of the three methods for cluster-
ing the wine data set, and Table 17 shows the confusion
matrix of the three methods for clustering the wine data
set.

According to the NMI after clustering by the three
methods, the method for solving the weight proposed in this
paper improves the results by approximately 0.1 compared
with those of the other two methods. *e entropy weight
method does not improve the results much in the wine data
clustering class, so different weight solving methods apply to
different situations. According to the confusion matrix after
clustering by the three methods, the exact solution method
performs better than the other two methods on the three
sample categories. *ere is little difference between the
entropy weight method and K-means without weights.
Figure 9 shows the clustering results of the wine data set by
the method in this paper, Figure 10 shows the clustering
results without attribute weights, and Figure 11 shows the
entropy weighting method clustering results.

4.3.4. Cluster Results on Wheat Seed Data. *e number of
attributes in the wheat seed data set is between those of the
iris data set and the wine data set. *e results of the weighted
K-means algorithm, the K-means package in SKLearn, and
weighted K-means with weights determined by the entropy
weight method are compared below. Table 18 shows the
NMI results of the three methods for clustering wheat seeds,

and Table 19 shows the confusion matrix results after
clustering.

*e attribute importance of the wheat seed data set
varies. Compared with the K-means clustering results
without weights, the normalized mutual information after
K-means clustering with weights is greatly improved. *e
normalized mutual information after applying the exact
solution method and the entropy weight method of de-
termining the weights is improved by 0.15 and 0.1, re-
spectively. However, compared with the entropy weight
method, the weight method proposed in this paper improves
the normalized mutual information by 0.05, and the clus-
tering effect is better.

It can be seen from the confusionmatrix after clustering
by the three methods that the improvement of weighted K-
means compared with unweighted K-means is mainly in
the data set of categories 3. *e number of correct samples
in the clustering of the precise solution method and en-
tropy weight method is increased by 19 and 15, re-
spectively, compared with that of traditional K-means.
Compared with the entropy weight method, the exact
solution method performs better in the clustering of cat-
egory 3. Figure 12 represents the clustering result of wheat
seed data by the method in this paper, while Figure 13
shows the clustering results of the unweighted data set.
Figure 14 shows the clustering results of the wheat seed
data set by the entropy weight method. As seen from the

Table 15: Confusion matrix of the three methods for clustering the iris data set.

Confusion matrix Mountain iris Chameleon iris Virginia iris

Accurate method

Real category y

Mountain iris 50 0 0
Chameleon iris 0 48 2
Virginia iris 0 4 46

Without weight
Mountain iris 50 0 0
Chameleon iris 0 48 2
Virginia iris 0 14 36

Entropy weights
Mountain iris 50 0 0
Chameleon iris 0 49 1
Virginia iris 0 13 37

KMeans_Exact weight
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Figure 6: K-means clustering effect diagram of the iris data after
the exact solution method is used to determine the weights.
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Figure 7: Effect diagram of K-means without weights on iris data clustering.
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Figure 8: K-means clustering effect diagram of iris data after the entropy weight method is used to determine the weights.

Table 16: NMI aggregated by the three methods for wine data.

Normalized mutual information (NMI)
K-means with the exact weight 0.865
K-means without weights 0.765
K-means with entropy weight 0.765

Table 17: Confusion matrix of the three methods for clustering the wine data set.

Confusion matrix
Category y_pred after K-means clustering with the exact

solution method
Category 1 Category 2 Category 3

Accurate method

Real category y

Category 1 59 0 0
Category 2 5 64 2
Category 3 0 0 48

Without weight
Category 1 58 0 1
Category 2 2 60 9
Category 3 1 0 47

Entropy weights
Category 1 58 1 0
Category 2 2 60 9
Category 3 0 1 47
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Figure 9: Effect diagram of K-means clustering of the wine data after the exact solution method is used to determine the weights.
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Figure 10: Effect diagram of K-means without weights on wine data clustering.
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Figure 11: Effect diagram of K-means clustering of the wine data after the entropy weight method is used to determine the weights.

Table 18: NMI of wheat seed data aggregated by the three methods after classification.

Normalized mutual information (NMI)
K-means with the exact weight 0.673
K-means without weights 0.524
K-means with entropy weight 0.621
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Table 19: Confusion matrix of the three methods for clustering the wheat seed data set.

Confusion matrix Category 1 Category 2 Category 3

Accurate method

Real category y

Category 1 55 2 13
Category 2 9 61 0
Category 3 1 0 69

Without weight
Category 1 58 11 1
Category 2 10 60 0
Category 3 20 0 50

Entropy weights
Category 1 60 10 0
Category 2 12 57 9
Category 3 3 2 65
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Figure 12: K-means clustering effect diagram of wheat seed data after the exact solution method is used to determine the weights.

0.94 0.96 0.98 1.00 1.02 1.04 1.06

0.90

0.95

1.00

1.05

1.10

1.15

1.20
KMeans_No weight

Figure 13: Effect diagram of K-means without weights on wheat seed data clustering.
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Figure 14: *e K-means clustering effect of wheat seed data after the entropy weight method is used to determine the weights.
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visualization, the clustering effects of the accurate solution
method and entropy weight method are significantly better
than that of traditional K-means. Samples of different
categories are divided into different clusters.

5. Discussion and Conclusions

Class distance-based data classification algorithms are used to
deal with different scenarios, where determining weights is an
important and difficult problem. Based on the data value
itself, this paper proposes a precisely determined distance
weight, which makes the method more objective. *e weight
is determined only by solving the minimum function, and
methods such as the entropy weight method and principal
component analysis (PCA) are not needed. After determining
the minimum Euclidean distance between the attribute vector
of each category and the center point vector of the category to
determine the weight, the obtained result is applied to the K-
means clustering algorithm. Experiments were conducted
using normalized mutual information as an evaluation cri-
terion and a confusionmatrix to evaluate clustering details. In
this paper, we cluster the iris data set, wine data set, and wheat
seed data set. *e results show that, using the weight de-
termination method proposed in this paper, confusion matrix
and normalizedmutual information results are better than the
other two methods. Based on entropy and traditional K-
means, the solution method is proven to be effective. Finally,
the method is compared with the entropy weight method, to
compare clustering results. *e effect of the entropy weight
method in determining class weight is not as good as that of
themethod proposed in this paper, which proves the accuracy
and efficiency of this method. However, this paper only uses
Euclidean distance as a distance function to measure each
sample point and the center point to which it belongs. *ere
are other distance functions in addition to Euclidean distance.
Validating this approach with other distance functions is our
next step. In addition, three classic machine learning data sets
are taken as examples to demonstrate the effectiveness and
efficiency of this method for determining weights. However,
different weight determination methods are suitable for
different data sets, and more verification is required for
different scenarios and different data sets. For other methods,
such as neural networks, further verification is required in
future work. *e distance-based weight determination
method proposed in this paper still needs to be improved in
the future, but the distance-based weight determination
method is different from the subjective, entropy, and variance
methods and provides a new idea for future weight
determination.
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rough the analysis of the risk transmission mechanism of chemical substances in toys, this paper identi�es risk sources,
transmission carriers, key nodes, and risk recipients, and draws a risk transmission path diagram. Taking the risk factors in the
supply chain system as the research subject, this paper constructs a risk index system for chemical substances’ limit in toys, and
calculates the probability of risk and the degree of in�uence by the fuzzy evaluation method. Based on the Bayesian network
model, this paper analyzes the causality of risk transmission e�ects. rough the comprehensive use of fuzzy evaluation and
Bayesian network methods, a relatively complete chemical substance risk transmission path assessment system has been
established using China’s Guangdong toy companies as the data store to provide a feasible basis for responding to the risk control
measures of toxic and hazardous chemical substances in toys.

1. Introduction

Along with the vigorous development of the global econ-
omy, people’s living standards have gradually improved; as a
result, toys have become an indispensable entertainment
good for infants and young children. However, it has been
reported that children face the hidden hazards of “toxic toys”
in recent years [1], and the chemical substances contained in
them cause serious harm to the healthy growth of infants and
young children when come in contact or suck them. In order
to protect the health and safety of children, various countries
have put forward strict standards for restricting the use of
toxic and hazardous chemical substances in toys (e.g., Eu-
ropean standard EN 71 and ASTM F963 byU S.). ese
standards put forward a severe test on how to control the
content of chemical substances in themanufacturing process
of toys. For China, as a major producer of toys, in order to
better face this challenge, it is particularly important to
master the risk transmission mechanism and risk assessment
methods of chemical substances added to toys from raw
materials, semi-�nished products to �nished toy goods.
Based on the risk transmission mechanism of the chemical

substance supply chain in toys, this paper identi�es the risk
factor index system, and applies the fuzzy evaluationmethod
to quantify the probability of risk occurrence and the
consequences for the sake of e�ectively controling the risk
events caused by the content of chemical substances. Based
on the Bayesian network model, the causality of risk factor
transmission is calibrated so as to provide technical support
for enterprises to take targeted risk prevention and control
measures.

2. Research on the Risk Assessment of the
Supply Chain Transmission Path

Supply chain risk has received wide-ranging attention from
the academic and practice circles. Scholars at home and
abroad have accumulated rich research experience on supply
chain risk management (SCRM), risk identi�cation, and risk
assessment, which can e�ectively mitigate and avoid un-
certain factors. Hudnurkar et al. (2017) mention that the
common de�nition of supply chain risk is the degree of
potential economic loss caused by the unexpected deviation
of expected performance indicators or results in the supply
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chain caused by the triggering of interference events by
enterprises in the supply chain [2]. Aven (2008) points out
that the uncertain risk and loss results in the supply chain are
quantifiable [3]. Harland et al. (2003) believe that with the
development of globalization, supply chain networks have
become more complex and risk impacts have become more
dynamic [4]. Heckmann et al. (2015) describe that risk
spreads along the supply chain network and exacerbates it. If
a single risk is partially isolated, it will not affect the normal
operation of other links in the supply chain [5]. Swierczek
(2018) indicates that a variety of risk factors caused by
emergencies spread in the supply chain in a forward or
reverse manner [6]. +ese views reflect that supply chain
risks are quantifiable, additive, dynamic, and directional.
Compared with foreign research, there are many research
results on the risk transmission mechanism and modeling
analysis of the supply chain in China. Shi (2006) discusses
that risk transmission requires four elements, risk source,
transmission carrier, transmission node, and risk receiver
[7]. Cheng and Liu (2009) [8] discuss the accumulation and
release process of risk flow, the path selection, and the
orderly path transmission mechanism of transmission di-
rection. +e dynamic diffusion of risk transmission is di-
rectly related to the relevance and anti-risk ability of
enterprises. Zhang (2011) refines the risk transmission
process of supply chain and added the dynamic elements of
trigger, transmission valve, and transmission path [9]. Wan
et al. (2011) [10] state that risk can be blocked or weakened
by internally adjusting the node enterprises. However, when
internal adjustment cannot digest the risk, the risk will
spread to the upstream- and downstream-related enter-
prises, forming a risk accumulation and leading to a vicious
circle.

In order to effectively control and reduce the risk, many
researchers have developed different risk assessment
methods of supply chain transmission. In recent years,
domestic and foreign research on supply chain transmission
risk assessment focuses more on finance and food safety.
Wang et al. (2021) use the epidemic model to study the
mechanism and evolution of the complex supply chain
network risk transmission, and gain important management
enlightenment [11]. Hernadewita and Saleh (2020) con-
ducted a systematic analysis of 35 construction supply chain
risk identification and assessment frameworks, and found
that the combination of supply chain operation reference
model (SCOR) and failure mode and effect analysis (FMEA)
is an effective method to identify and evaluate construction
supply chain risk [12]. Handayani and Prihatiningsih (2019)
take small and medium-sized enterprises that produce fish
balls as the research subject, identify the production risk
factors based on the traceability system, and use the gray
theory method to evaluate the impact of hazardous sub-
stances in halal food [13]. Zhang et al. (2018) used structural
equation modeling to explore the transmission of supplier’s
disruption risk along the supply network in Chinese auto-
motive-related companies, and revealed that the disruption
risk affects its manufacturers, who conduct direct business
trades with it [14]. Guritno and Khuriyati (2018) conducted
in-depth interviews with 19 subjects at different levels in the

fresh vegetable supply chain to determine the internal and
external risks, and evaluated the risk management ability of
each level using the expected loss ranking matrix; they
analyzed the risk transfer to consumers, and farmers and
traders reduced the expected loss of risk [15]. Lei and Liu
(2017) use game theory to analyze the transmission mech-
anism of moral hazard in the supply chain of agricultural
products, and find that risk entities, especially responsible
entities with high correlation, can prevent and control risks
to the greatest extent possible to prevent risks from oc-
curring [16]. Liu (2015) applies the method of system dy-
namics to establish a risk transmission model for the
vegetable supply chain in Baoding, identifies the risk factors
in the system, and proposes that the risk transmission should
be suppressed from quality, inventory, purchase, price, and
information transmission [17]. Wang (2015) analyzes the
internal and external influencing factors of the quality risk of
Chinese pharmaceutical manufacturers, constructs a quality
risk transmission causality diagram, analyzes the trans-
mission influence of risk factors through system dynamics
simulation, and concludes that blocking the transmission of
risk transmission paths is the most significant prevention
and control effect [18]. Zhang (2012) [19] used the expert
scoring method and entropy method to quantitatively an-
alyze the correlation degree and the risk threshold of supply
chain node enterprises in the automobile manufacturing
industry. +e risk transfer coefficient is introduced to
construct a selective mechanism model of supply chain risk
transfer, and it is found that the correlation degree of node
enterprises is positively correlated with the amount of risk
transfer.

From all of the aforementioned studies, although dif-
ferent risk assessment methods have been applied in the
fields of manufacturing, food, and medicine, the research on
the identification or assessment of the transmission risk of
hazardous chemical substances in toys is almost blank. At
the same time, the risk transmission analysis lacks systematic
risk identification, transmission effect, and comprehensive
quantitative analysis of influence degree. +is paper com-
bines the Bayesian network and the fuzzy judgment analysis
method to improve the transmission effect evaluation system
of the risk path.

3. TheMechanism of Risk Transmission Path of
Chemical Substances in Toys

3.1. Overview of the Risk Transmission Path of Chemical
Substances in Toys. With reference to the concepts of cor-
porate risk transmission in the supply chain [20] and food
quality risk transmission [21], the risk transmission of
chemical substances in toys refers to that in the whole supply
chain system network of raw materials production, pro-
cessing and manufacturing, quality inspection, storage, and
transportation and distribution, the content of toxic and
harmful chemicals in products exceeds the standard due to
the influence of uncertain risk factors, and the transmission
effect is produced along the chain network structure in
production-related enterprises. +e risk assessment of the
chemical substances’ transmission path in toys is the
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measurement and analysis of the uncertainty of the factors
influencing the content of chemical substances in the toy
supply chain to determine the possibility of the occurrence
of risk factors and the degree of risk hazard, and to evaluate
the risks of stakeholders in the supply chain influences.

3.2. Risk Transmission Elements of Chemical Substances in
Toys

3.2.1. Risk Sources. As the origin of risk events, risk sources
are a set of internal and external uncertain risk factors. +e
effective identification of risk sources is the first step to
prevent and control the internal and external transmission
of risks. +e reason for the excessive content of trigger
chemicals in toy products comes from the production of raw
materials, processing and manufacturing of semi-finished
products/finished products, and packaging and trans-
portation. From the perspective of production and
manufacturing, it involves demand design risks and
manufacturing risks. +e purpose of adding hazardous
chemicals to toys is to change certain characteristics of the
product (for example, hexavalent chromium in metal toys
can improve the corrosion resistance of the product) in
order to meet the performance requirements of product
design, resulting in the addition of chemical substances that
do not meet the standard requirements. In addition to
design risks, a series of problems in the manufacturing
process, such as equipment failure, backward process
technology, and even manual operation errors and envi-
ronmental pollution (such as polycyclic aromatic hydro-
carbon chemicals in toys that are susceptible to air
pollution), can increase the possibility of excessive content.
From the perspective of inspection and supervision, in-
spection technology and equipment accuracy are the pre-
requisites for management and control, and effective
inspection methods can reduce or prevent the business risk
of purchasing or producing substandard raw and auxiliary
materials. Because toys have industry standards, national
standards, and national export standards, the inconsistency
or lack of standard standards leads to testing difficulties.
+erefore, system management has also become a necessary
measure and means to control risks. From the perspective of
transportation and storage, the storage, packaging, and
transportation of chemical materials in toys triggers prob-
lems such as chemical pollution and causes changes in
substance content.

3.2.2. Transmission Carrier. In the supply chain, risks need
to be transmitted dynamically by means of carrying media
such as material, technology, manpower, capital, and in-
formation. Among them, the material carrier includes raw
and auxiliary materials and machinery and equipment re-
quired for toy production. +e technology carrier includes
R&D capabilities and production processes. R&D capabil-
ities determine whether there are new substitute substances
or processes that can be optimized to meet content re-
quirements and achieve the characteristics of original
chemical substances. +e human carrier is mainly based on

purchasers, inspectors, producers, technicians, and man-
agers, and the ability to control risks among the subjects.+e
information carrier plays a decisive role in promoting the
standardization of stakeholders. Effective information flow
transmission in business can quickly respond to risk control
decisions. +e financial carrier is the driving force for the
sustainable development of the enterprise, and the R&D and
the introduction of precision equipment and instruments
require a large amount of financial support.

3.2.3. Key Nodes. Key nodes refer to single or multiple risk
gathering points from internal processes and external
business. +e node can derive, amplify, or block the harm
brought by emergency events in the spatial dimension, and
can transform the risk from static node to dynamic “critical
point” that diffuses to another node. According to the on-
the-spot investigation of toy manufacturing enterprises,
through summarizing the internal processes of different toy
productions (plastic toys as shown in Figure 1 andmetal toys
as shown in Figure 2), it can be seen that the key internal
nodes of chemical content risk in products are mainly spray/
paint, pad printing, and electroplating. It is reported that the
content standard of chemical substances in paint raw ma-
terials is the key point of prevention and control, and the
problems of process dosage, sticky pollution, and qualified
sampling inspection determine the important links of
reaching the standard of chemical substances in finished
products. +e key points of external business mainly focus
on three business links, i.e., raw and auxiliary material
suppliers, product manufacturers, and quality inspection
institutions.

3.2.4. Risk Recipient. +e recipient of the risk can also be the
sender of the risk, with the characteristics of risk retention,
absorption and digestion, continued transmission, and re-
sistance [22]. +emain bodies of risk recipients are chemical
material suppliers, toy processing manufacturers, and
quality inspection supervisors, and ultimately circulate to
consumer risk recipients. If the risk recipient takes effective
early warning and control measures, the risk will be digested
and blocked at this node. Otherwise, it will continue to be
passed on to other key links in a way of buffering degra-
dation. At this time, the role of the receiver becomes a risk
sender.

3.2.5. Transmission Path. As the name implies, transmission
path is the route that risks spread to the terminal in an
orderly direction. +e transmission direction can be divided
into chain-type forward or reverse, central radiation, net-
work concentration, or interactive network transmission
[23]. According to the analysis of the inventory status of
chemical substances, the raw and auxiliary materials, semi-
finished products, and finished products of toys adopt three
transmission modes, chain forward, radiation, or central-
ized. +e chain-type forward transmission path uses a
unidirectional flow from upstream to downstream in the
supply chain, i.e., raw and auxiliary material procurement
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⟶ semi-finished product processing⟶ finished product
manufacturing⟶packaging, storage, and transportation,
and finally circulation to consumers.+e radial transmission
path transmits risks from the upstream of the supply chain to
the same level or downstream levels. +e risk of multiple
enterprises in a centralized transmission path is all to the
same enterprise. +e next-level network node is enterprise

transfers, and it gradually transfers to the risk recipient,
namely the consumer.

Based on the research of the risk transmission mecha-
nism of chemical substances in toys, the process of chemical
substance transmission path is the process that the risk of
excessive chemical content of products is transmitted to
similar enterprises or downstream risk-accepting enterprises

Material Purchase

IQC Spot Check

Raw Material
Warehouse

Injection Molding

Semi-finished
Product One

IC Binding

Oil Injection
Pad Printing

Screen Printing

Electronic
Warehouse

Cleaning

Assembly and
Packaging

FQC Inspection
Qualified

OQC Inspection
Qualified or

Customers Approval

Finished Product
Warehouse

Semi-finished
Product Two

Shipment

Qualified

Unqualified

PCB

Figure 1: Production process of plastic toys.

Material Preparation

Rolling

Assembling

Polishing
Electroplating

Painting

Packaging

Casting Cutting

Figure 2: Production process of metal toys.
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along the chain positive or network divergent mode in the
toy supply chain system network. +e excessive content of
toxic and harmful chemical substances directly or indirectly
affects the related enterprises such as raw materials, semi-
finished products, and finished products. As a risk source,
the excessive content relies on various risk transmission
carriers such as production and processing, transportation,
and products. +rough the risk accumulation or coupling of
related businesses, the risk will spread to the downstream
key node enterprises. +e risk sender is also the risk receiver
in the supply chain system. Each node enterprise is a risk
subsystem.+e change of risk flow is related to the risk early
warning, prevention and control mechanism, and the
adaptive regulation mechanism of the risk subsystem. Risk
receivers with strong prevention and control ability can
reduce or block the risk by taking effective measures. From
this, we can draw the risk transmission path map of the
supply chain of chemicals in toys, which is composed of four
levels (as shown in Figure 3).

4. Risk Assessment Method of Chemical
Substance Transmission Path in Toys

Based on the study of chemical substance transmission
mechanism in toys, it is found that the influence of risk
sources on parameters in various key links is uncertain or
fuzzy. +e Bayesian network can solve the uncertainty of
related links by means of probability reasoning. Combined
with the risk transmission path map, the Bayesian network,
also known as the directed acyclic graph model, is con-
structed to identify the risk index system. +e prior prob-
ability and conditional probability of the risk event factor set
are evaluated by expert experience, and then the posterior
probability of other links along the directed edge is calcu-
lated. According to the obtained joint probability propa-
gation network of risk factors, the causal relationship among
the key nodes in the risk transmission path is explained.

4.1. Fuzzy Evaluation of Risk Probability and Influence
Consequence

4.1.1. Establish the Risk Index System (as Shown in Table 1).
Chemical substances in toys take supply and manufacturing
enterprises as the key nodes. According to the risk sources
identified by the transmission path, a set of risk factors R �

Ri|i � 1, 2 . . . , 5  � {procurement risk, production risk,
R&D risk, quality inspection risk, and management risk} are
established, in which the risk subset is Rt � Rit|t �

1, 2, . . . n}. Table 1.

4.1.2. Determine the Comment Set and Weight. Experts
judge the probability and degree of impact of risks based on
the actual situation of the enterprise, and assign values using
the center of gravity method. Occurrence rating
I � Ij|j � 1, 2, 3, 4  � {occur rarely, occur occasionally,
occur frequently, and occur inevitably}� {0.1, 0.3, 0.6, 1}; the
impact degree comment set and the assignment situation are
shown in Table 2.

In order to reduce the impact of subjective assessment,
determine the first-level indicator risk factor weight set
W � ωi , which satisfies 

5
i�1 ωi � 1 and 

5
i�1 ωi ≥ 0, set up

the secondary index weight set W � ωit , and normalize the
weights separately, such as ωi � ωi

′/
k
i�1 ωi
′.

4.1.3. Fuzzy Evaluation. +e paper establishes the mem-
bership vector matrix D � (dij)m×n of the risk factor set R
and rating I, where dij denotes the fuzzy mapping of each
risk factor Ri corresponding to Ij. In this paper, the fuzzy
transformation of the risk factors in the first-level fuzzy
evaluation is carried out, and P � W.
D � Vn

i�1(ωit∧dij) � (Ps|s � 1, 2, . . . , m). According to the
first-level fuzzy operation principle, the fuzzy evaluation of
the second-level index and the weight matrix of the first-level
index are multiplied by the fuzzy matrix to obtain the fuzzy
vector of the index.

P′ � W ∘ P � W ∘

P1

P

P3

P4

P5

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

� Pr|r � 1, 2, . . . , m( . (1)

4.1.4. Comprehensive Evaluation. +e weighted average
principle is used to evaluate the probability of risk
occurrence.

P �


m
i�1 IjPr


m
j�1 Pr

. (2)

Among them, Pr is the membership degree of risk factor
Ri to the evaluation grade Ij, and Ij is the rating assignment
of the evaluation set.

4.2. Build the Bayesian Network Model. Bayesian network
(BN) is a directed acyclic probability graph G � 〈R, E,Θ〉

composed of multiple nodes, in which each node represents
the corresponding risk factor variable R� {Ri}, the directed
edge set E represents the dependence among variables, and
the parameter Θ represents the conditional probability table
(CPT) among node states. Based on the Bayesian statistical
theory, the Bayesian network can calculate the joint prob-
ability distribution P(R1, R2, . . . , Rn) of risk events caused by
excessive chemical substances, which is written by chain
rules

P R1, R2, . . . , Rn(  � P R1( P R2|R1( P R3|R1, R2(  . . .

P Rn|R1, R2, . . . , Rn−1( ,

� 
n

i�1
P Ri|R1, R2, . . . , Ri−1( .

(3)

Taking toy product manufacturing and purchasing as
an example, a simple Bayesian network of chemical risk
events is constructed, as shown in Figure 4, where nodes
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Table 1: Risk factors of toy chemical supply chain identification.

Primary indicators Secondary indicators Description

Procurement risk R1
Supplier selection risk R11 Supplier qualification review

Raw material review risk R12 Storage of unqualified raw and auxiliary materials

Production risk R2

Technology risk R21 Risks of painting and coating links and equipment
Production environment risk R22 Environmental pollution triggers risk

Staff operation risk R23 Misuse by employees

Packaging, storage, and transportation risk R24
Pollution or deterioration of packaging, storage, and

transportation

R&D risk R3
Product design risk R31 Designer’s ability to recognize standards
R&D capability risk R32 Lack of alternative products or new technologies

Quality inspection risk R4
Detection process risk R41 Detection technology and equipment accuracy level
Testing skills risk R42 Technical level of inspectors

Management risk R5

Information sharing risk R51 Information/standard delivery delayed or inconsistent
Regulatory system risk R52 Comprehensive rationality of the management system

Regulatory enforcement risk R53 Management execution ability level
Recall product disposal risk R54 Recall product recycling and utilization

RA11 RA12 RA1n...

Enterprise A1

RA21 RA22 RA2n...

Enterprise A2

RA31 RA32
RA3n...

Enterprise A3

RB11 RB12 RB1n...

Enterprise B1

Enterprise A2

RB21 RB22 RB2n...

Enterprise B2

Enterprise B3

RC11 RC12 RC1n...

Enterprise C1

Enterprise A2

Enterprise B3

RC21 RC22 RC2n...

Enterprise C2

Raw Material
Semi-finished 

Products Finished Products

Risk Factor R

RA21 RA22 RA2n... RA21 RA22 RA2n...

RB31 RB32 RB3n...

RB31 RB32 RB3n...

Figure 3: Risk transmission path of chemical substance supply chain in toys.

Table 2: Rating table of risk impact consequences.

Risk degree Degree of loss caused (1000 yuan) Evaluation (1000 yuan)
Negligible 0 ≤ Ij < 10 5
Slight 10 ≤ Ij < 100 55
Common 100 ≤ Ij < 500 300
Serious 500 ≤ Ij <1000 750
Disastrous Ij ≥ 1000 1000
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R11 and R1 have a directed edge, and call R11 is the parent
node of R1. On the contrary, R1 is the child node of R11. For
any child node with a parent node Pa(Ri), it satisfies the
joint probability distribution P(R1, R2, . . . , Rn) �


n
i�1 P(Ri|Pa(Ri)); if Pa(Ri) � ∅, i.e., the probability of

node R11 is estimated as edge distribution P(R11).
+erefore, the risk joint probability ofM procurement link
of finished product manufacturer P(R1, R11, R12, M) �

P(R1|R11, R12) · P(M|R1) · P(R11) · P(R12). Among them.

5. Application of the Risk Assessment
Method for Chemical Substance
Transmission in Toys

5.1. Data Sources. +is paper selects a large toy enterprise
and its raw and auxiliary material suppliers in Shantou City,
Guangdong Province as the research subject (as shown in
Table 3). +rough the open questionnaire survey and expert
forum, the prior probability of risk factors is investigated by
48 professionals, and the evaluation vector is weighted by the
survey results.

5.2. Fuzzy Comprehensive Evaluation

5.2.1. Determine Weight. Use the Analytic Hierarchy Pro-
cess (AHP) and MATLAB software to get the weight set (as
shown in Table 4) and fuzzy evaluation grade of chemical
substances exceeding the standard risk W � [0.041, 0.533,

0.093, 0.242, 0.091] CR � CI/RI � 0.097/1.12< 0.10, pass
the consistency test.

5.2.2. Probability of Occurrence and Impact Assessment.
According to the fuzzy evaluation and comprehensive
evaluation methods, the risk probability (P) and risk impact
consequences (c) are calculated.

+rough the data analysis in Table 5, it can be concluded
that the risk of excessive chemical substances of domestic
raw material suppliers is lower, even negligible. However,
the possibility of risk caused by the finished product
manufacturers in domestic and foreign trade sales markets is
higher, accounting for 32.3%, but the loss caused is lower
than that of raw material suppliers.

5.3. Construct a Bayesian Network Simulation Experiment.
Based on the relationship between the internal and external risk
factors and the supply chain production, this paper establishes

the node relationship diagram between the second-level risk
factors and the corresponding first-level indicators. +en, all
the risk factors are gathered into the chemical risk events
triggered by the enterprise. According to the prior probability
and conditional probability distribution of variable parameters
of each node, the posterior probability of the target node is
calculated by formula (3).+en, the Bayesian network of risk of
chemical substance transmission in toys is established by
Netica software (as shown in Figure 5).

5.4. Risk Effect of the Chemical Substance Transmission
Path in Toys. +rough the demonstration data of Bayesian
reasoning in Figure 5, it can be seen that when the risk
occurs in the raw material node enterprise (SUPL_DOM),
the associated production manufacturer enterprise
(MFR_IN_DOM) will produce a transmission effect. From
the Bayesian inference probability, it can be found that from
the perspective of external risk, the risk has an amplified
cumulative effect in the transmission process of the supply
chain of the two companies. From the perspective of en-
terprise internal risk, due to the prevention and control
measures taken by the finished product manufacturers, the
risk occurrence of the node enterprises triggered by internal
risk factors is inhibited or reduced. Besides, due to the
constraints of the regulatory agencies or the government, the
possibility of risk occurrence is further hindered.

+e probability loss model RS � PB × C (RS stands for
risk value) proposed by Mitchell (1995) [24] is used to
measure the impact effect of risk events, which can better
measure the risk level of chemical substances. Combined
with the fuzzy evaluation of risk consequence C and
Bayesian probability PB parameter values, the risk impact
effect of the supply chain network is ranked:
RS(SUPL DOM)>RS(MFR IN DOM); obviously, the risk
events caused by domestic raw material supply enterprises
have a greater impact. +is is because the regulations or
standards of toy products have not yet formed global in-
tegration, and enterprises need to meet the requirements of
technical regulations and standards of different countries to
enter the international sales market. Compared with foreign
standards, the regulation of toy chemical safety standards in
China is more relaxed.+rough investigation, it is found that
in order to meet the requirements of different standards,
China’s foreign trade enterprises have implemented the
production mode of “the same standard, the same quality,
and the same line,” so as to avoid serious losses caused by
confused production.

R11

R1

M

Parent Node

Child Node

R12

Figure 4: Bayesian network in procurement link of toy manufacturer M.
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+rough the comparison between the Chinese toy
safety standard GB6675-2014 and the European Union toy
standard EN 71–3, it is obvious that in the limit range of
transferable elements in toy products, China imposes
restrictions on 8 chemical elements, while the EU imposes
strict restrictions on 19 chemical elements. In the future, if
China formulates toy standards with international stan-
dards, increases the category of chemical elements, and
reduces the threshold value of substance content, the
domestic trade-oriented small and medium-sized enter-
prises will face a severe test. According to the Bayesian
probability results in Figure 5, it is found that the raw
material supply enterprises and the finished product
manufacturing enterprises are in a low-level state. Among
them, the most influential factor of raw material supply in

the supply chain is the production link. According to the
Bayesian risk probability level, the P(SD R2)>
P(SD R4)> P(SD R1)> P(SD R5)>P(SD R3) is ranked.
+e factor that triggers the risk of chemical substance
exceeding the standard in the finished product
manufacturing enterprise is the procurement link, and the
risk occurrence level is ranked as P(MID R1)>
P(MID R3)>P(MID R4)> P(MID R2)>P(MID R5).
+erefore, the raw material enterprises should adopt
advanced production technology and substitute new
technology to replace the previous production process,
while the finished product manufacturing enterprises
should strictly control the upstream suppliers, so as to
ensure that the raw materials and auxiliary materials meet
the supply standards.

Table 3: Overview of toy chemical substances research enterprises.

Enterprise type Enterprise scale Enterprise area Sales market
Toy products manufacturer (MID) Large Shantou city, Guangdong province Integration of domestic and foreign markets
Raw material supplier (SD) Small Shantou city, Guangdong province Domestic market

Table 4: Weights of risk factors in the supply chain of toy chemical substances.

Primary indicators Weights Secondary indicators Weights

Procurement risk R1 0.041 Supplier selection risk R11 0.667
Raw material review risk R12 0.333

Production risk R2 0.533

Technology risk R21 0.255
Production environment risk R22 0.083

Staff operation risk R23 0.427
Packaging, storage, and transportation risk R24 0.235

R&D risk R3 0.093 Product design risk R31 0.750
R&D capability risk R32 0.250

Quality inspection risk R4 0.242 Detection process risk R41 0.200
Testing skills risk R42 0.800

Management risk R5 0.091

Information sharing risk R51 0.406
Regulatory system risk R52 0.182

Regulatory enforcement risk R53 0.351
Recall product disposal risk R54 0.061

Table 5: Results of fuzzy comprehensive evaluation.

Enterprise type Fuzzy evaluation set of
occurrence possibility

Fuzzy evaluation of
occurrence
possibility

Fuzzy evaluation set of
influence consequence

Fuzzy evaluation grade
of influence
consequence

Domestic and foreign manufacturers
of finished Products
(MFR_INT_DOM)

(0.299, 0.398, 0.267,
0.014) 0.323 (1, 0, 0, 0) 5

Raw material supplier (SUPL_DOM) (0.423, 0, 0, 0) 0.042 (0.77, 0.23, 0,0) 16.49

8 Mathematical Problems in Engineering



6. Conclusion

Taking the upstream and downstreammanufacturers of toy
supply chain as the research subject, this paper analyzes the
transmission mechanism of supply chain leading to the
excessive risk of chemical substances, identifies risk factors,
and establishes an index system. In this paper, fuzzy lan-
guage is used to evaluate the risk probability and loss
consequence, which solves the uncertainty and subjectivity
of the assessment. Based on the Bayesian network prob-
abilistic reasoning system, this paper clearly shows the
conduction effect between key nodes in the supply chain.
+rough the comprehensive application of fuzzy evaluation
and the Bayesian network evaluation method system, this
paper can achieve objective evaluation, simplify the cal-
culation complexity, and clearly infer the causal relation-
ship, which is more scientific and reasonable.
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�e detection algorithm is explored to improve the dynamic visual sensors (DVS) combined with computer digital technology, build a
DVS network, and complete themonitoring and tracking of the target. Ultimately, the problem that needs to be solved is the poor quality
of traditional communication sensor data transmission, which needs to be improved by DVS. Firstly, the structure and function of the
network are described through dynamic visual perception requirements analysis. Secondly, by introducing a target tracking algorithm
that combines event �ow and grayscale images, two methods are proposed, namely, the event �ow noise reduction method based on
event density and the optical �ow detection feature tracking algorithm. Finally, through experiments, the tracking and detection e�ect of
the optical �ow detection algorithm on the target object in the dark environment is veri�ed in the high-speed motion scene and the
re�ection environment.�e results show that the average error of target object detection and tracking is 3.2 pixels in a dark environment.
�e average error of target tracking in high-speed motion scenes and re�ective environments is 4.86 pixels and 2.88 pixels, respectively.
�is research has practical reference value for the digital and intelligent development of digital video surveillance systems.

1. Introduction

As the most in�uential technological change in the new
century, sensor networks [1–3] have provided strong tech-
nical support for the completion of target detection and
tracking tasks since their inception. In a speci�c and complex
environment, it is di�cult to use human resources to track
speci�c targets. A large amount of manpower and material
and �nancial resources are needed for coordination and
deployment. Appropriate sensor nodes are used in the target
environment, and the location information of each sensor
node is coordinated and controlled by the overall network.
�rough the coordinate information of each sensor, tasks
such as monitoring and tracking of the target are completed.
�erefore, in the sensor network, the basic function of the
network system is achieved through appropriate measure-
ment methods. Even in a complex environment with severe
occlusion, it can also realize the sensory positioning of visual
nodes in the visual sensor network.

�e construction of the dynamic visual sensor (DVS)
network requires the addition of vision sensor nodes (VSN)
[4–6] to the general sensor network to meet the high-speed
monitoring requirements of the sensor network. �e sensor
network contains intelligent sensors that can perceive a
variety of physical quantities. It can collect target-related
information in a complex and high-risk environment. It can
monitor and track environmental data information through
visual sensor nodes, realize the detection of the designated
area, and then transmit the data to the data center through
the transmission channel [7]. Additionally, the traditional
vision sensor has the problem of motion blur when col-
lecting high-speed moving targets, and it does not perform
well for the data collection e�ect in the re�ective environ-
ment and the dark environment. DVS can solve these
problems due to their high dynamic range. �erefore, it has
great potential in target tracking. DVS performs tracking
and detection by the shape of the target, which can not only
realize feature tracking andmonitoring in multiple scenarios
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but also transfer and forward each sensor node, reducing the
burden of data access in the data center.

However, the traditional sensor network has an un-
certain scale, and the detection and tracking range of a
sensor network that is too small is insufficient to achieve
large-scale regional environmental data monitoring [8].
Excessively large sensor networks are often limited by factors
such as cost, power consumption, and flexibility. Some
nodes may lack global positioning devices and cannot
achieve real-time positioning of all nodes, which in turn
affects the effect of target monitoring and tracking [9, 10].
)erefore, based on the analysis of the requirement of DVS,
the event stream noise reduction method and the event
density-based optical flow detection feature tracking algo-
rithm are proposed to study the detection algorithm by
introducing the target tracking algorithm combining event
stream and grayscale image. )e research realizes the
tracking and detection of target objects in dark environ-
ments, high-speed object motion scenes, and reflective
environments. )e research results have an important ref-
erence value for the intelligent application of vision sensors
and the improvement of the accuracy of target detection
algorithms.

2. Recent Related Work

After years of development, the types of sensors have be-
come more and more diverse, and the target monitoring and
recognition algorithms used by the sensors have attracted
more attention. Sensors using traditional recognition al-
gorithms have poor performance in monitoring and data
transmission. )e use of deep learning algorithms has
achieved good results in the application of sensor target
monitoring and target tracking and recognition. )erefore,
in the field of sensor vision, deep-learning-related algo-
rithms are widely used. Quaid and Jalal [11] have studied
human behavior pattern recognition algorithms for wear-
able smart sensors. A new idea with a variant of the genetic
algorithm was proposed, to solve the problem of complex
feature selection and classification using sensor data. )e
proposed system is by the statistical dependence between the
behavior and the corresponding signal data, which can
maximize the possibility of obtaining the best feature value.
Jalal et al. [12] used depth sensors to identify human in-
teraction by the maximum entropy Markov model. )rough
extensive experiments, the average accuracy of the proposed
feature extraction algorithm and cross-entropy optimization
model reached 91.25%. Ma et al. [13] used support vector
machines (SVM) to study human activity recognition. )e
experimental results verify the reliability of the proposed
tensor-based feature representation model and the weighted
support tensor machine algorithm for human activity rec-
ognition. Cheng-Bing and Xi-hao [14] proposed the use of a
fuzzy C-means clustering algorithm (FCM) and adaptive
neuro-fuzzy inference system (ANFIS) algorithm for array
pattern recognition of the sensor. )e calculation speed and
convergence speed of the adaptive neuro-fuzzy inference
system are greatly improved. Khomami and Shamekhi [15]
used a sign language recognition sensor system to study

Persian sign language recognition.)e research results show
that the average recognition accuracy rate reaches 96.13%.
)is can provide satisfactory results for 20 gestures. )ere
have been many studies on the application of sensors in the
field of target monitoring and target tracking and recog-
nition, but there are relatively few studies on the use of
bionic smart sensors to construct DVS. )erefore, com-
bining computer digital technology and DVS, DVS is
constructed to carry out application research on target
monitoring and tracking. )is provides a certain reference
for the digital and intelligent development of vision sensors.

3. Feature Tracking Algorithm by Optical
Flow Detection

3.1. Dynamic Vision Sensing Demand Analysis. With the
advancement of semiconductor technology, photoelectric
imaging devices [16–18] have significantly improved their
performance indicators and imaging quality in recent
years. Compared with the existing photoelectric imaging
device’s working mode of fixed frequency exposure and
frame-by-frame output of grayscale images, the DVS is an
intelligent camera inspired by biology. It can capture the
vitality of the scene, thereby reducing data redundancy
and delay. In modern cities, the increase in population
and vehicles puts tremendous pressure on road traffic.
Intelligent sensor interaction technology is used to collect
road vehicle information, and the data collection system is
used to collect and forward the information to the user
terminal. On this basis, the Internet of )ings (IoT) is
used to digitize all the information elements of the system
vehicles, and the virtual intelligent road traffic service
platform is reconstructed in the network space to form a
situation of coexistence and virtual integration of the road
system in the physical dimension and the digital traffic
control center in the information dimension. )erefore,
physical systems and digital systems coexist and merge in
the information dimension. During vehicle detection and
identification, the system can provide vehicle historical
data query function. It will also display road traffic in-
formation and traffic flow in real time, query statistical
historical status data, and the stability and scalability of
data storage. After the data are collected by the DVS, the
data need to be transmitted to the data storage center
through the central node. )e overall network structure is
shown in Figure 1.

3.2. Target Tracking Algorithm Combining Event Stream and
Grayscale Image. In DVS, the edge of a moving object
generates an event. In a short period of time Δt, the increase
in logarithmic brightness can be recorded as ΔL(u(t), t),
which is calculated as

ΔL(u(t), t) � L(u, t) − L(u, t − Δt), (1)

where L(u, t) represents the event flow function. Assuming
that the brightness is a constant, deriving the equation (1) to
obtain the following equation:
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zL(u(t), t)

zt
+ ∇L(u(t), t) · _u(t) � 0. (2)

Meanwhile, through Taylor Formula, the increment of
logarithmic brightness can be expressed as the following
equation:

ΔL(u(t), t) ≈
zL(u(t), t)

zt
Δt. (3)

By combining the above equations, u(t) represents the
speed, which can also be denoted as v. Solve by the way of
obtaining the gradient of the grey image, the increment of
the logarithmic brightness is shown in the following
equation:

ΔL(u(t), t) ≈ − ∇L(u(t), t) · v · Δt. (4)

After calculating the brightness increment model, the
target tracking algorithm is designed using the relationship
between the event flow and the brightness increment cal-
culated by the grayscale image. )e overall process frame-
work of the algorithm is shown in Figure 2.

In a period Δt, the events are integrated pixel by pixel to
obtain the integral graph Ie. Let pk be the number of events
that need to be integrated in this period, and the generation
principle of the integral graph is shown in the following
equation:

Ie � 
tk∈Δt

pkCδ u, uk( ,
(5)

where δ(u, uk) represents the Kronecker delta. According to
the principle of DVS, in a short time Δt, the optical flow can
be regarded as a constant v. )e brightness increment value
Ip produced by the optical flow in the time Δt calculated by
the grey image is shown in the following equation:

Ip � −∇L(u(t), t) · v · Δt. (6)

In the process of tracking the target feature points, in
order to simplify the calculation, the translation transfor-
mation and rotation transformation of the target image will
be mainly considered. )e calculation matrix of the trans-
formed image is written as w. )e integral map is changed by
affine to obtain the prediction map Ip(u; w, v), and the
calculation is shown in the following equation:

Ip(u; w, v) � −∇L(u, w)v(u)Δt. (7)

3.3. Research on Event FlowNoise ReductionMethod by Event
Density. During the use of the sensor, the thermal noise of
the reset switch transistor will generate background activity
noise. Noise will have a certain impact on the stability of
sensor data transmission [19]. )e event flow information of
the fixed scene is collected. After statistical analysis, the
background activity noise can be calculated by the Poisson
distribution, as shown in the following equation:

P N(t) � n{ } �
(λt)

n

n!
e

−λt
, (8)

where n represents the number of background activity
noise events, t represents the accumulation time of the
events, λ represents the average value of noise events
generated on average, and P N(t) � n{ } represents the
probability of n noise events generated in the time period t.
)rough the analysis of the generation mechanism of noise
and the temporal and spatial characteristics of the event
stream, the event stream noise reduction method of event
density is adopted. For newly arrived events, set the time
neighbourhood to ΩL

Δt and the spatial neighbourhood size
to L∗L, and accumulate the number of L∗ L pixel output
events within ΩL

Δt to obtain the density matrix D. )e
calculation of matrix element Di,j is shown in the following
equation:

Di,j � 

t0

t�t0−Δt
c x0 −

L − 1
2

− 1 + i, y0 −
L − 1
2

− 1 + j, t 1≤ i, j≤L,

(9)

where (x0, y0, t) is the space coordinates of the newly arrived
event, and c(x, y, t) is a binary function, calculated as shown
in the following equation:

c(x, y, t) �
1 if there is anevent e(x, y, t),

0 otherwise.
 (10)

In a fixed time interval T, the more the amount of
background noise generated by a nonhot pixel, the lower the
probability. In a fixed time and space, the amount of
background activity noise will be less than a certain
threshold, and the number of events generated by the real
target will likely be greater than the threshold; that is, the
equation (11) is satisfied.

Data centre

Central node

Secondary node

Figure 1: )e architecture of DVS.
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C
xi,yi,ti∈ΩL

Δ

δ x − xi, y − yi, t − ti(  dxdydt
<Ψ if there are BAsinΩL

Δt

Ψ if there areObjects inΩL
Δt

⎧⎨

⎩ , (11)

where Ψ is the threshold of the number of events. )e
threshold is related to the threshold of the switch com-
parator of the DVS and the target size.

Since the hot pixel noise occurs at a high frequency at a
fixed position, the result after the event density threshold
filtering is further refined. After the filtering, the noise re-
duction effect of the event stream by the probability of the
real event is evaluated, and the event stream evaluation result
generated by the periodic movement of the target is used to
determine whether the event is a real event or noise. )e
probability of a real event is calculated as shown in the
following equation:

P ei(  � 
j

1
σ

���
2π

√ e
−min li−tj−kL


/2σ2 , (12)

where L is the turntable period of the sensor motor, j

represents the number of noise events and 0< j< n, n is the
total number of events generated by the pixel. When the
event is related to the degree of temporal and spatial cor-
relation of other events, the probability that the event is a
target can be quantified to produce a true event, as expressed
by the following equation:

PRE e0(  � 
i

1
2πσ1σ2

e
− di/2σ21+τi/2σ22( ), (13)

where PRE(e0) represents the probability that the event e0 is
a true event. When this probability is greater than a certain
threshold, the event is recognized as a true event. )e de-
termination of this threshold requires statistics on the area of
noise events. )e average true event probability of noise
events is shown in the following equation:

PARE �
 i1/2πσ1σ2e

− di/2σ21+τi/2σ22( )

N
, (14)

where PARE is the threshold for judging noise, N is the total
number of statistical noise events, and σ1, σ2 are all con-
stants. If the correlation degree of the event in the event
stream is higher than PARE, the event is deemed to be a real
event. Otherwise, the event is judged to be a noise event, and
the noise reduction is performed to eliminate the event data
[20].

3.4. Feature Tracking Algorithm of Optical Flow Detection.
In high-speed motion scenes [21], reflective scenes [22], and
dark environments [23], it is difficult for traditional visual
sensors to achieve timely and effective tracking of feature
points. )e feature tracking algorithm by optical flow is used
to realize the feature point extraction in the integral map by
the event flow integral map. )e optical flow constraint
equation [24–26] uses the brightness change of the pixel

Feature 
extraction

Feature 
point set

Input 
data

Tracking
module

Feature point 
tracking results

Figure 2: Framework diagram of target tracking algorithm flow.
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during the movement of the target to calculate the following
equations:

I(x, y, t) � I(x + dx, y + dy, t + dt), (15)

I(x + dx, y + dy, t + dt) � I(x, y, t) +
zI

zx
dx

+
zI

zy
dy +

zI

zt
dt + ε,

(16)

where I(x, y, t) represents the brightness of the pixel at the
position s in the image at time t. (x + dx , y + dy) repre-
sents the position of the pixel after the time interval of dt.

Assume that the speed of the target along the horizontal
direction is u � dx/dt. )e velocity along the vertical di-
rection is v � dy/dt, and then, zI/zx and zI/zy represent the
partial derivatives of the image in two directions. )e optical
flow constraint equation is shown in the following equation:

zI

zx

dx

dt
+

zI

zy

dy

dt
+

zI

zt

dt

dt
� 0. (17)

Among the data collected by the sensor, the optical flow
constraint equation of the image collected by the traditional
sensor cannot be used for optical flow calculation. )e
constraint equation for the event flow requires the DVS to
perform discrete data collection [27, 28]. In three-dimen-
sional coordinates, the position transformation of the event
stream over a period can be mapped to the coordinate
change of the initial plane. )e event mapping generated at
the same point is the same. According to the time interval
when the optical flow mapping is generated at different
points, the detection of the position movement of the de-
tection object can be realized. )e flow chart of the feature
tracking algorithm by the optical flow detection method is
shown in Figure 3.

Additionally, an image window
Bs � u ∈ R2‖u − f‖< s  is established with the pixel point
of the optical flow to be determined as the center. If the
time of the initial plane is 0, the events in the space-time

window centered on the pixel can be regarded as a set. )e
optical flow in the window is a constant. For many events in
the window, the probability model cannot be used to make
simple judgments of the corresponding relationship be-
tween the events, and further connections between the data
need to be established.

For any two events in the time-space window, there must
be a relationship shown in the following equation:


m

j�1
rijrkj

⎛⎝ ⎞⎠ ui − tiv(  − uk − tkv( 
2

� 0. (18)

Assuming there are n events in the window, the optical
flow in the window is calculated as the following equation:

min
v



n

i�1


n

k�1


m

j�1
rijrkj

⎛⎝ ⎞⎠ ui − tiv(  − uk − tkv( 
2
. (19)

According to the principle of the least square method,
the simplified optical flow calculation after the constant
iterative solution is as shown in the following equation:

Y � UD
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4. Results and Discussion

4.1. 7e Target Tracking Result of Event Stream Combined
with Grey Image. When the optical flow tracking algorithm
is used to track and recognize the target, the sensor should
first accurately detect the feature points according to the

event flow and collect effective object information from the
grayscale images in different environments. )e target
tracking detection results are shown in Figure 4.

)e DVS is used to track and detect the target object.)e
result of tracking and detecting the target object in a high-
speed motion scene is shown in Figure 4(a). Figure 4(b)

Feature
extraction

Generate 
gradient map

Generate 
integral graph

Solving position
parameters

Update feature 
point position

Figure 3: Flow chart of feature tracking algorithm by optical flow
detection method.
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shows the result of static object detection in a dark envi-
ronment. Large black areas in the grayscale image cannot be
detected and identified by the event stream. Figure 4(c)
shows the result of tracking and detecting static objects in a
reflective environment. )e optical flow detection algorithm
can effectively extract the feature points of dynamic objects
and can be accurately identified even in a dark environment.

4.2. Data Processing Results of Event Stream Noise Reduction
Method. )e data results after noise reduction processing
using the event stream method are evaluated, and the
original event stream is time-sliced. Each time slice is 10ms
in length and is divided into 286 time slices in total. )e
average true rate PARE is calculated from the number of noise
events, as shown in Figure 5. Additionally, the number of
noise events in the real events (NIR) and the number of real
events in the filtered events (NIF) are evaluated with two
parameter values, as shown in Figures 6 and 7.

From the average true rate change curve of the results of
each event stream slice in Figure 5, although the average true
rate of each segment fluctuates, the average true rate of each
event, in general, is basically maintained at about 1.2. )is
shows that the event stream slices the authenticity and re-
liability of the method.

Figures 6 and 7 show that the event density-based
method and the background activity filter processing
method are used. )e average NIF values of these two
methods are 171.355 and 158.222, respectively. )e noise
reduction method by event density is more effective than the
background activity filtering method. Because the event
density method is by the event density to make judgments,
the accuracy rate is higher.

Additionally, the spatiotemporal filter is used to process
the experimental data collected by the sensor. )e sampling
factors of the spatiotemporal filter are, respectively, set to 2,
4, and 6.)e experimental data processing results are shown
in Figures 8–10.

Figures 8–10 show that the sampling factor settings of
the spatiotemporal filter are different, and the NIR and NIF
values of the processed data will have large differences.)ere
are higher NIF values under different sampling factors. )is
is since the time is stored in different groups due to different
sampling. When the sampling factor is 2, the maximumNIR

value after filtering can reach above 8000, and the maximum
NIF value is about 1200. As the sampling factor increases,
both the NIR value and the NIF value will decrease. When
the sampling factor is 6, the highest value of NIR value can
only reach about 2500, and the highest value of NIF value
can only reach about 500. At the peak of NIR and the trough

(a) (b) (c)

Figure 4: Grayscale image of target tracking detection results. (a) Target object tracking and detection in high-speed motion scenes.
(b) Static object tracking and detection in dark environments. (c) Static object tracking and detection in reflective environments.
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of NIF, the number of real events will decrease due to the
increase in noise. )is is because the latest events are judged.
)e number of support events is insufficient.

4.3. Performance Analysis Results of Optical Flow Detection
and Feature Tracking Algorithms. In order to verify the
performance advantages of the optical flow detection
method compared with the traditional algorithm, the optical

flow detection method is used to track and detect the target
object in the dark environment, the high-speed motion
scene of the object, and the reflective environment. )e
average error result of the detection and tracking is shown in
Figures 11–13:

Figures 11–13 show that the average error of target
object detection and tracking in a dark environment is 3.2
pixels. )e average error of object tracking in high-speed
motion scenes is 4.86 pixels. )e average error of target
tracking in a reflective environment is 2.88 pixels. Experi-
mental description: the proposed optical flow detection
method is applied to the tracking and detection of target
objects, which can effectively extract the feature points of the
image and can achieve good tracking and detection effects
even in a dark environment.
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5. Conclusion

)e accuracy and speed with which sensors are used to
detect target objects are gradually improving. However, the
detection effect of traditional sensors is not good in high-
speed motion scenes, reflective scenes, and dark environ-
ments. Firstly, through DVS technology, the computer
digitization technology is used to study and improve sensor
target detection and recognition algorithms. Subsequently,
event flow target detection algorithms and optical flow target
tracking algorithms are proposed. )e proposal of these
algorithms has an important reference value for the intel-
ligent application of vision sensors. However, some disad-
vantages are unavoidable. Firstly, the target detection
algorithm based on event flow can build a deeper detection
network to further improve the detection accuracy. Sec-
ondly, if a sensor device with higher precision is added, the
accuracy of the experimental data obtained will be higher. In
the future, more real-world event datasets can be added. )e
addition of these datasets will make object detection and
validation more general.
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[28] D. Gorjup, J. Slavič, A. Babnik, and M. Boltezar, “Still-camera
multiview spectral optical flow imaging for 3D operating-
deflection-shape identification,” Mechanical Systems and
Signal Processing, vol. 152, p. 107456, 2021.

Mathematical Problems in Engineering 9



Research Article
Improvement of English Teaching Process Management Based on
Intelligent Data Sampling

Jin Cheng

School of Foreign Languages, Luoyang Normal University, Luoyang 471934, China

Correspondence should be addressed to Jin Cheng; jincheng@lynu.edu.cn

Received 14 March 2022; Revised 18 April 2022; Accepted 27 April 2022; Published 24 May 2022

Academic Editor: Wei Liu

Copyright © 2022 Jin Cheng. �is is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

In order to improve the management eect of English teaching process, this paper combines intelligent data to use technology to
improve the management of English teaching process, improve the eect of English teaching, and construct an intelligent English
teaching process management system. Moreover, this paper considers the interpolation problem of time series data in the metric
space de�ned by dynamic time warping, and proposes an oversampling method for unbalanced time series data. In addition, this
paper chooses to classify the Gaussian process model that is sensitive to unbalanced time series data to test the eect of the model.
�e experimental research results show that the English teaching process management system based on intelligent data sampling
proposed in this paper can play an important role in English teaching management and can eectively improve the e�ciency of
English teaching.

1. Introduction

Inquiry-based English teaching is an important achievement
in the development and reform of modern western science
education and is known as a new milestone in the innovation
and development of modern science education. With the
development of science, people’s accumulation of knowledge
continues to increase, and the contradiction between tradition
and innovation has become increasingly prominent in the
process of moving towards the Frontier of knowledge. In
particular, the traditional English teaching, which is mainly
based on knowledge transfer in educational English teaching,
has to focus on the teacher in order to pursue the coherence,
system, and integrity of knowledge. In this way, it is easy to
evolve into a cramming education, and it is di�cult to im-
prove the subjectivity and innovation ability of students.

�e new curriculum encourages students to experience
the methods and processes of scienti�c inquiry. At the same
time, in order to eectively construct the chemical inquiry
classroom and improve the quality of chemical inquiry
English teaching, we should also pay attention to improving
the eectiveness of the implementation of chemical inquiry
English teaching [1].�e eectiveness of the current inquiry-

based English teaching needs to be improved, and there are
many obstacles, which should be improved from many
aspects. �rough the investigation and analysis of the cur-
rent in�uence of various obstacles, suggestions for im-
provement can be put forward. At the same time, by
combining the design of inquiry-based English teaching
cases and the implementation of improvement strategies, the
eectiveness of inquiry-based English teaching can be ef-
fectively improved [2]. In addition, with the development of
information technology and the popularization of Internet,
the development of online o�ce management has become
more and more rapid, and more and more people are
adapting to this type of o�ce mode. �e standardized and
scienti�c management system design is not only conducive
to the improvement of o�ce e�ciency, but also brings about
the emergence of a more scienti�c and fair management
model. For school management, the most important thing is
to improve the quality of English teaching in schools, so
designing a complete and scienti�c management system for
the English teaching process plays a pivotal role in im-
proving the quality of English teaching [3].

English teaching process management is the manage-
ment of the entire English teaching process, including the
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management andmaintenance of the course, the supervision
and management of the English teaching process, the
evaluation and management of English teaching, and other
complete course management systems. With the develop-
ment of ELearning (e-learning), the teaching and learning of
teachers and students on the network platform has become
more adaptable to the interaction between teachers and
students, and it also reduces the burden on the management
of educational administrators. At the same time, the sharing
of English teaching resources for teachers, the creation of
course forums, and the design of students’ communication
environment have become more prominent; online exam-
inations, online Q&A, online attendance, etc., can be in-
corporated into the English teaching process with the
development of network learning. In the management
system, the improvement of teachers’ English teaching
ability requirements is also accompanied by comprehensive
evaluation of teachers in various aspects such as breadth and
depth, and the realization of a complete English teaching
evaluation system can also better reflect the advantages of
informatization development. (e systematic and scientific
statistical analysis and evaluation results can also play a great
role in various aspects such as teachers’ English teaching
level and teachers’ English teaching ability. (erefore, based
on the existing design and implementation and the existing
technical support, the design of a complete English teaching
process management system can promote the development
of informatization, improve the educational administration
management system, and improve the scientific nature of
educational administration management.

(is paper combines intelligent data and technology to
improve the English teaching process management, improve
the English teaching effect, and construct an intelligent
English teaching process management system, which pro-
vides a reference for the further improvement of the quality
of English teaching in the future.

2. Related Work

Teaching quality monitoring is a process of purposefully
monitoring, evaluating, and applying effectiveness to the
teaching quality system in order to achieve the intended
purpose of teaching quality [4]. Teaching quality monitoring
is a management process of detecting, measuring, judging,
and improving the deviation of predetermined teaching
quality goals in the process of teaching quality management
and teaching implementation to ensure the effectiveness of
teaching goals. (e formulation of professional training
objectives is usually based on [5]. Teaching quality moni-
toring is to ensure that the quality of personnel training can
achieve the predetermined goals and that school leaders and
teaching quality management departments can timely reg-
ulate teaching work, correct deviations, coordinate rela-
tionships and fully stimulate the full potential of all aspects
[6]. Teaching quality monitoring is a process of monitoring
and regulating the teaching process according to the ex-
pected quality standards in order to meet the needs of

customers and ensure that all the teaching process and the
quality of student training can achieve the predetermined
purpose and develop continuously [7]. Reference [8] defines
teaching quality monitoring as follows: (e teaching quality
monitoring system in colleges and universities refers to a
series of teaching quality management work systems and
monitoring operation mechanisms that are used to ensure
the teaching quality in the teaching operation process of
colleges and universities. (e monitoring organization uses
certain methods and means to carry out detailed planning,
inspection, evaluation, feedback, and adjustment of various
influencing factors of teaching quality and each link of the
teaching process, so as to improve the quality of teaching and
personnel training. Teaching quality monitoring can be
divided into two monitoring forms: external quality mon-
itoring and internal quality monitoring according to the
monitoring subject and scope. (e practical activities or
management behaviors that the organization or department
outside the school (usually refers to the education admin-
istrative department, social group, etc.) supervises and
evaluates the teaching quality of the school as a whole is the
external monitoring of the teaching quality [8]. (e mon-
itoring and control practice activities or management be-
haviors carried out by the school’s teaching quality
management department and teachers and students on
teaching quality are called internal monitoring of teaching
quality [9]. Teaching quality monitoring is an important
means and link of teaching quality management in colleges
and universities.

(e teaching quality monitoring system refers to the use
of corresponding methods and means by colleges and
universities to ensure and improve their own teaching
quality and to achieve the expected teaching quality goals
under the guidance of scientific teaching concepts [10]. A
stable and effective quality management mechanism and
system is established by effective monitoring and regulation
to ensure and improve teaching quality [11]. (e teaching
quality monitoring system is mainly composed of six ele-
ments: subject, object, purpose, standard, method, and
system of teaching quality monitoring [12]. (e links of
teaching quality monitoring mainly include the following:
establishing quality standards for teaching links, monitoring
information on teaching process, sorting and analysis of
relevant data, evaluation, feedback information, and regu-
lation and rectification. (rough the effective operation of
the teaching quality monitoring system, various information
can be fed back in a timely and accurate manner, and the
problems and causes that deviate from the predetermined
goals in the process of teaching and teaching management
can be analyzed by sorting out various information the goal
of [13].

In the existing educational administration system, there
is no detailed design and implementation of the manage-
ment of the entire teaching process in terms of architecture,
course notifications, online exams, online Q&A, etc.,
designed for teaching tasks, and at the same time, there is no
management record of each link in the teaching process. It
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can achieve real-time and scientific teaching evaluation
feedback for teachers and does not involve objective records
in the teaching process and complete systematic analysis of
student-teacher evaluation results [14]. Similarly, each
university has its own teaching process management in its
own educational administration system, but it is designed
for the different teaching characteristics and school-running
styles of each school. Most of the systems have evaluation
systems that are not perfect and have no systematic details.
Design and statistical analysis are not scientific enough to
apply to the university’s established process management
normative requirements. (erefore, proposing a feasible
teaching process management scheme can play a huge role
in the educational administration system [15].

3. Smart Data Sampling

In this paper, the interpolation problem of time series data is
considered in the metric space defined by dynamic time
wrapping (DTW). It proposes an oversampling method for
unbalanced time series data and selects a Gaussian process
model sensitive to unbalanced time series data for classifi-
cation to test the effect of the model.

DTW uses the time warping function that satisfies the
boundary, continuity, and monotonicity conditions, calcu-
lates the minimum distance between two sequences, and
solves the time warping function corresponding to the
minimum distance.

We are given two sequences A � (a1, a2, . . . , ai, . . . , am)

and B � (b1, b2, . . . , bj, . . . , bn), and we first define the dy-
namic warping path as [16]

W � w1, w2, . . . , wK( , max(m, n)≤K≤m + n − 1. (1)

Among them, wk corresponds to the synchronization
point (i, j)k(k � 1, 2, · · · , K), i represents the index of the
element on the sequence A, j represents the index of the
element on the sequence B, and the indexes of all the ele-
ments of the sequences A and B must appear on the regular
path, and w1 � (1, 1), wK � (m, n). If it is known that the
path has passed the synchronization point (i, j), the next
synchronization point to pass through is only (i+ 1, j), (i,
j+ 1), (i+ 1, j+ 1), and the number of paths that satisfies the
condition is exponential, the goal of dynamic time warping
is to find the path that minimizes the cost of warping, and the
mathematical expression is

DTW(A, B) � minW 

K

k�1
d wk( . (2)

(e minimum cost path can be calculated by accumu-
lating distance, and the accumulative distance is defined as
[17]

c(i, j) � d(i, j) + min c(i − 1, j − 1), c(i − 1, j), c(i, j − 1) . (3)

Among them, d(i, j) is the distance between ai and bj.
Different distance calculation methods can be used for
distance, such as Euclidean distance and Manhattan dis-
tance. (e most commonly used Euclidean distance is used

in this paper. In order to find a regular path that satisfies the
minimum cumulative distance, the cumulative distance
corresponding to this path is the DTW distance of the two
sequences.

Figure 1 shows the cost matrices of the two sequences
and the path with the least normalized cost. DTW needs to
calculate the value of each element in the cost matrix, and
then search for the path with the least regular cost. (e
regular path in the figure is W� {(1,1), (2,2), (3,3), (3,4),
(3,5), (4,5), (5,6), (6,7), (7,7), (7,8), (8,8)}, there are vertical
lines and horizontal lines on the path, that is, there are
vertical lines and horizontal lines on the path; that is, there
are one-to-many and many-to-one, which originate from
the stretch and offset of the sequence on the time axis.

Figure 2 is a schematic diagram of the two sequences.
Sequence A and sequence B have position offset and scale
scaling. Using DTW calculation, it is concluded that the
distance between the two is extremely small and the simi-
larity is high.

DTW can effectively measure the similarity between time
series data. (e time and space complexity is O(N2), and it is
usually used on small-scale time series datasets. Because of the
high time and space complexity, it reduces the computational
efficiency when applied to large-scale datasets.

FastDTW combines two methods of restriction and data
abstraction to speed up the calculation of DTW (as shown in
Figure 3), while avoiding the shortcomings of both methods.
(e specific algorithm is as follows:

① Coarse-grained: the algorithm abstracts the original
time series data to obtain a coarse-grained dataset.
Each coarse-grained data point represents multiple
fine-grained data points (each coarse-grained data
point can be an average of multiple fine-grained data
points).(e coarse-grained process can be performed
iteratively multiple times, sequentially from
1/2k⟶ 1/2k− 1⟶ ...⟶ 1/2⟶ 1/1.

② Projection: the algorithm uses the standard DTW
algorithm to calculate the regular path on the coarse-
grained dataset after data abstraction.

③ Fine-grained: the algorithm adjusts the regular path
obtained on the coarse-grained dataset in step② to a
finer-grained space through local adjustment.(at is,
on the neighbor cost matrix unit of the regular path
in the coarse-grained space, the optimal path of the
finer-grained space is found, and the size of the
neighbor can be adjusted by the radius (similar to the
window width of the restriction method) parameter.

In this paper, FastDTW is used to calculate the DTW
distance and regular path, and the efficiency of this method
is improved under the condition of ensuring the accuracy.

(is paper considers the characteristics of time series
data, draws on the interpolation idea and the adaptive ad-
vantage, and proposes an unbalanced time series data
processing method based on DTW. For the convenience of
description, the oversampling method proposed in this
paper is abbreviated as SDTW, that is, sampler with dynamic
time warping.
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① First, the total number of minority class samples to be
generated is determined as follows [18]:

G � N− − N+(  × a. (4)

Among them, N+ and N− represent the number of
minority class and majority class samples in the

original data, respectively, and α(0< α≤ 1) is the
adjustment degree, which is usually taken as 1.

② For each minority class sample xi+, the DTW dis-
tance and regular path between it and other samples
are calculated. According to the DTW distance or-
dering, the k nearest neighbors of the sample are

1/4 1/2 1/1

Figure 3: Schematic diagram of FastDTW algorithm.

1 j n···
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1

Time series B
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Figure 1: Schematic diagram of cost matrix and minimum cost path.

Time

Time series A

Time series B

1 2 3 4 5 6 7 8

Figure 2: Schematic diagram of the regularity of the two sequences.
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found. (en, we calculate the ratio using the fol-
lowing formula:

ri �
ki+

k
,

i � 1, 2, . . . , N+.

(5)

Among them, ki+ is the number of samples belonging
to the minority class among the k nearest neighbor
samples.

③ (e threshold θ(0< θ≤ 1) is set. (e ratio ri is di-
vided into two numerical sets according to the
threshold, corresponding to two different regions of
the sample set: the noise set χnoise(ri ∈ [0, θ)) and the
safe set χsafe(ri ∈ [θ, 1]). Considering that the noise
set contains wrong sensitive information, it is not
conducive to the learning process of the model.
(erefore, the minority class samples belonging to
the noise set do not participate in the artificial sample
synthesis process.

④ (e ratio distribution of the samples of the nor-
malized security set χsafe is obtained ri. Considering
that the sample is over-ignored because the ratio is
too small, the exponential function is used for
smoothing correction:

ri �
exp ri( 


N+

l�1 1 xl∈χsese{ } · exp rl(  
,


i

ri � 1.

(6)

Among them, 1A is an indicative function. IfA is true,
the indicator function takes the value 1, otherwise, it
is 0.

⑤ (e number of sampling samples is determined: for
each minority class sample xi+ in the security set, the
number of sampling samples is

gi � ⌈G · ri⌉. (7)

Among them, ⌈ · ⌉means round up. It is worth noting
that if the total number of samples obtained by
sampling exceeds the set number of samples G, the
method of simple random sampling is used to
eliminate the excess samples sampled.

⑥ (e sampling process is as follows: for each minority
class sample xi+ in the safe set, a minority class
sample xk among its k nearest neighbor samples is
randomly selected. We assume that the dynamic time
warping path of sample sequences xi+ and xi+ is
(w1, w2, · · · , wL). Among them, the synchronization
point wl � (wil, wkl), l � 1, 2, · · · , L, n≤ L≤ 2n − 1, n

is the sample sequence length (because the lengths of
time series data samples in the UCR dataset used in
this paper are all the same, for the convenience of
understanding, it is assumed that the time series

samples used are of equal length, and the case where
the sample sequences are not of equal length is
similar, that is, max(m, n)≤ L≤m + n − 1). (e
specific steps (as shown in Figure 4) are as follows:

Step 1: counting between synchronization points of
the regularized path, new sample points are gen-
erated. However, due to the existence of one-to-
one, one-to-many, and many-to-one situations in
the regular path, when calculating the sample value
of the sampling point, it is necessary to perform the
same interpolation operation on the sampling time
point for subsequent adjustment, that is,

xP � xWi
+ λ0 xWk

− xWi
 ,

P � Wi + λ0 Wk − Wi( .
(8)

Among them, xP is the new sample sequence
xp � (xp1

, xp1
, . . . , xpi

) obtained by path inter-
polation, P is the sampling time point corre-
sponding to the new sample sequence
P � (P1, P2, . . . , PL), λ0 is a random number
(0, λ≤ 1) between (0, λ), and xwi � (xw1

, xwi2
,

. . . , xwiL
) and xWk

� (xwk1
, xwk2

, . . . , xwkL
) are the

sample value sequences of the minority class
sample xi+ corresponding to the synchronization
point on the DTW path and its nearest neighbor
minority class sample xk, respectively.
Wi � (wi1, wi2, . . . , wiL) and
Wk � (wk1, wk2, , wkL) are the sequences com-
posed of the points of the minority class samples
xi+ and xk corresponding to the synchronization
points on the DTW path, respectively.
Step 2: the sampling time point is adjusted. Due
to the existence of one-to-one, one-to-many, and
many-to-one situations in the regular path, this
may lead to the situation that the sampling in-
terval of the interpolation sample points is un-
equal and inconsistent with the sampling interval
of the original sequence. (erefore, the sampling
time point P � (p1, p2, . . . , pL) of the new
sample sequence needs to be adjusted to be
consistent with the sampling time point
T � (t1, t2, . . . , tn) of the original data, and the
adjusted sample value sequence
xa dj � (xt1

, xt2
, . . . , xtn

) is given. For each tj ∈ T,
then we have the following:

(1) If there is pl ∈ P such that pl � tj, then the
sample value corresponding to tj is

xtj
� xpi

. (9)

Among them, xpl
∈ xP.

(2) If there is no pl ∈ P such that pl � tj, then p �

max pl: pl < tj  and p � min pl: pl > tj  are
solved first, that is, p < tj <p. In this paper, the
linear interpolation method is used (other in-
terpolation methods such as square interpolation
and cubic interpolation can also be used, but the
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linear interpolation method is simpler and more
efficient after trying), and the sample value
corresponding to tj the calculation is

xtj
�

tj − p 

p − p 
xp − xp  + xp. (10)

Among them, xp, xp ∈ xP.

Step 3: We repeat the first and second steps until
gi samples are generated.

⑦ (e algorithm repeats step ⑥ until a specified
number of samples are generated around each mi-
nority class sample in the safe set.

(e Bayesian method is introduced into the Gaussian
process model, which can accurately calculate the

Time series A

Time series B

1 2 3 4 5 6 7 8

Step 1: Sampling sequence

Step 2: Coordinate correction

Correct the
interpolation

point

Figure 4: Schematic diagram of sample generation process.
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posterior probability value, and the results are easy to
interpret. It has the characteristics of adaptive acquisition
of hyperparameters and flexible nonparametric inference.
Moreover, the kernel function is adopted, so that the
model can be used in nonlinear and high-dimensional
problem processing. In the case of unbalanced data, the
model is more inclined to the majority class, and the ability
to identify the minority class decreases, that is, it is sen-
sitive to unbalanced time series data. In this paper, GPC is
used to classify the unbalanced time series data before and
after sampling to test the effectiveness of the sampling
method.

A Gaussian process refers to a set of random variables,
and any finite number of random variables in the set obeys a
joint Gaussian distribution. Any Gaussian process can be
determined by the mean function m (x) and the covariance
function k (x, x′) of a random process f (x):

f ∼ GP m(x), k x, x′( ( . (11)

Among them, m(x) � E(f(x)), k(x, x′) � E

((f(x) − m(x))(f(x′) − m(x′))T). (e idea of the Gauss-
ian process classification model is to replace the non-
Gaussian real posterior distribution by a Gaussian ap-
proximate posterior distribution, and then we use the ap-
proximate posterior distribution to give test data to
approximate the predicted distribution.

We give the training set S � (xi, yi), i � 1, 2, . . . , n , xi is
the input, and yi is the output. Given x, the conditional
probability of y is p(y, x) � Φ(f(x)). Among them, f(x)
defines the mapping relationship between input data and
output. When x is given, f(x) is the implicit function obeying
the Gaussian process f(x., θ) ∼ GP(0, K(θ)), θ is the pa-
rameter of the covariance function K(θ), and Φ(·) is the
cumulative probability density function of the standard
normal distribution.

We give f � [f1, . . . , fn]T, fi � f(xi), and we set
Y � [y1, . . . , yn]T, X � [x1, . . . , xn]T. Since the observed
data are independent of each other, there is a likelihood

View teaching tasks

Generate execution
tasks

Generate lecture
execution tasks

Generate the
experimental

execution tasks

Generate machine
operation execution

tasks

Whether it is needed
to group

Perform task grouping

Generate the teaching
calendar

Y

N

Figure 6: Activity diagram of English teaching calendar generation.
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function p(Y, f) � 
n
i�1 p(yi, fi) � 

n
i�1Φ(yi, fi), the

prior distribution of the implicit function f is p(f, X, θ) �

N(0, K, kij � k(xi, xj, θ), k(·) is the covariance function.
(e Gaussian kernel function is commonly used as the
covariance function (k(‖x − xc‖) � σ2f exp − (1/2d2) (x−

xc)
2}), xc is the center of the kernel function, the parameter

is θ � σf, d , d is the window width. (e posterior distri-
bution of the implicit function f can be expressed as

p(f, S, θ) �
p(Y, f)p(f, X, θ)

p(S, θ)
,

�
N(0, K)

p(S, θ)


n

i�1
Φ yi, fi( .

(12)

It is worth noting that the posterior distribution is non-
Gaussian.

We predict the class y∗ given the sample x∗ to be
classified. First, the conditional probability of its implicit
function f∗ is calculated:

p f∗, S, θ, x∗(  �  p y∗, f, X, θ, x∗( p(f, S, θ)df. (13)

Using the conditional probability distribution of this
implicit function f∗, the probability distribution of class
labels y∗ is obtained as follows:

p y∗, S, θ, x∗(  �  p y∗, f∗( p f∗, S, θ, x∗( df. (14)

(e conditional probability of f∗ is not a Gaussian
likelihood. (erefore, it cannot be calculated directly using
the integral. An alternative approach is to use a Gaussian-
like approximate posterior distribution
q(f, S, θ) � N(f, (μ,Σ)) to approximate the true posterior
distribution p(f, S, θ). We substitute this approximate
posterior distribution into the conditional probability cal-
culation formula of the implicit function f∗, and after
obtaining the approximate Gaussian test of the implicit
function f∗, we finally verify it, as follows:

q f∗, S, θ, x∗(  � N f∗, μ∗, σ
2
∗  . (15)

Among them, μ∗ � kT
∗K

− 1μ, σ2∗ � k(x∗, x∗) − kT
∗(K− 1 −

K− 1AK− 1)k∗, k∗ � [k(x1, x∗), · · · , k(xn, x∗)]
T is the prior

covariance function between the sample x∗ to be classified
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Figure 7: Activity diagram of English teaching calendar maintenance and management.
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and the training set X. (us, the approximate prediction
distribution of the samples to be classified is

q y∗ � 1, S, θ, x∗(  � Φ f∗( N f∗, μ∗, σ
2
∗  df

� Φ
μ∗�����

1 + σ2∗
⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠.

(16)

(erefore, the parameter θ∗ � μ∗, σ2∗  of the approxi-
mate Gaussian posterior distribution can be solved by ap-
proximation algorithms such as maximum likelihood
method and Laplace approximation.

4. Improvement of English Teaching Process
Management Based on Intelligent
Data Sampling

(e overall design of the system starts from the stage of
English teaching process management, improves the English
teaching process management, optimizes the management
mode, and improves the quality of English teaching. It
mainly includes three aspects of demand analysis. (e
overall system demand analysis is shown in the overall
demand diagram of English teaching process management
in Figure 5.

At present, for the courses of theory plus experiment or
theory plus computer in the system, when the execution task
is generated, the experimental or computer part is stripped,
and the execution task is set up separately, and then the
English teaching calendar is generated. (e main activity
diagram of English teaching calendar generation is shown in
the activity diagram of English teaching calendar generation
in Figure 6.

In the management of the whole English teaching
process, the maintenance and management of the English
teaching calendar is a key step, and the good design and
management of the English teaching calendar can have a
direct impact on the management of the English teaching
process. (e maintenance of the English teaching calendar
plays a paving role in the management of the subsequent
English teaching process. (e overall description of the
maintenance and management of the English teaching
calendar is shown in the activity diagram of the maintenance
and management of the English teaching calendar in
Figure 7.

(e system use case analysis diagram of teaching staff
and teachers is shown in Figure 8, the English teaching
calendar maintenance and management use case diagram.

Figure 8 can visually show the main participants of the
system in the maintenance of the English teaching calendar.
Among them, the main role of each role can be clearly
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Figure 8: Use case diagram of English teaching calendar maintenance management.
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defined through the description of the use case. (e main
use case for teaching staff includes generating executive
tasks, generating English teaching calendars, and English
teaching calendar updates.(e main use case scenarios for
teachers include the maintenance of the English teaching
calendar and the grouping of the English teaching cal-
endar. By analyzing the use cases of teachers and edu-
cational administrators, the main operating rights of
system users are given according to their roles. (rough
the analysis of the above use case diagram, the main
participants and the main demand use cases in the process
of English teaching calendar maintenance and manage-
ment can be clarified. In a word, the generation of the

English teaching calendar is the foundation of the English
teaching process management. (rough the generation
and maintenance of the English teaching calendar, it has
laid the cornerstone for the realization of other main
functions of the system. On the basis of performing tasks,
the English teaching execution process is supervised, and
an online management learning platform is established.
On the basis of the English teaching calendar, the course
evaluation is open, and the English teaching process is fed
back through real-time evaluation conclusions.

Based on the demand analysis of the above online
learning platform, the activity diagram of teachers in the
platform is shown in Figure 9.
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On the basis of the above research, this paper evaluates
the English teaching process management system based
on intelligent data sampling proposed in this paper, and
explores its effect on the English teaching process man-
agement. (e test results are shown in Table 1 and
Figure 10.

It can be seen from the above research that the English
teaching process management system based on intelligent
data sampling proposed in this paper can play an im-
portant role in English teaching management and can
effectively improve the efficiency of English teaching.

5. Conclusion

(e study found that there are a series of factors hindering
the effectiveness of inquiry-based English teaching. It is
embodied in the factors of teachers, students and policy

environment. Teachers are mainly influenced by their own
educational beliefs and evaluation views. (e second is the
impact of technology, including teachers’ lack of effective
English teaching strategies, insufficient knowledge and
insufficient English teaching skills. (e main factor of
students is the lack of knowledge reserve and ability of
students. (e environmental aspects are mainly the lack of
English teaching conditions, English teaching time and
the level of attention of leaders. (is paper combines
intelligent data sampling technology to improve the
English teaching process management, improve the En-
glish teaching effect, and construct an intelligent English
teaching process management system. (e research shows
that the English teaching process management system
based on intelligent data sampling proposed in this paper
can play an important role in English teaching manage-
ment and can effectively improve the efficiency of English
teaching.
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Table 1: (e effect of English teaching process management system based on intelligent data sampling.

Number Teaching management Number Teaching management Number Teaching management
1 83.38 23 71.87 45 74.03
2 79.56 24 82.55 46 82.22
3 74.85 25 82.02 47 84.91
4 83.55 26 77.16 48 71.39
5 79.91 27 83.36 49 76.73
6 84.99 28 81.12 50 84.70
7 71.62 29 86.60 51 83.28
8 78.27 30 78.64 52 83.35
9 81.59 31 69.59 53 82.39
10 86.43 32 72.16 54 76.73
11 85.73 33 72.80 55 75.10
12 74.42 34 74.04 56 82.13
13 74.33 35 75.19 57 71.89
14 77.94 36 73.17 58 74.50
15 81.33 37 80.82 59 71.28
16 71.41 38 75.91 60 75.05
17 73.63 39 79.05 61 77.57
18 72.10 40 70.70 62 71.47
19 85.66 41 83.78 63 83.93
20 71.61 42 79.22 64 79.55
21 84.38 43 86.48 65 86.62
22 82.30 44 75.16
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Figure 10: Statistical diagram of the effect of the English
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To explore the mental health and social anxiety of the public in the context of the epidemic, this article combines intelligent
analysis methods to explore social anxiety. In this article, the digital voltage signal output by the processor chip interface is
converted into an analog voltage signal. Moreover, this article changes the changing law of duty cycle with the program designed
to achieve the purpose of outputting a variety of mental health waveforms that is composed of the sine wave, triangular wave, and
square wave. In addition, this article constructs an intelligent hardware system. �e research shows that the system proposed in
this article can play an important role in the analysis of mental health and social anxiety in the context of the epidemic and has a
certain supporting role in the psychological counseling of the social masses in the context of the epidemic.

1. Introduction

COVID-19 is highly contagious and people are generally
susceptible [1]. �e World Health Organization pointed out
that when community transmission of major infectious
diseases occurs, providing timely information to the public to
take action (such as symptom identi�cation and medical
consultation guidelines) is one of the important public health
measures [2]. Moreover, providing information to the public
is an important part of epidemic prevention and control [3].
At the same time, providing su�cient and in-depth infor-
mation can e�ectively mobilize the enthusiasm of the public
to take self-protection measures and participate and coop-
erate with the epidemic prevention and control measures.
Governments, at all levels in China, have launched a press
conference system since January 2020 to report information
on the epidemic daily and release scienti�c information on
prevention and control. In addition, the National Health and
Health Commission uses new media channels such as the
o�cial WeChat of “Healthy China” to carry out public health
communication and health education on time. In addition to
reprinting the press conference, major media also conducted
in-depth interviews with relevant experts and reported the
latest relevant research progress.

Health literacy is an important factor a�ecting health.
Improving health literacy can strengthen the grasp of correct
health knowledge, establish correct health concepts, and
develop correct healthy behaviors and habits of the public.
Moreover, psychological factors are also crucial to healthy
behavior. For example, di�erent levels of anxiety can cause
sleep disturbances, adverse reactions to the body, and even
suicidal tendencies in severe cases. �erefore, improving
public health literacy can e�ectively improve the existing
medical and health services, and is conducive to solving the
imbalance and insu�ciency of health resources of a country
in terms of regions, population, and other factors.�e health
literacy of residents is a�ected by factors such as national
political and economic level, regional education and medical
level, and population characteristics, among them, occu-
pational type also has a greater impact.

�is article analyzes the mental health status of the public
in the context of the epidemic and combines intelligent analysis
methods to explore social anxiety, to improve its e�ectiveness.

2. Related Work

Literature [4] systematically discusses psychological crisis,
arguing that each of us is striving to maintain a stable state of
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our own, to balance and coordinate ourselves with the
environment, and when major social problems or stressful
events occur, individuals feel difficult to cope with.When the
time comes, the balance will be broken, the normal lifestyle
will be disturbed, the inner tension will continue to accu-
mulate, there will be a loss or even disordered thinking and
behavior, and will enter a state of psychological crisis. 'e
research of disaster psychology shows that both individuals
and the public have different psychological and behavioral
response characteristics in the face of natural disasters at
different stages. 'erefore, different psychological inter-
vention strategies and contents should be formulated at
different stages [5]. Some studies summarize the different
stages of people’s psychological reactions when natural di-
sasters occur. First, the acute stress stage generally develops
within 1–2 days after the disaster, when people experience
negative emotions such as shock, numbness, anxiety, worry,
fear, guilt, and sadness. At this stage, the affected population
may fall into a state of uncontrollable and panic-stricken
psychological imbalance, and generally do not seek help
from others. Psychological assistance at this stage focuses on
stabilizing emotions, eliminating anxiety and fear, and
providing psychological services based on psychological
support and companionship. Second, the chronic stress
stage generally develops from the second day to the third
month after the disaster, where the psychological symptoms
of the affected population may show different characteristics
according to the degree of trauma exposure of the disaster-
affected people [6]. Disaster survivors often have symptoms
such as flashbacks and hypersensitivity, and their emotions
are mainly characterized by anxiety, fear, sadness, help-
lessness, anger, and guilt. People affected by disasters will
experience anxiety, fear, helplessness, and other emotions.
'ey often have a strong motivation to seek help during the
chronic stress stage, so this stage is a critical period for
psychological assistance. Emotional counseling and psy-
chological education should be the main focus to deal with
various emotions and find resources to solve problems [7].
'ird, the psychological rehabilitation stage (also known as
the psychological recovery and reconstruction stage) gen-
erally develops within 3months to several years after the
disaster. For most people, the direct impact of the disaster is
not obvious, the corresponding stress symptoms have also
eased over time, and life has slowly returned to the right
track; however, some people may experience posttraumatic
stress disorder syndrome, depression, anxiety disorders, etc.
[8]. 'e focus of psychological assistance at this stage is to
strengthen the identification, assessment, and treatment of
mental disorders, to continue to pay attention to psycho-
logical distress, and to prevent symptoms from worsening.
Major public health emergencies will have an important
impact on the psychological behavior of people, and this
impact has different development and changes in different
stages of the event. Emotional problems are the most
prominent experiences and feelings of the public in the face
of public health emergencies, and the common manifesta-
tions include psychological symptoms such as panic, anxiety,
hypochondriasis, depression, and obsessive-compulsive re-
actions [9]. Literature [10] divides the development of the

epidemic into the high-incidence period, decline period, and
subsidence period. 'e study found that during the epi-
demic, the most sought help from the psychological hotline
was for emotional problems. 'e issue is getting more and
more attention. 'e panic period is the first 1–2weeks after
the hotline is opened. 'e seekers are generally in an
emotional state of anxiety, tension, and panic, and are prone
to irrational behaviors such as panic buying and hypo-
chondriasis. 'e depression period is the 3rd to 4th week,
when the people are in the stable or problem-solving stage in
response to the crisis, the panic gradually subsides and the
depression begins to highlight. As the normal pace of study,
life, and work is disrupted, and it is difficult to predict when
the epidemic will end, people are easily psychologically
uncertain or insecure, which induces depression, anxiety,
irritability, and other emotions; anxiety intensified. 'e
recovery period began in the 5th week. With the gradual
improvement of the epidemic and the gradual recovery of
the pace of study, work, and life, the mentality of the people
became normal, and the amount of help from the psy-
chological hotline also decreased [11].

In the face of public health emergencies, people will
have different degrees of psychological crisis, among which
emotional problems are the most prominent. With the
progress of time and the intervention of government de-
partments, people will gradually recover from the psy-
chological crisis brought about by public health events [12].
However, what are the characteristics of changes in peo-
ple’s psychological symptoms in different periods of the
epidemic? What role does the time course play in the
gradual reduction of people’s psychological symptoms?
Research on these issues is still very lacking. In the face of
major public health emergencies such as the new crown
pneumonia, it is necessary to accurately grasp and analyze
the psychological crisis response and characteristics of the
people in the event and to dynamically monitor and track
the psychological changes of the people in different stages
of the epidemic. 'e department provides important in-
formation such as the psychological trend and risk char-
acteristics of the people so that they can take different
psychological interventions, according to the psychological
characteristics of different stages, and builds a psycho-
logical crisis intervention model for public health emer-
gencies [13]. Continuous monitoring of the psychological
reactions of the people under the new crown pneumonia
epidemic can not only grasp the psychological changes of
the people in time and make psychological interventions
more targeted but also help to build a social and psy-
chological early warning system for public health emer-
gencies, which is beneficial to Government departments
make decisions and improve their response capabilities
during the epidemic [14].

3. Hardware System of Social Anxiety and
Mental Health Detection System

According to the aforementioned overall demand analysis,
to realize the various functions of the instrument, this article
adopts the modular concept to design the instrument. 'is
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design uses the microprocessor ATmega128 as the main
control core chip to control the peripheral chips and circuits
to complete the task. Moreover, this article uses the fol-
lowing hardware circuit design framework diagram to im-
plement the concrete representation (Figure 1):

�is design divides all circuits into �ve modules to better
distinguish the functions of each hardware circuit: stimu-
lation main circuit, power circuit, music playback circuit,
low-pass �lter, and peripheral circuit. �e stimulation main
circuit module is the core of the hardware part. �is module
can generate output that meets the requirements and is
composed of the main control chip, H bridge circuit, and
current limiting circuit. �e power circuit module is used to
generate 100 V to ensure that the output of the instrument
can e�ectively form a conduction current on the acupoints.
At the same time, a step-down chip is also con�gured in the
power supply circuit module to provide the 5 V power
supply voltage required by the microcontroller and pe-
ripheral circuit chips.�e core of themusic playbackmodule
is the audio decoding circuit, which decodes the audio �les
to be played, so that patients can listen to soft antianxiety
music while receiving physical therapy. �e function of the
low-pass �lter module is to �lter out the high-order har-
monics in the SPWM output waveform to ensure that the
output waveform is not distorted. �e peripheral circuit
module includes circuits such as D/A conversion circuit,
temperature monitoring circuit, LCD liquid crystal display
circuit, and key circuit. While realizing the auxiliary func-
tions of the instrument, this module can also help the user to
input commands and obtain the working status of the in-
strument to complete the human-computer interaction.�is
article will describe the design ideas and working principles
of each module of the hardware circuit in detail from the
next section.

�e common boost circuit is designed to obtain a 100 V
AC input with the help of transformer boost, and then
realize AC to DC conversion and ripple and noise sup-
pression through bridge full-wave recti�er circuit and large-
capacity �lter capacitor. Although this circuit is relatively
mature, the transformer used is large in size, large in heat
dissipation, high in price, and has obvious defects. �is
design uses the BOOST boost chopper circuit as the boost
scheme, which has the advantages of lightness, simplicity,
and high conversion e�ciency.

In the BOOST boost circuit, the control of the boost
multiple depends on the value of the duty cycle. �e formula
is [15]:

D � V0 − Vi( )
V0

. (1)

In engineering design, when the duty cycle reaches 0.9,
the boost limit of about 10 times can be reached.�erefore, if
you want to get 100 V through the BOOSTcircuit, you need
to use an external power supply above 10 V. In order to
facilitate the use of the instrument and no longer increase the
number of instrument power lines in the operating room,
the external power supply of this design uses a 12 V battery
for power supply. �e boost circuit inside the device uses a
BOOST boost chopper circuit to achieve a boost from 12 to

100 V DC. Substituting 12 and 100 V into the formula as Vi
and Vo, respectively, we get a duty cycle of 88%.

Based on this, the design requires a PWM boost control
chip that can achieve a high duty cycle of about 90% to
complete the design of the boost circuit. �is design selects
UC3843, which is a high-performance �xed-frequency
current-mode control chip with a �ne-tuning oscillator and
a maximum duty cycle of more than 90%. Moreover, it can
perform accurate duty cycle control, temperature com-
pensated reference, equipped with high gain error ampli�er,
current sampling comparator, and high current totem pole
output, which is an ideal device for driving power MOSFET.
Its internal principle block diagram is shown in Figure 2.

By combining the working principle of the BOOST boost
circuit and the UC3843 chip data, the boost circuit is
designed. �e circuit diagram is shown in Figure 3.

�e switchQ2 periodically turns on and o� according to
the frequency of the UC3843 chip oscillator to guide the
charging and discharging of the inductance L3. When Q2 is
on, the power supply charges L3 at a speed of Vi/L. After Q2
is turned o�, L3 releases reverse voltage to act as a power
supply, and its stored energy is absorbed by output ca-
pacitor C11 after passing through diode D6 at a speed of
(Vi − V0)/L. �e capacitor ability to store energy deter-
mines the output voltage, and the peak value of the in-
ductor current determines the e�ciency of energy transfer
to the capacitor.

In theory, the designed circuit output voltage is 100 V,
but since the load is human skin, the resistance value varies
greatly when it is dry, wet, or diseased. Moreover, the skin
resistance value of di�erent parts of the human body is also
di�erent, and the resistance value between two points on the
skin can range from several hundred to tens of thousands of
ohms. At the same time, the output voltage stability will be
a�ected due to load changes. To ensure the stability of the
output voltage, two closed-loop feedbacks are designed in
the circuit for control [16].

Button
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AT mega 128 Single chip
machine

Output the PWM
waveform

The main circuit of the H bridge
generates bipolar waveforms

LC low pass filter

Output to the body surface
acupoints through the electrodes

12V
power
supply

Temperature
monitoring function

Audio playback
function

LCD liquid-crystal
display

BOOTS
booster
circuit

Current-
limiting circuit

Figure 1: Hardware circuit frame diagram.
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In closed-loop 1, after the output voltage of 100 V is
divided by R18 and R21, a feedback voltage Vfb of 2.5V is
obtained, which is fed back to the boost chip through pin 2.
�ere is a 2.5 V reference voltage obtained by dividing the 5 V
inside the chip. Vfb is compared with the reference voltage,
and the generated error is ampli�ed by the error ampli�er
(Error AMP) and then enters the post-stage, modulates the
pulse width of the PWM signal, changes its duty cycle, and
changes the output voltage. In closed-loop 2, pin 3 of the
UC3843 chip is a current detection terminal. �e current
ªowing through the source of the switch tube generates a
voltage-type signal through R22 to enter the non-inverting

terminal of the PWM comparator and compares it with the
output signal of the error ampli�er. �e comparison result
will be input to the PWM pulse width modulator (PWM
latch) to control the change of the duty cycle of the PWM
output signal, thereby adjusting the output voltage. In ad-
dition, when the source current of the switch tube is too large,
the chip will stop working, and the switch tube will enter the
o� state, which plays the role of overcurrent protection.

�e combined action of the two closed-loop feedback
circuits ensures the stability of the output voltage and peak
current. �e following will calculate the important param-
eters of the boost circuit and select the components.
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3.1. Chip Oscillator Frequency. �e frequency of the oscil-
lator is determined by the desired maximum duty cycle of
the PWM signal, which can be up to 500 kHz. According to
the de�nition of duty cycle, the formula is as follows:

Dmax � 1 −
tdead
tperiod
( ). (2)

�e duty cycle required for this design is approximately
88%. �e relationship between oscillator frequency Foscillator
and tperiod is as follows [17]:

tperiod �
1

Foscillator
. (3)

RT is connected to the Vref terminal, the output current
is through this pin, and RT is charged by CT. �e desired
frequency can be generated by adjusting the values of the
resistor RT and the capacitor CT. Looking at the chip data, it
can be found that when CT is a �xed value, the ratio of RT
and frequency f is close to linear, and the relationship di-
agram is shown in Figures 4 and 5):

It can be seen that under the condition that RT is greater
than 5 kΩ and the capacitance takes a �xed value, RT is
linearly proportional to the frequency f. For the convenience
of type selection and calculation, the value of CT is set as
10 nf, and it is substituted into the above formula and
Figure 5 to calculate and obtain tdead � 3 us, tperiod � 30 us,
Fosc � 33.33 kHz. We take Fosc d as 30 kHz and substitute it
into the formula [18]:

Foscillator(kHz) �
1.72

RT(K) × CT(μf)( )
. (4)

RT is obtained as 5.7 kΩ. �erefore, C17 � 10 nf ,
R17 � 5.7 kΩ.

3.2. Calculation and Selection of Energy Storage Inductance.
We make the power supply circuit work in continuous
operation mode to ensure the continuity of the charging of
the inductor to the capacitor, and the critical conditions are
as follows:

IL(avr) ≥
ΔIL
2
. (5)

�at is, the average current value of the inductor must be
at least half of the ripple current.

According to the de�nition of duty cycle and the con-
servation, the input power of the inductor is equal to the
output power, the formula for the average current of the
inductor can be deduced as:

IL(avr) �
I0

1 −D
� 41.67mA. (6)

�e formula for calculating the ripple current of the
inductor is:

ΔIL �
VI − VS( )ton

L
�

VI − VS( )D
Lf

. (7)

In this operating state, the minimum value of the in-
ductance is:

L≥
2 VI − VS( )D(1 −D)

I0f
� 15.6mH. (8)

In actual work, underrated output conditions, the ripple
current of the inductor is usually 20% to 30% of the average
current, and 20% is taken in the design to obtain: ΔIL �
20% × IL(avr) � 8.34mA .

�erefore, the peak current of the inductor is
ILP � IL(ar) + ΔIL/2 � 45.83mA, which is also the peak
current of the switch. By substituting the data into formula
(7), L � (VL − VS)D/ΔILf � 39.0mH is obtained.

Considering themargin and the convenience of winding,
we take L3 � 50mH.

3.3. Calculation and Selection of Capacitors. In continuous
operation mode, the selection of capacitors must meet the
following conditions [19]:
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C≥
I0 × D

f × ΔV
. (9)

In the formula, ΔV is the ripple voltage of the capacitor,
because the output is 100 V, considering that the output voltage
will directly act on the human body, the output ripple noise is
best controlled within ΔV � 1%. By plugging the relevant data
into the formula, we calculate and derive C≥ 1.37 μF.

'e equivalent series resistance (ESR) of the capacitor is
calculated as shown in formula.

ESR≤
ΔV0

(I/1 − D) + ΔIL/2( 
� 1.2. (10)

According to the ESR and the calculated minimum value
of the capacitor, the capacitor is selected. Finally, the ca-
pacitor C11 is selected as 2.2 μF, and the withstand voltage
value is 400 V, so that the peak voltage is within the
withstand voltage range to ensure the safety of the circuit.

3.4. Selection of Switches and Diodes. After the above cal-
culation, the peak current of the switch tube is 45.83mA.
Considering other factors such as withstand voltage, IRF640
is selected as the boost switch. 'e drain and source
withstand voltage of this type of switch is as high as 200 V,
the on-state resistance (Rds) is only 0.4Ω, the drain current
Id can reach 9.2 A, and the on-time is 170 ns, which can fully
meet the requirements of this design.

When selecting a diode, it is necessary to consider
whether its hardware parameters such as withstand
voltage, maximum current, conduction time, and max-
imum frequency meet the design requirements. After
research, 1N4003 is selected as the diode in the power
supply part. Its maximum withstand voltage value of 200
V and the maximum allowable current value of 1 A can
meet the design requirements and prevent reverse
breakdown.

3.5. Calculation of Voltage Divider Resistance. When the
load resistance changes, the 100V output voltage is likely to
be changed. 'e chip needs to adjust the pulse width and
change the duty cycle to restore the output voltage to the
normal value. 'erefore, it is necessary to design the re-
sistors R18 and R21 to divide the voltage, so that the 2.5V Vfb
can be fed back to the UC3843 and compared with the
reference voltage. We take R21 as 1 kΩ. According to the
formula:

R21

R21 + R18
�

Vfb

V0
. (11)

We can get R18 to be 39 kΩ.

3.6. Design of PI Adjustment Compensation Circuit. To
make the value of the feedback voltage more accurately and
also to allow UC3843 to more accurately adjust the pulse
width and duty cycle, so that the switch G pole of the
switching power supply circuit can generate the required on-
off waveform, this design designs a proportional-integral

adjustment circuit (PI adjustment circuit) around pin 1 of
the chip. It consists of resistance R19 and capacitance C15.
According to the design experience of similar circuits, the
value of C15 is 10 nf, and repeated experiments are carried
out by inserting a sliding varistor, and the resistance value of
R19 is determined when the G pole generates an on-off
waveform to meet the requirements. 'e final value of R19 is
160 kΩ, and the output of the G pole of the switch tube
measured by the oscilloscope is shown in Figure 6.

To supply the 5 V power of the microcontroller and
peripheral circuit chips, a step-down circuit needs to be
designed to convert the 12 V input voltage to 5 V. 'is
design uses the LM2596S chip to design a step-down circuit.
As shown in Figure 7, the circuit is composed of four pe-
ripheral devices such as general inductors and diodes in
conjunction with the chip. 'e structure is simple and the
cost is low.

Before designing the low-pass filter, the principle of
sine wave pulse width modulation (SPWM) is introduced.
'e positive half cycle of a full sine waveform is divided
into n equal parts. If each aliquot is considered a pulse, it
will have a pulse width of π/n, but its amplitudes will vary
sinusoidally. However, pulses with equal and unequal
shapes have the same effect when loaded on the same object
with inertia. 'erefore, if the n equal pulses of the positive
half cycle of the sine wave are replaced by rectangular
pulses, the center lines corresponding to the two pulses are
kept coincident, and the amplitude of the rectangular pulse
is specified as a fixed value, allowing the pulse width to
change. Under the above conditions, ensuring that each
rectangular pulse has the same area as the corresponding
sinusoidal pulse within the response interval, a set of PWM
waveforms with sinusoidal pulse widths can be obtained, as
shown in Figure 8. Such PWMwaveforms are called SPWM
waveforms. For the negative half cycle of the sine wave, the
negative SPWM can also be generated according to the
above principle, to obtain a bipolar SPWM waveform. It
can be seen that the essence of the SPWMwaveform is still a
PWM waveform. 'e amplitude of each pulse is equal but
the pulse width is unequal, and the pulse width keeps
changing according to the sinusoidal law. It overcomes the
shortcomings of pulse width waveforms such as PWM and

Figure 6: Waveform of G pole of switch tube.
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achieves frequency adjustability. �erefore, it has been
widely and maturely used in the �eld of inverter and single-
chip design.

�e PWM triangular wave generated by the single-chip
microcomputer is used as the carrier wave Uc, and the sine
wave whose frequency is much lower than the triangular
wave is used as the reference wave Ur. By modulating the
sine wave to make the two intersect, the duty cycle of the
obtained output pulse also has the law of sinusoidal vari-
ation, as shown in Figure 9.

It can be seen that the output voltage U0 is centrosym-
metric in the 2π period and axisymmetric in the half period.
�erefore, the Fourier expansion of the output voltage is:

U0(t) � ∑
∞

n�1,3,5...
An sin nωt,

An �
2
π
∫
π

0
U0(t)sin nωtd(ωt).

(12)

Due to the symmetry of the graph, the output voltage U0
can be regarded as the combination of two square waves with
amplitude Ui and frequency f on the positive and negative
half cycles. �e �rst negative-going pulse starts at a1 and
ends at a2, and subsequent positive-going pulses start at a2
and end at a3. �erefore,

An �
2
π
∫

π

0
Ui sin nωtd(ωt) − ∫

a2

a1
Ui sin nωtd(ωt)

− ∫
a4

a3
Ui sin nωtd(ωt) − 

· · · − ∫
a2p

a2p−1
Ui sin nωt d(ωt)]

�
2Ui
nπ

1 −∑
∞

k�1
cos na2k−1 − cos na2k( ) .

(13)

Substituting into formula (12), we get:

U0(t) � ∑
∞

n�1,3,5...

2Ui
nπ

1−∑
∞

k�1
cos na2k−1 − cos na2k( ) sin nωt.

(14)

It can be seen that the obtained output U0 has a large
number of high-order harmonic components, and these high-
order harmonics will seriously distort the sinusoidal wave-
form. �erefore, a low-pass �lter (LPF) needs to be designed
to �lter out the high-order harmonics in the output.

�e normalization method is a parameter calculation
method commonly used in the design of LPF. �e so-called
normalized LPF refers to the calculation of the parameters of
the target �lter based on the LPF of the characteristic im-
pedance of 1Ω and the cuto� frequency of 1 rad/s (≈0.159Hz).
First, it determines the parameters of the normalization
method. According to the demand, the highest frequency of
SPWM in the treatment mode is 100Hz. In this design, the
output loss is expected to be 3 dB in the state of 300Hz, that is,
the response amplitude at 300Hz is attenuated to 0.707 times
the amplitude of the output at 100Hz. However, the loss is
20 dB at the extreme maximum frequency of 1000Hz of low-
frequency physiotherapy, that is, the response amplitude is
attenuated to 1/10 of the original value. At this point, the
normalized angular frequency is ω`� 1000/300�10/3, and the
loss is x� 20 dB, which is substituted into the formula:

n �
log 100.1x − 1( )

2 log ω′
. (15)

We get n� 1.908. Here n represents the number of re-
active components required, so a second-order LC �lter

u

0 at

at0

u

a)

b)

Figure 8: Schematic diagram of the principle of implementing
SPWM by the equal area method.
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consisting of an inductor and a capacitor can meet the
design requirements. 'e characteristic impedance of the
LC filter generally needs to be determined according to
several factors such as the internal resistance of the output
source, the load resistance, and the characteristic imped-
ance of the reference filter. In this design, to improve the
input resistance and load capacity, an emitter follower is
added to the filter, and the output is connected to the
acupoints on the surface of the human body. According to
the above, the output resistance can be determined to be

about 10 kΩ. Considering it comprehensively, take K as
200, Lbase and Cbase as 1H and 1F. According to the above
data, substitute the relevant formula of the normalization
method for calculation.

M �
f1

f2
�

300
1/2π

� 1883.24. (16)

In the formula. f1 is the cutoff frequency of the filter to
be designed (Hz); f2 is the cutoff frequency (Hz) of the
reference filter.

Table 1: Analysis of the effect of public mental health status.

Num Analysis of mental health Num Analysis of mental health Num Analysis of mental health
1 83.16 23 84.46 45 87.95
2 87.62 24 81.83 46 82.22
3 81.06 25 82.02 47 90.69
4 82.13 26 90.72 48 89.74
5 80.02 27 85.29 49 90.08
6 82.13 28 90.29 50 80.98
7 84.85 29 83.34 51 88.42
8 84.56 30 81.23 52 85.39
9 89.65 31 86.76 53 86.67
10 87.19 32 90.84 54 88.96
11 89.76 33 90.47 55 83.22
12 88.18 34 81.66 56 86.34
13 88.42 35 82.95 57 81.11
14 85.75 36 84.49 58 88.42
15 89.74 37 85.54 59 79.81
16 84.35 38 79.05 60 83.02
17 84.59 39 81.49 61 90.45
18 89.16 40 82.93 62 88.67
19 83.22 41 81.32 63 85.39
20 83.19 42 88.32 64 87.53
21 80.46 43 90.06 65 81.95
22 86.81 44 84.88 66 81.14

Table 2: Analysis of social anxiety in the context of the epidemic.

Num Social anxiety analysis Num Social anxiety analysis Num Social anxiety analysis
1 75.51 23 81.77 45 76.43
2 77.83 24 72.45 46 80.76
3 76.05 25 73.81 47 74.03
4 83.47 26 74.56 48 76.23
5 74.24 27 81.03 49 83.73
6 83.06 28 83.72 50 80.36
7 74.65 29 72.55 51 81.60
8 79.20 30 79.72 52 78.26
9 79.67 31 78.92 53 72.13
10 83.15 32 73.44 54 76.84
11 80.62 33 83.28 55 73.06
12 78.07 34 81.86 56 72.59
13 73.57 35 80.48 57 80.54
14 74.13 36 81.49 58 78.60
15 81.73 37 74.32 59 81.46
16 81.27 38 77.15 60 72.16
17 78.77 39 83.64 61 78.63
18 81.01 40 82.72 62 80.07
19 78.32 41 74.81 63 80.34
20 82.46 42 78.43 64 72.69
21 77.94 43 80.81 65 83.35
22 81.76 44 74.14 66 80.62
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Lnew �
K × Lbase

M
� 106.2mH,

Cnew �
Cbase

M × K
� 2.65 μF.

(17)

To facilitate the selection of common standard parts to
build the circuit, the value of the inductance in the LC filter is
100 mH, and the value of the capacitor is 2.2 μF. Since the
output current is only up to 5mA, the inductors can bemade
by winding thin 0.1mm diameter copper wires on man-
ganese, zinc, and ferrite alloys. 'e fabricated inductor has
the advantages of highmagnetic permeability, highmagnetic
flux density, and high efficiency. In addition, customized
inductors can also be used directly. 'e output waveform
filtered by LPF will directly act on the human body and will
no longer be specially grounded. 'erefore, it is necessary to
choose a capacitor type that can withstand frequent polarity
changes. 'erefore, this design uses a CBB capacitor com-
monly used as a starting capacitor for AC motors.

4. Analysis of Public Mental Health Status and
Exploration of Social Anxiety in the
Context of Epidemic

After constructing the above hardware system, the analysis
of the mental health of the public and social anxiety in the
context of the epidemic is carried out to explore the ef-
fectiveness of this system. First of all, this article studies the
effect of the system in the analysis of public mental health
status, obtains data from the survey, processes the data
through the system, and obtains the results shown in Table 1.

It can be seen from the above research that the system
proposed in this article can play a certain role in the analysis
of public mental health under the background of the epi-
demic. On this basis, this article conducts analyzes social
anxiety in the context of the epidemic and obtains the results
shown in Table 2.

It can be seen from the above research that the system
proposed in this article can play an important role in the
analysis of social anxiety in the context of the epidemic and
has a certain supporting role in the psychological counseling
of the social masses in the epidemic.

5. Conclusion

'e public awareness of the basic knowledge of COVID-19
and how to deal with it need to be further improved, but they
still lack the ability to convert knowledge into active pre-
ventive behaviors, and the anxiety of the public is relatively
serious. For the whole society, large-scale anxiety and stress
will cause panic, leading to the emergence of unhealthy
behaviors, that have a negative effect on the development of
the disease and the outcome of the disease, and even cause
social security turmoil. 'erefore, improving public health
awareness, preventive behavior, and psychological state are
conducive to curbing the spread of public health emer-
gencies and infectious diseases in my country, and at the
same time slowing down the occurrence and development of

the high incidence of chronic noncommunicable diseases.
'is article analyzes the mental health status of the public
under the background of the epidemic and explores social
anxiety by combining intelligent analysis methods. 'e
research results show that the system proposed in this article
can play an important role in the analysis of mental health
and social anxiety in the context of the epidemic and has a
certain supporting role in the psychological counseling of
the social masses in the epidemic.

Data Availability

'e labeled dataset used to support the findings of this study
is available from the author upon request.

Conflicts of Interest

'e author declares no conflicts of interest.

Acknowledgments

'is work was supported by Xinyang Vocational and
Technical College.

References

[1] J. Park, U. G. Kang, and Y. Lee, “Big data decision analysis of
stress on adolescent mental health,” Journal of 3e Korea
Society of Computer and Information, vol. 22, no. 11,
pp. 89–96, 2017.

[2] J. Deckro, T. Phillips, A. Davis, A. T. Hehr, and S. Ochylski,
“Big data in the veterans health administration: a nursing
informatics perspective,” Journal of Nursing Scholarship,
vol. 53, no. 3, pp. 288–295, 2021.

[3] F. F. Nastro, D. Croce, S. Schmidt, R. Basili, and F. Schultze-
Lutter, “Insideout project: using big data and machine
learning for prevention in psychiatry,” European Psychiatry,
vol. 64, no. S1, p. S343, 2021.

[4] H. Jung and K. Chung, “Social mining-based clustering
process for big-data integration,” Journal of Ambient Intelli-
gence and Humanized Computing, vol. 12, no. 1, pp. 589–600,
2021.

[5] M. Gonçalves-Pinho, J. P. Ribeiro, and A. Freitas, “Schizo-
phrenia related hospitalizations - a big data analysis of a
national hospitalization database,” Psychiatric Quarterly,
vol. 92, no. 1, pp. 239–248, 2021.

[6] M. Gonçalves-Pinho, J. P. Ribeiro, A. Freitas, and P. Mota,
“'e use of big data in psychiatry - the role of pharmacy
registries,” European Psychiatry, vol. 64, no. S1, p. S793, 2021.

[7] M. V. Rudorfer, “Psychopharmacology in the age of “big
data”: the promises and limitations of electronic prescription
records,” CNS Drugs, vol. 31, no. 5, pp. 417–419, 2017.

[8] A. B. R. Shatte, D. M. Hutchinson, and S. J. Teague, “Machine
learning in mental health: a scoping review of methods and
applications,” Psychological Medicine, vol. 49, no. 09,
pp. 1426–1448, 2019.

[9] W. N. Price and I. G. Cohen, “Privacy in the age of medical big
data,” Nature Medicine, vol. 25, no. 1, pp. 37–43, 2019.

[10] J. Liu, X. Zhai, and X. Liao, “Bibliometric analysis on car-
diovascular disease treated by traditional Chinese medicines
based on big data,” International Journal of Parallel, Emergent
and Distributed Systems, vol. 35, no. 3, pp. 323–339, 2020.

Mathematical Problems in Engineering 9



[11] D. Wilfling, A. Hinz, and J. Steinhäuser, “Big data analysis
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A BP neural network-based model is proposed to study corporate �nancial risk analysis and internal accounting management.
Using MATLAB software and the BP neural network model, it is possible to obtain enterprise �nancing risk situations over a
period by simulating and predicting enterprise �nancing risks by creating an early warning model for enterprise �nancing risks.
Finally, from the point of view of the company’s internal and external operations, the company’s �nancial risk prevention
measures and proposals are proposed to improve the �nancing e�ciency of the companies and to prevent �nancial risks.  is
study predicts the �nancing risk of companies listed on the Mongolian Stock Exchange and analyzes the causes of the risk status.
According to the test results, the learning speeds for successive substitutions are as follows: 0.005, 0.01, 0.02, 0.03, and 0.04. Finally,
it was found that the error was minimal and the stability was best when the learning speed was exactly 0.01. e error is 0.0031011,
and the step size is 157, which is only slightly lower than the target error value, which indicates that the learning speed is good. In
addition, the novelty of this study is the use of the BP neural network model to conduct an early warning study of corporate
�nancial risks. e BP neural network assessmentmodel for corporate lending risk in this document is highly accurate. In addition
to providing theoretical insights to researchers, it can be a good tool for banks to realistically assess the credit risk of SME supply
chain �nancing.

1. Introduction

 e SMEs are a product of economic reform and have
contributed to economic development and social progress.
However, traditional small- and medium-sized enterprises
have been overwhelmed and unable to resist the external
environment and �erce market competition that has be-
come increasingly complex during development. In addi-
tion, their enterprises lack viability and are poorly managed
[1]. During this period, small and medium enterprises have
collapsed one after another, and several negative cases and
adverse e�ects have occurred. It should be noted that the
driving force behind the transition of enterprises is no

longer simple elements but soft forces such as technological
innovation. In contrast, China’s traditional economic path
of high consumption and low energy not only wastes a lot of
manpower and material resources but also misses out on
good development opportunities. With China’s accession
to the WTO, it must face the general pattern of global-
ization, improve its national strength, and prioritize
technological innovation to further improve the living
standards of its people.  e development of an innovative
economy and the creation of an innovative social system
have become a priority. As the backbone of small and
medium enterprises, it is clear that innovative small and
medium enterprises play a positive role. In this context,
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modern small and medium enterprises have emerged,
joined the economic wave, and walked the forefront of the
time [2].

*e influx of international champions, the fierce
competition of domestic companies under the middle bag,
and the lack of funding for the development of innovative
small- and medium-sized enterprises have not been re-
solved. Although foreign scholars have contributed to the
challenges and proposals for financing SMEs, there are
very few analytical studies using the financing capacity of
the new era of SMEs, especially the BP neural network
method. *e laws of a market economy are unstable. *e
allocation of scientifically sound and efficient resources
depends on the development prospects of enterprises.
*erefore, it is necessary to be closely related to the current
basic conditions of development of the market economy,
to direct private capital to local conditions, and to im-
plement legal and rational capital operations (Figure 1).
*ese issues are the theoretical basis for the system for
assessing the financing capacity of innovative small and
medium enterprises, and the requirements for multi-
channel and innovative financing of enterprises. At
present, technological research and industrial innovation
are the main content of research in innovative enterprises,
but the financing capacity of innovative enterprises is
rarely considered in terms of financing structure. *is
study examines innovative financing for small and me-
dium enterprises as an integrated system. *is document,
which is at the peak of the sustainable development
strategy of enterprises, systematically proposes a com-
prehensive evaluation index system appropriate to the
financing capacity of innovative small and medium en-
terprises, which is important to guide innovation small
and medium enterprises’ financial risk assessment and
program optimization [3].

2. Literature Review

Lan and Li pointed out, in the process of organizational
cooperation or alliance cooperation, that mutual trust
among members can effectively reduce the risk of failure,
which is very important for the whole cooperative en-
terprise [4]. Aiqun et al. specially studied the important
impact of trust on R & D through empirical experiments
and pointed out that the higher the degree of trust be-
tween members, the easier it is to promote R & D. On the
contrary, the lower the degree of trust, the easier it is to
bring risks to cooperation [5]. Li et al. believe that a
cooperation lacking trust cannot last for a long time. To
establish a long-term cooperative relationship, members
must strengthen mutual trust [6]. Zhao and Lv believe
that the intellectual property risk caused by bad credit has
become a shackle hindering cooperative R & D, explore
the causes of such risks, and give corresponding pre-
vention and control measures [7]. Li and Quan take fast
trust as the research perspective and believe that fast trust
plays a positive role in solving intellectual property risks
and forming performance of innovation alliance [8]. For
example, Wu and Lu established a conceptual model of

risk transmission among enterprises participating in
cooperative innovation and pointed out that inhibiting
risk transmission should be carried out from the two
dimensions of prevention and process control to weaken
the negative effect of risk transmission. *ey also believe
that building a corresponding risk early warning system,
improving the enterprise’s understanding of risk trans-
mission, and the ability to deal with risks are the three
aspects of enterprise prevention and control; the three
aspects of process control are to monitor the interaction
of risks, reduce the speed of risk transmission among
enterprises, and hinder the transmission path of risks [9].
Xuesong et al. calculated the index risk value of each
partner in the cooperative alliance from the perspective of
the third party, constructed the early warning system of
information sharing risk, and gave different early warning
information according to different degrees of risk, so as to
curb the risk caused by information sharing [10]. Nayak
et al. constructed a technological innovation risk early
warning model integrating functions, early warning index
system, and risk response strategies, which pointed out
the direction for the response and strategy research of
enterprise technological innovation risks [11]. Shen et al.
established a risk early warning system for enterprise
technological innovation projects using a rough neural
network, which is both effective and feasible, pointing out
the direction for the risk early warning management of
enterprise technological innovation projects [12]. Zou
analyzed the characteristics of risks in the process of joint
innovation from the perspective of financial management
and constructed a new financial early warning system.
*e system has the functions of monitoring, early
warning, incentive, and reward and can effectively avoid
the risks [13].

Based on the current research, a BP neural network
model is proposed. Using the MATLAB software and the
BP neural network model to build the enterprise financing
risk early warning model, the enterprise financing risk
simulation forecast gets a certain period in the future
enterprise financing risk status. Finally, for the company’s
internal activities and external activities, to ensure that
enterprises achieve the purpose of improving financing
efficiency and preventing financing risk, this must be
considered from the two perspectives of corporate fi-
nancing risk prevention countermeasures and suggestions.
*is study predicts the financing risk of listed companies
and analyzes the causes of the risk.

3. Financing Risk Analysis Based on BP
Neural Network

3.1. Establishment of 1bp Neural Network Model. *e es-
tablishment of the BP neural network model is divided into
six stages. *e first stage is to find and process the financing
risk early warning index data required by the BP network
model. *e second stage is to determine the training input
data, training target data, test input data, test target data,
and prediction input data of the BP network model. *e
third stage is to divide the early warning and warning
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interval of financing risk. In the fourth stage, the training
input data and training target data of the BP network model
are input, the parameters of the model are set, and sample
training is conducted. In the fifth stage, the test input data
and test target data selected by the early warning model are
input for the sample test. In the sixth stage, the prediction
input data selected by the early warning model are input for
sample prediction.

*e algorithm flow of the BP neural network model is
shown in Figure 2, including starting, determining data,
calculating the node output value of the hidden layer and
output layer, calculating the deviation value, comparing and
meeting the deviation, adjusting parameters, and obtaining
the model.

*e algorithm flow of the BP neural network model is
shown in Figure 2. *e flow is simple, including starting,
determining the input data and target data, calculating
the node output value of the hidden layer and output
layer, calculating the deviation value between the target
value and actual output, comparing and meeting the
deviation, adjusting parameters, and obtaining the model
[14].

First, the input data and target data of the model are
determined, and then, the output values of each hidden
layer and output layer node of the model are obtained.
*rough the comparison of the target value and output
value, the deviation between the target value and the actual
output is obtained. When the error fluctuation is within a
certain range, the algorithm is ended, so as to obtain the
established BP network model; if the error fluctuation
exceeds the limited range, the error of hidden layer nodes
should be calculated, the error gradient should be calcu-
lated, then, the parameters of the number of hidden layers
and nodes should be set, and then, the target value and
actual output error are calculated until the obtained error
meets the set error range, so as to establish the BP network
model and obtain the parameters, threshold, and weight of
the model.

*e learning process of the BP neural network model is
to minimize the error. *e training process of the model
needs to provide input vectors.

X and target vector y can adjust the weight and threshold
of the network according to the error performance of the
adjustment model, with the purpose of making the model
achieve the process of learning and imitation.

Let the model have n layers of the neural network, the
input independent variable of the model is x, and let the sum
of the input information of the i-th neuron of them-th layer
of the BP network model be Sm

i and Rm
i as the output in-

formation of the i-th neural node, Aij is the connection
weight between the i-th neural node of this layer and the j-th
neural element output of the upper layer, and f is the
functional relationship between the input data and the
output data. *e relationship between input and output is
shown as follows:

R
m
i � f S

m
i( ,

S
m
i �  AijR

m− 1
.

(1)

*e Cj is set as the target output value of the model. Rn
i is

the actual output result calculated by the system network. It
is a function obtained by connecting weight and input mode
[15]. *e error function is represented by error E, which is
the sum of squares of the difference between the actual
output value and the target output value, and its expression
is as follows:

e �
1
2

 R
n
i − cj 

2
. (2)

*emeaning of this function is to make the actual output
value close to the target output value by calculating the
minimum value of the error function. In order to achieve the
purpose of error, nonlinear programming method can be
used to reduce the error function along the gradient di-
rection. *e updated amount ΔAij of its weight Aij can be
expressed by the following formula:

ΔAij∞ − ε
zd

zAij

. (3)

*erefore, the following formula can be listed:

Supply chain control
tower�e data of 

credit

Sales analysis

Collaborative 
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Figure 1: Enterprise financing risk analysis.
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In equation (2), ε represents the parameter of learning rate.
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(5)

If f(Sm
j ) is a nonlinear sigmoid function,

f S
m
j  �

1
1 + exp −S

m
j 

,

f′ S
m
j  � R

m
j 1 − R

m
j .

(6)

If I is the node in the output layer, then,M� n, and then,
CJ is the target ax value preset by the system.

*en, the formula (ze/zx) is found; if i is a node in the
output layer, then, m� n, and then, Cj is the target ax value
preset by the system, that is,

ze

zS
m
j

R
n
j − cj ,

d
n
j � R

n
j 1 − R

n
j .

(7)

If i is not the node of the output layer, but the node of the
hidden layer, then,

ze

zR
m
j

� 
i

ze

S
m+1
i

zS
m+1
i

zR
m
j

�  Aijd
m+1
i ,

d
m
j � R

m
j 1 − R

m
j   Aijd

m+1
i .

(8)

*rough the repeated operation of the model, it can be
concluded that the error signal dm

j of layer m is directly
proportional to the error signal of layer m-1, and it can be
adjusted according to the direction of consistency. In ad-
dition, the above calculation processes can prove that the
principle of signal transmission of the BP neural network is
the error function obtained by comparing the actual output
value RJ obtained from the forward transmission of the
input data of independent variables with the target output
value and finally reducing the error value to a certain range
through a series of parameter adjustments such as weight
and threshold.

*e weight adjustment can be reflected by the following
formula:

ΔAij � −ε
ze

zS
m
j

R
m−1
j ,

d
n
j � R

n
j 1 − R

n
j  R

n
j − Cj ,

d
m
j � R

m
j 1 − R

m
j   Aijd

m+1
i .

(9)

*e above formula proves that the error signal dm
j of m

layer has strong correlation with the error signal dm+1
i of

m+ 1 and proves that the error signal is transmitted from the
input layer to the output layer. After adjusting the weight,
threshold, and other parameters of the BP neural network
system for many times, the output value within the error
range is finally reached. At this time, the system will

Start

Determine the input data and target 
number

Find the node output of reservoir 
layer and output layer

Find the deviation between the target 
value and the sellable output

Meet deviation 
requirements

Calculate the error 
value of hidden node

Find the error gradient

Weight, threshold, and 
parameter adjustment

The BP network 
model is obtained

Yes

No

Figure 2: Flowchart of the BP network model.
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automatically stop learning and complete the construction
of the BP network model [16].

3.2. Selection of Relevant Indicators. *e early warning in-
dicators of this study include 17 indicators in two aspects:
capital integration and capital financing. *e integration of
funds includes financing scale, financing cost, financing
structure, fund availability, and so on. In particular, as
shown in Table 1, the financing scale selects two indicators:
asset equity ratio and debt financing ratio; the financing cost
includes debt financing cost and equity financing cost; the
financing structure is reflected by the equity debt ratio, and
the degree of funds in place is reflected by the speed of
financing. *e ability of financing includes profitability,
operation ability, solvency, and growth ability. It is an
important reference to measure the financing status of
enterprises and analyze financing risks.

Profitability includes return on total assets and return on
equity; operational capacity is assessed by three indicators:
total capital turnover, inventory turnover, and receivables
turnover; solvency is reflected in the following two indi-
cators: current ratio, capital turnover, debt ratio, and growth
capacity. Four financial indicators are as follows: total capital
turnover ratio, fixed asset growth rate, operating income
growth rate, and earnings per share growth rate.

Asset-to-equity ratio. *e ratio of assets to equity is the
ratio of owners’ equity to total assets. *is ratio reflects the
share of the owner’s investment, liabilities, and the relative
amount of total equity in the firm’s financing. In general, the
higher the capital-to-capital ratio, the lower the financing
risk and the lower the financing risk for the entity. *e index
formula is as follows:

Asset equity ratio �
owner′s equity
total assets

. (10)

Debt financing ratio. *e debt financing ratio refers to
the ratio of debt financing through short-term borrowing,
long-term borrowing, issuance of bonds, and other debt
financing to the total financing of the company. *e greater
the value of debt financing cost, the greater the financing
risk, and the greater the possibility of financing risk. On the
contrary, the smaller the financing risk, the less likely the
enterprise will have financing risk. *e enterprise occur-
rence index formula is as follows:

Debt financing ratio �
total debt financing

total assets
. (11)

Debt financing costs. Debt financing cost refers to the
proportion of expenses incurred in the process of raising
funds by listed coal companies through short-term loans,
long-term loans, issuance of bonds, and other loan rela-
tionships. In particular, this expense is the financial expense
on the balance sheet of each enterprise. *e greater the value
of debt financing cost, the greater the financing risk, and the
greater the possibility of financing risk. On the contrary, the
smaller the debt financing cost, the smaller the financing
risk, and the smaller the possibility of financing risk [17].*e
index formula is as follows:

Debt financing cost

�
financial expense

(short − term loan + long − term loan + bonds payable)
.

(12)

Equity financing cost refers to the proportion of ex-
penses incurred by enterprises through equity financing
channels such as IPO, share allotment, and additional is-
suance. In this study, the equity financing cost is estimated
by calculating the sum of the risk return rate and risk-free
return rate through the capital asset pricing method
(CAPM). *e greater the value of equity financing cost, the
greater the financing risk, and the greater the possibility of
financing risk. *e smaller the value of equity financing cost,
the smaller the financing risk, and the smaller the possibility
of financing risk of the enterprise. *e index formula is as
follows:

CAPM � RF + β RM + RF( . (13)

In the formula, RI is the risk-free rate of return, and the
interest rate of the three-year treasury bill is selected, which
is about 6%. RI is the average profit margin of the coal listed
company industry.

Equity debt ratio. *e equity debt ratio is an indicator
that reflects the financing structure of a company and is the
ratio of the company’s total liabilities to total shareholders’
equity. *e greater the value ratio of equity to liabilities, the
greater the financing risk of the enterprise, and the greater
the possibility of financing risk of the enterprise. Conversely,
the smaller the financing risk of the enterprise, the smaller
the possibility of financing risk. *e index formula is as
follows:

Table 1: Financing early warning indicators’ table.

Index selection Financing ability Indicators

Money into

Financing scale Asset equity ratio
Debt financing ratio

*e cost of
financing

Debt financing cost
Equity financing cost

Financing
structure Equity to debt ratio

Degree of funding Raising speed

Money
RongChu

Profitability Return on total assets
Return on equity

Ability to operate

Total asset turnover
Inventory turnover
Accounts receivable

turnover

Debt paying ability Current ratio
Asset-liability ratio

Growth ability

Growth rate of total assets
Growth rate of fixed assets
Growth rate of operating

income
Growth rate of earnings per

share
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Equity to debt ratio �
total debt

total shareholders′ equity
. (14)

Financing speed. *e financing rate is an index of an
entity’s capital adequacy, which is the ratio of the entity’s
core business income to its total cash flow from financing
activities. In general, the faster the financing rate, the lower
the financing risk, and the lower the financing risk for the
entity. Conversely, the larger the scope of enterprise fi-
nancing, the greater the opportunity to finance risk. *e
index formula is as follows:

Financing rate �
total cash flow frombusiness income

financing activities
.

(15)

Return on total assets. Return on total assets is an im-
portant indicator of the profitability of the formula and an
important reference in choosing whether to conduct debt
financing activities. *is is equal to the ratio of the firm’s
average net profit to total assets. In general, the higher the
financing value of the total return on an asset, the lower the
financing risk, and the lower the probability that the entity
will be exposed to the financing risk. Conversely, the higher
the risk of corporate financing, the greater the opportunity
to finance the risk. *e index formula is as follows:

Return on total assets �
net profit

average of total assets
. (16)

ROE. Return on equity, or the return on equity, also
known as ROE, is an important indicator of the ratio of a
company’s profitability and net profit to the average
shareholder’s equity. In general, the higher the return on
equity, the higher the profitability of mining companies, the
better the operating efficiency, the lower the financing risk,
and the lower the risk of financing. Conversely, the higher
the financing risk, the higher the probability that the entity
will be at financial risk. *e index formula is as follows:

Return on net assets �
net profit

total average shareholders′ equity
.

(17)

Total capital turnover. *e ratio of total assets to
turnover is an important basis for assessing the operational
capacity of an enterprise. It can measure the distribution
between the extent of an enterprise’s capital investment
and the level of activity. It represents the ratio of average
sales to total assets. In general, the higher the share of total
capital turnover, the higher the return on assets, the higher
the level of asset management of the entity, the lower the
financing risk, and the lower the financing risk. Con-
versely, the higher the risk of financing an entity, the
higher the risk of financing that entity. *e index formula
is as follows:

Total capital turnover �
sales revenue

average total assets
,

Average total assets �
(total assets at the end of the period + total assets at the beginning of the period)

2
.

(18)

Inventory turnover. Inventory turnover rates are an
important basis for reflecting an entity’s operational capacity
at the same rate as total asset turnover. It also compensates
for the turnover ratio of current assets. In particular, the
inventory turnover ratio reflects the management of the
enterprise in the three stages of sales of goods purchased, put

into production, and recycled, and the cost of sales is equal to
the ratio of average inventory. In general, the higher the
inventory turnover rate, the faster the entity’s inventory
disposal rate, the stronger its liquidity, and the lower its
financing risk. Conversely, the higher the risk of financing an
entity, the higher the risk of financing that entity. *e index
formula is as follows:

Inventory turnover �
Sales costs

Average inventory
,

Average inventory size �
(Starting Inventory + Ending Inventory)

2
.

(19)

Accounts receivable turnover rate. *e turnover rate of
accounts receivable reflects the turnover rate of accounts

receivable and the financial management efficiency of the
enterprise and reflects the operation ability of the enter-
prise. It is the ratio of net sales revenue to the average
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balance of accounts receivable. *e higher the turnover
rate of accounts receivable, the faster the recovery rate of
accounts receivable, which means that the average col-
lection period is shorter, and this shows that the listed coal
companies have strong asset liquidity and short-term

solvency. *e smaller the financing risk of the enterprise,
the less likely it is to have a financing crisis. On the
contrary, the financing risk of the enterprise is greater, and
the possibility of a financing crisis is greater [18]. *e
specific formula is as follows:

Turnover rate of accounts receivable �
net sales revenue

average balance of accounts receivable
,

Average balance of accounts receivable

�
(balance of accounts receivable at the beginning of the period + balance of accounts receivable at the end of the period)

2
.

(20)

Current ratio. *e current ratio can explain and explain
the liquidity of enterprise assets and the solvency of en-
terprises. It is the ratio of current assets to current liabilities.
*e larger the current ratio, the stronger the short-term
solvency of the enterprise, and the less likely the enterprise a
financing crisis is. On the contrary, the weaker the solvency
of enterprises, the greater the possibility of financing crisis.
*e specific formula is as follows:

Turnover ratio �
current assets

current liabilities
. (21)

Gear ratio. *e ratio of assets to liabilities may reflect
the liquidity of the entity’s current assets before the
maturity of short-term liabilities and is equal to the ratio
of total liabilities to total assets. In general, the lower the
capital-to-debt ratio, the stronger the long-term solvency
of an entity and the less likely it is to enter a financial
crisis, and conversely, the lower the solvency of an entity,

the higher the probability of a financial crisis. *e specific
formula is as follows:

Debt ratio �
total liabilities
total assets

. (22)

Gross asset growth rate. *e growth rate of total assets is
an important indicator of an enterprise’s ability to accu-
mulate and develop capital, and it is a measure of the ability
to protect against changes in the scale of total assets. *is is
the ratio of value added to total assets at the beginning of the
reporting period. In general, a growth rate in total assets
indicates that the business is expanding. *e higher the
growth rate of total assets, the faster the amount of capital
will grow, and the lower the risk of financing of enterprises,
the higher the financing risk will be. If the growth rate of a
company’s assets is negative, there is a very high probability
that the company will face a financial crisis. *e specific
formula is as follows:

Asset growth rate �
(total assets at the end of the period − total assets at the beginning of the period)

total assets at the beginning of the period
. (23)

*e growth rate of fixed assets. *e growth rate of fixed
assets reflects the growth of fixed assets of enterprises.*is is an
important indicator of an enterprise’s ability to develop and
protect against risk. *is is the ratio of the value added of fixed
assets to total fixed assets at the beginning of the period. In
general, the growth rate of fixed assets is positive and the scope
of enterprise development is expanding. *e higher the rate of
growth of fixed assets, the faster the size of the enterprise’s
assets, and the lower the rate of financing, the lower the rate of
growth of fixed assets. If the growth rate of fixed assets is
negative, the probability of a financial crisis is very high. *e
specific formula is as follows:

Growth rate of fixed assets

�
(end − time fixed assets − early fixed assets)

early fixed assets
.

(24)

Operating income growth rate. *e rate of growth of
operating income is an important indicator of the growth
and development of an enterprise. *is is a key indicator of
enterprise development.*is is the ratio of operating income
growth to operating income. In general, the growth rate of
operating income is positive and the scope of enterprise
development is expanding. If operating income growth is
negative, the company is more likely to finance the crisis.*e
specific formula is as follows:
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Operating growth rate �
(current operating income − operating income at the beginning of the period)

operating income at the beginning of the period
. (25)

Percentage growth rate per share. *e rate of increase in
earnings per share can be expressed as the ratio of a
company’s performance growth and development capacity,
i.e., the rate of earnings per share, to earnings per share at the
beginning of the period. In general, the higher the growth
rate of EPS, the lower the risk of corporate financing and the

higher the probability of a financial crisis; conversely, the
lower the EPS growth rate, the higher the financing risk and
opportunity. opportunity, and the smaller the financing risk.
If the increase in earnings per share is negative, the company
will have a great opportunity to finance the crisis. *e
specific formula is as follows:

Percentage increase in earnings per share

�
(earnings per share at the end of the period, earnings per share at the beginning of the reporting period)

earnings per share at the beginning of the period
.

(26)

3.3. Strategies for Improving the Internal Accounting
Management System of Enterprises

3.3.1. Establishing Internal Accounting Management System.
Managers are fully responsible for the accounting work of
the enterprise and improving the accounting management
system. Enterprises shall supervise and supervise the be-
havior of accounting staff, accounting institutions, and
other personnel. Reward accountants are loyal to their
duties and make remarkable achievements. Enterprise staff
shall strictly implement accounting rules and laws, ensure
that accounting materials are legal, true, accurate, and
complete, and implement enterprise accounting man-
agement rules and regulations. An internal accounting
management system is built, and supervision and as-
sessment are improved. According to the actual situation
of the enterprise, reasonable planning is made and the
responsibilities of the accounting supervisor and the
person in charge of the accounting organization are
clarified. *e working relationship and responsibilities of
enterprise accounting are clarified, and it is ensured that
accounting staff exercise their functions and powers
according to the law.

3.3.2. Establishing a High-Quality Accounting Team.
Accountants are managers and supervisors of enterprise
business activities. *e quality of accounting managers is
closely related to the level of financial management. After
the implementation of the new accounting system, higher
requirements are put forward for the overall quality of
enterprise financial accounting managers. Business
management and accounting work need a group of

qualified accountants. Accountants should constantly
learn advanced financial management methods and new
financial professional skills, master professional knowl-
edge and financial system, and ensure the standardization
of enterprise financial accounting work. At the same time,
we should fully understand the actual development re-
quirements of the market economy, constantly improve
our ability, and skillfully apply the knowledge of financial
management. At present, the quality of the enterprise
accounting team is generally low. Enterprises should
strengthen training and optimize the accounting team.
*rough formal training and learning, the professional
quality of enterprise accounting staff should be improved,
and the knowledge structure should be constantly
improved, so that the staff can adhere to the principles,
strictly exercise self-discipline, and be loyal to their
duties. *e quality of accountants has a direct impact
on the quality of accounting work and is related to the
implementation of the accounting management system.
Enterprise accountants must have a strong ability to
analyze and solve problems, a high-quality professional
level, extensive knowledge, and good adaptability. En-
terprise accountants should actively learn the contents of
the new accounting system and relevant knowledge of
financial accounting to improve their ability [19].

3.3.3. Establishing the Internal Management System of Ac-
counting Computerization. Computerized accounting is
conducive to the formulation of modern enterprise
system and the improvement of accounting work quality.
It is of great significance to the improvement of financial
work efficiency and work quality. It is an important
development direction of accounting. Full-time person-
nel should be used to manage accounting
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computerization and carry out relevant training. *e
internal management system of accounting computeri-
zation should be established, given a full play to the role
of accounting computerization, and improve the effi-
ciency and quality of accounting work. Enterprises
should regularly check the implementation of financial
and accounting indicators, conduct financial and ac-
counting analysis, find problems in time actively and
improve, and improve the internal accounting manage-
ment level of enterprises.

3.3.4. Establishing Internal Containment System. *e es-
tablishment of a long-term and effective internal con-
tainment system in enterprises can strengthen the
supervision and restraint of internal personnel, prevent
favoritism, fraud, and serious mistakes and ensure the
quality of accounting management. Reasonable division
of labor and full implementation of the internal ac-
counting system of enterprises need to build an internal
containment system. *e establishment of an internal
containment system is conducive to the implementation
of a modern enterprise internal accounting system.
During the period of asset reorganization and a major
investment, the enthusiasm of accountants should be
brought into full play to ensure the stable operation of
various economic activities. Enterprise managers should
pay attention to correction, control, inspection, super-
vision, and other methods, carry out targeted enterprise
management, and adhere to legal compliance. Internal
control is of great value to ensure the safety of assets, the
legitimate rights and interests of investors, and the
quality of accounting information. Based on internal
containment, the system should be constantly adjusted,
and the internal control of the enterprise should be
strengthened. Accounting control should be standard-
ized, and the work of each link within the constraints of
laws and regulations should be carried out. It should be
insisted on stopping and exposing noncompliance, ille-
gality, and other accounting to ensure the legitimacy and
quality of accounting work.

4. Experimental Results and Analysis

An analysis of the structure of the BP neural network
shows that the number of latent nodes in the BP neural
network model for risk assessment of SME credit for
supply network financing should be between 5 and 14. In
the case of setting the same parameters in this chapter, the
number of nodes in the hidden layer should be alternated,
the systematic errors of the model should be compared, a
complete comparison should be made, and the most
appropriate number of nodes in the hidden layer should

be selected. In the BP neural network model, the latent
layer excitation function is tansig, the output layer ex-
citation function is the logsig function, and the training
function is the traindm. *e network learning era is
defined as 2000, and the default value for the model
learning speed is 0.01. *e target error was set to 0.005
according to the actual output requirement. *e number
of nodes in the hidden layer is 4–16 each, and the size and
convergence of the model errors are observed in the
different nodes. By varying the number of nodes in the
hidden layer, it is possible to obtain the relationship
between the number of units in the hidden layer and the
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Figure 3: Relationship between the number of hidden layer units
and the number of training steps.
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Figure 4: Error curve when hidden layer node is 4.

Table 2: Relationship between hidden layer unit number and training step number.

Number of nodes in hidden layer 4 5 6 7 8 9 10 11 12 13 14 15 16
*e training steps 167 268 163 255 152 233 241 255 156 230 179 236 160
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Figure 10: Traingdm is the error curve of the training function.
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number of training steps when there are 4–16 nodes,
Table 2 and Figure 3.

It can be seen from the above table that when the number
of hidden layer nodes is 4, 6, 8, 12, 14, and 16, the number of
training steps required for network training to reach the
preset error is less. *e error curve circle of the above node
model is shown in Figures 4–9.

As can be seen from the above table and system error
diagram, the number of hidden layer nodes is small, and the
network performance is poor. *e hidden layer has 8 nodes.
Although it meets the requirements after 156 times of
training, the number of nodes is small and the neural network
is unstable. When the number of hidden layer nodes is 12, 14,
and 16, the training steps are 156, 187, and 160 times, re-
spectively, and meet the target error requirements of the
research. When the number of hidden layer neurons is larger
than 12, the error requirements can bemet, but the increase in
the number of neurons leads to the increase in network
burden and the increase in training times, and cannot sig-
nificantly improve the network performance. *erefore, the
hidden layer of the BP neural network model constructed in
this study selects 12 neuron nodes [20].

*is study has analyzed in detail that the BP neural
network model of the credit risk of small- and medium-
sized enterprises in supply chain financing should select a
new training function. *e new training functions of the
BP neural network are traingdm and traingdx. When the
number of hidden layer nodes and other parameters is the
same, the two functions are used to train, respectively, and
then, the optimal training function is determined
according to the error. When traingdm is selected as the
training function, it does not converge to the preset target
error value within 10000 steps w (see Figure 10 below).
*erefore, this study constructs the BP neural network
model and selects traingdx as the training function (Fig-
ures 11 and 12).

*e learning rate has a great influence on the stability
and convergence of the neural network model. According to
Figure 12, in the above training process, the learning rate is
0.01 by default. *erefore, this study replaces the following
learning rates in turn: 0.005, 0.01, 0.02, 0.03, and 0.04. Fi-
nally, it is found that when the learning rate is exactly the
default 0.01, the error is the smallest and the stability is the
best. *e error is 0.0031011, and the step size is 157, which is
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Figure 11: Traingdx is the error curve of the training function.
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just less than the target error value, indicating that the
learning rate is better [21, 22].

5. Conclusions

*is study discusses in detail the possibility of using the BP
neural network model in the corporate financial risk as-
sessment process. As far as we know, the BP neural net-
work model has been very well researched in the financial
sector. Finally, this study selects 19 indicators and provides
a concise, scientific, and effective system of indicators. *e
BP has developed a credit risk assessment model for
banking-based banking institutions based on the MAT-
LAB software platform. With the help of wind databases
and sample data collected from questionnaires, network
design is trained and model accuracy is verified. *e BP
neural network assessment model for corporate lending
risk in this document is highly accurate. In addition to
providing theoretical insights to researchers, it can be a
good tool for banks to realistically assess the credit risk of
SME supply chain financing.
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In the current music education, the music teaching method is too simple, boring, relatively backward, unable to attract the
attention of the students, and the students gradually lose their interest in music courses. In basic education, music, as a highly
practical subject, must create a good classroom atmosphere, make the classroom active, and enable students to better
experience music, enjoy music, and like music. �erefore, in order to change this situation, this paper, based on scienti�c
computing visualization, studies the application of computer music technology in basic education music teaching, and
proposes a related computing method based on scienti�c computing visualization-image segmentation method. �is review
compares the spectrum extraction accuracy between the improved algorithm and the two traditional algorithms and �nds that
the average accuracy of the improved algorithm is 90.88%. It can be seen that the method proposed in this review is more
suitable for the study of computer music technology in basic education music teaching. Applied research and most students
are more interested in music teaching combined with computer music technology, so learning music teaching combined with
computer music technology is very necessary. �e development of computer music technology is closely related to the
development of modern information technology.

1. Introduction

Scienti�c computing visualization, also known as visual-
ization, is de�ned as follows: “Visualization is a compu-
tational method that converts symbols or data into
intuitive geometric �gures that allow researchers to ob-
serve their simulations and computational processes.”
Visualization includes image synthesis. Today, Chinese
science and technology has achieved unprecedented de-
velopment, and the role of computers has become greater
and greater, penetrating into various music �elds in-
cluding music education. Computer music education is a
new education model based on computer software and
hardware, which realizes the learning and creation of
music. Now, China is paying more and more attention to
the development of high-quality education, especially in
the �eld of basic education. As a part of high-quality

education, music education is receiving more and more
attention. �e correct and interesting way to understand
music knowledge in the classroom is a problem that needs
to be solved as soon as possible, and the introduction of
computer music technology can help improve the e�-
ciency of education. �e visualization of scienti�c com-
puting is a new research �eld proposed in the second half
of the 1980s. In this article, we will study its application to
music education in basic education.

�e teaching method of music subject should be dif-
ferent from other subjects, and the teaching method
should be richer. �e use of computer music technology
can greatly improve the existing teaching mode, and
students will also have a huge impact on the teaching
concept of music. �e use of computer music technology
can explore new methods and approaches for improving
the traditional music-teaching mode. �e core of scienti�c
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computing visualization is the visualization of three-di-
mensional data fields, and it is believed that its use in music
teaching can increase the visual impact, improve the in-
terest of teaching, and make students’ classroom experi-
ence better. (e combination of computer music
technology and scientific computing visualization is be-
lieved to make the classroom more colorful.

Since computer music technology was invented, it has
been widely accepted by people and applied to various music
fields. Since the introduction of computer music technology,
many scholars have conducted research on it. In the middle
of the twentieth century, the invention of software was a
huge breakthrough for modern humans, and it is unique for
computer musicians to predict the future through creation
and coding. Scaletti combines the artist’s imagination and
courage with the technology that can make fictional things
become reality, which is innovative [1]. Mcpherson and
Tahıroğlu studied the ways in which computer music lan-
guage may also affect the aesthetic decision-making of digital
music practitioners, with particular attention to the concept
of habituation. (en, he communicated with developers of
several major music-programming languages, and con-
ducted surveys on creators of digital musical instruments,
examining the relationship between idiomatic patterns of
the language and the characteristics of the generated in-
struments andmusic, but the research lacks data support [2].
In this article, Hayes introduces the large-scale project of
sound, electronics, and music. (e themes of the project
include collective electroacoustic synthesis, live recording,
and improvisation. Particular emphasis is placed on pro-
viding a form of music education that should enable ev-
eryone to practice creatively, regardless of their musical
ability and background. (e findings and results of the
project indicate that people should not limit the discussion
of how to continue the practical education of computer
music to the next generation at the university level [3]. El-
Shimy and Cooperstock provide a set of key principles for
the design and evaluation of new user-driven interactive
music systems and investigate the evaluation techniques
provided by the new directions of HCI, linguistics, inter-
active arts and social sciences. His goal is to lay the foun-
dation for designers of new music interfaces to develop and
customize their own methods, but there are few survey
categories in this study [4]. Combining traditional art with
advanced technology is a challenging task, and Park’s task is
to instill tradition into technology, so as to protect and
develop tradition at different levels. He believes that the
future of Korean music education is to learn Korean music.
As for the production materials and new works, it depends
on how many materials and works are produced. (e
shortcoming of this research is that no specific counter-
measures are proposed [5]. (e purpose of Haning’s re-
search is to investigate the type, quantity, and effect of
technical teaching currently provided to undergraduates
majoring in music education. (e survey involved 46 un-
dergraduates who received technical guidance during their
undergraduate degree courses and their plans to implement
technology in the classroom in the future. (e results
showed that 43% of the participants were not prepared for

effective use of technology in future teaching positions, and
it would be better if the study gave suggestions to enhance
undergraduates’ use of technology for music education [6].
(e term “music technology” defined by Chakraborty refers
to electromagnetic and mechanical equipment, including
musical instruments, electric sound generators, and related
computer technology. Chakraborty started writing in the
form of dialogue, introducing the ontology of music (where,
why, and how) and the ontology of music (facts, processes,
and gestures) [7].

(e innovation of this article is (1) combining scientific
computing visualization and computer music technology
and applying it to music teaching in basic education, and
introduces its related methods, which is a methodological
innovation. (2) A teaching experiment was designed based
on scientific computing visualization and computer music
technology, which proved the superiority of this new
teaching method, which is an innovation in experiment.

2. Application Methods

2.1. Visualization of Scientific Computing. Scientific com-
puting visualization refers to the use of computer graphics
and image processing technology to convert data into
graphics and images in the process of scientific computing
[8]. (e realization of scientific computing visualization can
greatly speed up the data processing process so that the huge
data generated every day can be effectively used; it can realize
image communication between people and data, and be-
tween people, instead of text communication or commu-
nication. Digital communication allows scientists to
understand what is happening in the computing process and
can change parameters, observe their effects, and guide and
control the computing process. In short, the tools and en-
vironment for scientific computing can be further
modernized.

2.1.1. Classification and Process of Visual Chemistry Subjects
in Scientific Computing. (ere are many fields of scientific
computing visualization design. Figure 1 shows the subjects
covered by the visualization of scientific computing.

(e basic process of scientific computing visualization is
to first preprocess the data, then use the mapping algorithm
to map the application data to obtain geometric data, then
draw the geometric data to obtain image data, and finally
output to the terminal device and display [9]. (e details are
shown in Figure 2.

2.1.2. Visualization Methods of Scientific Computing

(1) 3D Surface Editing Method Based on Sampling Points.
Direct editing is parameter-free modeling, that is, you do not
need to modify the parameters and features of the parts one
by one, but directly modify the model and preview the
modified model directly. First, the model needs to be em-
bedded in the scalar field, and then the scalar value is cal-
culated at each vertex of the embedded part. In the process of
free deformation, each vertex is always restricted by the level
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set, and the level set is initialized with the vertex stream.
When the user modifies the scalar field, the vertices will
move according to the free deformation of the embedded
object. After the scalar field is deformed in space, since there
is no scalar deformation technology, the reconfigured ver-
tices in the deformed object remain in the same level set [10]
and get the derivative of f(X(t), t):

df(X(t), t)

dX
�

zf(X(t), t)

zX
·
dX(t)

dt
+

zf(X(t), t)

zt
� 0. (1)

In equation (1), df(X(t), t)/dX represents the gradient
of X, and velocity dX(t)/dt is regarded as the velocity value
along the three coordinate axes of x, y and Z in the three-
dimensional space, adding smoothness constraints to the
model to minimize the change of vertex velocity in a local
area. Smoothness is an index for evaluating the degree of
convexity and concavity on the surface of paper or card-
board, which is very important for printing paper. ∇f
represents the gradient and replace f(X(t), t) with f to
obtain the following minimum objective function:

P � 
zf

zt
+ v · ∇f  + θ · ∇v2dX. (2)

In the formula, P represents the smoothing coefficient, θ
represents the Lagrangian coefficient, and X represents the
vertex. Discretizing this formula, let k represent a voxel mesh
vertex, and Qk represents adjacent mesh vertices. (e ap-
proximate error of the vulnerability constraint is

E(k) �
zf

zt
+

zf

zx
vxk +

zf

zy
vyk +

zf

zz
vzk 

2

. (3)

According to the speed difference between vertex k and
its neighboring points, the smoothness of local area motion
can be calculated [11]:

P(k) �
1

Qk


j∈Qk

vx(k) − vx(j)( 
2

+ vy(k) − vy(j) 
2



+ vz(k) − vz(j)( 
2
.

(4)

S represents the smoothing coefficient, Qk represents the
number of vertices of the voxel mesh in Qk, then

G � 
k

(E(k) + θP(k)). (5)

(e previous level set algorithms have only a single
velocity function, in the evolution process of the zero-level
set, the minimization of the energy function is a very
complicated process, and there are many problems with a
single velocity function. Although the velocity field of the
associated voxel, grid can be obtained according to the
change of the scalar field, and their position cannot be
changed. As an alternative, through the velocity function
defined in the following level set method [12], use H to
represent the velocity function of the curved surface scalar
field, and use the velocity field v obtained above to update the
curved surface scalar field:

H � −
∇S · v

|∇S|
. (6)

(2) Surface Update and Resampling Method. Since the scalar
free deformation technology requires that the relocation of
the vertex X(t) should assume that the implicit function is a
zero-level set, the reciprocal of f(X(t), t) can be expressed as
follows:
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symbolic computing)
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Tape
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Image
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Figure 1: Visual classification of scientific computing.
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Figure 2: Visualization flow chart.
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dS(X(t), t)

dX
�

zS(X(t), t)

zX
·
dX(t)

dt
+

zS(X(t), t)

zt
. (7)

When the density of points on the surface becomes low,
new sampling points need to be inserted so that the points on
the surface remain uniform. (e basic idea of the method is
to calculate the Voronoi histogram of adjacent points on the
tangent plane [13]. A histogram is a statistical chart that uses
rectangular bars to compare numerical values of different
categories. Use the length of vertical or horizontal columns
to compare the magnitude of numerical values, where one
axis represents the categorical dimension that needs to be
compared, and the other axis represents the corresponding
numerical value.

(3) Level Set Method. Another advantage of the level set
method is that it can easily track the topological changes of
objects. For example, when the shape of the object is divided
into two, creating a hole, or vice versa. (e level set method
is a numerical calculation method to solve the deformation
evolution of implicit curves and curved surfaces [14], as
shown in Figure 3. By moving the level set function, that is,
through the rise, fall, and expansion of the level set function,
the contours of the closed curve at different times can be
obtained. (e evolution result of the level set function
surface must be related to the evolution result of the closed
curve.

2.1.3. Visualization Algorithms for Scientific Computing.
In the early days of computer visualization, the visualization
system only provided the functions of drawing and printing
one-dimensional curves and two-dimensional contours and
surface views.(ree-dimensional visualization technology is
the separation between the initial stage of computer visu-
alization and the new era of scientific computing visuali-
zation [15]. Compared with the initial computer
visualization system, the main feature of the scientific
computing visualization technology is the three-dimen-
sional visualization technology. (e visualization algorithm
is shown in Table 1.

2.2. Teaching Technology Based on Computer Music
Technology. Music is divided into two parts: visual scores
and auditory songs, and its teaching targets are usually
young people. (erefore, the practical process often needs
somemethods that highlight the characteristics of music and
art that can directly allow learners to see and hear than
traditional theoretical teaching [16]. (e spectrum recog-
nition is to help music teachers to realize visual score rec-
ognition and auditory music recognition. Among them,
“spectrum” refers to the recognition of graphic music scores
using computer image processing, and “tone” refers to music
recognition using computer signal processing, audio pro-
cessing, and other knowledge. In general, it is necessary to
realize both visual score recognition and auditory music
recognition. (erefore, in order to explain the educational
technology of computer music technology, this chapter is

divided into two parts: score recognition and music rec-
ognition [17].

2.2.1. Numbered Musical Notation Recognition. (is section
uses basic image processing techniques to study and identify
the musical theory symbols in the numbered musical no-
tation pictures, hoping to bring some convenience to the
teaching of numbered musical notation. (e numbered
musical notation recognition is generally divided into image
preprocessing, inclination correction, and bar line
recognition.

(1) Image Preprocessing. Preprocessing is basically the first
step of all image recognition technologies, and the quality of
preprocessing sometimes has a decisive impact on the
recognition accuracy.(e basic steps are as follows: the main
purpose of image preprocessing is to eliminate irrelevant
information in images, recover useful real information,
enhance the detectability of relevant information, and
simplify data to the greatest extent, thereby improving the
reliability of feature extraction, image segmentation,
matching, and recognition:

Gray conversion:
Before starting the score recognition, grayscale con-
version can be performed. (e RGB three-dimensional
information of the image is converted into one-di-
mensional, which greatly reduces the amount of cal-
culation and improves the efficiency of subsequent
symbol recognition. (e current gray conversion
methods mainly include the maximum value method,
the average value method, and the weighted average
method. (rough the image conversion of the image
captured by the camera, the format of the image is
converted to RGB565 first, then the grayscale con-
version is performed, and finally the binarization
process is performed. Different weights are assigned to
RGB according to the sensitivity of human eyes to
colors, and the grayscale calculation uses the weighting
formula [18]:

y � 0.299R + 0.587G + 0.114B. (8)

Z

X

Y

Figure 3: Circle and its level function.
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(e weights of the red, green, and blue channels are
measured according to the sensitivity of the human eye
to color, and the above formula can be used to obtain a
more ideal grayscale image.
Denoising:
(is step is used to remove image noise and distortion.
Methods to remove noise include Gaussian blur, bi-
lateral filtering, median filtering, and so on. Under
normal circumstances, the background of the music
score is mainly bright colors, and the music score is
mainly dark, because the noise in the form of isolated
noise is the most, so if the Gaussian filter is used, the
image itself can be restored most accurately. While
maintaining the signal of the score itself, it reduces
noise.
Sharpen:
Although Gaussian Blur can reduce noise, it blurs
the key part of the image—the music score, so it
needs to further sharpen the picture to highlight the
characteristics of the music score. Laplace transform
is an integral transform commonly used in engi-
neering mathematics, also known as Laplace trans-
form. (e Laplace transform is a linear transform.
Laplacian is the operation that can highlight the
details of the image and enhance the region of the
image with sudden grayscale changes. (e Laplace
transform of a two-dimensional image is defined as
the formula:

Laplace(f) �
z
2
f

zx
2 +

z
2
f

zy
2 . (9)

Edge detection is a fundamental problem in image
processing and computer vision. (e purpose of edge
detection is to identify points in digital images with
obvious changes in brightness. Significant changes in
image properties often reflect significant events and
changes in properties. (e Laplacian operator is very
useful in edge detection, and its representation as a
template is shown in Figure 4:
Binarization:
Binarization is a simple form of thresholding. It selects
the threshold t and extreme values a, b for the entire
image, and for any pixel f (x, y) at the coordinate (x, y)
in the source image, if the pixel value at the target image
coordinates (x, y) is g(x, y), then

g(x, y) � a, f(x, y)< t,

g(x, y) � b, f(x, y)≥ t.
 (10)

(e local threshold segmentation rule is not the case. It
divides the original image into multiple smaller sub-
images and selects the corresponding threshold for
each subimage, and then performs local threshold
segmentation [19] Due to the influence of illumination,
the gray level of the image may be unevenly distributed,
and the segmentation effect of the single threshold
method is not good. (erefore, the local threshold
segmentation method should be used.

(2) Inclination Correction. (is step is to try to eliminate the
influence of the inclination of the score caused by the angle
error in the shooting process and make the spectrum line
parallel to the axis of the image coordinate system [20].

Angle extraction:
To correct the angle of the sheet music, the most im-
portant thing is to extract the inclination of the sheet
music. Nomatter how the notation is slanted, every line
of the musical notation ends with a bar line at the end,
and the bar lines between the lines are aligned. (is
means that as long as a straight line can be found from
the image, and this straight line crosses the last bar of
each line of the numbered musical notation, its incli-
nation also represents the inclination of the musical
score. It can be imagined that in the image coordinates,
all the infinite straight lines passing through (i, j)
correspond to infinite points in the (ρ, θ) coordinates,
and these points constitute a characteristic curve.

ρ � xcosθ + ysinθ. (11)

Image rotation:
After extracting the inclination of the score, you only
need to perform a simple rotation operation on the
binarized image to get the horizontal score image. An
arbitrary affine transformation can be expressed in the

Table 1: Typical visualization techniques.

Dimension Scalar Tensor Fitness vector
1D Line drawing, histogram, bar chart — —
2D Contour line, surface view, image display — 2D arrow
3D Isosurface, 3D point cloud surface Tensor ellipse 3D arrow, particle system, 3D streamline

0

4

-1

-1

0

0 0

-1 -1

Figure 4: Laplacian operator template.

Mathematical Problems in Engineering 5



form of multiplying by a matrix and adding a vector,
which is defined as follows [21]:

A · X + B � X′ · t

�
aoo ao1 b0

a1o a11 b1
 .

(12)

By changing the value of t, the mapping from any
parallelogram to another parallelogram can be
achieved. For a two-dimensional image with width w

and height h, the 2× 3 rotation matrix based on the
counterclockwise rotation of the center in radians is as
follows:

t � [A B]

�
cos θ sin θ 0.5w

−sin θ cos θ 0.5h
 .

(13)

2.2.2. Music Recognition. Music recognition refers to the
digital recognition process of recorded human voice or
musical instrument audio files. It involves physical acoustics,
music art, computer science, and other interdisciplinary
subjects and has very large application development pros-
pects [22].

(1) Basic Knowledge of Signal Processing. (e human ear
hears music directly in a perceptual way, but computers do
not. (e computer sound card converts the continuous
waveform signal of the sampled sound wave into a digital
signal, and then stores the music information in the form of
a file after sampling according to the Nyquist sampling
theorem. In practical applications, the human vocal fre-
quency range is 85–1100Hz, and the sampling rate of a
general sound card can reach 44100Hz, which is much
higher than the human voice frequency, so its sound wave
information can be completely preserved, laying the foun-
dation for further fundamental frequency extraction.

(2) Fundamental Frequency Extraction. (ere are many
methods of fundamental frequency extraction, here are a few
to introduce.

Harmonic peak method:
Harmonic peak method is a typical algorithm based on
fast Fourier transform, which reflects the relationship
between signal frequency and amplitude, so it is widely
used to calculate the frequency spectrum of the signal.

F(x) � F[f(t)]

� 
+∞

−∞
f(t)e

− txtdt.
(14)

(e harmonic peak method considers that the peak
with the highest amplitude in the spectrogram corre-
sponds to the fundamental wave of the audio signal and
takes its frequency value as the fundamental frequency

value, that is, set the fundamental frequency value tom,
then

m � F
−1

[max(F(x))]. (15)

(e biggest advantage of this method is that it is simple
enough, and the time complexity and space complexity
are very low. Now, the fast Fourier transform is per-
formed on the C1 key tone recorded in an environment
without background noise, and the resulting spectrum
is shown in Figure 5 [23].(e function of Fourier
transform is mainly to convert the function into the
form of multiple sine combinations. In essence, the
signal after the transformation is still the original signal,
just a different way of expression.
Confidence method:
In this method, a factor of 1 to 5 can be obtained for the
maximum peak frequency as the candidate funda-
mental frequency, and then the amplitude of the nth
harmonic of each candidate fundamental frequency is
summed. (e candidate fundamental frequency with
the largest sum has the greatest confidence and the
greater the likelihood of being the fundamental fre-
quency. Its confidence is as follows:

L(N) �
f

N,
1≤ n≤ 5,

R(N) � 
n

t�1
p(i).

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(16)

L(N) is the candidate fundamental frequency, f is the
maximum peak frequency, R(N) is the confidence
level, p(i) is the amplitude of a certain order of har-
monics, and n is the number of harmonics.

(3) Semantic Understanding. So far, the time value and pitch
of all the notes have been identified. To understand the
semantics of the notes and restore them to notes, the reverse
formula is needed as follows:

x � min(r − r, 1 + r − r),

r � 12 log2
f

440
+ 49,

1≤x≤ 88.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(17)

In the formula, x represents the key number, and f is the
pitch, which is the fundamental frequency value. (en it is
further converted into the number num of numbered
musical notation and the number of high and low points t, as
shown in the following formula:

num �

(x − 12t − k + 2)

2
num � 1, 2, 3,

(x − 12t − k + 3)

2
num � 4, 5, 6, 7,

t �
(x − k)

12
.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(18)
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As for the time value part, suppose the time signature is
m/n, the speed is s, the duration of a note is t seconds, and
the note is a z-quaver, and there is the following:

z �
60n

ts
. (19)

In this way, the frequency can be expressed as numbered
musical notation and high and low points, and the duration
can be converted into a time value.

3. The Teaching Application Method of
Computer Music Technology

In today’s music classrooms, most of them are still teacher-
oriented. Teachers teach music theory, teach singing, and let
students enjoy music. (e modern education theory believes
that students are the main body of the classroom and should
be based on students. At this time, the application of
computer music technology can bring new development to
music teaching [24].

3.1. :e Application of Computer Music Technology in the
Teaching of Music :eory. (e guiding method of music
theory is relatively traditional, and it is no longer suitable
for this fast-developing society. Teachers can use computer
music technology to play the songs they want to teach at
any time. In addition, teachers can also input music scores
on the computer when preparing lessons. (is can greatly
save the time of copying the blackboard, and students can
have a new perspective on music. Music theory is no longer
an intangible thing, but a subject that can be understood
face to face. Many schools have limited musical instru-
ments, so all the musical instruments cannot be displayed
in the classroom. According to computer technology, it is
possible to combine the image of the musical instrument
and the sound of the musical instrument to achieve the
effect of unifying the eyes and ears of students.(rough the
combination of vision and hearing, the difficulty of music

theory knowledge can be reduced, and the learning effi-
ciency of students can be improved.

3.2. :e Application of Computer Music Technology in the
Teaching of Music Appreciation. Music appreciation covers a
wide range of fields and requires a wide range of knowledge. If
only traditional teaching methods and CDs or tapes are used,
such courses will lose vitality. (e application of computer
music technology in appreciation courses can expand students’
knowledge fields and improve educational efficiency. (rough
the application of computer music technology, knowledge can
be clearly conveyed to students. Just like appreciating an opera,
if you use computer technology, the whole course will become
more beautiful and get better results. (rough the use of
computer technology, the theoretical knowledge of music ap-
preciation can be made more intuitive, and the score and the
lyrics of the music can be completely combined, which greatly
improves the enthusiasm and initiative of students in learning.
In themusic appreciation classroom, teachers can use computer
music technology to set various performance methods
according to the guidance needs so that students can start
playing at any time, so as to concentrate on learning.

3.3. :e Application of Computer Music Technology in the
TeachingofMusicComposition. (e curriculum standards of
primary and secondary schools require students to cultivate
and cultivate creativity. (e students are young and their
music knowledge is relatively weak, unable to reach the level
that can create works [25], so it is enough to cultivate
students’ creative spirit. Using computer technology, text,
audio, video, etc., can be integrated to arouse the enthusiasm
of students from a visual and auditory perspective. In this
way, the efficiency of teaching will also be improved. In
addition, through the use of computer technology, students
can also hear the sounds of musical instruments other than
the piano, and then try to create on musical instruments.

To sumup, as an interdisciplinary subject, computermusic
education must be combined with actual conditions to find a
practical and feasible path for the development of computer
music education. From the perspective of building a computer
music curriculum system and practice system, a set of teaching
system construction plans suitable for the actual situation of
the college are formulated, as shown in Figure 6. Establish a
more systematic and scientific education and teaching quality
assurance system that reflects the concept of total quality
management, highlights process control, and achieves the
satisfaction of the government and society.

4. Experimental Analysis and Results

4.1. Music Teaching Experiment Based on Computer Music
Technology

4.1.1. Numbered Musical Notation Recognition Experiment

(1) Experimental Design. (e platform of this experiment is
Visual Studio, and the test of numbered musical notation
recognition is carried out on this platform. (is experiment
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studies music teaching in basic education, so the numbered
musical notation of several songs in the textbooks of ele-
mentary and middle schools is selected for experiment. (e
selected songs include the song of selling newspapers, two
tigers, the song of the seven sons, and the song of the fishing
boat. (e resolution of the numbered musical notation of
these songs is increased in turn, and the accuracy of the
numbered musical notation recognition algorithm for each
numbered musical notation element is tested to explore the
relationship between the resolution and the recognition
accuracy of the numbered musical notation. It needs to
number the numbered musical notation of several songs
first, as shown in Table 2.

(2) Experimental Results and Analysis. Statistics on the
identification results of each element are obtained, and
Table 3 is obtained.

It can be seen from the table that the experiment counts
the number of tuplets, digital notes, underscores, dashes, and
dots in each numbered musical notation, and the true and
recognized values of these numbers in the numberedmusical
notation. We calculated the total amount of these values to
solve the accuracy of numbered musical notation recogni-
tion, and the results obtained were 98.4, 98.0, 98.4, and
95.7%. It proves that there is no significant difference be-
tween the recognition accuracy and the resolution of the
numbered musical notation. Looking at the recognition time
again, it can be seen from the table that the higher the
resolution of the picture, the longer the recognition time.

4.1.2. Music Recognition Experiment

(1) Algorithm Design. (ere are many ways to extract the
fundamental frequency mentioned above. (is experiment
proposes an improved fundamental frequency extraction
method, and this algorithm is designed based on the har-
monic peak method and the confidence method introduced
above.

(e steps of the algorithm are as follows: the frequency
range needs to be found first, and then the spectrum
function is obtained. (e expression of the spectrum
function is

f(x) � |FFT(y)|, (20)

where x is in the frequency range; then the first n extreme
points of f(x) need to be calculated, and these extreme points
are set as candidate frequency bases; each candidate fre-
quency base is calculated using a confidence function; fi-
nally, it is calculated according to the following formula:

x � max
i

h xi(  . (21)

(e following compares the performance of the im-
proved method with the traditional harmonic peak method
and confidence method.

(2) Experimental Design. (e music recognition experiment
platform is also Visual Studio, and the object of this ex-
periment is a 5 s piano recording in a noise-free environ-
ment. (e applied algorithm of this experiment is the
harmonic peak method and the confidence method men-
tioned above, as well as the improved algorithm involved in
this experiment. In order to test the accuracy of different
algorithms in different situations, this study designed several
sets of different signal-to-noise ratio environments, and
designed the signal-to-noise ratio from 30 dB to 100 dB to
test the accuracy of the algorithm for fundamental frequency
extraction.

(3) Experimental Results and Analysis. Figure 7 shows the
fundamental frequency extraction accuracy results of the
three algorithms at different signal-to-noise ratios.

It can be seen from the figure that, regardless of the
signal-to-noise ratio, the accuracy of the fundamental fre-
quency extraction of the improved algorithm is always the
highest. (e accuracy curve is hovering around 90%, and
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after calculation, the average accuracy of the improved al-
gorithm is 90.88% during the period when the signal-to-
noise ratio is 30–100 dB. (is value is relatively high, and
even if the signal-to-noise ratio increases, the accuracy of the
improved algorithm does not decrease significantly, indi-
cating that the algorithm is not interfered by noise. (e
accuracy of the harmonic peakmethod is stable at about 62%
during the period when the signal-to-noise ratio is
30–100 dB, and it is not interfered by noise. In the confidence
method, when the signal-to-noise ratio is 30–60 dB, the
accuracy rate increases with the increase of the signal-to-
noise ratio. After 60 dB, it stabilizes at about 70%, and its
accuracy is greater than that of the harmonic peak method.

In addition to accuracy, the execution time of the funda-
mental frequency extraction is also an important evidence to
measure the algorithm. Figure 8 shows the average time of
processing all samples and the average time of processing 1s
samples for the three algorithms.

It can be seen from the figure that among all the
algorithms, the harmonic peak method has the shortest
average processing time for all samples or 1s samples. (e
improved algorithm has the longest processing time, and
the improved algorithm has 18.6% longer average time
for processing all samples than the harmonic peak
method, and 11.2% longer average time for processing 1s
samples.
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Figure 7: Fundamental frequency extraction accuracy.

Table 2: Numbering table.

A B C D
Name Selling newspaper songs Two tigers Song of seven sons Fishing boat singing night
Resolving power 857× 784 991× 619 1586× 2242 2481× 3508
Time-consuming (ms) 569 1127 3257 10294

Table 3: Numbered musical notation recognition results.

A B C D
True
value

Identification
value

True
value

Identification
value

True
value

Identification
value

True
value

Identification
value

Continuous note 10 10 6 6 9 8 3 3
Digital note 75 76 24 24 48 48 179 168
Underline 27 29 45 45 67 65 23 23
Short horizontal
line 12 12 33 31 56 55 37 37

Attachment point 3 3 19 17 6 6 12 12
Gross value 127 129 197 193 186 183 254 243
Accuracy 98.4% 98.0% 98.4% 95.7%
Time-consuming
(ms) 569 1127 3257 10294
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In summary, although the traditional harmonic peak
method has low accuracy, it has strong noise immunity and
takes less time; the accuracy rate of the confidence method is
slightly higher than that of the harmonic peak method, but it
also takes slightly more time than the harmonic peak
method. (e accuracy of the improved algorithm proposed
in this paper is much higher than the other two algorithms.
Although it takes more time, it is only more than 10% more
than the harmonic peak method, which is within the ac-
ceptable range.

4.2. Student Satisfaction Survey Experiment

4.2.1. Experimental Design. In order to have a thorough and
accurate understanding of the effects of scientific computing
visualization and computer music technology on music
teaching in basic education, we will conduct a questionnaire
survey for elementary andmiddle school students and divide
these students into two groups. One group is an experi-
mental group, accepting the computer technology-based
music teaching described in Section 2.3, which we call the
new type of teaching. (e other group is the control group,
still receiving traditional music teaching. (e number of
students in both groups is 80, and both are middle-school
students and elementary-school students each with 40
students. After a month of teaching, a questionnaire survey
was conducted among these students.

4.2.2. Experimental Results and Analysis. (is experiment
conducted a satisfaction survey on students and asked them
to score music lessons. Figure 9 shows the scoring results of
the two groups.

It can be seen from the figure that whether it is the
experimental group or the control group, the number of
people with a score between 91 and 100 is the largest, and as
the score interval increases, the number of people selected is
increasing. It can be seen that students have a natural interest
in music classes and generally prefer music classes. Com-
paring the two groups, it was found that 49 people in the
experimental group scored between 91 and 100, while 35

people in the control group had a 40% increase in the
number of people in the experimental group compared to
the control group, proving that newmusic teaching methods
can greatly improve students' interest. In order to explore the
difference between the influence of new music teaching
methods on junior high school students and elementary
school students, this experiment separated the junior high
school students from the elementary school students and
made a statistics. (e result is shown in Figure 10.

It can be seen from the figure that for the control group,
the number of pupils in the 91–100 interval is higher than
that of junior high school students. It can be seen that
primary school students are more interested inmusic lessons
than junior high school students, which is related to the
characteristics of primary school students. Among ele-
mentary school students, for the 91–100 scoring area, the
number of people in the experimental group is 26 and the
number in the control group is 21, an increase of 23.8%.
Among junior high school students, for the 91–100 scoring
area, the number of people in the experimental group was 23
and the number in the control group was 14, which in-
creased by 50%. It can be seen that the new teaching method
has a greater impact on junior high school students and is
more popular with junior high school students.

5. Discussion

(is article believes that computer music technology and
scientific computing visualization technology entering the
basic education music classroom will have very good results
and powerful implementation possibilities. With the ap-
plication of computer music technology, demonstrations
under the guidance of teachers will become more intuitive,
reducing the difficulty of learning for students and im-
proving the plasticity of work. Computer music technology
has many advantages in music education. Computer music
technology is becoming more and more perfect, and its
functions are not only suitable for music production but also
for music education. Visualization of scientific computing
can visually present students with more beautiful and in-
tuitive music content. With the reform of the music
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education system and the pursuit of music teaching methods
by all parties, the combination of computer music tech-
nology, scientific computing visualization, and music edu-
cation will become a trend, and its advantages such as
intuitive teaching demonstration and easy learning process
will gradually appear.

6. Conclusion

(is article introduces the related methods of scientific
computing visualization and computer music technology,
and introduces their application methods in music teaching.
It also designed experiments based on scientific computing
visualization and computer music technology. (e first
experiment is to test the accuracy of numbered musical
notation recognition and the accuracy of music recognition,
and the results are as follows: (1) (e average recognition
rate of numbered musical notation is higher than 95%, and
there is no obvious change with the increase of the resolution
of numbered musical notation pictures. (2) Comparing the
accuracy of music recognition between the improved al-
gorithm in this paper and the two traditional algorithms, it is

found that the average accuracy of the improved algorithm is
90.88%, which is the highest. However, the identification
time is the longest, but it is within an acceptable range. (e
second experiment divided students into a control group
who studied in traditional music classes and an experimental
group who learned in new teaching based on scientific
computing visualization and computer music technology.
Comparing students’ satisfaction with music lessons, the
experiment found that (1) in the 91–100 interval, the number
of people in the experimental group increased by 40%
compared to the control group, proving that the new music
teachingmethod can greatly increase the interest of students.
(2) (e analysis of elementary school students and junior
high school students separately proves that the new teaching
method has a greater impact on junior high school students
and is more popular with junior high school students.

Data Availability

(e data used to support the findings of this study are
available from the author upon request.
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Based on the panel data of cities and towns in China, by using the generalized estimation method of a dynamic panel, through the
construction of regional household consumption expenditure evaluation models, optimize the impact evaluation algorithm of
household consumption expenditure in di�erent regions, standardize critic indicators, and build the impact modeling of
household consumption expenditure in combination with relevant algorithms such as the Engel coe�cient. Finally, it is veri�ed by
experiments that the impact model of ICTon household consumption expenditure in di�erent regions has high practicability and
fully meets the research requirements.

1. Introduction

With the rapid development of mobile businesses, broad-
band services, and broadcast television businesses in China,
the “three-network convergence” is deepening. Broadband,
radio, and television entered the era of information and
communication technology marked by Internet Plus [1]. At
the same time, the penetration, driving, and multiplication
of the information and communication technology industry
into the national economy are becoming more and more
signi�cant, becoming a driver of economic development,
and further promoting and accelerating the transformation
and upgrading of the national economy [2]. �erefore, this
paper studies ICT innovation di�usion and its in�uencing
factors from industrial integration, and the results provide a
reference for 5G operation and Internet integration devel-
opment. �e study of literature found that the research on
Internet consumer �nance and consumer behavior mainly
focuses on the in�uencing factors of residents’ consumer
behavior and the relationship between Internet consumer
�nance and residents’ consumer demand [3]. Scholars
generally believe that consumers’ lasting and instantaneous
income, unexpected income, income change, consumption

habits, and other factors will a�ect residents’ consumption
behaviors. �e modern consumption theory starts with the
precautionary theory and the liquidity hypothesis. �ey
study the optimal choice of consumers under the condition
of uncertainty.

2. Modeling the Impact of Household
Consumption Expenditure in
Different Regions

2.1. Evaluation Model of Regional Household Consumption
Expenditure. To better study the changes and in�uencing
factors of communication consumption of urban residents,
this paper attempts to put forward countermeasures and
suggestions for the government and enterprises to promote
the consumption of urban residents [4]. �erefore, this
paper studies the changing structure of information and
communication consumption expenditure, as shown in
Figure 1.

With the rapid development and renewal of information
and communication technology and the continuous pene-
tration in the �eld of consumption, communication con-
sumption has become one of the important contents of daily
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consumption [5]. It is one of the indicators to improve
people’s quality of life and promote economic and social
development. From the proportion of urban per capita
communication consumption in per capita income, it also
shows an inverted U-shaped change trend, as shown in
Figure 2.

)is series of data reflects the current development status
of China’s communication industry: compared with resi-
dents’ income and other consumption, communication
consumption has a relatively downward trend [6]. Fur-
thermore, from the perspective of each region, with the
increase of income and consumption, although residents’
communication consumption is also increasing, the com-
munication consumption coefficient and the proportion of
communication consumption in per capita income also
show a downward trend [7]. Many factors affect the com-
munication consumption of urban residents. To study these
influencing factors more scientifically, the following panel
data model is constructed, and the specific form is shown in
the equation.

Commi,t � C + β′Xi,t + λi + εi,t. (1)

Advantages of panel data: individual heterogeneity can
be controlled. )e degree of freedom is increased and the
collinearity between explanatory variables is reduced. It is
more suitable to study the dynamic adjustment process [8],
where i and t represent region and year, respectively;
Commi,t refers to the per capita communication con-
sumption of urban residents in region i in year t (yuan), that
is, the per capita communication consumption calculated
according to the permanent resident population of each
province and city; Xi,t and xi,t are the factors that may affect
the communication consumption of urban residents; λi is
the unobservable provincial and municipal effect, which is
used to control the provincial and municipal fixed effect; εi,t

is the residual term; C is a constant term; β′ is the coefficient
corresponding to each variable. According to the con-
sumption function theory, consumption has inertia [9]. As a
kind of consumer goods, communication consumption also
has inertia; that is, the current consumption will be affected
by the inertia of the previous consumption.)e introduction
of lag dependent variable is more in line with theory and
reality. )erefore, the lag term of communication con-
sumption can be introduced into the model to build a dy-
namic panel data model. )e specific form is as follows:

Commi,t � αcommi,t− 1 + β′Xi,t + λi + εi,t. (2)

To make the data of each year more comparable, the
relevant data for these three variables is reduced with 2020 as
the benchmark period [10]. At the same time, to reduce the
heteroscedasticity of model fitting, take the natural loga-
rithm of these three variables, respectively, and the
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Figure 1: Change structure of information and communication consumption expenditure.
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Figure 2: Change trend of “communication consumption coeffi-
cient” and “per capita communication consumption as a pro-
portion of per capita income” of urban residents.
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corresponding coefficient of the index after taking the
logarithm represents the concept of elasticity [11]. )e
statistical description of each variable is shown in Table 1.

According to the life cycle theory, under limited income
constraints, consumers will reasonably distribute all their
income among the consumption of various goods to obtain
the maximum utility. Compared with the absolute income
theory, it emphasizes consumption analysis at all stages of
life [12]. Consumers will choose between current con-
sumption and expected consumption and advance future
consumption to current consumption, which provides a
theoretical basis for the research of Internet consumer fi-
nance [13]. Based on the traditional theory, Cox and Lud-
vigson [14] bring consumer credit into the equation of
consumers’ intertemporal consumption optimization choice
and expound the relationship between consumer credit
conditions and residents’ consumption. It is assumed that
the consumer credit constraints of current consumers are as
follows:

Dt+1 � (1 + r) Dt + Ct − Yt( . (3)

In the formula, Dt+1 represents the consumer credit in
the current period, r represents the established rate of return,
Dt represents the consumer credit in the previous period, Ct
represents the consumer’s consumption status in the pre-
vious period, and Yt represents the consumer’s income level
in the previous period. )e current consumer credit Dt+1
meets the constraints.

Dt+1⩽D
−

t+1 �
1
ω

Yi exp ξt( . (4)

In the above algorithm, ξt+1 � φξt + vt+1. Among them,
ω represents a set of determined coefficients, ξt represents
the impact of external conditions on the current consumer
credit constraints, and the basic formula is assumed to obey
autoregressive model. Dt+1 represents the current borrowing
limit of consumers. )e relationship in the formula shows
that residents’ personal income and external impact de-
termine the current consumer credit ceiling [15]. )e goal of
consumers’ intertemporal choice is to reasonably distribute
income to maximize the utility in their life cycle. )erefore,
the utility maximization equation of consumers is as follows:

MaxU � Et 

T

j�0
(1 + ε)− j

u Ct+j . (5)

Select the simple model for quantitative analysis and
construct the relationship model between consumer finance
and residents’ consumption level. Its advantage is that the
model is not limited by specific theories and special envi-
ronments and can more objectively reflect the actual impact
of the Internet on consumer finance and consumer demand
[16]. )e explanatory variables in the model are divided into
three categories: basic variable y, core variable x, and control
variable K, where x represents each province on the section,
T represents each time, and P represents the individual effect
of the region, and ε represents a random error term. (Ct+j)

indicates the explanatory variable, i.e., consumption level
[17]. J represents the consumption category, which is basic
survival expenditure and development enjoyment expen-
diture, respectively. u represents the change of consumption
level. u represents the basic explanatory variable, i.e., income
level. Et is the coefficient of promoting consumption for
income reflecting the impact of income on residents’ con-
sumption. X represents the core explanatory variable, i.e., Δ
y and Δ [18]. It represents the change of income level and the
change of Internet consumer finance level, respectively. β
represents control variables, that is, other potential variables
that may have an impact on urban residents’ consumption.
)ese variables include residents' savings rate Conit− 1, the
social security level Icrit, the urbanization level Incit− 1, and
other macro variables.

ΔConj,it � β0ΔConit− 1 + β1ΔIncit− 1 + β2ΔIcrit + β3ΔIncit

+ β4ΔKit + μi + εi.

(6)

)e Bass model is used to study and analyze innovation
diffusion. Bass uses probability theory and calculus theory to
set up and deduce the innovation diffusion model of durable
electronic products, namely, the Bass model [19]. )e dif-
ferential expression of the classical Bass model is

n(t) �
dN(t)

dt
� p[m − N(t)] +

q

m
N(t)[m − N(t)], (7)

where d is the number of noncumulative adopters; N(t) is the
cumulative number of adopters; m is the maximum value of
cumulative adopters in the whole life cycle; P is the inno-
vation coefficient, and p> 0; Q is the imitation coefficient,
and q> 0.)e new adopter or noncumulative adopter model
at time t is

Table 1: Statistical description of variables (2015–2020).

Variable Symbol Mean value Standard
deviation Minimum value Maximum Observed

value
Per capita income of urban residents Inincome 9.28 0.35 8.69 10.36 377
Per capita communication consumption of urban residents Incomm 6.20 0.35 5.26 6.98 377
Engel coefficient of residents Ee 37.56 4.25 12.68 52.25 377
Per capita income tax of working age Intax 4.36 0.98 2.85 7.23 377
Real interest rate r 0.02 1.98 -6.15 4.62 377
Child support index Edr 22.58 5.56 9.36 42.06 377
Average family model Family 3.20 0.36 2.65 4.68 377
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n(t) � m
(p + q)

2

p

e− (p+q)t

q/pe− (p+q)t
+ 1 

2. (8)

)e maximum value of adopter (s ∗) and the time to
reach the maximum value (t ∗) during (0, t) are obtained by
derivation, and their expressions are

S
∗

� m
(p + q)

2

4q
,

T
∗

� −
1

p + q
ln

p

q
.

(9)

)e parameter estimation of the Bass model mostly
adopts the “hybrid” method of the least square method,
nonlinear least square method, least square method, and
nonlinear least square method. With the development of
computer technology, modern intelligent algorithms are
more and more used in Bass model parameter estimation
[20]. With the deep application of computer technology in
econometric analysis, quantitative modeling gradually
evolves from section modeling and panel modeling to dy-
namic spatial panel modeling. Dynamic spatial panel models
have stronger explanatory power than reality and better
fitting effects. Panel data spatial econometric models are
divided into fixed effects and random effects [21]. Compared
with the random effect model, the fixed effect model is more
applicable than the random effect model, with more robust

estimation results and simpler calculation. In recent years,
many scholars at home and abroad have used panel data
with a fixed effect dynamic spatial autoregressive model for
spatial econometric analysis.

Yt � μ + τYt− 1 + δWYt + ηWYt− 1 + Xiβ + ξt + εt. (10)

)e individual effect term μ in the formula does not vary
over time and satisfies the requirement that the individual
effect μ is related to the variable matrix X, consistent with a
spatial fixed effect model. )e time effect term ξt is con-
sistent in the time dimension and does not vary with in-
dividuals, while satisfying the individual effect ξt that is
related to the variable matrix X and is consistent with the
time fixed effect model. If it satisfies both individual effect
and time effect, the model is consistent with a spatiotem-
poral fixed effect model. )e spatial econometric model
partial differential is used to explain the influence of variable
changes in the model, and the main diagonal element in the
partial derivative matrix is used to represent the direct effect,
and the nondiagonal element is used to represent the in-
direct effect. A spatial dynamic general econometric model
of panel data is proposed. At a specific time point, from the
partial derivative matrix of Y expected value corresponding
to the K explanatory variable in X of spatial units 1∼ n, the
expressions of short-term effect and long-term effect are as
follows:

zE(Y)

zE x1k( 
· · ·

zE(Y)

zE xNk( 
 

i

� IN − δW( 
− 1 β1kIN + β2kW ,

zE(Y)

zE x1k( 
· · ·

zE(Y)

zE xNk( 
  � (1 − τ)IN − (δ + η)W 

− 1 β1kIN + β2kW .

(11)

)e maximum likelihood method (ML) is used to es-
timate the spatial and temporal static fixed effect spatial
model. )e quasi-maximum likelihood method is proposed
to effectively estimate the spatial dynamic panel SAR model.
Using the annual data of 144 countries, the spatial static and
dynamic models of panel data are used to study the influ-
encing factors and spatial spillover effects of national defense
expenditure. )ese research results provide a valuable ref-
erence for this study. Noncumulative Bass model is used to
fit the “bell” classic line of innovation diffusion. City I
noncumulative Bass model (Extended) expression is

n(t)i � k + m
(p + q)

2

p

e− (p+q)t

q/pe− (p+q)t
+ 1 

2, (12)

where n(t)i represents the year-end arrival number of ICT
adopters in the city, and K is the intercept term. It is nec-
essary to estimate the parameters k, m, p, and q in the
formula. Model parameter estimation method: this paper
uses simulated annealing method to estimate the parameters
of ICT innovation diffusion Bass model in 288 prefecture

level cities in China, to improve the accuracy of modeling
impact analysis.

2.2. Characteristics of ICT Consumption Structure. To reflect
the impact of the application of information and commu-
nication technology on cost location factors, it is assumed
that the transportation cost in economic activities is 0, and
all geospatial units are homogeneous and symmetrically
distributed on both sides of the equator. At this time,
projecting the three-dimensional Earth from the north pole
to the south pole onto the two-dimensional plane will form a
circular map symmetrical about the equator. It is assumed
that the mapping of the Earth g in the Gaussian plane 2 is a
unit circle; see Figure 3.

Figure 4 is the fitted scatter diagram of China cities’
“rank scale.” )e y-axis is the logarithm of China’s urban
population-scale ranking, and the x-axis is the logarithm of
the corresponding urban population. )e fitted straight-line
slope is -1.176437, and its absolute value is the 10-year
average Ziff coefficient of China’s urban spatial structure.
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As China’s basic industry, the telecommunications in-
dustry was the first to implement the government regulation
reform. )e overall route of the reform is to break the
monopoly and encourage competition. Relevant policies and
regulatory mechanisms guide the changes in telecom op-
eration patterns. Figure 5 shows the evolution of the con-
sumption market structure of China’s telecom industry.

At present, state space model is widely recognized and
used in econometric literature. Economists often use this
model to estimate unobservable factors, such as unobserv-
able time series, measurement errors, rational expectations,
and long-term income. Many financial time series models
such as simple linear model and ARIMA model can be
written as special cases into state equations and estimate
their parameters. )e advantage of state space model is that
state variables, i.e., unobservable factors, can be incorpo-
rated into the observable model to obtain the estimation
results together. Kalman filter has a strong iterative algo-
rithm, and the state space model uses Kalman filter to es-
timate the parameters. )e following is the state space form
of the variable parameter model.

yt � xtβ + Ztαt + εt,

αt � φαt− 1 + c.
(13)

)e process of deriving the best estimate of the state
vector in the state space model by using Kalman filter is
considering the conditional distribution of the state vector at
time and defining the variance matrix and mean value of the
conditional distribution.

2.3. Implementation of Impact Analysis of Household Con-
sumption Expenditure. When defining the concept of net-
work information consumption, the author includes the
network tools to realize consumption behavior. )erefore,
when dividing the types of information products, the
electronic information products, including network tools,
are also included. In addition to electronic products, another
necessary type of information product is literature infor-
mation resources, which can be divided into printed and
nonprinted versions from the carrier’s perspective, as shown

in the figure. Information products mainly refer to electronic
products and network versions of nonprinting information
products for in-network information consumption. Figure 6
shows the consumption categories and grade classification of
information products.

Information service is mainly an information value-
added activity where the information service subject studies
the needs of users, organizes services, transmits valuable and
effective information to users, and solves the needs of users.
In the network environment, the network information
service business is more extensive and powerful, which can
provide users with full knowledge coverage and high-quality
information, and the carrier forms of information products
are more diversified, so that the information needs of dif-
ferent users can be solved efficiently and with high quality. In
the network information service, according to the paid
meter, it can be divided into paid and free information
services.)e former mainly includes paid online classrooms,
paid online consultations, paid audio-visual resource
downloads, etc.; free information services include e-mail,
instant messaging, information search, and other services. It
is also the most widely consumed network information
consumption content among network users. It can also be
divided into information acquisition, leisure and enter-
tainment, e-commerce, life service, etc. With the deepening
and refinement of user needs, the forms of network infor-
mation services are becoming more and more diverse.
According to different classification standards, they can be
divided into different types. It is worth mentioning that,
under the network environment, the library’s information
service has also been enriched and developed and has be-
come an important provider of network information service.
)e information behavior of network users refers to the
activities that network users use network tools to search,
select, absorb, utilize, communicate, and publish network
information under the control of information demand and
ideological motivation. According to the process from the
generation of information demand to the absorption and
utilization of information, Yan Hai [22] divided it into
information demand behavior, information search behavior,
information browsing behavior, information selection be-
havior, and information utilization behavior. Ren LiXiao
[23] divides users’ network information behavior into in-
formation release behavior, information search behavior,
information selection behavior, information exchange
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Figure 4: Overall urban rank scale fitting in China.

Figure 3: Mapping of three-dimensional information communi-
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behavior, information download behavior, information
absorption and utilization behavior, etc. From this per-
spective, information related behaviors completed through
network devices (including desktop computers, notebooks,
mobile phones, tablet computers) belong to network in-
formation behaviors. )e difference between network in-
formation consumption behavior and network information
behavior lies in the word “consumption,” which makes the
network information consumption behavior not only have
all the behavior modes of network information behavior, but
also have some characteristics of network consumption
behavior, that is, postconsumption satisfaction evaluation,
which promotes the emergence of information release

behavior. Figure 7 shows the network information con-
sumption behavior and the relationship between network
information consumption behavior and network informa-
tion behavior.

It is believed that different people will have different
sequences of information search behavior, or the same
person may have different sequences at different times.
)erefore, EIS compares and analyzes the individual in-
formation search modes of various social scientists and
summarizes the strategic model of information search be-
havior (Figure 8), which is divided into eight strategies: start,
connection, browsing, discrimination, tracking, collection,
confirmation, and end [24].
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communication
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Figure 5: Evolution process of consumption market structure of China’s telecom industry.

Information products

Electronic information Document information equipment

Online version

Hardware Software Printing plate Nonprinting plate

CD version Network version

Figure 6: Classification of consumption categories and grades of information products.
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In the traditional environment, scholars use different
research methods to explore the construction of information
behavior model from different perspectives, which provides
an important reference for later scholars. Although network
information behavior is still a new research field, the

research perspective is focused on the construction of
network information search behavior model to ensure the
accuracy and effectiveness of modeling and analysis.

3. Analysis of Experimental Results

To avoid the phenomenon of “pseudo regression,” it is
necessary to test the stationarity of relevant data before
regression. Considering that there may be differences in unit
roots of panel data, LLC and PP Fisher test methods will be
used to test the balance of variables. )e test results are
shown in Table 2.

)e above table shows that when each variable is in the
horizontal sequence, each test statistic significantly rejects
the original hypothesis of “existence of unit root” at the level
of 5%, obeys the zero-order single integer I (o), and can
directly enter the model for regression analysis. Due to the
lag of dependent variables, the dynamic panel model has an
endogenous problem, which can be solved by the generalized
moment estimation method. )erefore, the generalized
moment estimation method is used to empirically study the
influencing factors of communication consumption of ur-
ban residents. )e research results are shown in Table 3.

From the measurement results, according to the stan-
dard deviation corresponding to the estimated coefficient,
Sargan test and residual sequence correlation test, the two-
step estimation of difference GMM and System GMM is
better than one-step estimation. )e joint significance Wald
test results of two-step estimation of differential GMM and
System GMM show that the model is very significant in
general. )e P values of Sargan test are greater than 0.05,
indicating that the instrumental variables are effective as a
whole. )e results of AR (1) test and AR (2) test show that
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there is only first-order sequence correlation, but no second-
order sequence correlation.)e greater the p value of Sargan
test is, the more it can explain the effectiveness of instru-
mental variables. From the estimation results, the System
GMM two-step estimation is better than the differential
GMM two-step estimation. )erefore, take the System
GMM two-step estimation as an example for analysis.
Figure 9 shows the scale of Internet users and Internet
consumption in China and Figure 10 shows the con-
sumption scale and proportion of mobile Internet users in
China is used for further analysis.

)e System GMM two-step estimation shows that the
per capita communication consumption of urban residents
is affected by many factors. Among them, the lag of the
logarithm of per capita communication consumption of
urban residents in the first period has a significant impact on
the current period, and the estimation coefficient is 0.561,
indicating that the per capita communication consumption
of urban residents will be affected by the previous period,
reflecting that communication consumption is an aspect of
residents’ consumption; it also has strong consumption
inertia. )e logarithm of per capita income of urban

Table 2: Balance test of variables.

Variable symbol Inspection form
LLC inspection PP Fisher test

Statistic Probability value Statistic Probability value
Inincome (c,t,o) − 5.351283 0.0000 75.3652 0.0359
Incomm (c,t,o) − 9.521436 0.0000 236.058 0.0000
Ee (c,t,o) − 19.3568 0.0000 105.684 0.0000
Intax (c,t,o) − 3.254786 − 0.0004 276.378 0.0000
r (c,t,o) − 22.8135 0.0000 265.365 0.0000
Cdr (c,t,o) − 8.05868 0.0000 152.365 0.0000
Family (c,t,o) − 7.36586 0.0000 118.982 0.0000

Table 3: Generalized moment estimation results of dynamic panel of communication consumption of urban residents.

Dependent variable� incomm
Differential GMM System GMM

One-step prediction Two-step prediction One-step prediction Two-step prediction
Inincome 0.262∗∗∗ (0.047) 0.265∗∗∗ (0.021) 0.162∗∗∗ (0.052) 0.168∗∗∗ (0.031)
Incomm 0.523∗∗∗ (0.052) 0.532∗∗∗ (0.035) 0.587∗∗∗ (0.052) 0.562∗∗∗ (0.033)
Ee − 0.012∗∗∗ (0.002) − 0.021∗∗∗ (0.003) − 0.012∗∗∗ (0.001) − 0.016∗∗∗ (0.005)
Intax -0.052∗∗ (0.021) − 0.053∗∗∗ (0.012) − 0.049∗∗∗ (0.018) − 0.035∗∗∗ (0.010)
R 0.008∗∗ (0.002) 0.008∗∗∗ (0.003) 0.012∗∗∗ (0.004) 0.011∗∗∗ (0.001)
Cdr − 0.002 (0.002) − 0.002 (0.003) − 0.007∗∗ (0.002) 0.007∗∗∗ (0.001)
Family − 0.066∗∗ (0.032) − 0.055∗∗∗ (0.015) 0.009∗∗∗ (0.029) 0.013 (0.013)
Obs. 315 315 352 352
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Figure 9: Scale of Internet users and Internet consumption in China.
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residents also has a positive and significant impact on the
logarithm of per capita communication consumption. For
every 1% increase in per capita income of urban residents,
per capita communication consumption will increase by
0.158%. )is also confirms Keynesian consumption theory
that income is a function of consumption and income is the
main factor affecting consumption demand. As an indis-
pensable kind of consumption in contemporary life, com-
munication consumption is naturally affected by income.
)e logarithm of the per capita personal income tax of the
working age population has a significant negative impact on
the logarithm of the per capita communication consumption
of the residents. For every 1% increase in the per capita
personal income tax of the working age population, the per
capita communication consumption of the residents will
decrease by 0.034%, which shows that the increase in the per
capita personal income tax will hinder the communication
consumption of the residents. )is is also in line with the
reality. When the individual income tax of residents in-
creases, the disposable income naturally decreases, which
affects the communication consumption. Different con-
sumer groups have different income levels, so their con-
sumption ability and consumption tendency will be
different, which makes their consumption expenditure on
communication services very different. According to the
statistical norms of the National Bureau of statistics, all
survey households are ranked from low to high according to
their per capita disposable income and are divided into seven
levels: lowest income households, low income households,

lower middle income households, middle income house-
holds, upper middle income households, high income
households, and highest income households. Table 4 shows
the per capita communication consumption of urban resi-
dents in China by level.
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Figure 10: Consumption scale and proportion of mobile Internet users in China.

Table 4: Per capita communication expenses of urban residents of different income levels.

Particular
year

Total
average

Lowest
income

household

Low income
household

Lower middle
households

Middle
income

household

Upper middle
households

High income
household

Highest
income

household
2017 543.25 123.25 206.68 435.65 523.658 632.58 985.35 2038.56
2018 598.26 139.68 235.85 468.68 612.58 698.25 1052.32 2186.32
2019 623.57 148.68 278.65 583.65 682.58 766.35 1352.32 2535.65
2020 657.97 152.38 216.35 583.65 723.35 865.95 1585.36 2238.95
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Figure 11: Comparison of per capita communication cost dif-
ference among residents of different income levels.
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From the “total average” in the second column to the
“highest income households” in the last column, the per
capita communication consumption expenditure of urban
residents and communication consumption expenditure at
all levels in China show an increasing trend, and the “total
average” annual growth rate is about 17%. Further analyze
and record the expenditure of communication consumption
of residents at all income levels, as in Figure 11.

It can be found that there are great differences in the
communication level and growth range of different income
classes. Taking the difference of per capita communication
fee between low income households and high income
households as an example, this paper makes a comparative
analysis. In terms of consumption level, there is a great gap
between low income households and high income house-
holds. )e consumption expenditure of the highest income
households is 15 times that of the lowest income households.
In terms of growth rate, high income households are 8
percentage points higher than low income households. To
observe and compare the per capita communication ex-
penses of urban residents of different income levels in China,
the figure can be used for comparative analysis more
intuitively.

4. Conclusion

)e communication consumer price index is one of the
important factors affecting the change in communication
consumption of urban residents in China, which shows that
the pricing mode of the telecom business is bound to have a
substantial impact on residents’ communication con-
sumption. Due to the fierce competition in the telecom
market, major telecom operators launch new services and
fight a price war at the same time. )erefore, disorderly
competition may be the biggest threat to the sustainable
development of the telecom industry. )e telecom service
pricing model is not only related to the profits of telecom
enterprises, but also related to the development prospects of
the whole telecom industry. With the relevant government
departments gradually paying attention to the supervision of
telecom prices, there are still unreasonable standards in the
service pricing of the telecom market, which is a problem
that communication enterprises must solve. )erefore,
telecom operators must actively adopt more scientific tel-
ecom service pricing models and methods. Firstly, we should
follow the principle of classified pricing for different telecom
services. For example, for new business pricing, the operator
should independently determine the tariff according to the
market: )e basic telecommunications industry has the
typical nature of a natural monopoly. Various basic tele-
communications services have accumulated a large amount
of funds for the competition and development of other
services. Its pricing can adopt the government’s guidance
price or government pricing based on cost accounting. )e
second is to comprehensively consider market and user
factors. Facing the complex and changeable situation of the
telecom market, a single pricing model cannot meet the
changing needs, nor is it conducive to enterprises’ giving full
play to their respective business advantages. )erefore, the

tariff for the same service can also consider the different
needs of different customers in the market as much as
possible, provide customers with a variety of tariff schemes,
subdivide the user group, and increase the selectivity of the
telecom tariff. Finally, operators should strengthen the re-
search on pricing methods to ensure the enforceability of the
pricing model and make the pricing model more
competitive.
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In order to improve the analysis e�ect of the manufacturing development path and improve the economic bene�ts of the
manufacturing industry, this paper combines the computer visualization technology to analyze the manufacturing development
path and its economic e�ect. Moreover, this paper introduces the minimum ill-posedness criterion in the optimal placement
criteria of time-domain sensors and the modal guarantee criterion in the optimal placement criteria for frequency-domain
sensors. In addition, in this paper, the optimal arrangement of sensors is carried out based on the above two criteria, and the
improved monkey swarm algorithm is applied to the optimization problem of the sensor of the visual system, and an intelligent
computer visualization system is constructed. �e experimental research results show that the research model of the
manufacturing development path and its economic e�ects based on computational visualization proposed in this paper has certain
practical e�ects.

1. Introduction

At present, China is actively participating in the develop-
ment path of returning to the manufacturing industry and
has put forward the strategic plan of “Made in China 2025”
of great signi�cance and hopes to change the status quo that
China’s manufacturing industry is large but not strong
before 2025 and upgrade from a large manufacturing
country to a manufacturing power.

In recent years, countries around the world has adopted
a series of policy measures such as the establishment of
special economic zones, export processing zones, coastal
development zones along the river, customs bonded zones,
and free trade zones and the adoption of various tari�
concessions and exemptions, export tax rebates, and foreign
direct investment to penetrate into the international in-
dustrial cooperation and economic division system on a
large scale and in an all-round way [1]. In particular,
manufacturing has become an important part of the world
industrial cycle system. �e international trade volume,

especially the manufacturing processing trade volume, has
grown rapidly and has gradually formed a processing trade
model with “the three-plus-one trading-mix” as the main
form and “both-ends-abroad” as the dominant feature [2].
In this way, manufacturing enterprises are embedded in
labor-intensive production links such as processing and
assembly in the division of labor in the global value chain by
virtue of su�cient labor factors and cheap labor costs and
become “world factories.” Although the world-renowned
East Asian Miracle has been achieved through high-input
and high-output import and export trade, the growth of
macro and industrial total factor productivity is an im-
portant support for maintaining medium-to-high-speed
economic growth and improving the quality of economic
growth in the future. Judging from the current situation, it is
an undeniable fact that China and developed countries have
obvious di�erences in the international division of labor,
and the international division of labor of products further
solidi�es the status of China and developed countries in the
international division of labor. Manufacturing industries in
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developed countries are generally at the high end of the value
chain engaged in high value-added activities such as up-
stream R&D and downstream brand marketing. However,
China’s manufacturing industry is generally “locked” in the
low value-added middle- and low-end links in the value
chain division of labor, mainly manufacturing and pro-
cessing [3]. )erefore, how to help local manufacturing
companies get rid of the “low-end lock” and “capture” effects
of the value chain, change the overall low total factor
productivity of the manufacturing industry, and realize the
task of climbing from low-end manufacturing and export to
medium- and high-end value chain is imminent.

)is paper combines computer visualization technology
to analyze the development path of manufacturing industry
and its economic effect, which provides a theoretical ref-
erence for the subsequent development of manufacturing
industry.

2. Related Work

Manufacturing is an important part of industry, an im-
portant force driving the development of the national
economy, and an important guarantee for the country’s
comprehensive national strength. As we all know, the quality
of German products is well known all over the world, and the
important guarantee for winning these products comes from
the long-term prosperity of the German manufacturing
industry. )e quality of German manufacturing has always
maintained a world-leading level [4].With the support of the
government, Japan’s manufacturing industry has main-
tained a steady growth in the total amount of Japan’s
manufacturing industry through a series of measures such as
reducing energy consumption, strengthening technological
innovation and foreign investment, continuing Japan’s
manufacturing industry continued prosperity [5]. Literature
[6] pointed out the disparity in the status of developing
countries and developed countries in the value chain. When
developing countries rely on low-level elements such as
resources to embed into the value chain, developed countries
will dominate the global value chain with advanced elements
such as technology and brand. From the perspective of the
integrated development of manufacturing and service in-
dustries, literature [7] makes a quantitative analysis of the
two using the relevant data of manufacturing and service
industries in the United States and points out that the
servitization of manufacturing is essentially the integration
of manufacturing and service industries developing. Liter-
ature [8] believes that there are two ways for multinational
enterprises to integrate into the global value chain. Only by
embedding the global value chain from the high end of the
value chain can the international competitiveness of the
enterprise be improved. If it is embedded from the low end
of the value chain, the enterprise will face the danger of
falling into a poverty-stricken growth trap. Reference [9]
analyzes the impact of global value chains on the interna-
tional division of labor in the manufacturing industry by
using the method of export technical complexity. Literature
[10] believes that the import of intermediate products is

beneficial to the improvement of domestic manufacturing
production efficiency.

Literature [11] believes that technological progress is an
important driving force for the upgrading of manufacturing
industries in developing countries. Literature [12] empha-
sizes the focus on dynamic capabilities, which is the ability of
enterprises to develop and innovate by learning new
knowledge and mastering new technologies in the long-term
learning process. Literature [13] pointed out that enterprises
should pay attention to the core competitiveness and the
ability to create value for consumers through the research on
the transformation and upgrading of the manufacturing
industry. Reference [14] pointed out that the essence of the
manufacturing upgrade process is the process of
manufacturing enterprises from low value-added to high
value-added and from labor-intensive to capital-intensive,
and in this process, enterprises realize the promotion of their
status in the division of labor and trade. Under the pattern of
the division of labor in the value chain, technological in-
novation is the basis for realizing the upgrading of the
manufacturing industry. Reference [15] pointed out that
when developing countries try to upgrade high value-added
links in the value chain division of labor, they will be
hindered and controlled by developed countries. Literature
[16] found through research on China that although the
development of the processing and manufacturing industry
has promoted a substantial increase in China’s trade level to
a certain extent, this export-oriented and highly competitive
industry based on imported technology and foreign-funded
enterprises has limited local trade, production, and tech-
nological diffusion in China’s domestic industry.

Literature [17] conducted a general research and ex-
ploration on the dynamic mechanism and governance
structure in the theory of global value chain, aiming to
explore how manufacturing enterprises can make use of
their strengths and avoid weaknesses to realize industrial
transformation and upgrading from the perspective of value
chain under the background of economic globalization and
deepening competition. Literature [18] measured the cost of
each link in the enterprise value chain from the perspective
of cost and proposed countermeasures and suggestions to
improve the competitiveness of enterprises by reducing
costs. Literature [19] conducted an empirical analysis and
research on the factors affecting the transformation and
upgrading of manufacturing enterprises at the microlevel
and pointed out that industrial agglomeration, external
supporting services, and exports have a significant impact on
the transformation and upgrading of the manufacturing
industry. Reference [20] starts from the value chain theory
and studies the upgrading of the processing and
manufacturing industry from the positive and negative ef-
fects of the value chain on the processing andmanufacturing
industry. Literature [21] analyzed the correlation between
the processing manufacturing industry and the logistics
industry and pointed out that there is a close connection
between the logistics industry and the upgrading of the
processing manufacturing industry. )e development of the
modern logistics industry has accelerated the upgrading of
the technological structure of the processing manufacturing
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industry to a certain extent. It is of great significance to the
transformation and upgrading of the processing and
manufacturing industry.

3. The Construction of Computer Visualization
Network Based on the Internet of Things

)ere are many sensor points to be selected for large-scale
structures. In order to better reflect the dynamic charac-
teristics of the structure and obtainmore sufficient structural
information, a good sensor layout scheme is required. )e
development of sensor optimal layout criteria provides a
basis for sensor layout, and different sensor optimal layout
criteria enable the structural health monitoring system to
obtain different recognition effects. In order to better
monitor the health of the structure, this paper selects the
minimum ill-posedness criterion and the modal assurance
criterion to optimize the arrangement of sensors.

3.1. Minimum Ill-Posedness Criterion for a Single Type of
Sensor. Any multi-degree-of-freedom linear elastic finite
element equation of motion can be expressed by the fol-
lowing formula:

M€x + C _x + Kx � F(t). (1)

Among them, M is the mass matrix, C is the damping
matrix, and the Rayleigh damping model is used. K is the
stiffness matrix, F(t) is the external load, and €x is the ac-
celeration response.

When a structure is damaged, stiffness usually decreases.
αi is the local stiffness change rate of the i-th element of the
structure, −1≤ αi ≤ 0. When αi � −1, it means that the
structural stiffness at this time is 0; that is, complete damage
has occurred. When αi � 0, it means that the stiffness of the
structure has not changed. When −1< αi < 0, it means that
the structure has been damaged to a certain extent, and the
stiffness of the structure is reduced. Taking the partial de-
rivative of the local stiffness change rate on both sides of the
equation of motion, we can get

M
z €x

zαi

+
zM

zαi

€x + C
z _x

zαi

+
zC
zαi

_x + K
zx

zαi

+
zK
zαi

_x �
zF
zαi

. (2)

Among them, the mass matrix is M, and the external
load F is independent of the local stiffness change rate.
)erefore, its partial derivative to the local stiffness change
rate is 0, and (3) can be obtained after arranging (2):

M
z €x

zαi

+ C
z _x

zαi

+ K
zx

zαi

� −
zK

zαi

x − a
zK

zαi

_x. (3)

Among them, zx/zαi, z _x/zαi, zx/zαi is the sensitivity
vector of acceleration, velocity, and displacement,
respectively.

)e form of (3) at this time is exactly the same as that of
equation of motion (1), and the sensitivity vectors of ac-
celeration, velocity, and displacement can be solved by the
explicit Newmark − β-direct integration method.

If it is assumed that the structure has N units and g is the
response of the i-th sensor to be measured, the functional
relationship between ci and the local rate of change of all
units can be established, as shown in the following formula:

ci � fi α1, α2, . . . , αN( . (4)

At this time, taking the response of the measuring point
as the acceleration, and expanding it according to the
multivariate Taylor series, the formula about the acceleration
signal can be obtained:

Saα + o α2  � Δ €X . (5)

Among them, Sa is the total acceleration sensitivity
matrix, α is the stiffness change rate vector, and ΔX is the
difference between the measured acceleration and the cal-
culated acceleration. )en, the total acceleration sensitivity
matrix can be expressed as

Sa � Sa1
, Sa2

. . . , SaN
 . (6)

When the damage identification (5) is obtained, the
multivariate Taylor series method is used, and the second-
order and higher-order terms are ignored, there is an error
between the stiffness change rate vector α and the real value,
and the error needs to be eliminated by an iterative method.
After each iteration, the stiffness will be corrected once, and
a new stiffness change rate vector α will be obtained. )e
iteration termination condition is

αk+1 − αk

����
����

αk+1
<T. (7)

Among them, m is a minimum value close to 0, and the
final stiffness change rate vector α is obtained by adding the
stiffness change rate vectors obtained in each iteration.

)e correlation coefficient between each column vector
of the acceleration sensitivity matrix Sa is calculated by the
following formula:
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� 0, i � j,

eai,j
�

sai
Saj

 
T




��������

Sai
Sai

 
T







·

���������

|Saj
Saj

 
T

 , i≠ j.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
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(8)

By assembling the correlation coefficients, the acceler-
ation correlation coefficient matrix ea can be obtained:

ea �

ea1,1
· · · ea1,i

· · · ea1,N

⋮ ⋱ ⋮ ⋱ ⋮

eai,1
· · · eai,i

· · · eai,N

⋮ ⋱ ⋮ ⋱ ⋮

eaN,1
· · · eaN,i

· · · eaN,N

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
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N×N

. (9)

)ere are as many sensor layout schemes as there are
acceleration correlation coefficient matrices ea. )e
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acceleration arrangement index βa can be obtained by
summing all the correlation coefficients in each accelera-
tion correlation coefficient matrix ea. )e smaller the ac-
celeration placement index βa is, the smaller the correlation
between the column vectors of different elements of the
structure is and the better the placement position of the
sensor is.

βa � 
N

i�1,j�1
eai,j

. (10)

3.2.MinimumIll-PosednessCriterion forTwoTypes of Sensors.
In (3), the displacement sensitivity vector can be solved by
the direct integration method of Newmark − β, and then the
displacement sensitivity matrix Sd can be solved by the same
method. Strain sensitivity and displacement sensitivity are
the partial derivatives of strain and displacement with re-
spect to the local rate of stiffness change, respectively. In
finite element theory, the strain at a point on the structure
can be obtained from the displacement of the nodes at both
ends of the element through the transformation matrix.
)erefore, the strain sensitivity matrix Sε can also be ob-
tained from the displacement sensitivity matrix Sd, and the
calculation formula is as follows:

Sε � BRSd. (11)

Among them, B is the unit strain transformation matrix,
R is the unit rotation axis matrix, and the same strain
sensitivity matrix can be divided into N strain sensitivity
vectors:

Sε � Sε1, Sε2, · · · , SεN
 . (12)

By assembling the obtained acceleration sensitivity
matrix Sa and strain sensitivity matrix Sε, the dual-signal
sensitivity matrix can be obtained. However, the magnitudes
of the acceleration sensitivity matrix Sa and the strain
sensitivity matrix Sε are inconsistent. If it is directly as-
sembled, it will inevitably cause the calculation information
of the smaller order of magnitude to be masked. )erefore,
the order of magnitude of the two types of sensitivity ma-
trices can be made consistent with the help of the stan-
dardization method. )e standardization process is as
follows:

1
€X

j
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�����

�����

Sj
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1

X
.. j

c

������

������

X
.. j

m − €X
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c ⇒Sj∗
a α � X

.. j∗
m − X

.. j∗
c .

(13)

In the formula,X
.. j

m is the measured acceleration response
at the jth sensor position; €X

j

c is the calculated acceleration
response at the jth sensor position; €X

j∗
m is the normalized

measured acceleration response at the jth sensor position;
€X

j∗
c is the normalized calculated acceleration response at the

jth sensor placement.
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. (14)

In the formula, Na is the number of acceleration sensors;
S∗a is the normalized acceleration sensitivity matrix; N is the
number of units of the structure.
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In the formula, εj
m is the measured strain response at the

jth sensor position; εj
c is the calculated strain response at the

jth sensor position; εj∗
m is the normalized measured strain

response at the jth sensor location; εj∗
c is the normalized

calculated strain response at the jth deployed sensor
location.
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. (16)

In the formula, Nε is the number of strain sensors; S∗ε is
the normalized strain sensitivity matrix.

By assembling the normalized acceleration sensitivity
matrix S∗a and the normalized strain sensitivity matrix S∗ε ,
the dual-signal sensitivity matrix S∗ can be obtained:

S∗ �
S
∗
a1

· · · S∗ai
· · · S∗aN

S∗ε1 · · · S∗εi
· · · S∗εN

⎡⎢⎢⎣ ⎤⎥⎥⎦ � S∗1 · · · S∗i · · · S∗N . (17)

By assembling the standardized measured acceleration
response X

.. ∗
m, the standardized calculated acceleration re-

sponse X
.. ∗

c , the standardized measured strain response ε∗m,
and the standardized calculated strain response ε∗c in the
same way, the dual-signal damage identification equation
can be obtained:

S∗α + o α2  � Δy∗. (18)

Among them, Δy∗ is the difference between the mea-
sured response and the calculated response of the dual
signal. Similarly, the ill-posedness of the dual-signal damage
identification equation is judged by the arrangement index
method.

)e correlation coefficient between each column vector
of the dual-signal sensitivity matrix S∗ is calculated by
formula (19):
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⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

N×N

. (20)

)e two-signal arrangement index e can be obtained by
summing all the correlation coefficients in each two-signal
correlation coefficient matrix β. )e smaller the dual-signal
arrangement index β, the smaller the correlation between the
column vectors of different elements of the structure, the
smaller the ill-posedness of the dual-signal damage identi-
fication equation, and the more reasonable the sensor ar-
rangement position.

β � 
N

i�1,j�1
ei,j. (21)

)e modal guarantee criterion can be used to monitor
the magnitude of the angle between two vectors and then
evaluate the magnitude of the linear independence between
the two vectors. )e formula of the modal guarantee cri-
terion is shown in the following formula:

MACij �
φT

i φj 
2

φT
i φi  φT

j φj 
. (22)

)e off-diagonal elements in the MAC matrix represent
the size of the space angle between the two vectors, that is,
the size of the correlation between the two vectors. MACij is
an element in the modal guarantee matrix, and the value of
MACij have magnitudes between 0 and 1. When MACij is
equal to 1, it means that the angle between the two vectors is
0, and the two vectors are completely related. When MACij

is equal to 0, it means that the two vectors are orthogonal to
each other, and the vectors are independent of each other.
Among them, φi,φj denotes a vector of order i and order j.

)e traditional monkey swarm algorithm is introduced
first, and then an improved monkey swarm algorithm is
proposed.

Algorithm parameters: population size, climbing step
length, viewing field width, jumping interval length, number
of climbing, looking, and jumping processes, number of
iterative cycles, and dimension of the solution problem.

Algorithm termination condition:

(1) )e algorithm reaches the specified number of
iterations.

(2) )e optimal solution of the fitness function value
reaches a certain limit range.

(3) After the specified number of consecutive iterations,
the optimal solution of the fitness function value
does not change.

)e monkey swarm algorithm defines the feasible region
of the optimization problem as the overall activity range of
the monkey swarm. )e specific search process is as follows.

3.2.1. Climbing Process. Each monkey searches in a small
local area of its own location, and if it finds a better location,
it moves to the better location until it reaches the specified
number of climbs. )e position of each monkey is
xi � (xi1, xi2, . . . xig), where g is the number of elements
each monkey contains.)e climbing step length is p, and the
column vector dxi � (dxi1, dxi2, . . . , dxig) is generated in a
random manner. )e generation rule is shown in the fol-
lowing formula:

dxij �
p,Probability is 0.5

−p,Probability is 0.5
, (j � 1, 2, . . . , g) . (23)

Each monkey moves according to the pseudogradient
direction at its own position to reach the next position yi. If
yi exceeds the value range of the monkey group, yi takes the
boundary value, and the objective function value at yi is
compared. If the objective function value at yi is better, then
yi is replaced by xi; otherwise, climbing is not performed.
)e above process is repeated until the specified number of
climbs is reached, or the value of the objective function
basically does not change. )e pseudogradient calculation
formula is shown in

fij
′ xi(  �

f xi + dxi(  − f xi − dxi( 

2 dxij

. (24)

)e position reached along the pseudogradient is
yi � (yi1, yi2, . . . , yig), and the calculation formula of yi is
shown in

yj � xij + p · sign fij
′ xi(  . (25)

3.2.2. Looking Process. After the climbing process, the
monkeys stood on their local highest peaks and looked
around to see if there were higher peaks. If there is, it jumps
to the higher peak; otherwise it does not move on the
original peak. We set the visual field width to be s, which is
the furthest distance the monkey can observe at its own
position. At this time, the position of each monkey is
xi � (xi1, xi2, . . . , xig), and the position of the foothold of the
field of vision is yi � (yi1, yi2, . . . , yig), where the calculation
formula of r is shown in

yix � rand(0, 1) × xix − s, xix + s( . (26)

If yi exceeds the value range of themonkey group, then yi

takes the boundary value.)e objective function value at yi is
computed. If the objective function value at yi is better, then
xi is replaced by yi; otherwise, the position remains un-
changed. )e above process is repeated until the desired
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number of times is reached, or the value of the objective
function basically does not change.

3.2.3. Jump Process. After the monkey finds the local op-
timal solution, it goes to find the global optimal solution. It
uses a certain position as a support point, jumps at a certain
distance, reaches a new area, realizes the escape behavior,
and then continues the process of climbing, looking, and
jumping in the new area. )e length of the jump interval is
[b, c], and the length of the flip radius f is any value in the
jump interval [b, c]. )e calculation formula is shown in

f � rand(0, 1) ×[b, c]. (27)

)e support point is the center of gravity
P � (p1, p2, . . . , pg) of the monkey group, the population
size is N, and the calculation formula of the position of the
center of gravity is shown in

pj �
1
N



N

i�1
xij, j � 1, 2, . . . , g. (28)

)enew position after the jump is yi � (yi1, yi2, . . . , yig),
and the calculation formula is shown in

yij � xij + f pj − xij . (29)

If yi exceeds the value range of the monkey group, yi

takes the boundary value.)e objective function value at yi is
calculated; if the objective function value at yi is better, xi is
replaced with yi; otherwise, the monkey does not jump. )e
above process is repeated until the specified number of hops
is reached, or the value of the objective function basically
does not change.

)e traditional monkey swarm algorithm has three
detailed processes of climbing, looking, and jumping, and
the specific process of the traditional monkey swarm al-
gorithm can be obtained as shown in Figure 1.

3.2.4. Accumulation Rule of Sensor Layout. )e study found
that there is an accumulation rule for the sensor layout
scheme, that is, the layout scheme of n+ 1 sensors; in order
to search on the basis of the original n sensor layout schemes,
the n sensor layout schemes are a subset of n+ 1 sensor
layout schemes. For example, the optimal layout plan for 2
sensors is {5, 8}, the optimal solution for 3 sensors is {5, 8,
10}, the optimal solution for 4 sensors is {5, 8, 10, 12}, and so
on. )is accumulation law can effectively overcome the
shortcomings of the traditional optimal arrangement of
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sensors, which greatly increases the calculation time with the
increase of the number of sensors. )e accumulation law is
combined with the traditional monkey group algorithm,
which is the cumulative monkey group algorithm. It can
significantly improve the computational efficiency of de-
termining the optimal arrangement of sensors of different
numbers.

4. Research on the Development Path and
Economic Effect of Manufacturing Industry
Based on Computer Visualization

)e modeling in this paper has the following points: upper-
level ontology establishment, relational schema extraction,
schema mapping, and data transformation, as shown in
Figure 2.

Based on the semantic model, this paper establishes a
visualization platform to visualize the semantic model
established above and, at the same time, browse the instance
data of the semantic model. On the one hand, it is conve-
nient for users to view the semantic model to further im-
prove the modeling. On the other hand, as a prototype
system of data management system, it provides data
browsing and data query, which provides strong support for
cross-platform data integration and cross-enterprise data
sharing.)e platform adopts B/S mode and J2EE technology
development framework, and its structure is shown in
Figure 3.

)e visual simulation platform is designed in the form of
a browser/server (B/S) structure and consists of three parts:
the interface layer, the compilation and interpretation layer,
and the control layer, as shown in Figure 4.
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Figure 6: System data analysis and processing.
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)e overall structure of the integrated monitoring and
management system platform is shown in Figure 5.

Different monitoring platforms correspond to different
3D scene files and only need to replace the corresponding
scene files. After the program is packaged, a page link is
added to the main page of the monitoring platform. As long
as the user clicks on the page, the browser will jump to the
3D visualization platform page. )e data analysis and
processing of the 3D visual alarm system is shown in
Figure 6.

It is also possible to introduce RFID technology to realize
the physical structure of the actual collection of data, as
shown in Figure 7:

)emapping relationship of the ontology extracted from
the relational database can be determined, as shown in
Figure 8.

On the basis of the above research, this paper analyzes
the development path of the manufacturing industry based
on computer visualization and its economic effect, counts
the research effect of the model in this paper, and obtains the
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model effect evaluation results shown in Table 1 and
Figure 9.

From the above research, it can be seen that the research
model of the manufacturing development path and its
economic effects based on computational visualization
proposed in this paper has certain practical effects.

From the perspective of the enterprise, the level of cost
management directly affects the performance of the enter-
prise, which in turn affects the level of service-oriented
development. )erefore, enterprises should strive to im-
prove the management level of cost control and cost

optimization and continuously optimize their capital
structure according to market changes, so as to serve the
manufacturing industry and provide a good development
environment. In addition, it is necessary to improve the
internal governance mechanism of the enterprise and
properly solve the problems of talents and funds in the
process of servitization. From the government’s point of
view, first, the government should provide an environment
for integrated development of manufacturing services and
support corresponding development strategies. In terms of
investment and financing environment, tax environment,
and policy environment, it will facilitate the manufacturing
service-oriented development. At the same time, efforts will
be made to build a manufacturing service-oriented dem-
onstration zone, build an information platform for
manufacturing service-oriented development, and conduct a
nationwide strategy from the level of manufacturing de-
velopment strategy and regional strategic planning. Second,
the government should further improve the regulatory
policy system for the servitization of the manufacturing
industry and strive to promote the transformation and
upgrading of the manufacturing industry to high-end ser-
vitization. In terms of policy regulation, the government
should carry out the top-level design of the servitization of
the manufacturing industry, create a series of supporting
frameworks for the selection of the servitization direction of
the manufacturing industry, formulate models and optimize
development, and promote the upgrading of the servitiza-
tion of the manufacturing industry. From a social point of
view, it should be committed to cultivating manufacturing
service-oriented talents with professional service level. )e
healthy development of manufacturing servitization is in-
separable from professional service talents. All walks of life,
especially various intermediary training institutions and
human resource management institutions, should con-
sciously cultivate specialized talents for manufacturing
servitization, so as to provide services for the process of
manufacturing servitization—the right talent team.

5. Conclusion

At present, China’s labor-intensive manufacturing industry
accounts for a large proportion. With the gradual deepening
of economic globalization and the increasingly refined in-
ternational division of labor, the development of interna-
tional division of labor has been refined from the division of
labor between industries to the division of labor for different
production processes on the same product. At the same time,
countries around the world are actively integrating into the
global value chain to make efforts to realize the value-added
of different production links in the value chain. For many
years, China’s manufacturing industry has mainly under-
taken the transfer of low-end links in the value chain of
developed countries and carried out production processes
such as processing and assembly with low technical content.
)is paper combines computer visualization technology to
analyze the development path of manufacturing industry
and its economic effects. )e experimental research results
show that the research model of the manufacturing

Table 1: Model evaluation data.

Number Model
effect Number Model

effect Number Model
effect

1 84.68 26 86.85 51 89.28
2 86.48 27 80.12 52 82.44
3 82.78 28 81.78 53 82.60
4 85.47 29 84.70 54 82.20
5 85.26 30 88.17 55 81.49
6 88.64 31 89.91 56 88.40
7 85.21 32 88.70 57 79.07
8 84.15 33 85.44 58 79.78
9 79.64 34 85.45 59 85.85
10 85.60 35 83.15 60 79.34
11 81.90 36 81.79 61 83.84
12 89.47 37 80.14 62 79.20
13 80.04 38 85.81 63 79.06
14 83.68 39 79.14 64 79.84
15 79.99 40 85.66 65 88.10
16 81.36 41 83.25 66 82.55
17 84.23 42 89.68 67 83.21
18 82.65 43 89.07 68 82.66
19 87.41 44 84.22 69 80.33
20 79.62 45 84.29 70 90.50
21 87.60 46 79.39 71 80.16
22 81.32 47 87.02 72 89.95
23 90.08 48 82.72 73 89.36
24 79.80 49 89.77 74 87.36
25 85.36 50 86.66 75 85.32
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Figure 9: Statistical results of model evaluation.
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development path and its economic effects based on com-
putational visualization proposed in this paper has certain
practical effects.
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Sports social organizations refer to nonpro�t, nongovernmental, and group organizations that achieve speci�c service goals
and common aspirations and spontaneously form various sports and �tness activities in accordance with the rules. �is
article aims to study how to optimize the index system of the capacity developments by relying on image optimization and
recognition simulation. �is article puts forward the relevant theoretical knowledge of image optimization and recognition
and capacity developments and proposes two algorithms based on image optimization and recognition. In 2019, the
percentage of growth of sports social organizations rose from 6.7% to the �nal 27%; in 2020, the growth rate of sports social
organizations is getting higher and higher, from 9% at the beginning to 34% at the end. It can be seen that people’s love for
sports activities is getting higher and higher, and the state is paying more and more attention to sports social organizations.
�e factors that a�ect the development ability of sports social organizations include the quality, education, and management
capabilities of the members of the organization, and the country and the government should also take corresponding
measures. �e improvement of the development ability of sports social organizations is of great signi�cance to the de-
velopment of sports social organizations.

1. Introduction

At this stage, China has entered a social transformation
period of innovation and comprehensive reform. As one of
the main lines of the reform and development of the social
�eld, social organization has a certain social necessity to
deeply explore its modern organizational development
model with Chinese characteristics. As the intermediary and
hub connecting the sports power of the nation and the
nationwide �tness program, the importance of its existence
and development is self-evident. �e development of sports
social organizations is inseparable from the social envi-
ronment, in which they are located, and the guidance of
national policies and regulations plays a vital role in the
growth and development of the organization.

�e capacity developments refer to the correct control of
the actual ability of sports social organizations, and related
sports activities are shown by the interaction of political,
economic, social, and regional environments related to
themselves. It has the conditions for internal management
functions, service functions, and social in�uence. Image
recognition technology is an important technology in the
information age, and its purpose is to allow computers to
replace humans to process a large amount of physical in-
formation. With the development of computer technology,
human beings have a deeper and deeper understanding of
image recognition technology. �e process of image rec-
ognition technology is divided into information acquisition,
preprocessing, feature extraction and selection, classi�er
design, and classi�cation decision-making.
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With the development of society, the field of sports has
attracted more and more attention. Chouksey and Jha found
that image segmentation can generally be used for object
recognition and detection. In the field of image segmenta-
tion, the multilevel threshold method is one of the leading
methods. However, the computational cost of this method is
high. )ey proposed a new algorithm, which is the qua-
siinverse multiverse optimization algorithm. It can perform
image segmentation by finding the optimal threshold. )e
disadvantage of this experiment is that the advantages and
disadvantages of the two methods are not compared, and the
new algorithm is not prominent [1]. Quan et al. found that
face recognition is very important in computer vision. In
order to solve some of the problems in traditional face
recognition, they proposed a new optimization method for
face recognition. )is method allows people to match the
best state of the energy function more quickly and accu-
rately. But the disadvantage is that they did not propose how
to use this method specifically, and the reliability of the
method has not been proven [2]. Gupta et al. found that it is
a difficult task to make image recognition the lowest cost and
highest efficiency. In order to reduce the cost of identifi-
cation and improve efficiency, they proposed a new mul-
tiobjective optimization framework. In this work, they
proposed a better harmony search algorithm than traditional
algorithms. But they did not mention the advantages of the
algorithm in comparison, so the authenticity is still un-
certain [3]. Schubert et al. found that embedded image
retrieval problems in robotic tasks provide additional
structures that can be utilized, so they proposed a graph-
based framework to systematically utilize different types of
additional structures and information. )ey believed that
this method can also quickly collect other knowledge about
database image poses, but this method has not designed an
experiment to prove it, so there are still many doubtful places
[4]. Song et al. found that deep learning is widely used in the
field of machine vision. To obtain effective image recogni-
tion, a large amount of data must be collected; otherwise, it is
easy to make mistakes. )e neural network in deep learning
can rely on the improved network to generate a highly
diversified balanced image dataset. Simulation results show
that the algorithm’s image recognition speed is faster and
more efficient. However, no specific examples are used to
complete the analysis, so this is a shortcoming of the ex-
periment [5]. Gurevich and Yashina discussed the modern
development of descriptive image analysis and its devel-
opment potential. Descriptive image analysis is one of the
leading and intensive development areas of modern
mathematical image analysis theory. )eir research is
dedicated to standardizing descriptive algorithm image
analysis and the generation of recognition schemes. How-
ever, their research has not been supported by related ex-
periments. A variety of experimental comparisons should be
carried out to get the best method [6]. Long and Ning found
that in computer vision, it becomes difficult to identify
objects from rotated and zoomed images. )e log-polar
coordinate transformation is a mapping method that is
invariant to rotation and scale. However, this method has
many problems, so they proposed a new template matching

algorithm based on global LPT. )ey were also inspired by
pigeons to optimize the search strategy to complete the
object recognition of drones with varying target rotations
and scales. However, this method has not been proved to be
effective through experiments, and the two methods have
not been compared [7]. Revina and Sam Emmanuel are very
interested in facial expression recognition. )ey think it is
very interesting because it enables people to recognize facial
expressions in daily life. However, most traditional methods
cannot accurately recognize facial expressions because facial
expressions are based on the movement of the human face.
)e facial recognition method they proposed improves the
accuracy of face recognition. )e experiment of the algo-
rithm they proposed is carried out using a database, but
there are many face recognition methods, and there is no
specific description of which method is not good [8].
)rough the experimental analysis of the scholars, we can
know the following: they agree that relying on image op-
timization and recognition for simulation in various fields
has been widely used. For image recognition and various
facial recognition, it is of great significance to society.
However, the experiment did not mention the comparison
of the algorithms before and after the improvement, so it is
impossible to determine which method is the best.

)e innovations of this paper are as follows. (1) It in-
troduces the relevant theoretical knowledge of image opti-
mization recognition simulation and the capacity
development and using the target detection and recognition
technology algorithm to analyze how to study the optimi-
zation of the index system of the capacity developments. (2)
It conducts experiments and analysis on the capacity de-
velopments based on target detection and recognition
technology algorithms. )rough investigation and analysis,
it is found that if the capacity developments are improved, it
will be beneficial to the development of society.

2. Target Detection and Recognition
Technology Algorithm Based on Image
Optimization and Recognition

With the widespread application of artificial intelligence
technology, especially deep learning algorithms in the field
of computer vision, the accuracy and real-time performance
of target detection and recognition technology in images and
videos are getting higher and higher. More and more rel-
evant research results have been published in various top
journals and conferences on artificial intelligence, computer
vision, and pattern recognition, and more and more com-
puter vision start-up companies are applying this technology
to real scenes. On various public datasets, the level of target
detection and recognition algorithms continues to rise, and
the performance of algorithms is constantly approaching or
even surpassing humans.

Optical information processing refers to the generation,
transmission, detection, and processing of optical images.
Necessary images are called signals, and unnecessary noise
may be generated during processing. )e input information
of optical information processing is optical information
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converted from optical information such as images, elec-
trical information, or sound information. Compared with
digital image processing, optical processing system has
strong information processing ability and fast calculation
speed, especially parallel processing, which is especially
suitable for high-speed, real-time processing of images [9].
As the main branch of optical information processing, the
optical image recognition technology developed based on
Fourier optics fully inherits the previously mentioned
characteristics. It performs parallel processing on all sam-
pling points and performs Fourier transform at the speed of
light [10]. )e simulation process is shown in Figure 1:

As shown in Figure 1, optimizing the recognition of
complex targets in the image can effectively improve the
speed and accuracy of target recognition in the human-
machine interface. Image target recognition needs to extract
the color and texture characteristics of image information,
which is completed through decision-making fusion pro-
cessing [11].

2.1. TargetMonitoring andRecognitionTechnologyAlgorithm.
)e interframe difference method is a method of obtaining
the contour of a moving target by performing a difference
operation on two adjacent frames in a video image sequence.
It can be well adapted to the situation where there are
multiple moving targets and camera movement. )e
interframe difference method is a method that uses the
relationship between the prestation and poststation in the
image sequence to detect the moving area. It is shown in
Figure 2.

As shown in Figure 2, when there is abnormal object
movement in the surveillance scene, there will be more
obvious differences between frames. )e two frames are
subtracted to obtain the absolute value of the brightness
difference of the two frames. It judges whether it is greater
than the threshold to analyze the motion characteristics of
the video or image sequence and determines whether there is
any object movement in the image sequence. )e frame-by-
frame difference of the image sequence is equivalent to high-
pass filtering of the image sequence in the time domain.
Discrimination of motion area or background is as follows:

Mask1(a, b) �
1, It(a, b)


≻Td,

0, otherwise.

⎧⎨

⎩ (1)

In the formula, Td is the discrimination threshold.

2.1.1. HOG Features. )e calculation formula of gradient
strength and direction is as follows:

h �

������

I
2
x + I

2
Y



. (2)

Finally, it creates a direction histogram with each cell in
the image as a unit.

2.1.2. Decision Area and Decision Function. In the field of
machine learning, the goal of classification is to gather
objects with similar characteristics. A linear classifier makes

classification decisions through linear combinations of
features to achieve this goal.)e characteristics of objects are
usually described as eigenvalues, and in vectors, they are
described as eigenvectors. )e classifier has been applied in
many ways. )e main tasks of the classifier are shown in
Figure 3.

As shown in Figure 3, circles and triangles are used to
represent the first type of sample and the second type of
sample. Each type of sample is represented by a vector, and
the category boundary is represented by an ellipse in the
figure [12].

In addition, there is a straight line connecting the two
categories in the graph. )e parameters of the equation
include coordinates x, x2, which are as follows:

d(x) � w1x1 + w2x2 + w0 � 0, (3)

d(x) can divide the space into two different decision-making
regions, which is called a linear decision function.

)e weight vector can be set to w � [w...wd]t, and the
generalized linear decision function of the d-dimensional
feature space can be obtained as follows:

d(x) � w
∗
x
∗

� w
1
x + w0. (4)

2.1.3. SVMClassifier. SVM is also a support vector machine,
which is a two-classification model. It maps the feature
vector of the instance to some points in the space. )e
purpose of SVM is to draw a line to distinguish these two
types of points “best.” Even if there are new points in the
future, this line can also make a good classification. SVM is
suitable for small and medium-sized data samples and
nonlinear, high-dimensional classification problems. )e
goal of SVM operation is to find a more reasonable method
to obtain a more suitable classification hyperplane in the
high-dimensional feature space. Hyperplane classification
can optimize the generalization of understanding of the
world. Optimization theory can provide an important
mathematical method for hyperplane optimization [13].

Assuming that the nonlinear mapping is x⟶ ϕ(x),
then the objective function of the dual form is as follows:

Q(α) � 
n

k�1
αk −

1
2



n

j�1


n

j�1
αiαjbibj. (5)

It is proposed to replace the inner product operation
with a kernel function that satisfies the condition s 

n
k�1 αk.

)e optimal discriminant function Q(α) of the kernel form
is as follows:

f(a) � sgn 
xi∈SV

α∗i bik a∗ ai(  + b
∗⎛⎝ ⎞⎠. (6)

2.2. SAR Image Simulation

2.2.1. 3e Basic Algorithm of SAR Image Simulation. An
important way of SAR image processing is to perform edge
extraction and image segmentation after coherent speckle
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noise filtering. )e commonly used filtering methods are
low-pass filtering, which better keeps the speckle noise and
blurs the image at the same time. )is includes mean fil-
tering, Gaussian filtering, and so on. SAR target recognition
refers to the use of SAR to detect a single target or target
group, analyze the information obtained, and determine the
target type, model, and other attributes [14]. )e target
recognition process is shown in Figure 4.

As shown in Figure 4, this layered method makes the
amount of calculation more and more large, while the
amount of data that needs to be processed is gradually re-
duced, which is greatly reduced, thereby improving the
target recognition system.

Compared with matched filter correlator, joint transform
correlator has many advantages, such as high spatial band-
width product, no filtering synthesis, and easy real-time
operation. So, in recent years, it has attracted more research
interest. )e joint transform correlator has a plane that forms
a joint input, and the flowchart of joint transform correlation
recognition by a computer [15] is shown in Figure 5.

As shown in Figure 5, the Fourier transform spectrum
realized by the function is located in the upper left corner of
the image, so it is also necessary to pay attention during the
simulation process. In order to obtain the simulated optical
Fourier, in the case of the image center leaf transform, a
function that moves the zero frequency component to the
center of the spectrum must be called [16].

2.2.2. Coherent Speckle Noise. )e coherent speckle noise of
synthetic aperture radar (SAR) images seriously reduces the
interpretability of the image and affects the subsequent
target detection, classification, and recognition applications.
)e coherent speckle noise of SAR images is a principle
defect in the imaging process. Because of the coherent
speckle noise, it will have a certain impact on the synthetic
aperture radar image. In order to process and image the echo
data faster and to identify the target more accurately,
multiview processing is usually used to remove [17]. Mul-
tiview processing mainly researches the use of geometric
methods and restores three-dimensional objects through
several multiview geometric two-dimensional images. In
short, it is the study of three-dimensional reconstruction,
which is mainly used in computer vision. )en, the speckle
noise is as follows:

ai � δi × ni. (7)

Among them, the mean of q is ni, and σ2 is a measure of
spot intensity. )e additive noise model related to the signal
is equivalent to the following:

ai � δi + n
∗
i ,

δi ni − 1( .

⎧⎨

⎩ (8)

W2

X1

X2 +

-

W1

Figure 3: )e main tasks of the classifier.

(1) Design space (2) Optimal design (3) Recognition simulation

Figure 1: Image simulation process.

Intraframe

Interframe

Figure 2: Motion between frame differences.
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Among them, n∗i is additive noise, and the variance is as
follows:

var n
∗

(  � E n
∗
i − 0( 

2
  � E a

2
i  •

σ2i
1 + σ2i 

. (9)

For the same image, σ2i /(1 + σ2i ) can be considered as a
constant, especially in homogeneous regions. According to
the multiplicative model of noise, the noise and the image
data are independent of each other and the mean value is 1.
As a result, a set of random numbers with a mean value of 1
according to the Rayleigh distribution are generated. Mul-
tiplying the random number with the image data can get a
SAR simulation image with coherent speckle noise [18].

2.2.3. Multiview Processing. Using HL(R) to represent the
average of L independent images at position R, the following
is obtained:

HL �
1
L

  

L

i�1
Hi. (10)

)e variance (HL − H0)
2 is reduced to the original 1/L as

follows:

var HL(  � E HL − H0( 
2

  �
1

L
2

× E


L

i�1
HL − H0( 

2⎛⎝ ⎞⎠⎡⎢⎢⎣ ⎤⎥⎥⎦.

(11)

2.3. Fourier Transform Based on Optical Imaging

2.3.1. Fourier Transform Algorithm. In different research
fields, Fourier transform has many different variant forms,
such as continuous Fourier transform and discrete Fourier
transform. At first, Fourier analysis was proposed as a tool
for analytical analysis of thermal processes. )e most im-
portant theory in information processing is the Fourier
transform [19]. It is as follows:

G(f) � 
∞

−∞
g(a) exp(−j2πfa)da,

g(a) � 
∞

−∞
G(f) exp(−j2πfa)df,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(12)

G(f) is called the Fourier transform of g(a), or frequency
spectrum. When G(f) is a complex function, it can be
expressed as follows:

G(f) � A(f)exp[−jφ(f)], (13)

where A(f) � |G(f)| is the amplitude spectrum of g(a)

[20].
)e inverse Fourier transforms g(a) and φ(f) called

g(a) as G(f) constitute the Fourier transform. It is gen-
eralized to the following:

G(u, v) � 
∞

−∞

∞

−∞
g(a, b) exp[−j2π(ua + vb)]dadb, (14)

where
������
u2 + v2

√
represents the spatial frequency after Fourier

transform.

2.3.2. Histogram Equalization Enhancement. Histogram
equalization is a method in the field of image processing that
uses image histograms to adjust contrast. )is method is
usually used to increase the global contrast of many images,
especially when the contrast of the useful data of the image is
quite close. In this way, the brightness can be better dis-
tributed on the histogram.)e histogram equalization refers
to the process of converting an image into different histo-
grams using the equalization of gray-scale mapping con-
version as follows:

Detect Identify Classification

Remove the virtual sceneRemove area Remove the ruins

Figure 4: Schematic diagram of a typical SAR target recognition system.

Start

Input image

Fourier 
transform

Joint spectrum

Output image

Finish

Figure 5: Flowchart of the related process of joint transformation.
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Pr di(  �
mi

m
, (15)

where m is the total number of pixels, and di satisfies the
normalization condition [21].

)e image transformation function expression is as
follows:

Si � T di(  � 
k�1

i�0
pd di(  � 

k�1

i�0

mi

m
. (16)

Among them, k is the number of gray levels.
)is is the histogram before and after the histogram

equalization (Figure 6).
As shown in Figure 6, it can be seen from the figure that

after the histogram is equalized and corrected, the gray
interval of the image histogram is enlarged. )is helps the
analysis and recognition of the image and the use of the
equalized histogram to correct the image [22].

2.3.3. Smoothing Filter Enhancement. )e following briefly
introduces the basic principles of linear smoothing filters
[23]. )e gray value is F(j, k), and the output corresponding
to pixel F(j, k) is as follows:

G(j, k) �
1
H


(a,b)�L

F(a, b). (17)

)at is, the average gray value of the window pixels is
used to replace the original gray value of F(j, k).

If the contrast between the object and the background is
clear, the object boundary is located at the highest point of
the image gradient. Like the differential emphasis method,
the gradient emphasis method is easily affected by noise and
deviates from the object boundary [24]. Usually, it needs to
smooth the gradation image G[f(i, j)] before emphasizing.
For digital images, it is defined as follows:

G[f(i, j)] � fa(i, j)
2

+ fb(i, j)( 
2

 
1/2

. (18)

)e energy of the image is mainly concentrated in the
low and middle frequencies of the amplitude spectrum,
while the edges and noise of the image correspond to the
high frequency part. )e function of the low-pass filter is to
remove these high-frequency components through the filter,
maintain low-frequency components, and smooth the image
information [25]. )e low-pass filter is as follows:

G(u, v) � F(u, v)H(u, v). (19)

In formula (19), F(u, v) is the Fourier transform of the
original image F(a, b) with noise; G(u, v) is the Fourier
transform of the image output by the low-pass filter.

In area D0 of a Fourier plane, the transfer function of an
ideal low-pass filter is as follows:

H(u, v) �
1, D(u, v) ∈ D0,

0, D(u, v) ∉ D0.
 (20)

From a theoretical analysis, the frequency band in area
D0 passes through without loss, while the high-frequency

signal outside the area is filtered out; if a large amount of
edge information contained in the high-frequency signal is
also filtered out, the phenomenon of image blur will occur.

3. Experiment and Analysis of the
Investigation of the Capacity Developments

3.1. Investigation and Analysis of the Capacity Development
Trend. Capacity development index system not only needs
to meet theoretical requirements but also needs to be verified
through actual data. )erefore, this article takes sports social
organizations as an example to test the scientific nature of
the index system. )is reflects the current situation and
problems of the development capabilities of sports social
organizations and puts forward relevant policy recom-
mendations.)e continuous advancement of the reform and
opening policy has greatly promoted the further develop-
ment of the national economy and at the same time has
created a good environment and conditions for the devel-
opment of sports social organizations. After 1979, sports
associations were established in various places and basically
every province and city established sports associations.
China has always been a benchmark in the development of
sports. After the establishment of various associations, it has
actively promoted the growth and development of social
organizations to more comprehensively and effectively meet
the needs of the people to participate in physical exercise.
)is article investigates the development trend of Chinese
sports organizations from 2015 to 2018, as shown in Table 1.

As shown in Table 1, from 2015 to 2018, the development
of sports social organizations increased with the increase of
the year, but the magnitude was not high. By 2016, sports
social groups have been unable to keep up with the increase
in the number of sports nongroups.

)at is because there is no effective use of the media and
holding events to conduct better social publicity, increase the
social influence of sports social organizations, attract more
people to participate, and improve the active role of sports
social organizations in promoting mass fitness.

)is article investigates the development trend of Chi-
nese sports social organizations from 2019 to 2020, as shown
in Figure 7.

As shown in Figure 7, the development trend of sports
social organizations from 2019 to 2020 is getting better and
better, and the growth rate is getting higher and higher. At
the same time, with the continuous economic development
and the improvement of people’s living standards, people’s
demands for health are getting higher and higher. )ey have
sufficient economic strength and willingness to participate in
certain sports associations, participate in corresponding
sports activities, and enjoy relevant sports services. )is has
promoted the development of sports activities, sports per-
formances, sports events, and the development of sports
social organizations and the sports industry. )e good de-
velopment of sports social organizations has provided better
and better sports services to the public, thus achieving a
virtuous circle.

)is article also conducted a survey on the social or-
ganization of sports in other countries, as shown in Table 2.
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Figure 6: Histogram before and after histogram equalization. (a) Histogram before histogram equalization. (b) Histogram after histogram
equalization.

Table 1: Trends in the development of Chinese sports organizations from 2015 to 2018.

Year Sports social groups Sports civil nonorganization Sports foundation
2015 789 43 56
2016 875 3212 67
2017 1234 4532 78
2018 1343 5422 93
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Figure 7: )e development trend of Chinese sports social organizations from 2019 to 2020. (a) )e development trend of Chinese sports
social organization in 2019. (b) )e development trend of Chinese sports social organization in 2020.
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As shown in Table 2, country A is the most important
in terms of sports organizations, reaching 4321 organi-
zations. In developed countries such as Europe and the
United States, sports activities are emphasized and inte-
gration into daily life has become a way of life. )e health
consciousness of the masses is very strong, and the most
basic requirement for people to participate in sports ac-
tivities is to improve the quality of their health. Meeting
this demand is based on the premise of continuous and
regular participation in sports activities. )erefore, var-
ious social sports organizations came into being and
developed rapidly.

)is article also investigated the situation of the main
personnel of a certain sports organization, as shown in
Table 3.

As shown in Table 3, the age of the personnel of this
sports organization is generally within the age of 18–66,
and the number of participants between the ages of 30–42
is the largest, accounting for 42.6%. It can be seen that
middle-aged people are more likely to refer to sports
organizations, and they pay more attention to sports than
other ages.

)is article conducted a rough survey of the members of
the five sports organizations surveyed, as shown in Table 4.

As shown in Table 4, the members of the five sports
organizations have a high school education or above, and
two organizations have a bachelor’s degree or above; the
overall age range is between 15 and 65 years old, and the
degree of interest in sports is more than 70%. It can be seen
that the differences between the five sports organizations are
not significant.

Running was the most important activity type among the
five sports social organizations that were randomly selected
and investigated. It is shown in Table 5.

As shown in Table 5, people usually like to organize
activities such as running, badminton, martial arts, and table
tennis. Among them, running is the most popular among
sports organizations, and the average number of runs se-
lected by the five sports organizations is about 55 times.

)is question investigates the factors that affect the
development of sports social organizations, as shown in
Figure 8.

As shown in Figure 8, the main factors affecting are age,
income, whether it love sports, personality, education, and
physical fitness. Among them, experts believe that the most
influential factor in the development of sports social organi-
zations is whether they love sports, because talents who love
sports will actively organize activities to participate in activities.

In summary, the factors affecting the development of
sports organizations are as follows.

3.1.1. Income. People between the ages of 18–45 are the
pillars of social development, and they are the most stressful
part of social life. )ese people most need a strong body to
face life but also need to release life and work stress through
exercise. However, people with high monthly incomes need
to pursue spiritual life and healthy body after solving the
food and clothing in life. )erefore, more people will choose
to exercise their bodies through sports to strengthen their
physique and release stress, while also expanding their social
spheres and delighting the body and mind.

3.1.2.3e Quality of the Person in Charge of the Organization.
)e management system of more than half of sports social
organizations adopts the responsibility system of the person
in charge of the organization, and the person in charge of the
organization determines the organization’s decision-making
and the arrangement of the activity plan. A correct orga-
nizational decision or a perfect event arrangement is not
only responsible for the organization itself but also re-
sponsible for the members of the organization. Persons in
charge with higher quality are often able to make correct
organizational decisions or arrangements for activities.
)erefore, high-quality responsible persons with good
management capabilities are essential to the development of
sports social organizations.

3.1.3. 3e Enthusiasm of the Organization Members to
Exercise. )e rapid development of sports social organi-
zations is rooted in people’s extensive fitness needs; the
promotion of national fitness policies especially in recent
years has set off an upsurge of national fitness. )is makes
various sports and fitness organizations emerge in endlessly
while meeting the huge fitness needs of the people. In the
past two years, people’s fitness demand has shown a rapid
upward trend, and the rapid growth of people’s demand for
sports fitness has also brought various sports social orga-
nizations into a period of rapid development. People’s en-
thusiasm for physical exercise is soaring, which has given
birth to more sports social organizations.

3.2. Measures to Promote the Development of Sports
Organizations

(1) It is necessary to promote a strong national
awareness of fitness and willingness to participate in
sports activities. It needs to promote the develop-
ment of sports social organizations. )e develop-
ment of sports social organizations has promoted the
development of nationwide fitness activities and

Table 2: Sports social organizations in other countries.

Year Sports social groups Sports civil nonorganization Sports foundation
Country A 4321 742 121
Country B 4214 656 132
Country C 3873 564 89
Country D 3768 486 97
Country E 3453 365 67
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provided people with better and more comprehen-
sive sports public services.

(2) )e degree of socialization is relatively high. Various
sports organizations in some economically devel-
oped countries have achieved a certain degree of
development without government funds. )ese are
generally funds provided by enterprises or benefit
from the development of mass sports. Various sports

associations, clubs, and other sports organizations
provide individuals with various sports opportuni-
ties to meet individual needs. )is improves people’s
sports ability and interest in sports and ultimately
makes sports activities a part of life.

(3) Mass sports promotes the development of the sports
industry. In Europe and the United States and other
countries, private clubs based on profit give mass
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Figure 8: Factors affecting the capacity developments.

Table 3: )e situation of the main personnel of a sports organization.

Age Under 18 18–30 years old 30–42 years old 42–54 years old 54–66 years old
Quantity 6 432 567 64 76
Percentage (%) 1 32.4 42.6 11 13

Table 4: Five memberships of sports organizations.

Survey object 1 2 3 4 5
Education Undergraduate Junior college Undergraduate Junior college High school
Age 18–60 18–60 15–65 17–64 18–65
Hobby (%) 70 75 73 74 72

Table 5: Main types of activities of sports social organizations.

Sports social organization Running Badminton Martial arts Pingpong
1 56 46 32 27
2 54 45 32 25
3 57 47 34 24
4 53 43 35 27
5 55 46 31 28
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sports activities a strong vitality. )ese clubs vary in
size and are widely distributed. )rough sports ac-
tivities, the physical fitness of the masses has been
enhanced, and many people have voluntarily joined
the ranks of “spending money for health.” People
attach importance to healthy life, actively join var-
ious sports associations and sports clubs, and par-
ticipate in various sports and fitness activities, which
greatly promotes the development of sports service
industry, sports goods industry, and other related
sports industries.

4. Discussion

)is paper analyzes how to optimize the research on the
development ability index system of sports social organi-
zations based on image optimization and recognition sim-
ulation. )e related concepts of image optimization
recognition and the capacity developments are expounded,
and the relevant theories based on image optimization
recognition and the capacity developments are studied. It
explores the method of optimizing the index system of the
capacity developments and discusses the influencing factors
of the capacity developments through investigating method
cases. In the end, it takes the optimization of the index
system of the capacity developments and the integration of
image optimization recognition simulation technology as an
example to explore the correlation between the two.

)is paper also makes reasonable use of the target de-
tection and recognition technology algorithm based on
image optimization and recognition simulation and the
basic algorithm of SAR image simulation. With the wider
application of the two algorithms, people are paying more
and more attention to them, and many scholars have begun
to apply these two algorithms to their lives.

)is article concluded through experiments the fol-
lowing. With the development of society, people pay more
and more attention to sports, and the capacity developments
also need to be improved. Although there are many factors
that affect the capacity developments, the research on op-
timizing the index system of the capacity developments is
very important for sports.

5. Conclusions

)e focus of this article is the optimization of the index
system of the capacity developments that rely on image
optimization and recognition simulation. )e description is
based on the two keywords of image optimization and
recognition and the capacity developments. In the method
part, this paper proposes the target detection and recogni-
tion technology algorithm and the basic algorithm of SAR
image simulation based on image optimization and recog-
nition simulation. It uses these two methods to illustrate the
simulation of image recognition. )e experiment part an-
alyzes the development trend of sports organizations and
finds that the demand for sports organizations has been
increasing in recent years. )is also means that the capacity

developments should be correspondingly improved develop
sports ability. )e main factors that affect the development
of sports organizations are the age, quality, educational
background, and income of the members of the organiza-
tion. It must adopt an inclusive and encouraging attitude
towards sports social groups and actively participate in
national fitness service activities. )e research on the op-
timization of the index system of the capacity developments
involves many fields, but the author’s knowledge is limited to
the analysis of this article. Research on the optimization of
the index system of the capacity developments is very
meaningful.
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In order to improve the ability of enterprises to cope with �nancial risks, this paper analyzes the �nancial early warning of
enterprises combined with intelligent mathematical models and builds an intelligent �nancial early warning model to assist in
analyzing the �nancial status of enterprises. Moreover, this paper combines the existing information technology and expenditure
business scenarios to construct an intelligent early warning frame for enterprise �nancial control based on an intelligent
mathematical model. In addition, this paper combines the K-means clustering algorithm to design a �nancial approval process
integrity control early warning method to warn the integrity of the �nancial approval process. Finally, this paper presents the early
warning of �nancial standard compliance control based on the C4.5 decision tree algorithm.e experimental research shows that
the enterprise �nancial early warning model based on the intelligent mathematical model proposed in this paper can play an
important role in the enterprise �nancial management and e�ectively improve the ability of the enterprise to cope with
�nancial risks.

1. Introduction

Financial risk corresponds to business risk in a relatively
narrow sense. It refers to a risk situation in which investors’
expected returns are reduced due to unreasonable corporate
�nancial status and improper �nancing, and, at the same
time, the company may lose its solvency. e �nancial early
warning systemwe discuss and build here does not only refer
to the company’s �nancial debt crisis but is a �nancial
concentrated manifestation of various internal contradic-
tions and external risks that exist and are latent in the
company’s operation process.

e generation of �nancial risks is the result of internal
and external contradictions, and these changes in �nancial
early warning and its unfavorable in�uencing factors are
called “warning sources.” “Alert source” is divided into
endogenous “alarm source” and exogenous “alarm source.”
To a certain extent, the endogenous alarm source is con-
trollable, because this kind of problem is not directly related

to the production management of the company, while the
exogenous alarm source is on the contrary; this kind of
problem is beyond the control of the company, so it is more
harmful. It is manifested as the uncertainty of the political
environment, the uncertainty of the natural environment,
the uncertainty of the industry competition environment,
and the uncertainty of the economic environment. Because
the company’s operation is to pursue the maximization of
pro�ts, but high returns are often accompanied by high risks,
and �nancial risks are everywhere in the company’s pro-
duction and operation process, if it is allowed to continue to
develop beyond the company’s risk tolerance, then there will
be �nancial crises such as bankruptcy. Financial risks are not
out of control from the beginning. According to medical
terms, they can be divided into incubation period, devel-
opment period, and deterioration period. Each stage has a
relatively obvious and unique appearance, which is called
“warning sign.” erefore, if you want to e�ectively prevent
and control �nancial risks, you must pay close attention to
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the warning signs in the company’s operation, management,
and finance. +e company’s goal is to maximize profits, but
profits and risks are always in direct proportion to each
other, and the normal operation of the company will face
various crises. +erefore, with the emergence of warning
signs at different stages, the company also needs to take
various effective measures in a timely manner to prevent the
further development and deterioration of the warning sit-
uation. In the early stage, warning signs are usually single,
with only a little hidden change in one aspect of financial
indicators, and it is usually difficult to attract the attention of
the company’s topmanagement at this stage.+e production
and operation and financial status of the company have been
greatly impacted, and the financial risk has further deteri-
orated; in the end, the crisis is severe, and the company can
only face bankruptcy.

+is paper combines the intelligent mathematical model
to analyze the financial early warning of the enterprise and
constructs an intelligent financial early warning model to
assist in the analysis of the financial situation of the en-
terprise and improve the ability of the enterprise to deal with
the financial crisis.

2. Related Work

Literature [1] believes that the poor effect of enterprise risk
management is due to the lack of strong risk awareness of
executives, and there is no appropriate method to manage
enterprise risk. After the emergence of the term risk man-
agement, the related theories have officially become popular
in academia. Literature [2] further defines risk management
as the use of economic or technical means to reduce en-
terprise risks to the lowest level under the premise of an-
alyzing the risk factors existing in each business link. In this
definition, the purpose of enterprise risk management is
clearly stated, that is, to reduce enterprise risk. With the
popularity of risk management, scholars have gradually
linked risk management with corporate financial activities,
and the importance of financial risk management has been
paid attention to. Literature [3] puts forward the theory of
enterprise adversity management, expounds the causes and
laws of business failure, management fluctuation, manage-
ment behavior mistakes, and other phenomena, and con-
ducts theoretical analysis on how to prevent and deal with
enterprise adversity. Based on the theory of enterprise ad-
versity management, literature [4] proposes an early
warning and precontrol management model to deal with the
adverse effects of business failure or management errors.+e
early warning and precontrol management model provides a
literature for the theoretical study of financial risk early
warning. Literature [5] believes that financial risk early
warning is not only the identification of enterprises with
high financial risks but also the early warning of enterprises
whose financial risks may increase. Literature [6] believes
that financial risk early warning is a process of using the risk
early warning value and the actual value to measure the
financial risk level of the enterprise and return the early
warning results based on the financial status of the enterprise
and the internal and external environment.

As an important way of financial risk management, fi-
nancial risk early warning has received attention, and there
have been a large number of studies on early warning in-
dicators, and some scholars have integrated cross-disci-
plinary research methods into financial risk early warning
models, further enriching the types of models. Literature [7]
uses a single financial indicator to predict financial risk and
designs a univariate early warning model. Literature [8] uses
the financial data of 79 companies to compare and analyze
two types of companies that fail to operate and operate
normally based on 30 financial ratios. It is found that the
most accurate prediction is the debt coverage ratio indicator,
followed by the asset-liability ratio indicator, and prediction
success rates improve as bankruptcy day approaches. +is
study still does not use indicators with higher prediction
accuracy to construct an early warning model that can be
used for a long time but analyzes the relationship between
the prediction accuracy of indicators and the time of fi-
nancial crisis outbreak. Literature [9] studies off-balance
sheet indicators, and the results show that company size,
capital structure, and asset realization ability can make fi-
nancial risks change significantly. +is study shows that
nonfinancial indicators with a high degree of correlation
with corporate financial risks can be considered when
selecting early warning indicators. Literature [10] uses the
catastrophe theory to carry out financial risk early warning
and proves that it has certain applicability. Literature [11]
uses the BCC model of data envelopment analysis for index
analysis and risk prediction and compares it with the Z-score
model, which proves that the data envelopment analysis
method is suitable for financial risk early warning and has
higher accuracy. Literature [12] divides the deterioration
process of enterprise risk into latent, onset, and deterioration
periods and explores the omens of financial risks from the
perspectives of internal control and external environment
and proposes that enterprises should set up an alert mon-
itoring system. +e discussion of warning signs in this study
provides ideas for the selection of early warning indicators,
emphasizing the impact of external factors on corporate
financial risks. Literature [13] conducts text sentiment
analysis on the information related to listed companies on
the Internet through web crawler, forms sentiment indi-
cators, and constructs a financial risk early warning model
incorporating sentiment indicators. +is study takes senti-
ment indicators into consideration and provides ideas for
indicator selection from different perspectives. Literature
[14] proposes using partial least squares method to screen
early warning indicators, which proves that this method can
effectively improve the accuracy of model prediction, and
provides a new indicator screening method. Literature [15]
quantifies the emotional description in management dis-
cussion and analysis to form sentiment index and finds that
the model that introduces this sentiment index has a higher
classification accuracy, which proves that some effective
information in the management discussion and analysis can
predict the future performance level of the enterprise to a
certain extent. +is study takes into account the effect of
management discussion and analysis on early warning,
which enriches the perspective of indicator selection.
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Literature [16] draws the conclusion that property rights
ratio and equity net interest rate are two financial indicators
with strong early warning ability. Using the single financial
indicators of 19 companies to analyze, research on enterprise
financial risk early warning is conducted. +e early warning
research at this time is based on the direct corresponding
relationship between a single indicator and the financial risk
of the enterprise, and the relationship of each indicator is
relatively independent. Literature [17] is one of the intelli-
gent models of univariate financial risk early warning model
established by using 30 financial indicators. Literature [18]
uses statistical methods to build a financial risk early
warning model. Literature [19] researches and analyzes 66
companies from the perspectives of profitability, solvency,
and current ratio, establishes a Z-score model, uses financial
indicators and combines statistical methods, and uses
multivariate linear discrimination in financial risk early
warning method. +e model uses multiple variables for
analysis, which overcomes the shortcomings of the single-
variable model to a certain extent and is more
comprehensive.

3. Enterprise Financial Early Warning Process
Based on Intelligent Mathematical Model

+e integrity control of the approval process is reflected in
the three levels of control over the unit business, relevant
departments and positions, and approval efficiency and
approval quality. On the basis of constructing the pre-
warning indicators for the integrity of the administrative
expenditure approval process under the financial cloud
platform, after sorting out the corresponding indicator data,
scientific methods are needed to classify the data reasonably,
to decide the target process that requires early warning, and
to achieve the division of early warning levels.

K-means algorithm is a classic, simple, and fast clus-
tering algorithm and is often used in evaluation analysis.
According to the designed warning level, the sample data is
given for training and learning, so as to achieve a reasonable
classification of the sample data. +e classification of en-
terprise expenditure approval process integrity warning
needs to be given training data for unsupervised learning.
After that, the early warning indicators of various types of
data are analyzed and clustered, and the early warning levels
are divided.

In the early warning of the integrity of the enterprise
expenditure approval process, it is not necessary to know the
warning level of each sample data in advance but only the
number of categories that the data is finally divided into. In
this chapter, the early warning is set to four levels, namely,
level 1 early warning, level 2 early warning, level 3 early
warning, and complete, that is, K� 4. +e idea of K-means
clustering is roughly to randomly select K data from the
sample as the initial “cluster center.” It then calculates the
distances of the remaining samples to the “cluster centers,”
assigns them to the closest clusters, and finally recalculates
the “cluster centers” for each cluster. +e algorithm itself has
the function of optimization and iteration. It iteratively
corrects and prunes the existing clusters to determine the

clustering of the samples and finally classifies all the sample
data according to the similarity, which overcomes the un-
certainty of the clustering of a small number of samples.

+e samples are x(i) � x
(i)
1 , x

(i)
2 , . . . , x(i)

n  and x(j) �

x
(j)
1 , x

(j)
2 , . . . , x

(j)
n , where i, j � 1, 2, . . . , m represents the

number of samples and n represents the number of features.
+ere are three main methods for calculating the distance
from the sample to the “cluster center.”

3.1. )e Ordered Attribute Distance Is Used to Measure the
Minkowski Distance.
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Manhattan distance is the Minkowski distance at p � 1:
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Most of the datasets in this paper are continuous at-
tributes, so the Euclidean distance is used for calculation in
the algorithm.

3.2. Disordered Attribute Distance Metric VDM (Value Dif-
ference Metric).
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In the above formula, m(i)
u,xu

represents the number of
samples whose value is x(i)

u on attribute u, and mu,xu,i),z

represents the number of samples whose value is x(i)
u on

attribute u in the z-th sample cluster. VDMp(x(i)
u − x(i)

u )

represents the VDM distance between two discrete values
x(i)

u and x
(j)
u on attribute u.

3.3.)eMixedAttributeDistanceMeasure Is theCombination
of Order and Disorder.
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It contains nc ordered attributes and n − nc unordered
attributes.

Based on the steps of the K-means clustering algorithm,
this paper combines the characteristics of the enterprise
expenditure approval process integrity control early warning
process to construct the expenditure approval process in-
tegrity control early warning process, as shown in Figure 1.
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After extracting the early warning indicators of the in-
tegrity control of the enterprise expenditure approval pro-
cess, it is necessary to collect data according to the
characteristics of the samples. In order to fully re�ect the
integrity control of the enterprise expenditure approval
process, the coverage of the approval process, the e�ciency
of the approval process, and the quality of the approval
process are included in the scope of the sample character-
istics. In order tomeet the needs of early warning data for the
integrity control of the expenditure approval process, it is
necessary to collect portal information, fund approval, �-
nancial accounting, payment inquiry, expense reimburse-
ment, expenditure economic classi�cation, and other
module data related to expenditure approval records, pro-
cess settings, expenditure business classi�cation, and ex-
penditure audit post information from the expenditure
management database of the unit’s �nancial cloud platform.

e basic principle of the K-means clustering algorithm
is to set the clustering parameter K, randomly select K data
samples as the “cluster center,” and then calculate the dis-
tance between the remaining sample data and each “cluster
center” by the Euclidean formula. Finally, it assigns all the
data to the nearest cluster to achieve classi�cation. At the
same time, the algorithm will iteratively correct and prune
the clustering of the data samples on the basis of the existing
clustering and optimize the unreasonable parts of the initial
unsupervised learning sample classi�cation. e speci�c
process is shown in Figure 2.

3.3.1. �e Algorithm De�nes the Sample Dataset X. e
approval process integrity control early warning dataset after
cleaning and conversion is de�ned as sample
x(i) � x1(i), x2(i), . . . , xn(i),{ }, where i� 1,2, ..., m represents
the number of samples and n represents the number of
features.

3.3.2. �e Algorithm Sets the Clustering Parameter K.
e �rst step for K-means to implement clustering is to set
the clustering parameters. Since this chapter divides the
expenditure approval process integrity control early warning
into four levels, process integrity, level 3 early warning, level
2 early warning, and level 1 early warning, the clustering
parameter K� 4 is set.

3.3.3. �e Algorithm Speci�es the “Cluster Center”. e
number of clusters is 4, so 4 “cluster centers” need to be
speci�ed. ere are two ways to select “cluster centers”:
randommethod and longest distance method. Among them,
the longest distance method is to randomly designate a
sample in the sample dataset as the �rst “cluster center.”
en, the algorithm calculates the distance between the
remaining samples and the sample, selects the sample with
the farthest distance as the second “cluster center,” and so
on, until four “cluster centers” are selected, and the “cluster
center” is set to C; that is,

1. Collect and
clean the data of
the early warning

indicators

Extract the unit expenditure approval process, as well as the
expenditure data under each approval process, from the financial

cloud platform, while eliminating the blank, duplicate and invalid data

2. Pre-processing
of early warning

data

3. Create a
classification

model

4. Output the
clustering results

5. Division of
early warning

level

6. Realize early
warning

�e collated expenditure data characteristics are defined to generate
training sample datasets

Specify the number of clusters K=4, divide each sample data to the
cluster at the nearest distance according to the Euclidean distance, and

then achieve an unsupervised clustering of the sample data

Clustering results of the sample data are obtained

Compast and analyze the clustering results, and divide the early
warning levels

Send the corresponding early warning signal to the approval process
a�er dividing the early warning level

K-means cluster

Figure 1: Integrity control and early warning process of expenditure approval process based on K-means clustering algorithm.
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Ci � Ci1, C
i
2, . . . , C

i
n{ }, i � 1, 2, 3, 4. (6)

e algorithm uses the Euclidean distance formula to
calculate the distances from each data sample to the four
“cluster centers” in turn and assigns them to the nearest
cluster. e calculation formula is as follows:

disted x
(i), x(j)( ) � x(i) − x(j)

�����
�����2 �

�������������

∑
n

u�1
x(i)u − x(j)u
∣∣∣∣∣

∣∣∣∣∣
2

√√

. (7)

3.4.�eAlgorithmUpdates the “Cluster Center”. After all the
sample data are allocated, it is necessary to recalculate the
“cluster center” of the four types of data and calculate the
mean value of the sample data in each cluster. e calcu-
lation formula is

Ci �
1
ni
∑
x∈Ci

x, i � 1, 2, 3, 4. (8)

3.5. �e Algorithm Stops Iterating. In order to ensure the
quality of classi�cation, K-means clustering generally needs
to go through several iterations before the cluster center will
not change. It can be judged whether to stop the iteration by
specifying the number of iterations and setting the range of
cluster center variation. When specifying the number of

iterations, it stops when the number reaches the speci�ed
value. When setting the variation range ε of the cluster
center, when the distance between the new “cluster center”
and the old “center” is less than ε, it will stop running.

An important step in implementing C4.5 is to discretize
continuously valued data features. e given expenditure
data training sample set is D, and the continuous feature Ci
in the expenditure data has a di�erent value on the sample
set D. e C4.5 algorithm will deduplicate the value of
feature Ci and sort it in ascending order, marked as
C1
i , C

2
i , . . .C

n
i{ } . Taking the dividing point t in the value of

feature Ci, the training set D is divided into subsets D−
t and

D+
t . D

−
t contains data samples whose value of feature Ci is

less than t, and D+
t contains data samples whose value of

feature Ci is greater than t. e division result is the same
when the division point t takes any value in the adjacent
eigenvalue interval [Cmi , Cm+1i ). erefore, a set of candidate
division points contains n − 1 elements in a continuous
feature Ci in the expenditure data; the calculation formula is

TCi �
cmi + c

m+1
i

2
|1≤m≤ n − 1{ }. (9)

e partition node t is the midpoint of the adjacent
eigenvalue interval [Cmi , Cm+1i ).

e information gain of all the division points is cal-
culated, and the maximum value of the information gain is
selected as the best division point. e information gain of
this division point is the information gain of the node, thus
completing the discretization process. e information gain
calculation formula is

Gain D,Ci( ) � maxt∈TCiGain D,Ci, t( ) � maxt∈TCilnfo(D)

− ∑
λ∈ −,+{ }

Dλ
t

∣∣∣∣∣
∣∣∣∣∣

|D|
lnfo Dλ

t( ).

(10)

e data feature information gain calculation formula
for discrete values is the same as above.

After discretizing the features with continuous values,
the information entropy of all nodes needs to be calculated.
In the training set D, the information entropy calculation
formula of feature a is as follows:

Split Infoa(D) � −∑
n

j�1

Dj

∣∣∣∣∣
∣∣∣∣∣

|D|
log2

Dj

∣∣∣∣∣
∣∣∣∣∣

|D|
 . (11)

In the above formula, n is the number of values of feature
Ci, which can be expressed as Ci.1, Ci.2, . . .Ci.n{ }, and Dj is
the set of sample data in the dataset D where the value of
feature Ci is Ci.j.

e information gain rate is de�ned. e information
gain rate formula can be obtained as follows:

Gain Ratio(D, a) �
Gain(D, a)

SplitInfoa(D)
. (12)

e information gain rates of all nodes are compared,
and the node with the largest information gain rate will

Start

Set the cluster parameter,
K=4

Four sample data are
randomly specified as

"cluster centers"

Cluster: To calculate the distance of
the remaining sample data to the

"cluster center" successively

Recalculate "cluster center"

Whether the iterative stop
condition is reached

Output cluster results

End

Y

N

Figure 2: K-means algorithm’s clustering process.
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become the root node to divide the data feature. en, based
on the left and right branches of the root node, the infor-
mation gain rate is calculated for the remaining data fea-
tures, and the node with the largest gain rate is selected as the
next classi�cation node, thus recursing until all the datasets
are classi�ed.

Based on the steps of the C4.5 decision tree algorithm,
combined with the formulation basis of the enterprise ex-
penditure standard and the characteristics of the data, an
early warning process for the compliance control of the
expenditure standard is constructed, as shown in Figure 3.

is paper extracts various types of expenditure data
from the �nancial cloud platform of the unit, such as travel
expense schedule, conference fee schedule, and training fee
schedule. Moreover, this paper uses SQL statements to
process the extracted detailed data of various expenditures
and removes duplicates, missing values, and other data that
will a�ect the classi�cation results. At the same time, this
article deletes irrelevant �elds, such as bank account
number, entry time, reviewer, and other related �elds.

Discrete features such as expenditure category, expen-
diture details, personnel rank/activity category, and other
data feature values cannot be recognized by the algorithm
and need to be converted in advance and replaced with
ordered numbers like 1, 2, 3, and so on. For standard
compliance as the target attribute, 1 means compliance and 0
means noncompliance.

After the de�ned training sample set is connected to the
C4.5 algorithm, the algorithm �rst discretizes the contin-
uous data features in the expenditure data and realizes the
continuous feature discretization by calculating the optimal
splitting point. e algorithm then calculates the

information gain rate of each feature, selects the classi�-
cation node by the information gain rate, and generates a
decision tree iteratively. At the same time, the algorithm
generates various types of expenditure standards to follow
the classi�cation rules for situation prediction. e speci�c
process is shown in Figure 4.

e trained C4.5 decision tree algorithm can predict the
compliance with the expenditure standard of the actual
expenditure data of the unit. e early warning system will
issue early warning signals for data that do not meet the
expenditure standards and remind �nancial personnel to
check the relevant expenditure details, thereby strength-
ening the compliance control of corporate expenditure
standards.

On the basis of constructing early warning indicators for
rationality control of enterprise expenditures, after sorting
out the data of each early warning indicator, it is necessary to
use scienti�c methods to classify the rationality control data
of expenditures and divide the early warning levels.

Self-organizing feature map network, also known as
Kohonen network, is an unsupervised, competitive learning
clustering algorithm. Kohonen uses feature mapping to
achieve dimensionality reduction of data and reduces high-
dimensional data to low-dimensional space for display
through geometric relationships. Compared with the non-
neural network clustering algorithm, Kohonen has better
robustness, high e�ciency, and good clustering e�ect. e
Kohonen neural network is used to perform unsupervised
clustering on the data of the rationality control of basic
expenditures of various institutions and secondary units
within the enterprise. According to the clustering results, the
data characteristics of each cluster are analyzed, the warning

1, Expenditure
data collection
and cleaning

Extract all kinds of expenditure data from the unit cloud financial
platform, delete blank, duplicate data and field with no use.

2. Define the
sample data

3, Decision tree

4. Generate the
classification rules

5. Use the actual data to
realize the expenditure
standard compliance

control and early warning

According to the early warning indicators, the characteristics of the
collected expenditure data are transformed and defined to produce the

training data set

�e training dataset is imported to train the input expenditure data
features to generate a decision tree

Get the classification rules of various expense standards

Predict the expenditure standard of the actual data according to the
classification rules, so as to achieve the early warning

C4.5 Decision tree algorithm

Figure 3: Expenditure standard compliance control early warning process based on C4.5 decision tree algorithm.
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levels are divided, and the warning labels are marked on the
clustering results. e Kohonen algorithm’s steps are
summarized as follows:

(1) e algorithm initializes the network, neighborhood
radius r0, learning rate lr, and other parameters and
randomly initializes the connection weight wij(i �

Start

Import the expenditure
dataset

Create a junction

Determine whether the pending expenditure dataset
is in the same category

Determine whether the pending expenditure data
feature attribute is continuous

Continuous feature
discretization treatment

The information entropy Info () is
calculated for various characteristics of the

expenditure data

Calculate the information gain of expenditure data on
various characteristics

Calculate split information of expenditure data on
various characteristics

Calculate the information gain rate of expenditure data
on various characteristics

The expenditure data features with the highest information gain rate are
selected as split nodes and split datasets

Output a subset of the data after the splitting

Return node as leaf node and mark the expenditure
standard follows

The decision tree is post-pruned to generate a new
decision tree

End

N

Y

N

N

Y

Figure 4: Classi�cation process of expenditure standard compliance based on C4.5 algorithm.
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1, 2, . . . , n; j � 1, 2, . . . , m) between the input layer
node and the competition layer node.

(2) +e algorithm inputs training samples and assumes
that the input data is an n-dimensional vector, X �

(x1, x2, . . . xn) has m output nodes, and the total
competition layer is g. +e algorithm uses the Eu-
clidean distance calculation method to calculate the
distance dj from the sample to each output node and
selects the node corresponding to the minimum
distance as the winning node v. +e distance cal-
culation formula is

dj � X − Wij

�����

����� �

�����������



n

i�1
xi − ωij 

2




, (i � 1, 2, . . . , n; j � 1, 2, . . . , m).

(13)

+rough steps (1) and (2), the winning neuron can be
obtained, that is, the central position of the topo-
logical field in the competition layer.

(3) +e algorithm determines the neighborhood of
neuron V:

Nv(j) � j| find norm posj, posv < r ; j � 1, 2, . . . , m. (14)

In the above formula, posj, posv are the locations of
neurons V and j, respectively, and r is the neigh-
borhood radius. +e ownership values in the
neighborhood are corrected according to the ob-
tained neighborhood.

(4) +e algorithm modifies the weights according to the
weight learning rules, and the change of the weights
is

dw � lr∗a2∗(x − w). (15)

In the above formula, lr represents the learning rate,
and function a2 is determined by the neuron spacing
d, the output a, and the learning neighborhood size r:

a2(i, q) �

1, a(i, q) � 1

0.5, a(j, q) � 1AndD(i, j)≤ r

0, other

⎧⎪⎪⎨

⎪⎪⎩
. (16)

(5) +e algorithm performs reinput and repeats steps
(2), (3), and (4) until the end of training.

On the basis of raw data training, experience can be
accumulated, so as to realize the rapid classification of ex-
penditure rationality control data. After the clustering is
completed, the data characteristics of the clustering results
are analyzed and the warning level is calibrated.

After the clustering is completed, it is necessary to
identify and train the calibrated expenditure rationality
control data and finally realize the early warning of basic
expenditure rationality control. SVM, also known as Sup-
port Vector Machine, is a supervised learning algorithm
commonly used for linear regression and classification.

Moreover, the SVM algorithm uses the kernel function to
realize high-dimensional space mapping and maximizes the
interval between the sample and the decision surface, and
the classification idea is simple and effective. In addition, the
SVM algorithm has strong generalization ability and can be
trained and learned based on a small amount of data. +e
steps to implement the SVM algorithm are as follows:

(1) +e algorithm inputs training samples:

X � x1, y1( , x2, y2( , . . . xn, yn(  . (17)

In the above formula, xi represents the training
sample point, yi represents the category of the
sample, and i � 1, 2, . . . , n, n is the number of sam-
ples in the training set.

(2) +e algorithm selects the applicable kernel function
and parameters.

(3) +e algorithm constructs the convex quadratic
programming problem and solves it.

s.t. 
n

i�1
yiai � 0. (18)

In the above formula, 0≤ ai ≤C, i � 1, 2, . . . , n, and
the final solution is a∗ � (a∗1 , a∗1 , a∗2 , . . . , a∗n )T.

(4) +e algorithm calculates b∗, where a∗i is the com-
ponent of a∗ in interval (0, C).

(5) Decision function is constructed:

f(x) � sgn(g(x)),

(x) � 

n

i�1
yia
∗
i k xi, x(  + b

∗ (19)

and, on the basis of verifying the sample data, the
algorithm judges the category of x by the value of
f(x).

(6) +e algorithm judges whether the classification error
meets the expectation. If it is satisfied, then the al-
gorithm outputs the result and the algorithm ends.
However, if it is not satisfied, the algorithm returns
to step (2) to repeat the above process.

Based on the characteristics of enterprise basic expen-
diture rationality control early warning data, the expenditure
rationality control early warning process based on Kohonen-
SVM combined classifier is shown in Figure 5.

+rough the analysis of the rational control of the basic
expenditure of the enterprise, this paper sorts out eight early
warning indicators: the size of the unit’s jurisdiction, the
number of employees in the unit, the type of expenditure,
the amount of expenditure, the proportion of expenditure in
the same period, the historical growth rate in the same
period, the expenditure per capita, and the rate of incom-
plete/excess expenditure. After that, this paper assigns the
early warning indicators and normalizes them. +e
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eigenvalues of early warning indicators such as the size of the
unit’s jurisdiction, the number of employees in the unit, and
the amount of expenditure are processed as decimals be-
tween (0, 1). e processing formula is

xi �
xi − xmin

xmax − xmin
. (20)

4. Intelligent Enterprise Financial Early
Warning Model

e �nancial crisis of a company generally goes through
three stages: the latent stage, the development stage, and the
deterioration stage. e purpose of constructing �nancial
early warning is to remind the company that it should take

1. Define the
sample data

A�er completing the data collection and cleaning, the selected 8 early
warning indicators are assigned and normalized as the network input

layer to form the training data set

2, Kohonen
cluster

3, Cluster results
classification

labels

4, Form a
compressed
training set

5, SVM training
test

6. Early warning
of the rationality

of the forecast
expenditure

Design the output layer, initialize parameters, input training dataset to
train the Kohonen algorithm to achieve unsupervised clustering

Analyze and compare the clustering results generated by the Kohonen
training, divide the early warning level of the early warning data of

various expenditure rationality control, and classify labels.

�e resulting rough class results are selected to form better
compressed datasets

�e compressed training set with classification labels is input to train
the SVM algorithm

�e training and test warning model can be applied to the warning of
the actual data within the unit

Kohonen cluster

SVM algorithm

Figure 5: Early warning process of enterprise expenditure rationality control based on Kohonen-SVM combination classi�er.

Internal and
external risk
factors of the

company

Indicator
calculation

Early warning
model

Critical value
comparison

Police source
judgment

Strategies

Implementation of
Strategies

Implementation
of effect

evaluation

�e perfection of the
early warning system

Figure 6: Internal principle of �nancial early warning.
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corresponding measures to prevent it before the company
has a crisis.e process of the company’s �nancial crisis is as
follows: the warning source causes the warning situation, the
warning situation evolves and deteriorates, and the warning
signs appear. erefore, the �nancial early warning system
constructed in this paper will reverse the mentioned process.
Its internal principle is shown in Figure 6.

In order to assess whether a company has the ability to
adapt to the changing economic environment and seize good
investment opportunities, early warning on a�ordability
meets this requirement. A�ordability refers to the degree of
matching between the cash generated by the various ac-
tivities of the enterprise and the cash required by the en-
terprise. If the enterprise’s ability to pay is stronger, that is,
the cash generated by the enterprise can meet its own needs,
it does not need to borrow money from banks or take other
ways to raise funds. When a good investment opportunity
arises, the company has enough cash to seize the opportunity
and gain income. On the contrary, when an enterprise needs

cash, it can only raise funds from the outside, which is called
weak ability to pay. If this is the case for a long time, the
enterprise will face a large amount of debt, and the pressure
to repay the debt will gradually increase, which will ulti-
mately a�ect the viability of the enterprise. e �nancial
early warning indicator system based on cash �ow is shown
in Figure 7.

is paper uses the enterprise �nancial early warning
model based on the intelligent mathematical model for
simulation research and evaluates the �nancial data pro-
cessing and �nancial early warning e�ect of the model in this
paper, and the results shown in Table 1 and 2 are obtained,
respectively.

From the above research, it can be seen that the en-
terprise �nancial early warning model based on the intel-
ligent mathematical model proposed in this paper can play
an important role in the �nancial management of enterprises
and e�ectively improve the ability to cope with �nancial
risks of enterprises.

Financial early warning
index system of Kelun

Pharmaceutical based on
cash flow

Financial
early warning
indicators of
cash capacity

Financial
early warning
indicators of

solvency

Profit quality of
financial early

warning
indicators

Financial
early warning
indicators of

payment
capacity

Sales cash flow ratio

Total assets cash ratio

Net operating cash flow per share

Net cash flow growth rate

Cash inflow-in-outflow ratio

Depreciation and amortization impact ratio

Cash ratio

Total debt cash ratio

Cash interest guarantee multiple

Current liability ratio of cash flow

Net profit operating cash ratio

Operating profit cash receipt ratio

Sales cash receipt rate

Operating index

Cash flow deviation from the standard ratio

Cash reinvestment ratio

Purchase and payment rate

Cash dividend guarantee multiple

External financing ratio

Cash meets the investment interest rate

Figure 7: Financial early warning indicator system.
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5. Conclusion

If an enterprise has a financial crisis, it will not only cause
serious economic and reputation losses to the enterprise
itself but also cause more serious harm to investors, cred-
itors, and shareholders. Moreover, it leads to losses in in-
dustries related to the benefit chain and even negatively
affects the entire industry in which the stock is located. In the

face of such a huge securities market, how to effectively
control these listed companies and maintain the normal
operation of the market has become an arduous and im-
portant task. At present, most listed companies are mainly
manifested by poor cash flow liquidity, unreasonable capital
structure, flooding of related-party transactions in the in-
dustry, and ineffective company management systems. +is
paper analyzes the enterprise financial early warning com-
bined with the intelligent mathematical model and con-
structs an intelligent financial early warning model. +e
experimental research results show that the enterprise fi-
nancial early warning model based on the intelligent
mathematical model proposed in this paper can play an
important role in the enterprise financial management and
effectively improve the ability of the enterprise to cope with
financial risks.
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With the popularization of information technology, multimedia teaching has been widely used in universities as a new form of
classroom teaching. In this paper, based on the classroom process, 12 evaluation indexes are initially obtained from three
dimensions of “courseware, classroom teaching, and classroom e�ect,” which are reduced to 7 core indexes and evaluated
comprehensively by using the rough set theory (RS), and the evaluation results are used as input data for simulation training of the
BP neural network. �e RS-BP neural evaluation model of multimedia classroom teaching e�ect (MCTE) is successfully trained,
and �nally �ve nonuniversities are selected for empirical research. �e empirical study shows that this model has certain ap-
plicability when MCTE is such a nonlinear problem and can provide reference for the quality evaluation and improvement of
multimedia teaching. �e model in this study has certain practical value, but the index system is not comprehensive enough, the
training data is insu�cient, and the model maturity still needs further improvement.

1. Introduction

With the advent of the information age, the rapid develop-
ment of science and technology has accelerated the updating
of knowledge in the �eld of education, and the traditional
teaching mode and teaching methods have failed to meet the
needs of modern teaching and the requirements of current
social, economic, and cultura development [1]. Multimedia
classroom teaching (MCT), as a product of the combination
of computer technology and current education technology,
can be rich in teaching content and vivid teaching forms
applied in teaching. �e application of modern education
technology can fully reveal the subjectivity of students,
through contextual design and writing learning, and promote
students’ active thinking and exploration, so that students
become the main body of information processing in the
learning process. Practice has proved that multimedia
teaching has the characteristics of image, diversity, and in-
tuition, which can stimulate students’ interest in learning and
play a fairly important role in deepening classroom teaching
reform, improving teaching quality and comprehensively
improving students’ comprehensive quality.

Most of the current studies on MCT stay on partial
improvement, lacking holistic research, and are not dis-
tinguished from traditional classroom teaching evaluation in
terms of evaluation [2]. Compared with traditional class-
room teaching, MCTpays more attention to and emphasizes
the process of students’ independent participation and self-
learning, while teachers provide students with a self-learning
environment through multimedia teaching means, so that
students can rise from perceptual to rational understanding
and realize the unity of educational regularity and purpose
[3]. �e teaching evaluation system is a comprehensive
examination of teaching quality, and the evaluation of
teaching activities is a correct evaluation derived from the
teaching objectives and through technical analysis methods
[4]. �erefore, it is necessary to establish a scienti�c and
reasonable evaluation system of MCT.

�e evaluation of teaching quality is one of the most
important aspects of teaching and learning, and Caballero
(2017) states that online resources as a new vehicle for
knowledge fragmentation and contextualization reform can
be very useful for optimizing teaching and learning [5]. �e
multimedia classroom allows for “self-directed learning
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strategies,” motivating students with a variety of learning
strategies that allow them to discover the teaching context
[6]. In this environment, online teaching is a key infor-
mation resource for students’ independent learning. In re-
cent years, the development of information processing
technologies has accelerated the expansion of online in-
structional databases, bringing a wealth of information to
students and teachers [7]. To address the main problems of
application in multimedia teaching, Yong (2020) proposed
an online classroom visual data tracking system combined
with an advanced data mining-based tracking quality
evaluation method [8]. Representing, analyzing, interpret-
ing, and teaching evaluation results can make evaluation
play a more important role in teaching level evaluation
activities [9]. Ke (2021) pointed out that building a multi-
media classroom evaluation index system for universities
should be combined with the era of 5G multimedia network,
and the evaluation process should include steps such as data
collection, analysis, result output, and result feedback [10].

In terms of evaluation index system construction, Hiary
used hierarchical analysis to construct an importance matrix
and then determined the teaching quality evaluation index
system [11]. Liu pointed out that teaching quality evaluation
indexes should include teaching goal evaluation, teaching
program evaluation, teaching process evaluation, and
teaching effect evaluation [12]. Khedif et al. used a fuzzy
mathematical mining algorithm to analyze the satisfaction of
teaching quality and derived key indicators affecting
teaching evaluation [13]. Liu proposed a hybrid intelligent
algorithm based on the genetic algorithm and back-
propagation neural network to evaluate teaching quality and
proved that this evaluation method is effective and rea-
sonable [14]. Kuriakose introduced feature selection based
on certain evaluation criteria to preprocess the initial data
and optimize from the original feature set to the low-Witt
levy set to reduce data redundancy [15]. Ji et al. pointed out
the role of functional selection of rough set neural networks
that can be effectively applied to the solution of evaluation
models [16]. Considering the advantages of rough sets and
neural networks in evaluation [17], this study uses RS-BP
neural networks to analyze MCTE evaluation indexes in
order to establish a better MCTE evaluation index system
and provide more accurate evaluation.

2. Evaluation Index System of MCTE

Multimedia classroom teaching evaluation should be guided
by modern education theory and modern education eval-
uation theory, and on the basis of determining evaluation
subjects and evaluation methods, the evaluation index
system should be finally formed after repeated discussion
and modifications using the Delphi method.

In the evaluation index system designed in this paper, the
evaluation subjects should have a close relationship with
teaching quality, including students, peer teachers, experts,
and teachers themselves. Students’ evaluation refers to
students’ effective value evaluation through their partici-
pation in classroom teaching practice. )e effectiveness of
teaching in terms of meeting classroom teaching objectives,

the demand for teaching contents, students’ classroom
participation, students’ adaptation to learning, and students’
adaptation to learning can be reflected in students’ evalu-
ation results. Peer teachers, on the other hand, are able to
consider the effectiveness of teachers’ teaching in terms of
the subject characteristics of their teaching, mastery of new
knowledge, teaching style, and teaching ideology. Expert
evaluation means that the school hires connoisseurs to assess
the level and quality of teachers’ teaching, to evaluate the
quality of teachers’ teaching by listening to classes with
them, and to make a rational evaluation of teachers’ teaching
from the perspective of subject development and overall
training of students’ quality. Teacher self-evaluation is to ask
the evaluated teachers to evaluate their own performance
according to the evaluation principles and against the
evaluation standards, so as to fully mobilize teachers’ en-
thusiasm and initiative and then to play the functions of
teacher evaluation such as motivation, development, and
management.

)e multimedia teaching evaluation index system is to
make various kinds of indicators specific and behavioral, so
that teaching evaluation is measurable. Teaching evaluation
is not a single-factor judgment work; it is multidimensional
and is a process of multiple factors interacting and influ-
encing each other. After the initial determination of the
evaluation indexes, through several times using the Delphi
method for revision and improvement, it is clear that the
first-level indicators of multimedia classroom teaching
evaluation include multimedia courseware, classroom
teaching process, and classroom teaching effect, and the
specific evaluation indexes are shown in Table 1. Multimedia
courseware in the classroom teaching process is an insep-
arable whole, which embodies the teaching ideas, classroom
teaching design, and teaching content and belongs to the
static multimedia classroom presentation. Multimedia
classroom teaching is a dynamic organizational process,
using courseware to achieve multimedia teaching.

)e evaluation criteria of multimedia courseware should
reflect teaching meaning, logic, and operability and make
use of the interactivity, control, and nonlinearity of multi-
media computers to diversify and three-dimension Alize the
teaching process.)e quality of multimedia courseware is an
important aspect to measure the actual teaching value and
teaching effect, which is not only designed to the teaching
design idea, teaching content, teaching plan design inten-
tion, and other pedagogical issues but also involves the
technicality and artistry of courseware design and use. In
addition, the economy of the courseware production is also a
factor that must be verified in teaching evaluation. )e
pedagogical nature of the courseware should be reflected in
the delivery of the teaching content specified in the syllabus
and the unique teaching function of the multimedia
courseware on the basis of achieving the expected teaching
objectives. Technicality is mainly reflected in the main-
tainability and stability of the courseware and its ease of use
in operation. Artistic is to the beauty and coordination of
pictures, text, sound, and images of the courseware, that is,
the relevant elements of multimedia courseware need to
conform to the laws of aesthetics, to make the presentation
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of content with artistic expression and infectious power
without violating the premise of science and education.
Economy means that the production of courseware should
follow the principle of minimum cost or the law of maxi-
mum value. Specific indicators include pedagogical A11,
technical A12, artistic A13, and economic A14.

Multimedia classroom teaching is a dynamic process of
implementing classroom programs using multimedia
courseware. Although it differs from the traditional class-
room, there are still commonalities in the basic objectives,
basic rules, and basic requirements of classroom teaching.
)erefore, in the evaluation of multimedia classroom
teaching process, it is necessary to emphasize the coordi-
nation of classroom teaching and the use of various media
and the openness of information sources and the evaluation
of creative ability and comprehensive application ability, so
that teachers can grasp the systematic and holistic nature of
teaching. )e specific indicators include five aspects:
teaching attitude A21, teaching content A22, teaching ability

A23, teaching organization A24, and multimedia operation
A25.

)e evaluation of multimedia teaching effectiveness
needs to consider the determination of comprehensive
qualitative indicators and requires direct feedback from
learners on relevant information.)e overall effectiveness of
instruction includes student classroom interactions, student
work completion, and value judgments on quantified results
based on instructional goals. Learning evaluation is an
important part of teaching design, which can measure the
behavioral changes of students at different stages of teaching,
and teachers understand the learning status of students by
evaluating them. Multimedia teaching effectiveness evalu-
ation indexes mainly include student attendance A31,
classroom teacher-student interaction A32, and teaching
effectiveness A33 (Figure 1).

)e above evaluation index system can summarize the
actual situation of multimedia classroom teaching in a more
comprehensive way. Using the data of multimedia teaching

Table 1: Explanation of Cantonese teaching evaluation index.

Index Explanation
A11 Pedagogical: the delivery of the teaching content specified in the syllabus
A12 Technical: the maintainability and stability of the courseware and its ease of use in operation
A13 Artistic: the beauty and coordination of pictures, text, sound and images of the courseware
A14 Economic: the production should follow the principle of minimum cost or the law of maximum value
A21 Teaching attitude: the teacher’s enthusiasm for lesson preparation and lessons, etc.
A22 Teaching content: whether the teaching content is adequate and relevant to reality
A23 Teaching ability: teachers’ teaching experience and teaching of important and difficult points
A24 Teaching organization: the teacher’s familiarity with the course content and how it is delivered before, during, and after the class
A25 Multimedia operation: teachers’ proficiency in the operation of multimedia-related machines and technologies

A31
Student attendance: calculate the number of students in the class divided by the total number of students by means of a random

classroom check
A32 Classroom teacher-student interaction: classroom activity, teacher-student question, and answer situation
A33 Teaching effectiveness: students’ scores and overall quality improvement

Pedagogical A11

Technical A12

Artistic A13

Economic A14

Teaching attitude A21

Teaching content A22

Teaching ability A23

Teaching organization A24

Multimedia operation A25

Student attendance A31

Classroom teacher-student interaction A32

Teaching effectiveness A33

Multimedia
courseware A1

Multimedia
classroom

teaching A2

Multimedia
teaching

effectiveness A3

Index System

Figure 1: Evaluation index system of multimedia classroom teaching.
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effect evaluation indexes as the input samples of the eval-
uation model, the evaluation of multimedia classroom
teaching effect can be realized.

3. Evaluation Model of MCTE

3.1. Rough Set �eory (RS). RS theory is able to analyze and
reason about some incomplete information, discover the
implied knowledge, and reveal the potential patterns among
the data. Since the rough set method does not require any a
priori information when dealing with uncertain information
)e theory is able to analyze and infer some incomplete
information based only on the observed data, discover the
implied knowledge, and reveal the potential patterns among
the data. )erefore, it is more objective than conventional
methods in the description and treatment of uncertainty
problems.

Due to the advantages of RS such as attribute simplifi-
cation, objectivity, and reduction of computational pressure,
the research on optimization and evaluation of index system
based on RS has gradually becomes one of the hot spots in
academia and is widely used in many fields such as man-
agement, sociology, and economics. )e working principle
of rough set theory formulti-indicator evaluation is based on
data mining: first, removing the redundant indicators by
combining the attribute simplification principle to obtain
the core indicators, then calculating the objective weight of
each indicator according to the importance of each core
indicator, and then obtaining the comprehensive score of
each evaluation object.

Generally, the core of RS is the approximation of
unclear, or undefined, knowledge based on existing
knowledge [18]. In RS theory, an information system can
be represented by a quadruple S � (U, A, V, f), where U is
the universe of discourse, that is, the nonempty finite set
of evaluation objects; A is the attribute set, containing the
condition attribute C and the decision attribute D; V is the
value range of the attribute set; f is the mapping rela-
tionship. )e calculation process of the importance of C

to D is

sig(c, C, D) � rc(D) − rc− (C)(D)

�
PosC(D)


 − PosC− (C)(D)




|U|
,

(1)

where C � (c1, c2, . . . cn) stands for conditional attribute set;
sig(c, C, D) stands for importance; and Pos stands for the
positive region of the variable. )e weight of the condition
attribute is

w
c
n �

sig(c, C, D)


z
l�1 sig c1, C, D( 

. (2)

)e dependence of D on C is calculated:

rc(D) �



PosC(y)n




|U|
. (3)

Similarly, the dependence of D on the remaining c is
achieved by decreasing:

rc− ck
(D) �




Posc− ck
(y)n





|U|
. (4)

From this, the final importance of each conditional at-
tribute can be obtained:

ID ck(  � rD(D) − rc− ck
(D). (5)

)e weight of the conditional attribute can be obtained
by normalization: ωi � (IDi/


IDi). In the process of de-

termining the index weight, the introduction of RS to im-
prove the content with greater interference and noise and
weaken the influence of subjective experience factors can
objectively solve the problems caused by some uncertain
factors.

3.2. BP Neural Network. A typical BP neural network
consists of three layers: input, hidden, and output. During
forward propagation, the learning samples enter from the
input layer and are calculated layer by layer through the
hidden layer to reach the output layer. If the output layer
does not get the expected output, it will be back-propagated;
back-propagation is from the output layer back through the
hidden layer. In the process of the input layer, during the
training process, the output error is reduced by continuously
modifying the neuron weights of each layer until the desired
output target value is reached.

Give a training set D � (x1, y1), (x2, y2), . . . , (xn, yn) ,
xi ∈ Rd, yi ∈ Rl. In order to facilitate the derivation of
equations, Figure 2 is given for illustration. )e weight
between input layer i and hidden layer h is ωih, and the
weight between hidden layer h and output layer j is vhj. )e
input received by the h-th hidden layer neuron is αh. )e
input received by the j-th output layer neuron is βj. All
activation functions θ are sigmoid. )e underlying index
information in the evaluation index system is used as the
input vector of the BP neural network, and the corre-
sponding desired output value is used as the output vector.
)e network is trained with the sample data, different input
vectors get different output values, and the output values are
compared with the expected values, when the error is less
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Figure 2: Description of the neural network structure.
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than a set value, the neural network model training is
completed.

3.3. MCTE Evaluation Model Based on the RS-BP Method.
Combined with the RS theory and the principle of BP neural
network, the steps of the MCTE evaluation model con-
structed in this paper are shown in Figure 3:

(1) Obtain the source data by means of a questionnaire
and conduct reliability and validity tests on the data
to ensure the rationality of the questionnaire design
and the data

(2) Discrete preprocessing of the source data by the
equal width method

(3) Apply the principle of attribute importance to de-
termine the weights of each core evaluation index

(4) Conduct comprehensive evaluation ofMCTE quality
based on RS

(5) According to the comprehensive evaluation results,
constitute learning samples to input into the BP
neural network for learning training and generate
the RS-BP neural network evaluation model of
MCTE after the training is completed and then use
the evaluation model to evaluate other multimedia
classes

4. Experimental Results

4.1. Data Preprocessing. In order to obtain qualified quali-
tative data, this study selects students and teachers from five
different universities (HU, HE, HN, HP, and ST) in Hebei
Province as the research object. In order to improve the
professionalism and participation of the questionnaire, we
conducted a visit survey. A total of 350 questionnaires were

distributed, and 314 questionnaires were recovered. After
dealing with outliers through SPSS, 309 valid questionnaires
were obtained, with an effective rate of 88.29%.

)e reliability and validity test results of the question-
naire are shown in Tables 2 and 3. )e Cronbach’s α of each
questionnaire is above 0.9, the KMO coefficient is 0.935, and
the P value is 0.000. )is shows that the internal consistency
of each questionnaire is good, the structural design is rea-
sonable and can better reflect the content of the required
survey, and the questionnaire has high reliability in the
above universities. In this paper, the equal width method is
used to discretize all data. Let the interval number n� 3, the
maximum value of data is Max, theminimum value of data is
Min, and then the width of each interval is (Max− Min)/n.
)erefore, the value of the first interval is 0, the second is 1,
and the third is 2.

4.2. Comprehensive Evaluation Based on RS. Attribute re-
duction based on the importance of attributes is the core
concept in rough set theory. Redundant information that has
no value in the original data and can be deleted through

Questionnaire

Determine the survey object,
method and content

Design and issue questionnaires

Reliability and Validity Analysis

Recovery questionnaires
Obtain the data source and

establish the sample database

Verify the rationality of
the questionnaire 

Rough Set

Source data
discretization 

Equal width method

Determine index
weight 

Attribute importance

Comprehensive
evaluation 

RS theory

BP neural
network 

Establish
sample database 

Training data

Testing data

MCET evaluation model

Hidden OutputInput
θ θ

θθ

… ……

Figure 3: Evaluation model generation process.

Table 2: Internal consistency test results.

HU HE HN HP ST
Cronbach’s α 0.944 0.938 0.932 0.921 0.917

Table 3: Tests of KMO and Bartlett.

Kaiser–Meyer–Olkinmeasure of sampling adequacy 0.935

Bartlett sphericity test
Approximate chi-square 10142.46

df 498
Sig. .000
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reduction, so as to simplify the indicators and obtain the core
evaluation indicators. )e genetic algorithm provided by
MATLAB is used for reduction to remove redundant index
attributes, and the reduced results are shown in Table 4;
using the core evaluation index to evaluate has the same
effect as the original evaluation index.

Based on the RS theory and method, the MCTE of the
above five colleges are evaluated. )e weight of the core
evaluation index is calculated by the RS theory and method,
as shown in Table 4.

)e comprehensive score of MCTE of each school is
shown in Table 5. )is paper uses the equal width method to
divide the comprehensive score. )e lowest comprehensive
score is 1, the highest comprehensive score is 5, the number
of intervals is 4 (4–5, 3–4, 2–3, 1–2), and the evaluation
grades are IV, III, II, and I. )e comprehensive scores of HE,
HN, and HP are 3.7547, 3.5731, and 3.6561, respectively,
belonging to grade III; while the score of HU and ST are
2.7368 and 2.8694, respectively, belonging to grade II.

4.3. Training and Evaluation of the BP Neural Network.
In the five schools, 15 evaluation data (60 in total) are se-
lected to form the BP neural network test and evaluation
sample database, and the remaining evaluation data (249 in
total) form the learning and training sample database. )e
proportion of training set and verification set is 8 : 2.

Firstly, MATLAB is used to program and construct a
7× 3×1 neural network. For the three-layer BP neural
network model, the tansig function is selected as the neuron
transfer function in the middle hidden layer, the logsig
function is selected as the neuron in the output layer, the
trainlm function with the largest memory demand and the
fastest convergence speed is selected as the network training
function, the maximum number of iterations is set to 10000
times, the display step size is 50, the learning efficiency is
0.05, and the target error is set to be less than 0.0001. )e
initial weights and thresholds are random numbers. )en,
249 training samples are input into the BP neural network
model for training and learning, and the error target is
achieved after 56 iterations. )e BP neural network model
after training is called MCTE evaluation model based on the
RS-BP neural network in this paper.

In order to verify the rationality and advantages of this
model, we choose two other common machine learning
methods: support vector machine (SVM) and random forest
(RF) to compare and analyze the accuracy of the model. )e

accuracy comparison between the model training set and the
verification set is shown in Figure 4 and 5. In general, the
statistical data in this paper have strong discrimination,
which also shows that MCTE is suitable for machine
learning evaluation. )e accuracy of the BP neural network,
SVM and RF methods in the training set is very high,
reaching 98.12%, 96.77%, and 96.56%, respectively. How-
ever, the average accuracy on the validation set is 95.23% and
88.74% And, 83.19%, which shows that SVM and RF have
different degrees of over fitting and also reflects the ad-
vantages of BP neural network when the sample data in-
crease. )e accuracy of the model shows that, under the BP
neural network method, the MCTE score of each school is
almost the same as the comprehensive evaluation score,
which has certain accuracy and feasibility. It is proved that
the RS-BP neural network model can be used in the eval-
uation of MCTE in other universities.

)e MCTE core evaluation index and comprehensive
evaluation model constructed in this paper provide a ref-
erence for university managers and teachers to improve the
efficiency of multimedia teaching. In the multimedia
classroom, the communication between teachers and stu-
dents, teaching ability, and the artistry of courseware have
the highest weight, which should also be the focus of uni-
versities. With the development of automatic speech

Table 4: Weight of core indicators.

Index A11 A13 A22 A23 A25 A32 A33

Weight 0.1273 0.1514 0.1511 0.1514 0.1447 0.1522 0.1219

Table 5: Comprehensive score of MCTE.

Evaluation object HU HE HN HP ST
Score 2.7368 3.7547 3.5731 3.6561 2.8694
Grade II III III III II 70 75 80 85 90 95 100
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Figure 4: Accuracy comparison in the training set.
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Figure 5: Accuracy comparison in the testing set.
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recognition and other technologies, teachers can combine
courseware with emerging technologies, which can not only
enhance their interest but also improve the effective com-
munication between teachers and students.

MCTE evaluation is a means of teaching quality mon-
itoring. Its purpose is to help teachers find out the advan-
tages and disadvantages in teaching, make them develop
their strengths and avoid their weaknesses in teaching, and
constantly improve teaching, so as to achieve the goal of
teaching and educating people. Teachers can analyze the
current shortcomings through the evaluation results, adjust
their knowledge structure and ability structure, and con-
stantly improve their teaching methods and teaching quality.
)e ideal feedback time should be before the end of the final
exam of the semester and the holiday, so that teachers can
adjust and improve their teaching with reference to the
feedback results when preparing the course of the next
semester, so as to achieve an immediate effect. )e school
will adjust the training mode with the change of social needs
for talents. Similarly, MCTE evaluation indicators should
also comply with the development of the times and monitor
and guide teachers’ teaching quality.

5. Conclusion

)e evaluation of multimedia teaching is a systematic and
complex project. We should pay attention to the accuracy
of content and the effectiveness and guidance of teaching,
so as to scientifically and reasonably control the teaching
progress and finally promote the construction of students’
knowledge.

Based on the use process of multimedia in efficient
classroom, this paper obtains 12 evaluation indexes suitable
for MECT from the five dimensions of courseware, class-
room, and teaching effect. After attribute reduction by RS
theory, it is 7 core indexes, which reduces the input di-
mension of the BP neural network, saves training time, and
has higher network convergence.

RS does not need a priori data, so it is used to determine
the weight of core evaluation indexes, which effectively
overcomes the problem of relying too much on the sub-
jective weight of expert experience and knowledge in tra-
ditional evaluation methods. After RS evaluation, Hu and ST
are rated as II. It is necessary to take improvement measures
from the above seven evaluation indexes.

)e practical application of the RS-BP neural network
evaluation model in five typical colleges and universities in
Hebei Province shows that the model has certain feasibility.
)e model can be applied to MCTE evaluation of other
colleges and universities, help teachers obtain classroom
performance, and play a guiding role in improving the
overall effect of the course and students’ achievement.

Due to the limitations of time, energy, and conditions,
the research done in this paper still needs to be improved. In
the future research, it is also necessary to conduct large-scale
empirical research, modify, and improve the index system to
make it more scientific, reasonable, and more suitable for
teaching practice. Based on this research, we can also im-
prove the multimedia technology combined with the

intelligent voice system, so as to improve the overall level of
MCTE in universities.
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In order to improve the e ect of sports culture construction in colleges and universities, this study combines intelligent in-
formation management technology to analyze the path of sports culture construction in colleges and universities and builds an
intelligent system to assist the construction of sports culture in colleges and universities. Moreover, this study describes the
oversampling SMOTE algorithm for imbalanced datasets, proposes speci�c problems that need to be solved to optimize the
SMOTE algorithm, and provides a uni�ed classi�cation model for the classi�cation of imbalanced datasets. In addition, this study
constructs a college sports culture construction platform based on intelligent information management technology. According to
the simulation research results, it can be seen that the college sports culture construction platform based on intelligent information
management technology proposed in this study has a good sports culture construction e ect.

1. Introduction

College sports culture has broad and narrow meanings. In a
broad sense, college body culture refers to the sum of sports
material and sports spirit created by students and teachers in
the process of learning and living in the speci�c environment
of colleges and universities. In a narrow sense, college sports
culture is the sports wealth, sports value, sports essence,
sports ability, and sports behavior jointly created by college
teachers and students in practice [1]. College sports culture
has formed a unique value in college culture, which has an
irreplaceable role for college students to develop a correct
concept of �tness and establish a lifelong awareness of
physical exercise. Moreover, it has become a bright window
for colleges and universities to disseminate college infor-
mation, render college brands, and improve college func-
tions and play an increasingly important role in the
inheritance and development of college culture [2].

Information environment is information behavior,
which usually refers to the sum of all natural and social
factors related to human information activities. It mainly
means that it occurs in the information environment and is
in�uenced and restricted by the information environment

and, at the same time, a ects and changes the information
environment through its own initiative and creativity. �ere
are many aspects to sports information. It mainly includes
sports management and decision-making, sports teaching
and training, sports competition and training, sports science
and technology, sports economic industry, sports venue
equipment, and sports spiritual civilization construction and
many other aspects of information, as well as various sports
news and other aspects [3].

�e dissemination of college sports information pro-
motes the formation of college sports culture by forming an
information environment that relies on the participants in
college sports activities. In this process, the in�uence of
sports information environment on sports culture is man-
ifested through its role in the cycle of campus sports culture.
�e information environment of college sports culture is an
environment system composed of sports related informa-
tion, language, and meaning. In the study of cultural rep-
resentation by western scholars, “cultural circulation” is
regarded as the main practice method of producing culture.
�is cycle has a regular e ect on both the social cultural
system and the subcultural system based on a speci�c group.
�e cycle of culture includes the identi�cation of groups in a
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specific culture, the rules of value, the production of culture,
and group behavior, as well as the representation process of
the abstract concept of culture in a specific way. &e con-
struction of the information environment in the sports
culture of colleges and universities is the basic problem of
how the meaning expression, the value norm, and the sports
culture are represented at the behavioral level among the
sports culture groups.

&is study analyzes the path of college sports culture
construction based on intelligent information management
technology, constructs an intelligent system to assist the
construction of college sports culture, and promotes the
dissemination and development of college sports culture.

2. Related Work

Although there are many definitions of the concept of sports
culture, it is still in the stage of a hundred schools of thought
contending and a hundred flowers blooming. Different
scholars and experts have their own opinions and views [4].
&ành et al. [5] explain campus sports culture as follows:
“campus sports culture is based on the campus as the space,
with the participation of students and teachers as the main
body, with physical exercises as the means, and a variety of
physical exercise programs as the main content, with unique
performance, a form of group culture.” Petrov et al. [6]
believe that campus sports culture can be expressed in
various forms, including morning exercises, interclass ex-
ercises, after-school group activities, training of high-level
sports teams, and small and diverse sports competitions,
distinctive sports lectures and reports, sports skills perfor-
mances, and school sports festivals. Hua et al. [7] put for-
ward its own point of view on campus sports culture: “the
real connotation of campus sports culture is to pursue the
combination of sports and humanistic spirit, through par-
ticipating in various sports activities, to have a healthy
physique and sports ethics, and to form a harmonious social
value. Concept: achieve the coordination and unity of spirit,
ideal, morality, knowledge, personality, and body and guide
students to become complete people in the true sense.” Aso
et al. [8] believe that campus sports culture should be un-
derstood from four aspects. First is campus sports culture
ideological. It contains the spirit of sports, that is, the spirit
of struggle in life, the spirit of unity and cooperation, the
spirit of mutual help and friendship, etc. Second is the
materiality of campus sports culture. It contains various
sports facilities and equipment on campus, students’ own
sports equipment and clothing, etc. &ird is the behavior
(practice) of campus sports culture. It includes students’
various fitness activities, physical education, and sports
competitions. Fourth is the dissemination of sports culture
on campus which is inspirational, including the visual
stimulation of students and the content of conversation.
Campus sports culture is explained in the literature [9] as
“campus sports culture is developed by the mutual influence,
integration, penetration, and promotion of campus culture
and sports culture and certain social politics, economy,
culture, education, sports, etc. It is based on its conditions. It
is the sum of sportsmanship and wealth jointly created by all

teachers, students, and employees in practice. It has pro-
found connotations and rich denotations.” All definitions
are only conditional and relative meanings and can never
include connections to all aspects of a fully developed
phenomenon. &e above scholars have different definitions
and expressions of the concept of campus sports culture,
which to a certain extent shows that the definition of campus
sports culture is still in the stage of improvement [10]. We
can understand campus sports culture as follows: campus
sports culture is the general goal of teachers, students, and
employees in the specific environment of the school to
complete the school’s teaching and training tasks. It takes
physical exercise as the basic means and is manifested in
various forms [11]. Sports culture is mainly based on the
sports values of school teachers and students, as well as the
material form, institutional form, and thinking form
revealed by the implementation of these values. Campus
sports culture is an important part of social culture. It is the
product of mutual influence, fusion, penetration, and pro-
motion of sports culture and campus culture. It belongs to a
special and complex subculture form [12].

With the in-depth advancement of quality education and
people’s new understanding of physical education, the
school sports culture festival has been given a new historical
mission, that is, to replace the traditional school sports
meeting. As we all know, school sports meet is the best
carrier to spread values and an effective means to stimulate
students’ interest in sports. However, traditional school
sports meet is influenced by the idea of competition-cen-
tered and only focuses on exploring human’s biological
potential and pursuing human’s physiological limit.
Catching less and releasing more, ignoring all students, thus
depriving the majority of students the right to participate
equally, obliterating the essential difference between com-
petitive sports and school sports, and resulting in a mis-
alignment of the school sports meeting so that a few people
do and many people see, there is a strange phenomenon that
most people have nothing to do. &erefore, there are mis-
understandings in understanding and misunderstandings in
operation in the traditional school sports meeting [13].

Zarkeshev and Csiszár [14] believe that the reason why
sports is a culture is that sports culture is a unique way for
human beings to grasp the world, a compound condition for
the existence of human society, and an intermediary system
for human self-relatedness.&emost basic means of sports is
to recreate human body functions through physical activi-
ties, thereby improving human beings themselves. Secondly,
sports create dual conditions for people’s survival and de-
velopment needs by improving people’s physical and mental
development and improving people’s ability to control
nature. McNally et al. [15] believe that sports culture not
only is the core of sports, the fundamental way, and the
method of physical and mental exercise and entertainment
but also accompanied by the way of economic activities and
business operations, political and diplomatic activities,
sports literature and art activities, media communication
and news, sports venues and equipment and other cultural
phenomena, and prominent and unique human culture.
Sports culture can be summarized through the origin,
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development, and inheritance of sports culture. Hwang and
Choi [16] emphasize that sports culture is a set of the
normative system and the value system established on the
basis of various social sports activities. &e content of
people’s needs for sports, ideas, theoretical methods, and
other ideological forms and various sports activities exter-
nalized in the real world, as well as the organizational forms
of activities, the norms of activities, and the facilities are
composed, including a variety of complex spiritual and
material factors. Overall, Korniyenko and Galata [17] wrote
sports activities usually serve people for a long time in the
form of direct feelings and deep impressions. It belongs to
the dynamic mode of sports venue construction and other
forms. It is a static way to covertly transmits sports cultural
information to teachers and students, which contains great
ability and continues to influence the sports behavior of
teachers and students.

3. Intelligent Information
Management Technology

When processing an imbalanced dataset, the oversampling
method balances the dataset by increasing the number of
samples in the minority class dataset to improve the pro-
cessing effect of the imbalanced dataset. &e SMOTE al-
gorithm conducts data-level research on imbalanced
datasets and achieves very good conclusions. Its theoretical
framework and main points are introduced in the following.

We assume that a dataset (training sample) has two types
of data (the reality is far more complicated than this; we only
take the simplest case as an example). If the numbers be-
tween the two types of data are basically similar and the
boundaries are clear, it is called a balanced dataset. A plot of
the balanced dataset represented by a 2D plane is shown in
Figure 1(a).

From Figure 1(a), we can see that the number of a type of
data represented by a circle is basically similar to that of a
type of data represented by a five-pointed star, and the
boundaries between the two are clear and easy to distinguish.
Such datasets are called balanced datasets.

If the number of one type of data in the dataset is much
more than the number of another type of data, we call the
type of data with a larger number of data as themajority class
sample (generally also called the negative class sample).
However, a class of data with a small number of data is called
a minority class sample (generally can also be called a
positive class sample). It can be seen that the imbalanced
dataset is that the number of a certain type of data in the
dataset is far less than the number of data contained in other
types of data. &e two-dimensional representation of this
association for an imbalanced dataset is shown in
Figure 1(b).

From Figure 1(b), we can see that, in the imbalanced
dataset, there is a large gap in the amount of data between the
two types of data. &e data of the minority class are far less
than the data of the majority class, and the boundaries
between the data classes are often unclear (as shown in
Figure 1(b), the two types of data in the square have

intersection), which increases the difficulty of data
classification.

&e main purpose of the SMOTE algorithm is to balance
the dataset by increasing the number of minority class
samples. &e basic idea is described as follows.

We assume an imbalanced dataset, and for each data
sample X in the minority class sample, search its nearest
neighbor K samples (the K nearest neighbor samples belong
to the minority class sample). We assume that the
upsampling ratio of the dataset is n; then, randomly select n
samples from the K nearest neighbor samples (there must be
K> n) and record these n samples as y1, y2, . . . , yn. &e
associated data samples X and yi are subjected to the cor-
responding random interpolation operation through the
association formula between X and yi(i � 1, 2, . . . . . . , n),
and the interpolation sample pi is obtained. In this way, for
each data sample, n corresponding minority class samples
are constructed.

&e interpolation formula is shown as follows [18]:

pi � X + rand(0, 1)
∗

yi − X( , i � 1, 2, . . . , n, (1)

where X represents the data sample in the minority class,
rand(0, 1) represents a random number in the interval (0, 1),
and yi represents the ith of the n nearest neighbors of the
data sample X.

&e sampling ratio n depends on the imbalance degree
of the dataset, which calculates the imbalanced level (IL)
between the majority class and the minority class of the
dataset. &e calculation formula of sampling ratio n is
shown as

n � round(IL), (2)

where round (IL) represents the value obtained by rounding
IL. &rough the above interpolation operation, the majority
class samples and minority class samples can be effectively
balanced, thereby improving the classification accuracy of
imbalanced datasets.

Formula (1) can be interpreted with a simple example,
which has appeared in many literature studies. We assume a
two-dimensional dataset and take one of the data sample
points X; its coordinate point is (9, 5), the random value of
round (0, 1) is set to 0.6, and the coordinate value of a nearest
neighbor sample point y3 of X is set to (3, 7). &e repre-
sentation of the data sample X and its K nearest neighbors is
shown in Figure 2.

From Figure 2, we know that the 5 nearest neighbor data
samples of the data sample X(9, 5) are (y1, y2, y3, y4, y5),
and now, the sampling operation is performed between X
and the nearest neighbor y3.

&en, according to formulas (1) and (2), we can obtain
[19]

p3 � X + rand(0, 1)
∗

y3 − X( ,

� (9, 5) + 0.6∗((3, 7) − (9, 5)),

� (9, 5) +(− 3.6, 1.2),

� (5.4, 6.2).

(3)

&at is, our constructed interpolation is P3(5.4, 6.2).
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�e entire interpolation process of constructing new
data is represented on the two-dimensional coordinate axis,
as shown in Figure 3.

From Figure 3, we can see that the sampling of the
SMOTE algorithm is to perform random interpolation on
the connection between the data sample point X and its
nearest neighbor data sample. �is approach can be thought
of as linear interpolation, but is a huge improvement over
simply duplicating the original data samples.

We go on to introduce a more obviously imbalanced
dataset. We assume that there are 25 samples in the
majority class and 7 samples in the minority class in this
dataset. �e data distribution of the dataset is shown in
Figure 4(a) [20].

As can be seen from Figure 4(a), in the imbalanced
dataset, there is a large gap between the majority class
samples and the minority class samples. If data classi�cation
is performed in this case, it will seriously reduce the accuracy
of data classi�cation. �erefore, we need to use the SMOTE
algorithm to oversample the unbalanced data. According to
the basic principle of the SMOTE algorithm and formula (2),
we know that the sampling ratio of the algorithm is 4 so that
the minority class samples can reach the same number of
data as the majority class samples. We take one of the points
as an example, and the result after processing by the SMOTE
algorithm is shown in Figure 4(b).

In Figure 4(b), circles represent minority classes, squares
represent majority classes, and triangles represent synthetic
data. From the �gure, we can see that if an original data
sample is selected for the interpolation operation of its
nearest neighbors, all the interpolations are on a certain
connection line between the original sample and its nearest
neighbor.

Figure 4(c) shows the result after the entire minority
class dataset is processed. It can be seen from Figure 4(c) that
the minority class and the majority class basically reach a
balance. Due to the sampling ratio, the minority class has
more data samples than the majority class, which means
that, after the minority class is oversampled, the

(a)

Minority class
Majority class

(b)

Figure 1: Representation of the dataset. (a) Representation diagram of the balanced dataset. (b) Representation diagram of imbalanced
dataset.

y3 (3, 7)

x3 (9, 5)

y2

y4

y5

y1

Figure 2: Representation of data sample X and its K nearest
neighbors.

Minority class
Majority class

y3 (3, 7)

x (9, 5)
y4

y2

y1

y5

P3 (5.4, 6.2)

Figure 3: Interpolation principle of SMOTE algorithm.
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oversampled dataset needs to be processed to make the
dataset reasonable.

�rough the basic theory of the SMOTE algorithm and
the analysis of the imbalanced dataset before oversampling,
it can be seen that the SMOTE imbalanced data over-
sampling algorithm is mainly improved from the following
two points:

(1) It reduces the limitations and blindness of the
SMOTE unbalanced data oversampling algorithm
in the sampling process. �e previous sampling
method of the SMOTE algorithm was a random
upsampling method, which can balance the
dataset, but due to the serious lack of principles of
random sampling, the sampling e ect is not ideal.
�e SMOTE unbalanced data oversampling algo-
rithm uses the basic mathematical theory of linear
interpolation. For the data sample x, it selects the K
samples of its nearest neighbors and then con-
structs the data purposefully according to certain
mathematical rules, which can e ectively avoid
blindness and limitations.

(2) �e phenomenon of over�tting is e ectively re-
duced. �e traditional oversampling technique
adopts the method of duplicating data, which leads
to over�tting due to the reduction of the decision
domain during the sampling process. �e SMOTE
algorithm can e ectively avoid this defect.

However, although the SMOTE algorithm has been
greatly improved over the previous oversampling method,
there are still some shortcomings to be improved, which are
embodied in the following three aspects:

(1) �e validity of interpolation: considering the criti-
cality of the K nearest neighbor samples of the SMOTE
algorithm, if there are some sample hash points, the in-
terpolated sample will appear in the middle of the hash
points. �is calls into question the validity of the interpo-
lated samples, as shown in Figure 5.

It can be seen from Figure 5 that, among the synthetic
samples p1 and p2, p1 is a relatively reasonable synthetic
sample, but the validity of p2 is still open to question. p2 is in
the data range of most classes; this kind of synthetic data will

not only fail to improve the classi�cation accuracy of the
data but also will become the noise of the dataset, which will
seriously a ect the classi�cation of the dataset.

(2) Fuzzy positive and negative class boundaries: if a
negative class sample is on the edge of a minority class
dataset, performing SMOTE interpolation may result in a
nearby “arti�cial” sample that is also on the edge. Moreover,
due to the randomness of K nearest neighbor interpolation,
this marginalization will gradually increase, thereby blurring
the positive and negative class boundaries, as shown in
Figure 6(a).

From Figure 6(a), we can see that because a minority
class sample is an edge sample, with the increase of synthetic
data, this edge data become more and more, and �nally, the
boundary between the minority class and the majority class
is gradually blurred.

(3)�e distribution of minority class data is a ected. For
some minority data, there is a certain distribution pattern,
and the SMOTE algorithm will gradually blur this distri-
bution, causing the distribution pattern of the dataset to be
changed. �e SMOTE algorithm operates on all minority
class samples. When there is an outlier problem, if this

(a) (b) (c)

Figure 4: Example of a dataset. (a) Example of imbalanced dataset. (b) Oversampling of a data. (c) Complete oversampling.

Minority class

Majority class
Synthetic sample

y2

p2

p1

y1

x

Figure 5: E ectiveness of interpolation.
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particularity is not considered, it is di£cult to avoid the
in�uence of noise on the minority class classi�cation e ect,
as shown in Figure 6(b).

From Figure 6(b), we can see that the minority class
forms an obvious data distribution pattern. If the SMOTE
algorithm is used to oversample it, the situation shown in
Figure 6(c) may occur.

From Figure 6(c), we can see that the obvious distri-
bution pattern of the data that existed before is gradually
blurred by the synthetic data, which will lead to deviations in
the distribution pattern of the minority data, or even be
completely changed, and ultimately a ect the classi�cation
e ect of the data.

�e above is a brief overview and analysis of the SMOTE
algorithm. �e following will focus on clustering and ran-
dom forest. Euclidean distance, is a commonly used de�-
nition of distance. �e calculation formula of Euclidean
distance is as follows.

�e Euclidean distance between two points a(x1, y1) and
b(x2, y2) on a two-dimensional plane is shown as

dab �
�������������������
x1 − x2( )2 + y1 − y2( )2

√
. (4)

�e Euclidean distance between two points a(x1, y1, z1)
and b(x2, y2, z2) in three-dimensional space is shown as

dab �
�����������������������������
x1 − x2( )2 + y1 − y2( )2 + z1 − z2( )2

√
. (5)

�e Euclidean distance between two n-dimensional
vectors a(x11, x12, . . . , x1n) and b(x21, x22, . . . , x2n) is shown
as

dab �

�������������

∑
n

k�1
x1k − x2k( )2

√√

. (6)

In this study, the K-means algorithm combined with the
SMOTE algorithm is selected among many clustering al-
gorithms to preprocess the imbalanced dataset. Studies have

shown that this combination can e ectively make up for the
shortcomings of the SMOTE algorithm and improve the
classi�cation accuracy of unbalanced data. Next, we will
brie�y introduce and analyze the K-means clustering
algorithm.

For a set of test datasets x1, x2, . . . , xn{ }, each test data is
an h-dimensional vector. If k data are taken from the dataset
by a speci�c method as the starting cluster center, each data
point represents a cluster; there are k clusters c1, c2, . . . , ck{ }
in total. �e degree of relationship between other arbitrary
test data p ∈ ci, (i � 1, 2, . . . , k) and the cluster is repre-
sented by Euclidean distance so that the classi�cation
process satis�es minc∑

k
i�1∑xj ∈ ci‖xj − ui‖

2, where ui is the
cluster center of ci.

After obtaining the complete k clusters, it recalculates the
cluster center and replaces the original cluster center with it
and repeats the above process until the maximum number of
iterations is reached or the di erence between the two
Euclidean distances is less than a given threshold.

�ere are two points worth paying attention to in this
algorithm: one is the selection of the k value and the other is
the placement of random cluster centers.

Random forests are learning models used to solve pre-
diction problems. Based onG decision trees, a random forest
is generated using an ensemble learning model, and each
decision tree is a basic classi�er. �e entire classi�cation
result will be voted based on the classi�cation results of
di erent decision trees and then will be output by random
forest.

�e description of G decision trees is shown as

h X, θk( ), k � 1, 2, . . . , G{ }, (7)

where G is the number of decision trees contained in the
random forest and θk{ } represents an independent and
identically distributed random vector. For the white variable
X, G decision trees will be classi�ed, and then, the optimal
classi�cation result will be selected. �e classi�cation result
is shown as

Minority class
Majority class
Synthetic sample

(a)

Minority class

(b)

Minority class
Synthetic sample

(c)

Figure 6: Data sample distribution. (a) Fuzzy positive and negative class boundaries. (b) Minority class samples. (c) Data distribution after
oversampling.
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Figure 7: Classi�cation structure diagram of random forest.

Platform 
administrator interface

Presentation
layer:

Operator
interface User interface

Archive data
maintenance

Management
layer:

Archive 
information

retrieval

Archives
information

statistics

Archive
 information

database
Data layer:

(a)

Cultural
information
management

platform

Archives
information

Archive information
retrieval

Platform
management

IP management

Column
management

Archive release
management

Retrieve results
feedback

User application
submission

Modify all kinds of
archival information

All kinds of archival
information release

(b)

Figure 8: College sports culture construction platform based on intelligent information management technology. (a) System structure
construction diagram. (b) Functional module structure diagram.

Mathematical Problems in Engineering 7



G(x) � argmaxY 

k

i�1
I hi(x) � Y( , (8)

where G(x) represents the overall random forest model, and
the final result is given by voting, and I(∗ ) is the indicative
function of the classifier. &e overall classification model
represents a single classification model of a decision tree
through an indicative function. hi represents a single clas-
sification model, and Y is the output variable of the decision
tree classification result.

For random forest, its training and classification process
can be regarded as a collection of multiple decision tree
training and classification. In the process of training and
classification, it can be said that the decision trees are in-
dependent of each other, so their training and classification
are also independent of each other, which enables parallel
design to reduce program time. &e decision diagram of
random forest is shown in Figure 7.

From Figure 7, we can see that the random forest
randomly samples the training data and finally establishes
the relevant decision tree model. Moreover, it classifies the
test data by establishing G decision tree models, obtains G

decision results, and votes the G decision results to obtain
the final classification result.

4. The Construction of College Sports Culture
Based on Intelligent Information
Management Technology

&e platform design includes a three-layer framework of
presentation layer, management layer, and data layer. &e
presentation layer includes administrators, operators, and
ordinary users to meet the different requirements of various

users. &e management layer includes archive data main-
tenance, archive information retrieval, and archive infor-
mation statistics, which is the technical core of the platform,
responsible for managing and maintaining the data security
of various archive information of sports culture and
reviewing user identities and retrieval access rights. &e data
layer refers to the database of various archives’ information
of sports culture, which is the core of the data information of
the platform. &e three-layer frame structure relies on each
other to form an organically connected whole, which pro-
motes the benign operation and sustainable development of
the platform, as shown in Figure 8(a).

&e platform management module is mainly used for
system maintenance of various functions of the platform. It
mainly includes file publisher management, column
management, and IP management. Among them, file
publisher management refers to the setting and mainte-
nance of the file publisher’s file information publishing
authority. Column management is mainly used for the
management, maintenance, and statistics of the file in-
formation of each column section of the platform. IP
management is mainly responsible for reviewing the eli-
gibility review and screening of readers and users to visit
the platform to check and submit messages to ensure the
security of the platform (Figure 8(b)).

After constructing the above system platform, this study
evaluates the effect of the college sports culture construction
platform based on intelligent information management
technology and counts the effect of intelligent information
management of sports culture and the effect of sports culture
construction. &e results shown in Tables 1 and 2 are
obtained.

From the above research, we can see that the college
sports culture construction platform based on intelligent

Table 1: &e effect of intelligent information management of sports culture.

Number Cultural management Number Cultural management Number Cultural management
1 78.28 24 76.11 47 74.25
2 75.81 25 66.42 48 78.25
3 67.50 26 75.96 49 73.22
4 68.88 27 71.61 50 72.89
5 71.59 28 74.32 51 76.02
6 76.45 29 69.03 52 76.89
7 77.10 30 74.28 53 71.40
8 78.40 31 69.07 54 71.82
9 69.91 32 74.26 55 69.21
10 76.44 33 66.84 56 69.85
11 74.30 34 78.25 57 66.56
12 68.93 35 73.15 58 78.94
13 77.59 36 69.35 59 75.77
14 68.57 37 67.40 60 77.79
15 78.10 38 69.28 61 73.06
16 68.63 39 76.91 62 73.09
17 69.07 40 69.30 63 77.78
18 71.82 41 75.34 64 73.02
19 66.20 42 73.65 65 75.13
20 70.83 43 76.06 66 71.71
21 77.72 44 71.41 67 71.14
22 72.53 45 68.41 68 77.27
23 73.00 46 72.18
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information management technology proposed in this study
has a good sports culture construction effect.

5. Conclusion

Good college sports communication channels will play a
positive role in promoting the construction of college sports
culture. Moreover, good publicity and promotion is an
important carrier for inheriting college sports culture.
&rough multichannel, multiperspective, three-dimen-
sional, and all-round systematic publicity, it is more con-
ducive to promote the integration of college sports and
culture, so as to form a rapid and effective communication of
college sports culture. At the same time, college sports
culture has a special environment. It takes teachers and
students as the main body and physical exercises as the main
means. Only by continuously promoting the selection and
reconstruction between campus sports and campus culture,
it can continuously build itself and gather the “intersection
point” of the integration of the two. &is intersection should
not only show the manifestation of campus culture but also
reflect the important content of college sports culture. &is
study analyzes the path of college sports culture construction
based on intelligent information management technology
and builds an intelligent system to assist the construction of
college sports culture. &e research results show that the
college sports culture construction platform based on in-
telligent information management technology proposed in
this study has a good sports culture construction effect.
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Based on the fuzzy comprehensive evaluation theory, a continuous triangular fuzzy quantitative landscape satisfaction evaluation
index is used to comprehensively evaluate the landscape satisfaction of Zhengzhou People’s Park. By using the factor analysis
method to determine the weight of the evaluation index, an index system of urban park landscape satisfaction evaluation is
constructed. And the important expression performance quadrant analysis of the landscape satisfaction evaluation index is
combined with the IPA analysis method to propose the improvement of urban park landscape satisfaction. �e fuzzy-IPA
combination model provides a new way for the satisfaction evaluation of urban park landscape.

1. Introduction

Greenland of urban park is an important part of the urban
green space system and ecological infrastructure, as well as
an important place for public leisure and recreation [1]. �e
current sustained and rapid economic growth has
accelerated the urbanization process and the construction of
urban parks which have developed rapidly. As an important
indicator to measure the level of landscape quality in urban
parks, landscape satisfaction directly re�ects the public’s
recognition of the park landscape [2]. At present, foreign
research on satisfaction evaluation mainly constructs eval-
uation models to measure through expectation di�erences,
service quality and performance, and nondi�erential scores
[3]; the quantitative research on satisfaction evaluation in
Chinamainly uses methods, such as hierarchical analysis [4],
grey correlation analysis [5], neural network analysis [6],
and factor analysis. Satisfaction evaluation of urban park
landscape is a comprehensive evaluation combining quali-
tative and quantitative aspects. As the evaluation index of
park landscape is featured with multiobjective and com-
pound attributes, the objectivity of landscape and the
subjectivity of landscape cognition [7–9] shall be considered
during the evaluation process. A scienti�c and reasonable

satisfaction evaluation of urban park landscape can help to
improve the overall landscape quality of urban parks.

Fuzzy comprehensive evaluation uses fuzzy mathematics
theory to make an overall evaluation of things or objects that
are a�ected by multiple factors [10]. �e fuzzy mathematical
algorithm is used for quantitative evaluation to provide a basis
for correct decision-making, and it is suitable for solving
various nondeterministic problems [11]. �ere is subjectivity,
randomness, and fuzziness in the perception of evaluation
indicators by respondents in the process of landscape satis-
faction evaluation, while the change levels of evaluation in-
dicators are usually expressed by discrete values, such as the
Likert attitude scale, ignoring the continuity between changes
[12]. In the fuzzy comprehensive evaluation, the rating of
evaluation indicators is nondiscrete; there is a continuous
bu�er area and the evaluation scores show “ambiguous” in the
fuzzy region [13, 14]. Proposed by Martilla and James in 1977
[15], importance-performance analysis (IPA) is a simple,
intuitive, and easy-to-use method that is widely used in
quality assessment in various services and will be more widely
used in the development and application of tourism �eld.�e
IPA analysis method simply compares the importance of each
impact factor with the actual satisfaction of the audience and
analyzes the real evaluation results of these impact factors.
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,is study uses continuous triangular fuzzy numerical
values to quantify comments based on the triangular fuzzy
evaluation theory, converts the triangular fuzzy evaluation
values of landscape satisfaction indicators into logical values
based on the de-fuzzy rule, constructs the evaluation index
system of urban park landscape satisfaction with factor
analysis, determines the weights of evaluation indicators,
and derives quadrant analysis of the satisfaction value and
the weight value of evaluation indicators by combining with
importance-performance analysis (IPA), the optimization,
management, and sustainability of urban park landscape in
the future provides scientific guidance that combines
quantitative and qualitative.

2. Overview of the Study Area

Zhengzhou People’s Park is located on the west of North
Erqi Road in the center of the city, and it is built after
liberation on the basis of Peng Gong Ancestral Hall and Hu
Gong Ancestral Hall, with an advantageous geographical
location and convenient transportation around. ,e park
covers an area of 30.14 hectares, including 3.37 hectares of
water bodies and 25.41 hectares of green space, with a
green space ratio of 83.2% and a green coverage rate of
92.5%. It consists of 11 scenic spots, such as the Bonsai
Garden, Magnolia Garden, Begonia Garden, Peony Gar-
den, European Garden, Cherry Garden, and Bamboo
Garden, and is the largest comprehensive park in the
downtown area of Zhengzhou. ,e park is rich in vege-
tation and has a natural environment, a large area of
garden landscapes. Its planning and design focus on the
inheritance of history and culture and the use of Chinese
gardening techniques, with a reasonable layout and
complete functions, making it an important place for
public leisure and entertainment.

3. Research Methodology and Data Source

3.1.QuestionnaireDesignandSampleAnalysis. ,e design of
the questionnaire mainly includes three parts: the first part is
the basic information of the respondents, including gender,
age, education, occupation; the second part is the evaluation
variable survey based on triangular fuzzy judgment; the third
part is the urban park landscape satisfaction evaluation
index system and overall satisfaction. Satisfaction evaluation
indicators and overall satisfaction were measured using 5-
level comment variables: very satisfied (VS), satisfied (S), fair
(F), unsatisfied (US), and very unsatisfied (VUS).

After designing, the questionnaire was distributed on
the online platforms. Fifty questionnaires were randomly
selected from the returned questionnaires for pre-survey,
and the results were fed back into the detailed design of the
questionnaire and the revision and improvement of the
questions to form the final questionnaire. ,e question-
naire was distributed at the east, west, and south gates of
Zhengzhou People’s Park to the public who came to the
park from 5 to 8 December 2020. A total of 230 ques-
tionnaires were distributed and 203 were returned, of
which 186 were valid, with an efficiency rate of 91.6%. ,e

statistical analysis showed that 47.3% of the respondents
were male and 52.7% were female, mainly young- and
middle-aged people with relatively high education level,
and 62.4% of the respondents had obtained college edu-
cation or above.

3.2. FuzzyComprehensive Evaluation ofQuestionnaire Rubric
Variables. ,e triangular fuzzy values were used in the
questionnaire to describe the rubric variables and classified
the rubric variables into five evaluation levels [16]: very
satisfied (VS), satisfied (S), fair (F), unsatisfied (US), and
very unsatisfied (VUS) (Figure 1).

Due to the variability of the respondents in terms of
gender, age, occupation, and education, their perceived
judgments of the comment variables were not exactly the
same. ,e law of fuzzification (equation 1) was applied to
calculate the mean triangular fuzzy values of the respon-
dents’ descriptions of the comment variables in the valid
questionnaire as the respondents’ perceived levels of the
comment variables (Table 1):
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where Ak denotes the triangular fuzzy value of the kth
variable, Ai

k denotes the perceived level of the kth variable by
the ith respondent, a

(i)
k1 , a

(i)
k2 , and a

(i)
k3 denote the low, me-

dium, and high values of the triangular fuzzy value, re-
spectively, n denotes the number of respondents, and k
denotes the number of comment variables.

3.3. Evaluation of Evaluation Indicators and Overall
Satisfaction. Based on the triangular fuzzification of the
comment variables, the law of fuzzification (Eq. 2 and Eq. 3)
was applied to make overall evaluation to the evaluation
indicators and overall landscape satisfaction in combination
with the results of the valid questionnaire, whose triangular
fuzzy values were defuzzified (Eq. 4), and the weighted
average method was applied to calculate the triangular fuzzy
values and logical values of the item layer (Table 2):
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where Aj denotes the triangular fuzzy value of the jth
evaluation indicator, Ai

j denotes the ith respondent’s per-
ception of the jth evaluation indicator, a

(i)
j1 , a

(i)
j2 , and a

(i)
j3

denote the low, medium, and high values of the triangular
fuzzy value of Ai

j, respectively, n denotes the number of
respondents, and m denotes the number of landscape sat-
isfaction evaluation indicators.
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where TS denotes the respondents’ perception of overall
landscape satisfaction, TSi denotes the ith respondent’s
perception of overall landscape satisfaction, TS

(i)
1 , TS

(i)
2 , and

TS
(i)
3 denote the low, medium, and high values of the tri-

angular fuzzy value of TSi, respectively, and n denotes the
number of respondents.

VA � a1 + 2a2 + a3( 

4
, (4)

where VA denotes the logical value of the fuzzy value
A(a1, a2, a3).

3.4. Construction of Satisfaction Evaluation System of Urban
Park Landscape. In order to ensure the reliability of the
index data and reduce the influence of subjective judgment
on the evaluation results, during constructing the satisfac-
tion evaluation system of urban park landscape, the factor
analysis method is used to test the reliability and validity of
the evaluation data.

Table 2: Fuzzy value and logic value of urban park landscape satisfaction.

Item level Triangle fuzzy
value of item level

Item-level
logical
value

Evaluation
index level

Triangular fuzzy value
of

evaluation index

Logical value of
evaluation
index

Environmental
satisfaction

(57.24, 76.75,
90.60) 75.33

Environmental coordination (57.30, 76.91, 90.82) 75.48
Visual aesthetics of the

environment (57.53, 77.13, 90.98) 75.69

Ecological suitability (56.88, 76.21, 90.02) 74.83

Facility satisfaction (29.36, 47.51,
66.20) 47.64

Recreational facilities (33.70, 52.89, 71.36) 52.71
Guide facility (29.92, 47.95, 66.42) 48.06

Publicity service facilities (24.45, 41.70, 60.81) 42.17

Traffic satisfaction (35.05, 53.91,
71.88) 53.69

Road paving design (30.11, 48.45, 67.15) 48.54
Barrier-free design (36.47, 55.30, 72.97) 55.01

Traffic organization rationality (38.58, 57.97, 75.53) 57.51

Site satisfaction (47.46, 66.94,
82.80) 66.03

Location rationality (47.95, 67.26, 82.91) 66.35
Functional diversity (41.59, 61.16, 78.30) 60.55
Site participation (52.83, 72.39, 87.19) 71.20

Space satisfaction (40.25, 59.23,
76.23) 58.74

Scale rationality (41.65, 60.33, 76.84) 59.79
Spatial variability (35.03, 54.12, 72.28) 53.89

Sense of space security (44.07, 63.25, 79.57) 62.53

Overall satisfaction (51.22, 71.34,
86.85) 70.19

F(u)

VUS US F S VS

0
0

1

25 50 75 100 U

Figure 1: ,e cognitive levels of the ith respondent on the evaluation variables.

Table 1: ,e triangle fuzzy variables.

Comment variables Low value Medium value High value
VUS 0 6.05 23.04
US 6.72 24.14 47.23
F 27.83 49.09 69.81
S 52.58 75.59 93.01
VS 78.44 92.72 100
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,e test to the evaluation indicators of satisfaction of
urban park landscape by reliability analysis in SPSS 22.0
showed that Cronbach’s alpha reliability value was 0.931,
indicating the reliability of the questionnaire was good [17].
,e test to the survey data by KMO and Bartlett’s spherical
test showed that the KMO value was 0.902, which was
greater than 0.7, indicating that the structural validity of the
questionnaire was good. Bartlett’s Sig. was 0.000, indicating
that the null hypothesis of the spherical test was rejected and
suitable for factor analysis [18]. In the indicator validity
analysis, 0.4 was selected as the critical value for factor
loading, and indicators with factor loading less than 0.4 were
excluded and 15 evaluation indicators were obtained. ,e
factor analysis was carried out on the data to get the factor
load matrix after rotation (Table 3), and the cumulative
variance contribution of the first five common factors
extracted was 78.602% (>60%), which indicated that the five
common factors extracted were reasonable. Based on the
attributes of the indicators, the extracted common factors
were classified into five evaluation aspects, including “en-
vironmental satisfaction,” “facility satisfaction,” “traffic
satisfaction,” “site satisfaction,” “space satisfaction,” and
“space satisfaction.”

Extraction method: principal component analysis
method; rotation method is the maximum variance method.

In order to test the rationality of the urban park land-
scape satisfaction evaluation index weight determined by the
factor analysis method, the evaluation index weight was
verified by the analytic hierarchy process. Firstly, the eval-
uation indicators are classified according to their relation-
ship, and an evaluation system with a hierarchical structure
is established. ,en, 10 experts from Henan Agricultural
University, Henan University of Science and Technology,
Central South University of Forestry and Technology, and
Henan Institute of Science and Technology were invited to
compare each level of indicators according to the AHP
calibration series and then score them to obtain a judgment
matrix. After processing, the weight of the evaluation index
to the superior index is obtained. After comparative analysis,
the weights of the evaluation indicators determined by the
AHP and the evaluation indicators determined by the factor
analysis method are basically the same in order, which
proves that the evaluation indicators’ weights of the urban
park landscape satisfaction determined by the factor analysis
method are scientific and reasonable and can reflect con-
tribution of evaluation indicators to landscape satisfaction.

3.5. Determination of the Weights of Satisfaction Evaluation
Indicators of Urban Park Landscape. In order to reduce the
errors of subjective judgments, factor analysis was applied to
determine the weights of the satisfaction evaluation indi-
cators of urban park landscape (Table 4). Firstly, the variance
contribution rate of the five-aspect indicators of the item
level was standardized, and the proportion of the variance
contribution rate of each indicator to the total variance
contribution rate was the weight of each item-level indicator.
,e weights of the five item-level indicators on the target
level landscape satisfaction were calculated as 0.185, 0.200,

0.208, 0.209, and 0.198, respectively. Secondly, the maximum
factor loading coefficient of each evaluation indicator was
normalized to derive the contribution of the evaluation
indicator to the item level, which is the weight of the
evaluation indicator. Finally, the weight of each evaluation
indicator to the item level was calculated by the weighting
method.

4. Analysis of Evaluation Results

4.1. Analysis of the Satisfaction Evaluation of the Urban Park
Landscape. Table 2 shows that the overall satisfaction score
of Zhengzhou People’s Park is 70.19, which is satisfactory,
and it indicates that the public is satisfied with the overall
satisfaction level of Zhengzhou People’s Park. ,e score of
“environmental satisfaction” (75.33) is greater than that of
overall satisfaction (70.19), which indicates that the eco-
logical environment in the park is more suitable, the
landscape is in harmony with the park environment,
the perception of environmental beauty is higher, and the
natural environment as a whole is satisfactory. ,e scores of
“site satisfaction” (66.03), “space satisfaction” (58.74), and
“traffic satisfaction” (53.69) are lower than that of overall
satisfaction (70.19), which is between average and satisfac-
tory, indicating that the public’s perception of satisfaction is
relatively low and further improvement is required, which
indicates that the level of public satisfaction is low and needs
to be improved.

In terms of the overall scores of the evaluation indicators,
the scores for “environmental coordination,” “visual aes-
thetics of the environment,” “ecological suitability,” and “site
participation” are higher than that of overall satisfaction,
which indicates that these four evaluation indicators are in a
good state of perception and shall be maintained and
strengthened as appropriate.

,e scores for “recreational facilities,” “barrier-free de-
sign,” “traffic organization rationality,” “location rational-
ity,” “functional diversity,” “spatial variability,” and “sense of
spatial security” are lower than the overall satisfaction
scores, and the satisfaction level is between average and
satisfactory, which indicates that these eight evaluation
indicators are important factors affecting the satisfaction
evaluation of the park landscape and need to be further
optimized and improved. ,e scores of “road paving de-
sign,” “orientation indication facilities,” and “publicity
service facilities” are smaller than the overall satisfaction
score, and the satisfaction level is fair, which indicates that
there are more problems with these three evaluation indi-
cators and are less well accepted by the public, and it shall be
improved and focused on.

4.2. Analysis of the Weights of the Evaluation Indicators of
Satisfaction with the Urban Park Landscape. Table 4 shows
that the weight values of the evaluation indicators at all levels
are relatively balanced. In the item level, the weight values of
“site satisfaction” and “ traffic satisfaction” are relatively
high, accounting for 20.9% and 20.8% of the total weight,
respectively, indicating that the public is more concerned
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about both site and traffic in park recreation activities.
Improving the functionality and participatory nature of the
landscape and optimizing the traffic organization and road
layout are important measures to improve park satisfaction.
,e weighting of “facility satisfaction” and “spatial satis-
faction” is slightly lower than that of the first two indicators,
accounting for 20% and 19.8% of the total weighting, re-
spectively, indicating that the spatial perception of recrea-
tional facilities and activity places in parks is an important
factor in park landscape satisfaction. ,e setting up of fa-
cilities with human care and practical functions, and the
shaping of activity spaces with appropriate scale and orderly
changes and a sense of security play an important role in

improving park satisfaction. “Environmental satisfaction” is
the lowest ranked indicator, accounting for 18.5% of the total
weighting, but its weighting is not significantly lower than
that of the previous indicators; therefore, the coordination,
ecology, and visual aesthetics of the landscape environment
in parks shall not be ignored.

,e weighted average value of the 15 evaluation indi-
cators is 0.066. ,e evaluation indicators that are greater
than the weighted average value include seven items, such as
site participation, traffic organization rationality, sense of
spatial security, functional diversity, guide facilities, recre-
ational facilities, and road paving design; the evaluation
indicators that are less than the weighted average value

Table 3: Rotated factor loading and variance contribution rate.

Evaluation index Environmental
satisfaction

Facility
satisfaction

Traffic
satisfaction

Site
satisfaction Space satisfaction

Environmental coordination 0.748
Visual aesthetics of the
environment 0.771

Ecological suitability 0.707
Recreational facilities 0.786
Guide facility 0.802
Publicity service facilities 0.746
Road paving design 0.761
Barrier-free design 0.750
Traffic organization rationality 0.850
Location rationality 0.689
Functional diversity 0.779
Site participation 0.857
Scale rationality 0.731
Spatial variability 0.703
Sense of space security 0.831
Variance contribution rate 14.522 15.756 16.368 16.412 15.544
Cumulative variance contribution
rate 14.522 30.278 46.646 63.058 78.602

Table 4: ,e judgment result of evaluation index weight about landscape satisfaction of urban parks in Zhengzhou.

Target level Item level Item-level
weight Index level Index level

weight Total weight

A city park landscape
satisfaction

B1 environmental
satisfaction 0.185 C11 environmental

coordination 0.336 0.062

C12 environmental visual
beauty 0.346 0.064

C13 ecological suitability 0.318 0.059
B2 facility satisfaction 0.200 C21 recreational facilities 0.337 0.067

C22 guide facilities 0.344 0.069
C23 publicity service facilities 0.319 0.064

B3 traffic satisfaction 0.208 C31 road paving design 0.322 0.067
C32 barrier-free design 0.318 0.066
C33 traffic organization

rationality 0.36 0.075

B4 site satisfaction 0.209 C41 location rationality 0.296 0.062
C42 functional diversity 0.335 0.070
C43 site participation 0.369 0.077

B5 space satisfaction 0.198 C51 scale rationality 0.323 0.064
C52 space variability 0.31 0.061
C53 space security 0.367 0.073

Average 0.066

Mathematical Problems in Engineering 5



include seven items, such as visual aesthetics of the envi-
ronment, environmental coordination, ecological suitability,
publicity service facilities, location rationality, scale ratio-
nality, and spatial variability.,e weight value of barrier-free
design is equal to the average value of the weights.

4.3. IPA Analysis of the Factors Influencing Satisfaction of the
Urban Park Landscape. ,e IPA evaluation model was used
to analyze the factors affecting the satisfaction of the
landscape of Zhengzhou People’s Park, the quadrant dis-
tribution of satisfaction evaluation indicators (Figure 2) was
drawn with the mean value of the weights of the 15 eval-
uation indicators (0.066), and the comprehensive score of
the overall satisfaction evaluation of the landscape of
Zhengzhou People’s Park (70.19) is drawn as the boundary.

From Figure 2, the first quadrant is the area of high
weighting and high satisfaction, i.e., the “advantage area,”
which includes C43 site participation, indicating that the
participatory and experiential nature of park open space
places has a significant impact on landscape satisfaction and
public perceptions of satisfaction, and the public’s percep-
tion of satisfaction is also higher. ,erefore, on the basis of
maintaining the strengths, the participatory design of park
activity areas shall be further optimized to meet the public’s
requirements for the landscape of places.

,e second quadrant is the area of high satisfaction and
low weighting, i.e., the “maintenance area,” which includes
the evaluation indicators, such as C11 environmental coor-
dination, C12 visual aesthetics of the environment, and C13
ecological suitability. ,e corresponding item-level indicator
is “environmental satisfaction,” which is a fundamental factor
affecting the satisfaction of the park landscape. Although the
weighting of the evaluation index is not too high, the satis-
faction value from the public is high, which indicates that the
ecological and natural environment has a high landscape
value. ,e evaluation indicators for the “maintenance area”
shall be further improved while maintaining their strengths so
that the level of public satisfaction will be kept.

,e third quadrant is the low satisfaction and low
weighting area, i.e., the “nonconcern area,” which includes
indicators such as C23 publicity service facilities, C41 lo-
cation rationality, C51 scale rationality, and C52 spatial
variability. Although the satisfaction scores and weightings
of these indicators are relatively low, their impact on the
quality of the park landscape shall not be ignored.

,e fourth quadrant is the area of low satisfaction and
high weighting, i.e., the “area of concern,” which includes
C21 recreational facilities, C22 guide facilities, C31 road
paving design, C32 barrier-free design, C33 traffic organi-
zation rationality, C42 functional diversity, and C53 sense of
space security, and the evaluation indicators mainly focus on
the level of “facility satisfaction” and “traffic satisfaction.”
,is shows that the design of park recreational facilities and
road traffic has an important influence on the overall sat-
isfaction of the landscape, while the public’s perception of
their actual experience is very low. In the construction of the
park landscape, we shall strengthen the improvement and
optimization of the indication of “area of concern,”

reasonably set up recreational service facilities, improve the
road traffic organization, and create activity places with
reasonable spatial layout and various functions, so as to
improve the level of satisfaction of the park landscape.

5. Conclusions and Recommendations

Based on the triangular fuzzy evaluation theory, the tradi-
tional discrete numerical comment variable description
method is changed in the study, and continuous triangular
fuzzy comment variables are used to describe the urban park
landscape satisfaction evaluation indicator, and a fuzzy
comprehensive evaluation of the Zhengzhou People’s Park
landscape satisfaction is carried out. ,rough the explor-
atory factor analysis of the survey data of Zhengzhou
People’s Park, it is concluded that there are 5 evaluation
dimensions and 15 evaluation indicators in the landscape
satisfaction evaluation system, and the weight of the eval-
uation indicators is determined. After analysis to the
landscape satisfaction evaluation indicators with the IPA
analysis method, it is concluded that it is in the “advantage
area” if the satisfaction score and weight value of the “site
participation” in the evaluation indicators are both high,
which requires attention and maintenance of its advantages;
the evaluation indicators of the two aspects of “facilities
satisfaction” and “traffic satisfaction” are mainly located in
the “concern area,” which are the main factors affecting the
landscape quality of urban parks. ,e improvement of its
quality is conducive to the improvement of landscape sat-
isfaction and shall be focused and optimized; the “envi-
ronmental satisfaction” dimension indicators are in the
“maintenance area.” Although the weight of the evaluation
indicators to the landscape satisfaction is low, the satisfac-
tion scores are high, and their advantages shall be kept;
although indicators such as “publicity service facilities,”
“location rationality,” “scale rationality,” and “spatial vari-
ability” are in “nonconcern area” with a low weight and low
satisfaction, their impact on landscape quality shall not be
ignored. During the construction of the urban park land-
scape in the future, we shall focus on the indicators of
“advantage area” and “concern area,” take into account the
indicator of “maintenance area,” and coordinate the indi-
cator of “nonconcern area” so that the level of park land-
scape satisfaction can be effectively improved.

80

70

60

50

40

30
0.055 0.06 0.065 0.07 0.075 0.08

weights

sa
tis
fa
ct
io
n

C13 C11 C12

C41

C51

C52

C23

C22C31

C21
C32

C42
C33

C53

C43

Figure 2: ,e IPA analysis of urban park landscape satisfaction
evaluation.
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,e study attempts to evaluate urban park landscape
satisfaction by the fuzzy-IPA model, which provides a
quantitative reference and basis for the construction of
urban park landscape, the continuous fuzzy comment
variable can more truly reflect the evaluation subject’s
cognitive level of the landscape object and reduce the
subjective error of evaluation; the weight of the evaluation
index determined by the factor analysis method is used to
obtain the importance of the evaluation index to the
landscape satisfaction; the importance-performance analysis
method obtains the quadrant analysis chart of the satis-
faction value of the evaluation index and the importance of
the evaluation index and divides and proposes the evaluation
index into different categories; but there are still some
shortcomings: the selection of indicators for the question-
naire of the urban park landscape satisfaction is relatively
simple, the number of questionnaires distributed is limited,
and the error handling of the survey results is insufficient,
which fails to fully reflect the public’s perception of urban
park landscape satisfaction, and it shall be further improved
and adjusted in future research.
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User information behavior is an important factor affecting the promotion effect of enterprises’ innovative products on mobile
social networks. To provide insights as to how enterprises can better promote innovative products, this paper conducts a
quantitative study of its internal function. We introduce a network evolutionary game model based on the Bass model, first to
describe the background of the mobile social network, then to simulate the diffusion process of the social network and the user’s
decision-making game behavior during promotion of enterprises’ innovative products, and finally to simulate the promotion
effect on innovative products and solve for the conditions for the best innovative product marketing effect and the model are
simulated from multiple angles. Our simulation results show that mobile social network marketing in the initial stage of product
promotion has a significant impact on the promotion effect of innovative products. When user feedback is poor, advertisement
diffusion has an obvious effect on product promotion. In mobile social networks, the proportion of positive feedback from users
has a greater impact on the product promotion effect, while the proportion of negative feedback has a smaller impact on the
product promotion effect.+e impact of negative reviews is time sensitive. According to the simulation results, we propose several
suggestions to improve the promotion effect of enterprises’ innovative products on mobile social networks.

1. Introduction

According to the 48th Statistical Report on Internet De-
velopment in China, the total number of Internet users in
China reached 1.01 billion in June 2021, and mobile social
networks such asWeibo andWeChat are becoming themain
platforms through which the public spreads information and
shares resources. +e multiple attributes that allow mobile
social networks to spread information and share resources
has brought public attention to mobile social network
marketing. +erefore, product marketing using mobile so-
cial networks triggers the participation of many users and
provides the public with multiple dimensions for evaluating
related products. +e dissemination and influence of mobile
social networks have gradually increased, and mobile social

network platforms have gradually become the earliest ac-
cepted platforms for emerging things, so using mobile social
networks to publicize innovative products has gradually
become more mainstream. User information behavior has a
significant impact on the promotion effect of enterprises’
innovative products [1]. User information behavior in
mobile social networks mainly includes information ac-
quisition, creation, interaction, and utilization. +e public
will comment or provide positive feedback on innovative
products promoted by enterprises, and other users will learn
from these reactions and change their attitude towards the
products, which affects the promotion and marketing effect
[1]. Under the influence of a strong network, user-generated
content, especially negative content, will have a negative
impact on innovative products and even on the innovation
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of enterprises [2–4]. +erefore, there is a need to study the
relevant mechanisms of user information behavior and their
effect on enterprise innovative product promotion, as well as
to identify the influence of changes in user information
behavior on enterprise product promotion and product
innovation promotion [5–8].

In recent years, the influence of economic globalization
has continued to increase, China’s economic development
has accelerated, market competition has grown stronger, and
companies have introduced new products to increase in-
novation and research and development. In the face of fierce
market competition, enterprises must effectively promote
their innovative products in order to convert them into
economic benefits. At a time when mobile social networks
have become the main force of advertising communication,
the trend of public opinion on innovative products
expressed on mobile social networks will have a significant
impact on product promotion. +erefore, it is extremely
important for enterprises to understand how to address
public opinion or negative feedback on mobile social net-
works, as well as how to promote innovative products more
effectively on mobile social network platforms and convert
them into economic benefits.

In order to further study the influence of user infor-
mation behavior on the promotion effect of enterprises’
innovative products, it is necessary to simulate different user
information behaviors using control variable methods.
Existing studies mostly focus on the impact of negative user
information behavior on enterprise product promotion: the
number [3], intensity [2], and release time [9] of negative
comments all affect users’ purchase intentions. Negative
evaluations will also change the emotional utility of users
and thus change their information behavior, which will have
a negative impact on the effect of product promotion [10–12]
and increase the negative impact of product promotion.
From the perspective of user information behavior, users’
willingness to share will also have an impact on the product
promotion effect of enterprises. Sharing advertising infor-
mation helps to strengthen communication and contact;
moreover, users can get satisfaction from such sharing,
thereby generating positive feedback and enhancing the
product promotion effect [13]. In summary, we assume that
user information behavior will be found to have different
degrees of influence on the promotion effect of enterprises’
innovative products when considered from multiple
perspectives.

From the perspective of research methods, most existing
studies have considered the promotion effect of innovative
products by selecting a single variable of user information
behavior, such as comments’ sentiment polarity [14], users
share for [15–17], or mobile social network use time [18–20].
+ere are few studies on the synergistic effect of multiple
user information behaviors on the product promotion effect.
In addition, most existing studies use questionnaire surveys,
qualitative studies, or case studies. Quantitative analysis of
scientific systems is relatively lacking; its complex evolu-
tionary process has not been well-depicted and -described,
so it is difficult for corporate marketing planners to evaluate
the effect of social advertising and take corresponding

measures. At the same time, some scholars used evolu-
tionary game model to describe the complex evolutionary
system of abandoned medical supply chain [21] and green
supply chain [22] under the condition of decision-maker’s
bounded rationality and provided some enlightenment.
Based on the above discussion, this paper establishes a Bass
model-based network evolutionary game model that is
suitable for examining the promotion and diffusion char-
acteristics of enterprises’ innovative products under the
influence of user information behaviors. +is paper also
simulates the influence of different user information be-
haviors on the promotion of enterprises’ innovative prod-
ucts against the background of mobile social networks, as
well as conducting simulation analysis. Using a formula to
describe the promotion effect, this paper conducts a
quantitative study of how user information behavior affects
the promotion effect of enterprises’ innovative products. In
this way, we are able to provide strategic suggestions for the
marketing of innovative products and for improving en-
terprises’ reputation. +ese suggestions are made with ref-
erence to the diffusion effect of innovative products and can
be used to convert innovative products into economic
benefits to promote the innovation and development of
enterprises.

2. Model Construction: The Influence of User
Information Behavior on the Promotion
Effect of Enterprises’ Innovative Products

2.1. User Information Behavior in the Promotion of Innovative
Products of Enterprises. User information behavior refers to
mobile social network users’ information acquisition, cre-
ation, interaction, and utilization via mobile social networks.
Mobile social networks are used as a medium for promoting
enterprises’ innovative products. +e generation of user
information behavior in the promotion of mobile social
networks is a result of the mutual influence and interaction
of many individual users, which is called “group behavior” in
this context. According to group dynamics, group behavior
will be affected by environmental changes and group
member behavior changes. +e formation of group behavior
is a game process and is affected by the psychological state
and motivation of group members. Group members will
compare their own behaviors with group behaviors and
update their own strategies accordingly [23].

When mobile social networks promote enterprises’ in-
novative products, users’ positive actions and comments will
make enterprises’ innovative products seem more favorable
to other users. However, unanimous praise can generate
doubts and resistance among users, as this seems incon-
sistent with reality [24, 25]. +erefore, negative comments
are typical on most social platforms. In the face of both
positive and negative comments, users will form a game in
their hearts. At this time, users will seek more information to
determine their final decision scheme and create informa-
tion connections with other users around them [26]. +e
users’ final behavioral decision is formed by considering the
information offered by one or more users; under the
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influence of these users, they may subsequently update their
own policy according to the information update obtained.
Users will then comment or take positive action according to
a certain probability, which will affect the subsequent in-
formation behavior of other users. For example, it affects the
number of likes and positive and negative comments in the
advertisements of enterprise innovative products in mobile
social networks, which in turn affects the promotion effect of
mobile social networks. +e formation process of group
behavior under mobile social network promotion adver-
tising influences the impact of user information behavior on
the mobile social network promotion effect. If users are
regarded as different nodes and the influence of information
behavior between users is regarded as the line connecting
these nodes, then network evolutionary game theory can
fully examine the influence of surrounding nodes on the
central node. Based on the above discussion, this paper
builds a network evolutionary game model to describe the
impact of user information behavior on enterprise inno-
vative product promotion from the perspective of mobile
social network marketing.

2.2. )eoretical Basis of a Network Evolutionary Game.
+e essential elements of a network evolutionary game are the
participants, the strategies adopted by each participant, the
benefit functions of the participants, and the strategy renewal
rules of the participants’ actions. +e factors affecting pop-
ulation change have a certain degree of randomness and a
disturbance phenomenon. A network evolutionary game entails
a process of studying the constant changes among different
strategies in a network structure. Ohtsuki et al. [27] studied
three different updating rules for the replication dynamic
equations in the network evolutionary game: BD updating, DB
updating, and IM updating mechanisms. +e BD updating
mechanism involves selecting an individual in an appropriate
proportion in the network, so that the individual’s offspring
replaces its random neighbor nodes. +e DB updating mech-
anism involves randomly selecting a dead individual in the
network, after which the neighbor nodes of the dead individual
compete for the vacant node, replacing the individual according
to the appropriate proportion. +e IM updating mechanism
selected in this paper involves randomly selecting an individual
in the network to update its strategy. It can choose to maintain
its current strategy or imitate a neighbor’s strategy with pro-
portionality, which is in line with the formation process of
group behavior in mobile social network advertising. An n∗ n

matrix B � [bij], Matrix B, can be created for the above three
updating mechanisms as follows:

BD: bij �
aii + aij − aji − ajj

k − 2
,

DB : bij �
(k + 1)aii + aij − aji − (k + 1)ajj

(k + 1)(k − 2)
,

IM: bij �
(k + 3)aii + 3aij − 3aji − (k + 3)ajj

(k + 3)(k − 2)
.

(1)

Set gi � 
n
j�1 xjaij represents the local competition be-

tween different strategies, fi � 
n
j�1 xjaij represents the

average fitness of strategies i, which is derived from the
interaction of all strategies in the whole network, and


n
i�1 xigi � 0.
Set xi(t) as the expected ratio of strategy i at time t and

degree k, and the replication dynamic equation in the
network is

dxi

dt
� xi fi + gi − ϕ( , i � 1, 2, . . . , n. (2)

+e average fitness in the network is

ϕ � 
n

i�1
xi fi + gi(  � 

n

i�1
xigi � 

n

i,j�1
aijxixj. (3)

+en, substitute fi, gi, ϕ into (2) to obtain

dxi

dt
� xi 

n

j�1
xj aij + bij  − ϕ⎡⎢⎢⎣ ⎤⎥⎥⎦, i � 1, 2, . . . , n, (4)

where aij is the payoff of strategy i versus strategy j.
+erefore, the complete graph in evolutionary game
dynamics is transformed into a regular graph with degree k,
and the corresponding return matrix becomes
[aij]⟶ [aij + bij].

2.3. Establishment of the Network Evolutionary Game Model.
Product innovation is a source of enterprise competitiveness,
and the promotion of innovative products is an important step
to establishing a company’s reputation. According to the theory
of innovation diffusion, the distribution of a product’s diffusion
velocity over time when enterprises promote their innovative
products on mobile social network platforms is consistent with
the normal distribution. At the early stage of diffusion, the
diffusion rate is very slow. When the number of adopters ex-
pands to between roughly 10% and 25% of the residents, the
diffusion rate will accelerate suddenly, and both the diffusion
rate and the number of adopters will increase rapidly, a trend
that will be maintained in the future. Progress slows as the
number of adopters approaches the saturation point. +e
change process of the number of innovative product adopters
over time is similar to an S-shaped curve. According to the
diffusion theory of innovation and the Bass model, early
adopters act as “lobbyists” to encourage opinion leaders to
accept innovative products. +e Bass model divides the crowd
into the potential consumer group and the actual consumer
group, and the purchasing decision of the innovation group is
independent of those of othermembers of the social system.+e
time at which the imitation group buys new products is affected
by the social system [28–32], so the innovation group plays a
significant role in enterprise promotion. +erefore, enterprises
should fully consider the role of initial adopters when pro-
moting relevant innovative products [33–35]. +us, the Bass
model is added in the establishment of the product promotion
model according to the “innovative” characteristics of enter-
prises’ innovative products, which fully considers the diffusion
characteristics of innovative products.

When innovative products are advertised via amobile social
network, positive feedback and negative feedback will be

Mathematical Problems in Engineering 3
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generated from users [36–38]. Because advertising itself is time
sensitive and users are constantly changing, the Bass model
describes the dynamic proportion of positive-feedback and
negative-feedback users. In this paper, the potential consumer
group and actual consumer group in the Bass model are
regarded as the group that provides positive feedback to the
advertisement, and the remaining users are regarded as the
group that provides negative feedback to the promotion ad-
vertisement.+e Bass model entails an innovation effect and an
imitation effect. +e innovation effect refers to the positive
emotions spontaneously generated from mass media, and in
this the innovation population generated by the innovation
index of the advertisement is made up of the initial adopters
following the promotion of innovative products. +e imitation
effect refers to the positive emotions generated by individuals
who are influenced by users that express positive emotions,
namely, consumers who are influenced by initial adopters to
accept new products after the promotion of innovative prod-
ucts. +e basic formula of the Bass model is as follows:

dN(t)

dt
� p[m − N(t)] + q

N(t)

m
[m − N(t)]. (5)

Here,N(t) � mF(t), whereN(t) represents the number of
users who have positive feedback on product promotion.p[m −

N(t)] in the formula represents users who provide positive
feedback on the product promotion; that is, the users who
become innovative product adopters. qN(t)/m[m − N(t)]

represents users who generate positive feedback under the
influence of other users. In the formula, p represents the in-
novation coefficient, q represents the imitation coefficient, and
p, q range from [0,1]. F(t) represents the cumulative pro-
portion of users who give positive feedback on the product’s
promotion, and f(t) is the proportion of users who generate
positive feedback on the product’s promotion. F(t) and f(t)

can be obtained by solving the differential equations as follows:

F(t) �
1 − e

− (p+q)t

1 +(q/p)e
− (p+q)t

,

f(t) �
(p + q)

2
e

− (p+q)t

p 1 +(q/p)e
− (p+q)t

 
2.

(6)

Here, F � 1 − F is defined as the proportion of users that
have a negative impact on product promotion.

In this paper, the proportion of positive feedback gen-
erated from variable advertisement communication is briefly
denoted as APF, and the proportion of negative feedback
generated from advertisement communication is abbrevi-
ated as ANPF. Based on the above Bass model, the ex-
pressions of APF and ANPF can be obtained as APF � F(t),
ANPF � F(t) � 1 − F(t).

When users come into contact with advertisements for
innovative products on mobile social networks, they usually
choose one of three strategies: favoring, disliking, or ignoring
the advertisement. When the advertisement is favorable to the
user, the user’s information behavior may include giving a
“thumbs up” to it, or leaving positive comments. When users
feel negatively about the advertisement, the user’s information
behavior may include commenting on the negative content and

giving negative feedback to the advertisement itself. When the
user ignores the advertisement, they take no action other than
ignoring it entirely. Based on the above reasoning, variables
impacting the effect of innovative product promotions on
mobile social networks are identified, as shown in Table 1.

+e parameters in the income matrix are simplified into
three variables as follows:

VP � APF + LN + RPR,

VR � ANPF + RNR,

VI � PI.

(7)

+en, the payoff matrix of the network evolutionary
game model can be obtained as follows:

P R I

P

R

I

0 a12 a13

a21 0 a23

0 0 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠.

(8)

+erefore,

a12 �
VP − VR

3
,

a21 �
VR − VP

3

a13 �
VP − VI

3
,

a23 �
VR − VI

3
,

(9)

where aij represents the probability that the user who
chooses strategy i will persuade the user who originally chose
strategy j to choose strategy i, which can be identified from
the above equation aij � − aji. Users who generate positive or
negative feedback will not be persuaded to adopt the “ig-
nore” attribute, and users who adopt the “ignore” strategy
will only be persuaded to adopt a positive or a negative
feedback strategy. In addition, users who adopt the same

Table 1: Variables impacting the effect of innovative product
promotions on mobile social networks.

Variable Meaning
Likes number (LN) Percentage of users who like an ad

Advertisement positive
feedback (APF)

Proportion of positive feedback
groups in advertising

communication

Advertisement nonpositive
feedback (ANPF)

Proportion of nonpositive
feedback groups in advertising

communication
Ratio of positive reviews
(RPR)

Proportion of positive sentiment
in online comments

Ratio of negative reviews
(RNR)

Proportion of negative sentiment
in online comments

Possibility of ignoring the
advertisement (PI) Likelihood that users ignore the ad
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strategy do not need to convince each other, so the diagonals
of the revenue matrix are all 0. Finally, the data in the matrix
have been standardized in this paper, and their absolute
value is [0, 1].

3. Solution to, and Analysis of, the Network
Evolutionary Game Model

3.1. Solving the Evolutionary Game Model. +ere should be
no deleted nodes in the entire network of the mobile social
network’s advertising users, so the IM model is applied, and
the formula is as follows:

B �

0
6a12

(k + 3)(k − 2)

3a13

(k + 3)(k − 2)

6a21

(k + 3)(k − 2)
0

3a23

(k + 3)(k − 2)

− 3a13

(k + 3)(k − 2)

− 3a23

(k + 3)(k − 2)
0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (10)

+e average fitness of the whole population is expressed
as follows:

ϕ � x1x3a13 + x2x3a23. (11)

According to the dynamic equation of network repli-
cation, the positive feedback, negative feedback, and repli-
cation dynamic equation for ignoring three behaviors of the
promotion advertisement can be obtained as follows:

dx1

dt
� x1

k
2

+ k

(k + 3)(k − 2)
x2a12 +

k
2

+ k − 3
(k + 3)(k − 2)

x3a13 − x1x3a13 − x2x3a23 ,

dx2

dt
� x2

k
2

+ k

(k + 3)(k − 2)
x1a21 +

k
2

+ k − 3
(k + 3)(k − 2)

x3a23 − x1x3a13 − x2x3a23 ,

dx3

dt
� x3 −

3
(k + 3)(k − 2)

x1a13 −
3

(k + 3)(k − 2)
x2a23 − x1x3a13 − x2x3a23 .

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(12)

3.2. StabilityAnalysis of theGameModel. +e revenuematrix
after transformation is as follows:

aij + bij  �

0 a12 +
6a12

(k + 3)(k − 2)
a13 +

3a13

(k + 3)(k − 2)

a21 +
6a21

(k + 3)(k − 2)
0 a23 +

3a23

(k + 3)(k − 2)

− 3a13

(k + 3)(k − 2)

− 3a23

(k + 3)(k − 2)
0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

PP � x2 a12 +
6a12

(k + 3)(k − 2)
  + x3 a13 +

3a13

(k + 3)(k − 2)
 

PR � x1 a21 +
6a21

(k + 3)(k − 2)
  + x3 a23 +

3a23

(k + 3)(k − 2)
 

PI � x1
− 3a13

(k + 3)(k − 2)
  + x2

− 3a23

(k + 3)(k − 2)
 .

(13)

Mathematical Problems in Engineering 5



RE
TR
AC
TE
D

To achieve the best effect of advertising promotion,
PP >PR, PP >PI should be satisfied at the same time. +e
following is the income analysis of the two cases.

Case 1. PP >PR; that is, when promoting innovative
products, the revenue generated by users who give positive

feedback on advertisements is greater than that generated by
users who give negative feedback. Moreover, supposing
x2 � ε1, x3 � ε2, x1 � 1 − ε1 − ε2, this formula can be sim-
plified as ε1 � ε2 � ε, x1 � x3 � ε, x2 � 1 − 2ε.

ε a12 +
6a12

(k + 3)(k − 2)
+ a13 +

3a13

(k + 3)(k − 2)
− a23 −

3a23

(k + 3)(k − 2)
  − (1 − 2ε) a21 +

6a21

(k + 3)(k − 2)
 > 0, ε⟶ 0. (14)

If the above formula is true, it is satisfied by
a21 + 6a21/(k + 3)(k − 2)< 0. If a12 > 0, then

VP − VR � APF + LN + RPR − ANPF − RNR > 0,

APF + LN + RPR>ANPF + RNR.

(15)

If a21 + 6a21/(k + 3)(k − 2) � 0, the following formula
shall be satisfied:

a12 +
6a12

(k + 3)(k − 2)
+ a13 +

3a13

(k + 3)(k − 2)
− a23 −

3a23

(k + 3)(k − 2)
> 0

⇒(APF + LN + RPR) 2k
2

+ 2k − 3 >(ANPF + RNR) 2k
2

+ 2k − 3  + PI

⇒PI< 0.

(16)

However, PI≥ 0, so the above inequality is not true.

Case 2. PP >PI, that is, when the enterprise promotes in-
novative products, the revenue generated by satisfying users

who express negative reactions to the advertisement is
greater than the revenue generated by satisfying users who
ignore the advertisement. We still assume that x2 � ε1,
x3 � ε2, x1 � 1 − ε1 − ε2.

ε a12 +
6a12

(k + 3)(k − 2)
+ a13 +

3a13

(k + 3)(k − 2)
+

3a23

(k + 3)(k − 2)
  − (1 − 2ε)

− 3a13

(k + 3)(k − 2)
 > 0, ε⟶ 0. (17)

If the above formula is true, then 3a13/(k + 3)

(k − 2)> 0, a13 > 0 must be satisfied. +en, the following
formula shall be satisfied:

VP − VI � APF + LN + RPR − PI> 0,

APF + LN + RPR> PI.
(18)

If 3a13/(k + 3)(k − 2) � 0, then the following formula
must be satisfied:

a12 +
6a12

(k + 3)(k − 2)
+ a13 +

3a13

(k + 3)(k − 2)
+

3a23

(k + 3)(k − 2)
> 0.

(19)

After reduction, the formula is as follows:

2k
2

+ 2k − 3 (APF + LN + RPR)> k
2

+ k − 3 (ANPF + RNR)

+ k
2

+ k PI

⇒APF + LN + RPR>ANPF + RNR.

(20)

Based on the above three situations, we can get the best
conditions for promoting and disseminating innovative
products when

″APF + LN + RPR>ANPF + RNR″ and

″AAPF + LN + RPR>PI or

APF + LN + RPR � PI andAPF + LN + RPR>ANPF + RNR″.

(21)
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4. Simulation Results and Analysis

According to the constraint conditions, replication dynamic
equation, and Bass model outlined in the previous section, in
order to further simulate the influence of user information
behavior on the promotion effect of innovative products of
enterprises in mobile social networks, as well as to intuitively
identify the influence of various parameter changes on the
promotion effect, the revenue matrix parameters should be
set as k � 3, p � 0.4, q � 0.8, LN � 0.3,RPR � 0.3,RNR �

0.3,PI � 0.6. Additionally, the initial policy proportions of
the three kinds of user information behaviors are, respec-
tively, P � 0.25, R � 0.15, I � 0.6. According to the repli-
cation dynamic model (17), MATLAB tools are used to
simulate the changing trends of user information behaviors
for giving positive feedback, giving negative feedback, and
ignoring the advertisement, as shown in Figure 1.

+rough the test, the set initial value satisfies the con-
straint condition, and the promotion effect achieves the best
state. As can be seen in Figure 1, as time goes on, users who
give positive feedback on promotion advertisements in
mobile social networks continue to increase and reach the
optimal state when they are stable. Conversely, the pro-
portion of users who ignore the advertisement or generate
negative feedback declines and stabilizes at 0 over time. In
order to further study the influence of each parameter of the
revenue matrix on the promotion effect of enterprises’ in-
novative products, MATLAB is used to simulate the change
assignment of each parameter. Under the condition that the
linkage reaction satisfies the constraint conditions without
considering parameters, we observe the influence of the
simulation results of each group on the promotion effect.

When measuring the advertising promotion effect on
mobile social networks, the number of positive feedback
comments on advertisements is NP, the number of negative
feedback comments is NR, and the total number of users is
N. +e product promotion effect index (PPEI) is introduced
as follows:

PPEI �
NP − NR

N
. (22)

4.1. Influence of the Initial Diffusion of Enterprises’ Innovative
Products on the Promotion Effect. We change the values in
the Bass model when other parameter values remain un-
changed and show the simulation results in Figure 2. +e
results reveal that the higher the value of the innovation
effect coefficient and imitation effect coefficient, the stronger
the advertising effect of the innovation product promotion
and the sooner it reaches a stable value. However, when p

and q reach a certain threshold, they have little positive
impact on the promotion effect. When the innovation effect
is very low but the imitation effect is high, the positive effect
of advertising will reach the optimal state and become stable.
Figure 3 shows that the advertisement itself then spreads
faster, and when the t value reaches 5, the advertisement
spread reaches a stable value. As shown in Figure 2, in the
case of setting p� 0.4, q� 0.8, when the t value reaches 30,
the advertising diffusion will reach a stable level. +erefore,
the advertising itself plays a significant role in the effect of

mobile social network advertising in the early stage, whereas
it has little effect in the later stage. We find that enterprises
must plan advertising effectively in the early stage of product
promotion to improve the innovative effect of advertising, as
this will expand the scope of the enterprises’ innovative
products and develop a better reputation for the innovative
products.We also find that the initial advertising planning of
product promotion plays an important role in the effect of
product promotion, as shown in Figures 2 and 3.

4.2. Influence of the Number of Likes on the Promotion Effect.
When other parameters remain unchanged, changing the
value of the proportion of likes (LN) that users give tomobile
social network advertisements will influence the effect of
advertisement promotion, as shown in Figure 4. +e figure
shows that in extreme cases, such as when the proportion of
likes is extremely low (for example, LN� 0), keeping other
parameters unchanged will cause a short-term decrease in
the advertising effect, and the promotion effect will reach the
optimal value and become stable. +e value of the time will
be extended accordingly, but the diffusion effect will ulti-
mately remain optimally stable. Furthermore, by varying the
LN values, we find that the higher the number of likes for
advertisements on a mobile social network platform, the
better the effect of product promotion.

4.3. Influence of the Proportion of Emotional Polarity of
Product Promotion Advertising Comments on the Product
Promotion Effect. When other parameters remain un-
changed, changing the proportion of the emotional po-
larity of comments on the product advertisement on
mobile social networks influences the product promotion
effect, as shown in Figure 5. Figure 5(a) shows that the
more positively biased the comments, the more beneficial
the product promotion effect. Figure 5(b) further shows
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Figure 1: Variation trend of different information strategy se-
lection ratio.
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that if there are many negative comments, the time it
takes for product promotion to reach the optimal effect
will slow down. In extreme cases, the effect of product
promotion will be negatively affected, so that the pro-
portion of users with negative reactions to product ad-
vertisements on mobile social networks will be larger
than that of users with positive reactions. When there are
more negative comments than positive ones, it becomes
vital to implement successful promotion strategies to
influence public opinion of the products.

4.4. Influence of the Proportion of Users following the Ignore
Strategy on the Product Promotion Effect. Changing the
proportion of users who adopt the ignore strategy influences
the product promotion effect, as shown in Figure 6 (as-
suming that other parameters remain unchanged). Figure 6
shows that the higher the proportion of users who adopt the
ignore strategy, the longer it will take for the promotion
effect to reach the optimal state. +erefore, enterprises
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(a)
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(b)

Figure 2:+e influence of innovation effect coefficient P (a) and imitation effect coefficientQ (b) on the product promotion effect of product
advertising on mobile social networks.
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Figure 3: Advertising propagation of mobile social networks under
the Bass model.
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Figure 4: Influence of proportion of users’ likes on the product
promotion effect.
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Figure 5: Influence of the proportion of positively biased comments (a) and negatively biased comments (b) on mobile social network
advertisements on the effect of product promotion.
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Figure 6: Influence of the proportion of users using the ignore strategy on product promotion effect.
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should ensure successful product publicity in the early stage
of promotion, so that more target users are exposed to their
advertisements and the effect of promotion will reach the
best state this morning.

5. Conclusions and Recommendations

According to the model constructed in this paper, and the
simulation depicted, mobile social network marketing has a
significant impact on the promotion effect of innovative
products in the initial stage of product promotion, and user
information behavior on mobile social network platforms
will impact the promotion effect of innovative products from
multiple perspectives. First, the diffusion of enterprises’
innovative products in the initial stage of promotion has a
significant impact on the promotion effect, while the later
stage has little impact. Second, when user feedback is poor,
advertisement diffusion has an obvious effect on product
promotion.+ird, onmobile social networks, the proportion
of positive user feedback has a greater impact on the product
promotion effect, while the proportion of negative feedback
has a smaller impact on the product promotion effect.
Fourth, the impact of negative comments is time sensitive.
Combined with the above conclusions, and based on mobile
social networks, we propose the following suggestions for
the promotion of enterprises’ innovative products.

(1) When promoting innovative products, enterprises
should pay attention to initial adopters of the
product following its promotion and should strive to
improve the innovation effect so as to drive the
imitation effect. Enterprises can effectively plan,
compare, and screen out their product use paths by
studying consumers’ use scenarios, finding con-
sumers’ pain points and comfort points, and locking
in early adopters of innovative products. Moreover,
by establishing an emotional connection with initial
adopters of the product, enterprises can improve
their positive impact on other potential consumer
groups.

(2) Enterprises should reduce the display of negative
comments on their innovative product advertise-
ments on mobile social networks and increase the
display of “likes.” When choosing an innovative
product promotion platform, enterprises can choose
to reduce the RNR in the model and increase the
proportion of LN to accelerate the product
promotion effect and reach the optimal value. For
example, an advertisement can display not only the
number of “likes” but also the number of “favorites,”
“reposts,” and “shares.” +is will generate positive
psychological hints when users watch the
advertisements of the company’s innovative prod-
ucts, so that the promotion effect will continue to
improve.

(3) By promoting innovative products on mobile social
network platforms, enterprises can prolong the
dividend period of advertising diffusion; that is,
increasing LN and RPR in themodel can improve the

diffusion effect when users perform poorly in pro-
moting mobile social network platforms. +e ef-
fectiveness of the advertising lasts through the initial
stage of advertising dissemination, but by creating an
overall positive public opinion on the platform,
enterprises can prolong the duration of the positive
effect of advertising diffusion. Official media can
facilitate interesting interactions on online platform
advertisements. When enterprises promote inno-
vative products, they can effectively carry out pro-
motional activities and interactions on the platform,
which can prolong the “bonus” period of advertising
diffusion, allowing the promotion effect of innova-
tive products to reach an optimal and stable state as
soon as possible and thereby improving the effect of
product promotion.

(4) +rough the online comments function, mobile
social network advertisements increase the amount
of information that users have access to; however,
some users may post unwarranted negative feedback
on products to confuse people. When encountering
these negative comments, the enterprise should
maintain the diffusion speed of advertising and
ensure product quality, as well as continuing to
encourage positive comments and likes. After a short
period of decline, the product promotion effect will
naturally recover.

6. Conclusion

Based on the network evolutionary game model, this paper
studies the influence of user information behavior on mobile
social network platforms on the promotion effect for en-
terprises’ innovative products. Based on bounded ratio-
nality, we construct a game model based on the group’s
choice of strategy in mobile social network marketing
communication, obtain the corresponding mean field
equation, and solve this equation for the group’s choice of
strategy under different conditions. We use a MATLAB tool
for the numerical simulation of the model, and we provide a
visual presentation of how the user’s choice of strategy af-
fects the promotion effect of enterprises’ innovative prod-
ucts. Finally, we provide relevant suggestions based on our
findings. +is paper uses quantitative model methods to
study the influence of user information behaviors on the
promotion effect of enterprises’ innovative products, which
augments extant qualitative research. In future research, real
data could be used to verify this model.
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In order to cultivate talents more e�ectively in construction engineering and cultivate students’ critical thinking, creative thinking,
high-level thinking, as well as students’ perseverance, learning ability, global competence, and responsibility, combined with the
integrated stem education concept, this paper makes an in-depth study on the online teaching model of construction engineering
course in PLS-SEMmode. is paper mainly discusses how to apply stem education concept in architectural engineering teaching
through literature analysis and the design of architectural engineering teaching cases. Take the integrated stem education concept
as the guiding ideology, design research as the methodological guidance, and learn from the research model of design research in
the �eld of curriculum and teaching “formative research.” After the prototype of the teaching mode is put forward, with three
rounds of iterative implementation and revision, a feasible and e�ective mathematics teaching mode in Engineering Higher
Vocational Colleges under the concept of stem education (hereinafter referred to as “stem-HVE teaching mode”) is �nally
obtained. It provides a new way for engineering teaching and opens a new chapter of integrated stem education in the �eld of
engineering teaching.

1. Introduction

Stem is the abbreviation of science, technology, engineering,
and mathematics, as shown in Figure 1.  e integrated stem
education concept aims to place the core content of stem
�eld in a real and attractive problem situation, adopt a
problem-solving driven student-centered teaching method,
support students’ learning of mathematics and/or science
content, and help students acquire engineering design and/
or technical means. At the same time, by emphasizing the
integration between middle schools and disciplines in the
process of displaying problem-solving, it helps students
understand the close relationship between disciplines, ex-
perience the value of disciplines, and cultivate new skills in
the 21st century, positive attitude towards stem disciplines,
and enthusiasm for stem career [1]. Integrated stem edu-
cation can help engineering higher vocational education
achieve the goal of talent training. When applied to the

discipline of construction engineering, the integrated stem
education concept not only supports students’ learning of
construction engineering, but also improves students’
learning attitude and promotes their understanding of
construction engineering, to make education truly serve the
engineering specialty. Under the new normal of China’s
economy, the driving force of growth is changing from
factor driven and investment driven to innovation driven.
 is transformation is in line with the development of
economic, natural, and social laws and also re�ects the
country’s urgent demand for high-level human resources. To
develop an innovative country and improve the level of
human capital, education reform is the “�rst chess.” Only
�rst-class education can have �rst-class talents and build a
�rst-class country [2]. As a new direction of education re-
form in the 21st century, stem education has attracted ex-
tensive attention all over the world and is recognized as an
e�ective way to enhance innovation and competitiveness.
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2. Literature Review

Plessis A. and others believe that, with the continuous ad-
vancement of stem education, many educators in the world
have recognized its teaching methods. Stem education
should run through the whole learning stage of learners,
carry out all-round training through formal in-school
learning, and then polish it through informal out-of-school
learning, so that mathematics, science, technology, and
engineering are gradually integrated [3]. Plutynski A. and
others said that, in the process of discipline integration,
enterprises and business circles pay more attention to the
practical ability of workers, while many theoretical knowl-
edge and practical work are in contradiction. *erefore, in
the view of integration, some scholars also issued a ques-
tionnaire, as shown in Table 1 [4].

Dewsbury and others believe that, in the integrated
learning of stem education, more attention is paid to the
connection between disciplines and knowledge. *rough
dynamic learning methods, learners can better master the
application skills of acquiring abilities and skills in practice,
apply the learned knowledge, alleviate the contradiction
between theoretical knowledge and practical work in society,
and further improve the application value of learning in
society [2]. Jones and others said that, in the new era,
structural equation model, namely, PLS-SEM, is an analysis
method widely used in the field of statistics in recent years. It
can flexibly deal with various complex variables and is widely
used in statistics, economics, management, sociology, and
other fields [5]. Woodford and others believe that, in order
to widely apply it to the network education of current ar-
chitecture courses, it should be modified to deal with the
design of each section of architecture network courses
flexibly [6]. Dolighan and Owen believe that, with the
continuous promotion and application of SEM, the com-
monly used SEM software at present includes Amos,
smartplis, LISREL, and so on. Most of LISREL and Amos use
the maximum likelihood method to estimate the variables
through estimation, which has high requirements. If the
number to be counted is no more than 200, it is difficult to
obtain a more stable solution. However, it is difficult to
collect more than 200 kinds of variables in relevant fields,
especially in the field of education. *erefore, it is difficult to
ensure its stability by using the maximum likelihood method
[7]. Verma A. and others believe that the model can be set
through PLS-SEM through the least square method, which is
different from other algorithms. *is PLS-SEM model is
easier to establish in the network teaching of architectural

engineering courses [8]. Rodic and Rodic said that the online
teaching of architectural engineering courses should have
the education and learning contents of organization,
tracking, evaluation, sending, and management, promote
the interaction between learners and the network, and
master various concepts and skills in the field of architecture
in the process of continuous interaction. In the process of
model design, it can be designed mainly through learning
resource database, management system, content system, and
general network [9]. Zhao et al. and others said that, in the
process of practice, previous designs also exposed many
problems, which hindered the effective development of
construction engineering online education curriculum,
lacked the cognition of practical teaching, and generally
existed the educational concept of emphasizing theory and
neglecting practice [10]. However, Hermans et al. and others
said that, in the current era, all sectors of society pay more
attention to learners’ practical ability in the process of
employment. Many learners’ basic cultural level is relatively
weak, and it is difficult to achieve effective practical effect if
the teaching method is mainly lecture [11].

3. Method

3.1. Solutions to Research Problems

3.1.1. Principles of Stem Education. In stem education, ed-
ucation and teaching need to be closely connected with each
other, cultivate learners’ further skills through integration,
and teach learners the ability to solve practical problems
through theoretical knowledge.

Table 1: Level of discipline integration.

Integration level Characteristic
Discipline integration Acquire skills and concepts by learning a subject alone
Multidisciplinary
integration Learn from one project and master the concepts and skills of different disciplines

Interdisciplinary
integration Deepen the skills and concepts of each discipline through the study of two or more disciplines

Interdisciplinary
integration

*rough the study of two or more disciplines, acquire interrelated concepts and skills, match with practical
activities, and strengthen the application of skills

Technological

literacy 

Engineering quality

Math
s

STEM

Sci
en

tifi
c li

ter
acy

Figure 1: Stem concept diagram.
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First, we should follow its interdisciplinary principle in
education. From the perspective of stem, we should sub-
divide various disciplines, including the main educational
disciplines, make reasonable planning, deeply study the
interrelated places between various disciplines, strengthen
the links between disciplines, and strengthen learners’
learning effect and absorption ability. Stem represents the
fields of science, technology, engineering, and mathematics,
which are closely related to each other. In stem education, we
should not only focus on a single discipline, but also em-
phasize the communication and connection between dis-
ciplines, to cross the boundaries between disciplines and
cultivate learners’ ability of comprehensive thinking, so that
learners can think from multiple angles to solve problems
[12], as shown in Figure 2.

Second, the principle of interest should be followed.
Stem’s new educational concept is an educational policy
born in the new era, and in the new era, all sectors of society
also put forward different requirements for the education
industry. Many scholars believe that education in the new
era should break the traditional constraints, strengthen
learners’ learning motivation and enthusiasm through
flexible and interesting education methods, stimulate
learners’ sense of achievement, and let learners experience
happiness in the learning process. *erefore, in the process
of education, teachers should pay attention to integrating the
concepts of various disciplines into different situations to
stimulate learners’ skills and enable learners to have more
initiative in the learning process [13].

*ird, we should follow the principle of experience. In
the process of education, stem education should actively
cultivate learners’ practical ability and enable learners to
participate in the learning process bymeans of hands-on and
brain use. Learners should also skillfully use their theoretical
knowledge to solve various problems, so that learners can
skillfully use more skills in the process of practice, experi-
ence more learning and practice methods, and strengthen
learners’ adaptability to various fields of society.

Fourth, the principle of cooperation should be followed.
In stem education, in order to strengthen the learning effect
in an all-round way, when designing teaching, teachers
should emphasize the cultivation of the cooperative ability of
learners, let learners help and inspire each other in the
learning process, and build a learning community in a new
era. At the same time, we can also strengthen the com-
munication between teachers and experts through com-
munity, so that learners can actively participate in
communication and discussion, and combine learning with
the environment. In this way, learners can also collect
learning materials in the community, ask more questions,
and discuss with each other how to better complete learning
tasks and strengthen learners’ cooperation, which will be of
great help to their work and life in the future [14].

3.1.2. PLS-SEM Mode Architectural Engineering Course
Design Scheme from the Perspective of Stem. In PLS-SEM
mode, the course design of architectural engineering should
follow the structural equation model, which is divided into

measurement model and structural model. Since the mea-
surement model represents the correlation between obser-
vation variables and latent variables, the measured model
can also become an external model, while the structural
model can also become an internal structure due to the
correlation between internal variables [15]. During the es-
tablishment of external model, the relationship between each
variable and potential variable should be observed, as shown
in formulas (1) and (2):

x � Ax
′ ξ + ηx, (1)

y � Ay
′ η + ηy. (2)

*e vector composed of exogenous indicators is set as x,
the vector composed of endogenous indicators is set as y, the
exogenous latent variable is set as ξ, while the endogenous
latent variable is set as η, Ax

′ is the factor load of exogenous
indicators on exogenous latent variables, and Ay

′ is also the
factor load of endogenous indicators on endogenous latent
variables. *e relationship between exogenous indicators
and exogenous variables can also be shown through the
formula. At the same time, the relationship between en-
dogenous indicators and endogenous variables can also be
investigated. *e nonerror between them can be expressed
by ηx and ηx. *erefore, the weight relationship equation
between them can also be obtained, as shown in equations
(3) and (4):

ξ1 � 
h

wthxth. (3)

η � 
k

wthyth. (4)

wth is the h-th weight of the estimated latent variable ξ1 and
xth is the h-th observation value of the estimated latent
variable ξ1. At the same time, the estimated variables can also
be shown by the right equation, and the weight coefficients
and weight observations between each other can also be
expressed by kwth, etc. *emethod adopted in this paper is
based on in-depth study of architectural engineering design,
combined with stem education concept and PLS-SEM,
designed the online education course of architectural en-
gineering through various design modes, and finally
designed several education stages for the overall online
learning course [16].

science

Technology project

math

Related activities

Figure 2: Curriculum integration of stem education.
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First, the participation stage:*e design should adhere to
the basic goal of stimulating learners’ enthusiasm and paying
attention to improving learners’ participation. Teachers
should give a certain degree of advance notice of the course
content in the process of teaching, so that learners can
preview before class, to produce the initial concept and
understanding of the classroom teaching content and guide
the learners through questions to explain their self-under-
standing of the course, to evaluate the learners’ under-
standing ability and design level. Learners should also
strengthen their mastery of learning objectives and be fa-
miliar with the learning contents to a certain extent through
review.

Second, the exploration stage: In the design of this stage,
we should also pay attention to providing more opportu-
nities for learners to build themselves, so that learners can
build their own value system and understanding ability
through the exploration stage, strengthen the training of
practical ability, and let learners ask questions according to
the problems generated in the process of practice and ex-
ploration. Teachers should also guide learners, so that
learners have the desire to actively explore and ask questions,
and provide learners with learning materials to guide
learners to think further [17]. Teachers should establish the
concept of modeling in teaching, put forward the guidance
of various problems to learners, judge learners in the process
of exploration, and then promote learners’ understanding of
learning content and participate in class learning together
through group data collection and brainstorming.

*ird, the interpretation stage should be carried out. In
the interpretation stage, learners should be given the ability
to reflect. Teachers should also deeply modify and refine
various knowledge in this stage. Learners should also actively
use various concepts and do a good job in the production
process of design scheme. Teachers take this opportunity to
explain the principles of various theoretical knowledge to
learners and let them master it. Among them, they should
also pay attention to communication and exchange, let
learners restate the summarized knowledge, let learners have
in-depth communication and cooperation, promote the
connection with each other, and let learners establish correct
concepts through guidance [18].

Fourth, the engineering stage should also be combined
with the design of PLS-SEM. It should focus on enabling
learners to apply the knowledge they have learned in
practical engineering examples and enable learners to
grasp the practical application of various concepts and
skills more deeply, focusing on cultivating learners’
practical ability. For example, the devices in the con-
struction are used in the aspects of test and verification,
construction principle, construction technology, etc., and
the teaching concepts designed by teachers are restated to
enable learners to learn in exploration, monitor and
manage learners’ production process, and improve vari-
ous design schemes [19].

Fifth, in the deepening stage, learners should strengthen
their ability to apply various knowledge and skills and
deepen learners’ application of various complex engineering
concepts. At the same time, we should also strengthen

learners’ knowledge understanding in the learning process.
Teachers can provide learners with new material resources
and let learners use what they have learned before and
integrate into the new field of knowledge. It can not only
strengthen the integration ability, but also give play to the
characteristics of rich resources in online education, guide
learners to further communicate and discuss, and then
combine it with new situations to try and explore, so that
learners can master more new technologies, new devices,
and newmethods. In the final evaluation stage, teachers need
to test the learning effect of learners and promote teachers’
mastery of learners’ ability through the test work, to flexibly
master targeted educational methods in the teaching process
of the next stage, and strengthen the interaction between
teachers and learners [20]. *rough the feedback platform,
learners can also feedback teachers’ opinions in the learning
process or communicate with teachers’ deficiencies in the
teaching process, so as to reduce the adverse phenomena
that it was difficult for both sides to communicate effectively
in the past and strengthen the effectiveness of construction
engineering network education courses.

3.2. Integrated Stem Education Concept and Teaching Process.
Under the concept of integrated stem education, teachers
play the role of organizer, guide, and helper in the biology
teaching process of junior middle school. *e flowchart is
shown in Figure 3 [21]. Teachers’ work contents include the
following:

(1) Create engineering or scientific situations close to
students’ personal experience

(2) Explain the core concepts of biology and interdis-
ciplinary concepts

(3) *rough situational analysis, questioning and in-
spiration, demonstration experiment, sharing in-
formation, providing examples, and other teaching
supports, we can help students explore and practice
and help students solve problems or complete
projects and observe students’ performance and give
performance evaluation

(4) Listen to group communication and arrange in-
tensive exercises according to the results of different
groups

(5) After solving the problem or completing the project,
give a summary evaluation according to the results
and performance of the group

As the explorer, builder, and finisher of stem project,
students mainly work as follows:

(1) Clarify the theme of interdisciplinary projects
according to the engineering or scientific situation
created by teachers.

(2) Construct the core concepts of biology and inter-
disciplinary concepts in combination with teachers’
lectures and materials consulted before class.

(3) After the division of labor is clear, the group will
carry out orderly coordination and cooperation.
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(4) Jointly complete the practical exploration driven by
the project or problem, including expressing the
problem, summarizing the specific requirements,
evaluating the scheme, and communicating the
problem. *is is a multiround and dynamic revision
and improvement process. And finally solve the
problem or complete the project.

*e group will conduct intragroup and intergroup
communication on the results obtained and complete the
intensive exercises arranged by the teacher.

*e teaching process includes five links: creating engi-
neering or scientific situations and clarifying the theme;
clarifying the core concepts of biology; team work to revise
and improve repeatedly, solve problems, or complete
projects; reporting results; intensive exercise. *e key to the
implementation of teaching process lies in the creation of
engineering and scientific situations. Different ways of
putting forward teaching topics will lead to different stu-
dents’ enthusiasm and participation. Before integrated stem
teaching, teachers must complete more detailed and suffi-
cient preclass preparation than conventional teaching in
order to ensure the smooth progress of teaching [22].
According to the stem interdisciplinary project design
pattern, extract the preclass preparation that teachers need
to complete, as shown in Figure 4.

Teaching analysis is mainly a detailed analysis of
teaching objectives, interdisciplinary learning content in
teaching, and learner characteristics from the perspective of
integrated stem education concept [5]. *e learning task
design of integrated stem teaching with “project or problem”
as the core mainly includes the design of tools and resources,
learning support, activity process, and evaluation scale.

3.3. General Steps of Engineering Design Process. Using en-
gineering practice or design as the realistic situation of
integrated stem education, it is necessary for us to under-
stand the steps that engineers generally experience when
doing engineering design or practice, that is, the core of
engineering practice: engineering design process [23]. *e
engineering design process is generally carried out in seven
stages, as shown in Figure 5.

Stage 1: identify problems and constraints. When
engineers face engineering tasks or projects, they first
need to identify problems for three purposes: first,
determine work objectives; second, analyze the views
of stakeholders of the project and find ways to in-
tegrate them into the design; third, clarify all re-
strictions (such as objective or subjective constraints
such as time and supply) and standards (the char-
acteristics to be met by the final product, such as
beauty and energy conservation) [24]. *is step is
very important. At this stage, each participant needs
to reach a consensus on the design objectives and
limits.
Stage 2: basic research. Facing a certain engineering
task or project, the engineer will first do some back-
ground and basic research, to get the necessary in-
formation for drafting the preliminary design scheme.
For example, understand the background knowledge
and supplement the domain knowledge; investigate the
previous work related to the design theme to avoid
repeated work; be familiar with design evaluation
standards; and even be familiar with rules, customs,
laws, environmental problems caused by investigation,
and design [25].

teacher student

Create engineering or scientific 
situations

Interpreof core biological 
concepts

scenario analysis 
Ask questions inspired

lecture experiment
Provides an example

Assist in practice

Group collaboration

Constructing the core 
biological concepts

Clarify the interdisciplinary 
project themes

summarized evaluation 

Solve the loss problem or 
complete the project

Group communication, 
strengthen the practice

Figure 3: Teaching flowchart of integrated stem education concept.
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Stage 3: conceive. Engineers usually need to conceive
several different solutions first and then further analyze
them to get the optimal solution. “Creation” is the focus
of this stage. In order to stimulate inspiration, engi-
neers usually use “brainstorming.” *is method is very
effective in solving a specific problem and can produce
a series of new high-quality ideas.
Stage 4: analyze ideas. At this stage, engineers will use
mathematical and scientific knowledge and principles
to refine and improve the scheme initially constructed
in the previous stage and select the best feasible scheme
according to customer needs and situational con-
straints. For example, establish mathematical models to
predict the performance of different schemes. In this
process, engineers will make extensive use of mathe-
matics, comprehensively consider the conflict between
standards and constraints, and critically evaluate and
exchange the advantages and disadvantages of each
design scheme. If there are problems in the analysis, the
engineer needs to reflect and return to a previous stage.
Stage 5: build the prototype. After establishing the best
design scheme, the engineer needs to construct a full-
scale working model or sample. It should be noted that
the products of the project are not always materialized.
*e goal of a project can be a new design process,
scheme, etc.
Stage 6: test and refine. Engineers use technical means
to empirically test and evaluate the prototype and

establish a comprehensive evaluation file, including test
conditions, observation results, etc. If there are prob-
lems in the test, the engineer needs to reflect and return
to the previous stages.
Stage 7: communicate and reflect. *e era of engineers
working alone in a small attic has ended. Modern
engineering design needs effective communication.
*ere are at least four forms of communication: face-
to-face, oral, visual, and written communication.

*e above seven stages are a cyclic and iterative process,
and iteration is an important feature of the engineering
design process. *rough this process, engineers gradually
develop engineering thinking and the ability to analyze and
solve problems by using mathematical tools and scientific
knowledge.

4. Conclusion and Analysis

4.1. Experimental Method to Verify the Scheme. In course
design, PLS-SEM is generally used to discuss the analysis
method of the relationship between latent variable and
manifest variable. In structural equation model, the rela-
tionship between variables is the most important to be
analyzed. In curriculum design, learners’ satisfaction with
class, course time, teachers’ teaching quality, and the ra-
tionality of curriculum design can be regarded as different
variables and latent variables. According to the character-
istics of these variables, in the process of classification and

Identify 
problems and 

constraints

Analyze ideasConstruction 
prototype

conceptTesting and 
improvement

Research
Communication 

and reflection

Figure 5: Engineering design process 7 stages.

Teaching analysis
(Teaching objectives,

Interdisciplinary learning 
content, Learner 
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Design learning tasks with 
"project or problem" as the 
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Tool and resource 
design

Learning support 
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Activity 
design

Evaluation scale 
design
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Figure 4: Preparation for integrated stem teaching.
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integration, we should also clearly know the abstraction of
the variables themselves. Many variables that are difficult to
measure directly can only be estimated. However, the ad-
vantage of PLS-SEM is that it can carry out regression
analysis betweenmany variables where it is difficult to obtain
accurate values and multiple dependent variables. When
setting the regression path, it is calculated by analyzing each
dependent variable separately. Although the measurement
error is difficult to avoid, it can be assumed that there is no
error in the independent variables, and the variables of the
structural equation in the analysis process contain mea-
surement error [26].

*e least square path based on PLS-SEM can be con-
structed through new multivariate analysis technology, re-
gression path, and modeling. *e structural equation model
also has two kinds of variables. We strive to build the model
by taking the minimum variable value and then stabilize it
through iterative parameters such as formulas (5) and (6):

η � πηy + zη. (5)

ξ � πξx + zξ . (6)

η and ξ are endogenous variable vectors, x and y decibels
represent the explicit variable vectors of endogenous and
exogenous variables, πη and πξ are coefficient matrices, and
zη and zξ are residual vectors. *e reaction model is con-
structed, as shown in Figure 6. It also includes various
variables such as x11.

In the network curriculum design of construction en-
gineering, stem education should represent the way of
curriculum organization, reduce the impact caused by the
neglect of the relevance between various disciplines and
subjects in traditional education, and let learners make
adaptive groundwork for future work planning and career
development, to help learners have a deeper understanding
of the discipline. For example, in architecture curriculum, it
can relate to psychological curriculum and artistic aesthetic
curriculum. *rough detailed curriculum arrangement and
careful coordination plan, it can carry out common learning
among various disciplines, which also requires teachers of
various disciplines to negotiate and communicate together,
to strive for the rationality and effectiveness of curriculum
design and strengthen the learning effect of learners. In the
process of integration, when integrating knowledge, teachers
should focus on more complex or valuable problem situa-
tions and let learners understand and construct the
knowledge system in the way of cooperation, to form the
ability to use their own knowledge and skills to solve various
problems in the current practical life and strengthen the
application ability of knowledge, make full use of the rel-
evance between the situation and the problem, and give full
play to the effectiveness of the situation and learning. In
addition, in the process of learning, we should also pay
attention to the integration with life, which is also to build
the main framework of learning for learners through lifestyle
and further deepen that learner can solve various problems
in life through knowledge. *rough academic knowledge,
the problems in life can be transformed, so that learners can

experience the practical application of knowledge from life
or work and strengthen their enthusiasm for learning.

4.2. Analysis of Students’ Learning Experience. After the
implementation of teaching activities, in order to under-
stand the students’ learning experience in this teaching
activity, a questionnaire is adopted for investigation. A total
of 10 questions were compiled around the three dimensions
of learning interest, teaching design, and teaching imple-
mentation, including 3 learning interests, 3 teaching designs,
and 4 teaching implementations. A total of 85 test papers
were distributed, 85 were recovered, and 85 valid ques-
tionnaires were received, with a recovery rate of 100%.

4.2.1. Reliability Analysis of Questionnaire. Cronbach’s al-
pha is used to analyze the reliability of the three dimensions
of teaching effect questionnaire, learning interest, teaching
design, and teaching implementation. *e reliability of each
dimension is shown in Table 2.

According to the research, the reliability coefficients of
the questionnaire are 0.782, 0.757, and 0.746, respectively,
and the coefficients are between 0.7 and 0.8, indicating that
the questionnaire has high reliability and can be studied.

4.2.2. Questionnaire Validity Analysis. *is paper analyzes
the questionnaire from three dimensions: learning interest,
teaching design, and teaching implementation. Questions
1–3 are the investigation of learning interest, including
practical ability, cooperation and exploration ability, and
technical and cultural understanding.

As shown in Figure 7, the analysis and survey results
show that, in the process of this teaching activity, more than
87% of students have high interest in learning this teaching
activity and think that their practical ability can be greatly
improved, and less than 13% of students are uncertain.
However, more than 87% of the students said they were very
satisfied with the teaching activity and 13% of the students
maintained an uncertain attitude. *erefore, according to
the overall teaching effect, the satisfaction is very high.

As shown in Figure 8, the survey results show that more
than 88% of the students agree with this teaching activity and
think that they have completed the teaching task perfectly in
the activity, and their cooperation ability and independent
inquiry ability have been improved to a certain extent. Only

ξ1

X11 X12 X13

Figure 6: Schematic diagram of reaction model.
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12% of the students are uncertain about whether to acquire
the ability. However, more than 88% of the students agree
with the ability acquired in their activities, and 12% of the
students maintain an uncertain attitude. *erefore,
according to the overall teaching effect, the degree of rec-
ognition is very high.

As shown in Figure 9, the survey found that more than
90% of the students said that the teaching theme and ac-
tivities made them full of interest in general technology
courses, and less than 10% said that their interest in learning
was average. *e content of this teaching activity involves
students’ understanding of folk traditional crafts. In the

form of interview, students’ spare time is selected for in-
vestigation. It is found that they show great interest in
traditional culture, which virtually gives good encourage-
ment and recognition to the teaching and research at this
stage. It shows that this teaching activity has a good effect on
students’ in-depth understanding of technical culture and
deepening their love of traditional culture.

Questions 4–6 mainly investigate the students’ recog-
nition of this traditional folk culture teaching activity.
According to the statistical results, it is found that the
teaching theme content and learning objectives meet the
students’ learning needs for general technology courses to a
certain extent, and the students have a high degree of rec-
ognition, as shown in Figure 10, indicating that the teaching
is relatively successful.

Questions 7–10 are a survey of the teaching imple-
mentation stage, including teachers’ explanation of cases,
division of labor within the group, improvement of learning
skills, and evaluation of self-learning and group cooperative
learning. *e students’ satisfaction with the teacher’s case
explanation is shown in Figure 11. *e survey results show
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Figure 9: Technical culture understanding survey.

Table 2: Reliability test of each dimension.

Reliability index Reliability
coefficient

Number of
problems

Learning interest 0.782 3
Instructional design 0.757 3
Teaching
implementation 0.746 4
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Figure 10: Survey of teaching topics.
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that more than 85% of the students think that the teacher’s
explanation of the case task is very clear in this teaching
activity, and 15% of the students maintain an uncertain
attitude. *e students who think that the teacher’s expla-
nation is clear account for 6/7 of the whole class, which
shows that the teacher’s explanation of this teaching activity
is relatively clear, but the teacher should communicate more
with the students after class to understand the real ideas of
the students.

5. Conclusion

*rough the integrated teaching of stem, the construction
engineering network education course built in PLS-SEM
mode has the mechanism of teaching content display,
teaching material expansion, self-test, learning and com-
munication among students, feedback, and evaluation.
Students can complete various learning tasks through online
education, which is more effective than the systematic
learning in the classroom of colleges and universities. *ey
can also learn regardless of time and place, providing more
possibilities for learning. *is learning method can also fully
improve learners’ initiative.*rough the learning of network
platform, students can break the limitations of traditional
learning process and make use of diversified network forms
and the integration of educational resources. It reduces the
bottleneck of education and learning caused by the lack of
teachers in the past curriculum teaching, liberates learners
from single and monotonous learning, and further improves
learners’ acceptance and curriculum communication in the
learning process. And adopt diversified and multidisci-
plinary integration to study, strengthen the personalization
of the classroom, create a richer learning atmosphere and
classroom atmosphere for learners, and strengthen learners’
love and participation in the construction engineering
course. In addition, in the learning process, it also plays a
role in the integration and classification of educational re-
sources by designing the curriculum into different stages. In
this way, it improves learners’ initiative, cultivates their
abilities of independent exploration, independent research,

cooperation, and communication, gives full play to the
advantages and value of online classroom, promotes the
deepening development of stem education model in China,
and improves the effectiveness of education curriculum.

Data Availability

*e labeled datasets used to support the findings of this
study are available from the corresponding author upon
request.

Conflicts of Interest

*e authors declare no competing interests.

Acknowledgments

*is work was supported by the Handan Polytechnic
College.

References

[1] S. M. Letourneau, D. Bennett, K. McMillan Culp, P. Mohabir,
D. Schloss, and C. J. Liu, “A shift in authority: applying
transformational and distributed leadership models to create
inclusive informal stem learning environments,” Curator: 4e
Museum Journal, vol. 64, no. 2, pp. 363–382, 2021.

[2] B. M. Dewsbury, “Deep teaching in a college stem classroom,”
Cultural Studies of Science Education, vol. 15, no. 1,
pp. 169–191, 2020.

[3] A. E. Du Plessis, “*e lived experience of out-of-field stem
teachers: a quandary for strategising quality teaching in
stem?” Research in Science Education, vol. 50, no. 4,
pp. 1465–1499, 2020.

[4] S. Zhao, M. Hu, Z. Cai, Z. Zhang, T. Zhou, and F. Liu,
“Enhancing Chinese character representation with lattice-
aligned attention,” IEEE Transactions on Neural Networks and
Learning Systems, pp. 1–10, 2021.

[5] A. H. Jones, “What is an educational good? theorising edu-
cation as degrowth,” Journal of Philosophy of Education,
vol. 55, no. 1, pp. 5–24, 2021.

[6] P. J. Woodford, “Philosophy in the science classroom: how
should biology teachers explain the relationship between
science and religion to students?” Cultural Studies of Science
Education, vol. 15, no. 4, pp. 937–950, 2020.

[7] T. Dolighan and M. Owen, “Teacher efficacy for online
teaching during the covid-19 pandemic,” Brock Education
Journal, vol. 30, no. 1, pp. 95–116, 2021.

[8] A. Verma, S. Verma, P. Garg, and R. Godara, “Online teaching
during covid-19: perception of medical undergraduate stu-
dents,” Indian Journal of Surgery, vol. 82, no. 3, pp. 299-300,
2020.

[9] M. V. Rodic and D. D. Rodic, “Plans vs reality: reflections on
chemical crystallography online teaching during covid-19,”
Journal of Chemical Education, vol. 97, no. 9, pp. 3038–3041,
2020.

[10] S. Zhao, M. Hu, Z. Cai, and F. Liu, “Dynamic modeling cross-
modal interactions in two-phase prediction for entity-relation
extraction,” IEEE Transactions on Neural Networks and
Learning Systems, pp. 1–10, 2021.

[11] J. Hermanns, B. Schmidt, I. Glowinski, and D. Keller, “Online
teaching in the course "organic chemistry" for nonmajor

pe
rc

en
ta

ge
 (%

)

20 30 40 50 60 70 8010
number of people

55

60

65

70

75

80

85

Figure 11: Case explanation and investigation.

Mathematical Problems in Engineering 9



chemistry students: from necessity to opportunity,” Journal of
Chemical Education, vol. 97, no. 9, pp. 3140–3146, 2020.

[12] J. Huang, “Successes and challenges: online teaching and
learning of chemistry in higher education in China in the time
of covid-19,” Journal of Chemical Education, vol. 97, no. 9,
pp. 2810–2814, 2020.

[13] Y. H. Hu, “Effects of the covid-19 pandemic on the online
learning behaviors of university students in taiwan,” Educa-
tion and Information Technologies, vol. 27, no. 1, pp. 469–491,
2021.

[14] J. Dancy, “Honing practical judgement,” Journal of Philosophy
of Education, vol. 54, no. 2, pp. 410–424, 2020.

[15] W. Small, “Practical knowledge and habits of mind,” Journal
of Philosophy of Education, vol. 54, no. 2, pp. 377–397, 2020.

[16] R. Bell, “Underpinning the entrepreneurship educator’s
toolkit: conceptualising the influence of educational philos-
ophies and theory,” Entrepreneurship Education, vol. 4, no. 1,
pp. 1–18, 2021.

[17] R. Curren, “Peters redux: the motivational power of inher-
ently valuable learning,” Journal of Philosophy of Education,
vol. 54, no. 3, pp. 731–743, 2020.

[18] K. Takayama, “Engaging with the more-than-human and
decolonial turns in the land of shinto cosmologies: "negative"
comparative education in practice,” ECNU Review of Edu-
cation, vol. 3, no. 1, pp. 46–65, 2020.

[19] M. D. Burbank, M. M. Goldsmith, J. Spikner, and K. Park,
“Montessori education and a neighborhood school: a case
study of two early childhood education classrooms,” Journal
of Montessori Research, vol. 6, no. 1, pp. 1–18, 2020.

[20] V. Giannakakis, “Neoliberalism and culture in higher edu-
cation: on the loss of the humanistic character of the uni-
versity and the possibility of its reconstitution,” Studies in
Philosophy and Education, vol. 39, no. 4, pp. 365–382, 2020.

[21] S. Sturm, S. Ceder, Towards a posthuman theory of educa-
tional relationality. abingdon; New York, ny: routledge,”
Studies in Philosophy and Education, vol. 39, no. 4, pp. 447–
451, 2020.

[22] S. Goodchild, “Book review: the philosophy of mathematics
education today,” in Educational Studies in Mathematics,
paul ernest, Ed., vol. 103, no. 1, pp. 109–119, 2020.

[23] C. Martin, “Educational justice and the value of knowledge,”
Journal of Philosophy of Education, vol. 54, no. 1, pp. 164–182,
2020.

[24] S. Laugier, “Film as moral education,” Journal of Philosophy of
Education, vol. 55, no. 1, pp. 263–281, 2021.

[25] C. Robertson, Z. Al-Moasseb, Z. Noonan, and J. G. Boyle,
“*e 3-d skills model: a randomised controlled pilot study
comparing a novel 1–1 near-peer teaching model to a for-
mative osce with self-regulated practice,” Medical Science
Educator, vol. 31, no. 6, pp. 1789–1801, 2021.

[26] H. Bardesi, A. Al-Mashaikhi, A. Basahel, and M. Yamin,
“Covid-19 compliant and cost effective teaching model for
king abdulaziz university,” International Journal of Infor-
mation Technology, vol. 13, no. 4, pp. 1343–1356, 2021.

10 Mathematical Problems in Engineering



Research Article
Mathematical Problems in Engineering Landscape Ecological
Security Assessment and Ecological Pattern Optimization of
Inland River Basins in Arid Regions: A Case Study in Tarim
River Basin

Yuanrui Mu 1,2 and Wei Shen 1

1School of Earth Sciences and Resources, China University of Geosciences, Beijing 100083, China
2No. 11 Geological Party, Xinjiang Bureau of Geology and Mineral Resources, Changji, Xinjiang 831100, China

Correspondence should be addressed to Yuanrui Mu; 3001180140@cugb.edu.cn

Received 10 March 2022; Revised 2 April 2022; Accepted 7 April 2022; Published 2 May 2022

Academic Editor: Xuefeng Shao

Copyright © 2022 Yuanrui Mu andWei Shen.is is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

Tarim River Basin (TRB), located at the Eurasia center, is a typical arid inland basin. It is critical to maintain the ecological security
of TRB for the sustainable development of oases. With the inputs of four period land use data, the landscape ecological risk
assessment model, the minimum cumulative resistance model, and network analysis were applied to analyze the landscape
ecological security pattern and to optimize the landscape pattern. e results show that, during the period 1990–2020, (1)
landscape ecological risks of TRB increased by 1.76%; (2) landscape ecological risks tend to agglomerate in space in each period.
e clusters of high-high risk are mainly distributed in the central and eastern desert areas, while low-low risk clusters are mainly
distributed in watersheds Oasis and mountains. (3) Ecological security pattern network of the basin becomes more complex and
better. e optimized pattern, called Oasis Corridor Functional Area with one ring, two screens, two belts, ten corridors, and
multicenter, is expected to provide reference for the ecological environment management and restoration.

1. Introduction

As an essential part of national security [1–5], ecological
security is equally essential to political security, homeland
security, military security, and economic security [6]. It has a
strategic position and great signi�cance, and it is also the key
to achieving sustainable development [7, 8]. e concept of
ecological security pattern and optimization originates from
the West. In 1967, Mac Arthur and Wilson put forward the
theory of island biogeography and “ecological network
model” [9]. At present, based on di¢erent perspectives such
as land use, landscape pattern, and ecological infrastructure
construction, scholars have gradually developed from simple
qualitative and quantitative pattern and planning analysis to
more complex space research such as static pattern opti-
mization, dynamic pattern simulation, and ecological state
trend analysis [10]. e research methods mainly include

multi-index comprehensive evaluation, minimum cumula-
tive resistance model, scenario simulation, and landscape
ecological index. Taken together, the index construction and
methods of ecological security pattern research are still in
further exploring. Most studies use the framework of
“source-resistance surface-corridor” to construct the re-
gional ecological security pattern [11]. In addition, most
researchers regard the identi�cation of ecological sources
and ecological corridors as an important part of the con-
struction of ecological security pattern, but the identi�cation
of strategic points is ignored.

Compared with other regional ecological risks, water-
shed ecological risk assessment has unique watershed
characteristics [12]. In the current study, landscape analysis
method is mainly used to analyze watershed ecological risk
[13]. For example, Craig et al. [14] combined land use with
landscape structure and used ecological threat index to
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evaluate the ecological risk status of Colorado River Basin;
Yan et al. [15] constructed a watershed ecological risk as-
sessment model according to the three indexes of landscape
risk, vulnerability, and loss to evaluate the ecological risk of
Taihu Lake Basin; Xu et al. [16] analyzed the temporal and
spatial pattern of ecological security of coastal wetlands in
Jiangsu by using landscape interference index and vulner-
ability index; Xie et al. [17] constructed an ecological risk
assessment system based on landscape vulnerability, land-
scape structure index, and landscape component area to
evaluate the ecological risk of Taihu Lake; Ma et al. [18]
selected landscape indicators to quantitatively characterize
the landscape pattern in medium and downstream of Shule
River according to the degradation situation of the eco-
system; Ran et al. [19] applied an ecological risk assessment
framework integrating landscape pattern characteristics and
landscape vulnerability dynamics to analyze the spatio-
temporal variations of landscape ecological risk in the
Yangtze River Delta from 2000 to 2018. *e above
achievements provide the theoretical basis for watershed
ecological planning, landscape structure adjustment and
optimization, and social and economic sustainable devel-
opment at home and abroad.

*e Tarim River Basin (TRB) is the fifth largest in the
world, and also the largest inland river basin in China. Its
watershed runs around the Taklimakan Desert from west to
east and through the Tarim Basin. It is a hybrid system with
natural and social attributes, which compose of forests,
grasslands, wetlands, deserts, and people living in the basin.
It has typical characteristics such as good primitiveness and
naturalness. *e TRB is an essential part of the ecological
barrier in northwest China in regulating the climate, con-
serving water sources, preventing desertification, protecting
biodiversity, and maintaining the ecological balance. Due to
the vulnerability of the ecological environment in arid areas
and the sensitivity to external interference [20], the TRB has
become one of the key areas for global change researches.
Over the decades, global climate change and human ac-
tivities have had a great impact on the ecological environ-
ment of the TRB. For example, the changes of Land Cover
and landscape pattern, and drastic desertification, the
shrinkage of wetland area, grassland degradation, reduction
in biodiversity, and the ecological risks have attracted more
and more attention. At present, the research on ecological
risk assessment mainly focuses on some key areas in TRB
[21–26], while the large-scale research on the whole TRB is
still lacking. At the same time, for the optimization of
landscape pattern, many studies focus on models and
methods but lack the combination of landscape ecological
security and pattern optimization and lack the evolution
analysis on time series. *is study grasps the watershed
ecosystem pattern and ecological risk changes from a macro
perspective. Taking the whole TRB as the research object, the
paper uses the landscape ecological risk evaluation model to
quantitatively evaluate the temporal and spatial distribution
and change characteristics of landscape ecological risk and
then designs the optimal layout scheme of ecological spatial
structure in the TRB. It is expected to provide scientific
reference for optimizing the ecological spatial structure of

TRB, ensuring regional ecological security and promoting
regional sustainable development.

2. Study Area and Data Source

2.1. Study Area. *e TRB (71°39–93°45E, 34°20–43°39N) is
located in the center of Eurasian continent and the south of
Xinjiang. It borders the Pamir Plateau in the west, the
Kunlun Mountains and Altun Mountains in the south, and
Kuruktag Mountain in the east. *e Taklimakan Desert is
located in the middle of the basin. *e area of TRB is about
1.02∗106 km2 [27], and it is the largest inland river basin in
China (Figure 1). It has abundant natural resources but a
fragile ecological environment [27–29]. *e total length of
the Tarim River is 2179 km. At present, only the Aksu River,
Hotan River, Yarkant River, and Kaidu-Peacock River have
surface hydraulic connections with the mainstream of the
Tarim River [27]. Its runoff mainly comes from its source
and snowmelt and glacial meltwater in the Tianshan and
Kunlun Mountains [30, 31]. *e basin is located in the
hinterland of the Eurasian continent at mid-latitudes. *e
terrain of the basin is low in the middle and high around,
inclined from west to East. TRB situates the inland with dry
climate, scarce precipitation, and high evaporation. *e
average annual precipitation of TRB is 17.4–42.8mm, and
the annual average temperature is 10.6–11.5°C. And the
climate type of TRB is a temperate arid continental climate
[26]. *e land use types are mainly sandy land, unused land,
and grassland, and the ecological environment is extremely
sensitive and fragile.

2.2. Data. *e land use/land cover change data in 1990,
2000, 2010, and 2020 are from the Resource and Environ-
mental Science Data Center of the Chinese Academy of
Sciences (https://www.resdc.cn), with a spatial resolution of
30m× 30m. With ArcGIS 10.2, the secondary land types
were reclassified into nine land-use types: cropland, forest,
grassland, waterbody, sandy land, saline-alkali land, Gobi,
and construction and unused land. *e GDEMV2 digital
elevation data was used, with a spatial resolution of
30m× 30m. It is collected from the Geospatial Data Cloud
Platform of the Computer Network Information Center of
the Chinese Academy of Sciences (https://www.gscloud.cn/).
*is study uses the Albers_Conic_Equal_Area projected
coordinate system.

3. Method

*e framework of this study is mainly divided into three
parts (Figure 2) Firstly, the landscape indexes are used to
dynamically evaluate the landscape ecological risk of TRB.
*e ecological sources are determined according to the
InVESTmodel and landscape connectivity indexes, and the
cumulative resistance surface is constructed combined with
the results of landscape ecological risk assessment. *en, the
ecological corridors are extracted through MCR model and
circuit theory, the ecological nodes and ecological obstacles
are identified, and the watershed ecological security pattern
is constructed. Finally, according to the above research
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results, the measures and suggestions for the optimization of
ecological security pattern are put forward. *e specific
framework is shown in Figure 2.

3.1. Construction of Landscape Ecological Risk Assessment
IndexSystem. *e landscape pattern index highly condenses
the information and is a simple quantitative index that
expresses some aspects of its structural composition and
spatial configuration. Based on previous research results
[32, 33] and according to the relationship between the
ecosystem landscape pattern and ecological risk, the land-
scape interference index, landscape fragmentation index,
landscape separation index, landscape dominance index,
landscape fragility index, and landscape loss index were used
to establish the model of ecological risk index (Table 1). In
order to spatially express the regional heterogeneity of
landscape ecological risk [34, 35], a square grid of
10 km× 10 kmwas selected to divide the study area.*e total
number of risk areas is 5522. *e ecological risk of each grid
was calculated as the landscape ecological risk at the center
point of each sample area.

3.2. Specialization of Landscape Ecological Risk. *is study
used ArcGIS10.2, GS + 9.0, spatial autocorrelation analysis,
and semivariance analysis to represent the landscape eco-
logical risk in the TRB spatially. *rough the calculation of
spatial weight and Moran’s I index, the spatial autocorre-
lation of ecological risk in the study area is obtained, which
reflects the distribution of adjacent ecological risk values in
space. Spatial autocorrelation analysis can be divided into
global correlation and local correlation [38, 39]. *e best-
fitting model was obtained by fitting the semivariogram to
the point data through the geostatistical analysis module of
ArcGIS [40–42]. We used the ordinary kriging interpolation
method to get the spatial distribution map of ecological risk
in four different periods.

(1) Global spatial autocorrelation (Moran’s I). Global
spatial autocorrelation is used to study the spatial
correlation and regularity of variable attributes. *e
formula is as follows:

Moran′sI �
Ni�1j�1Wij xi − x(  xj − x 


n
i�1 xi − x( 

2


n
i�1 

m
j�1 Wij 

, (1)

where N is the total number of sample areas in the
study area; xi and xj, respectively, represent the
observation value of a characteristic attribute x on
the spatial unit (i≠j) x�is the mean value of x; Wij is
the spatial weight matrix.

(2) Local spatial autocorrelation. Local spatial autocor-
relation can better show the spatial aggregation of
ecological risk. It can show the spatial aggregation of
ecological risk in the form of graphics, which can be
divided into High-High, High-Low, Low-Low, and
Low-High aggregation [43, 44]. *e calculation
formula is

Ii �
xi − x

m
  

n

j�1
Wij xi − x( , (2)

where if the Ii value is positive, it indicates the spatial
agglomeration of similar values (high or low values)
around the regional unit, and if it is negative, it
indicates the spatial agglomeration between dis-
similar values.

(3) Semivariogram analysis method. In this paper,
GS+ 9.0 software is used to fit the semivariogram,
establish the fitting model, and carry out the spatial
analysis of eco-environmental security to reflect the
changes of observed values at different distances
[33, 45]. *en, the semivariogram can be expressed as

c(h) �
1

2N(h)


N(h)

i�1
z xi(  − z xi + h(  

2
, (3)

where c(h)represents the semivariogram, h is the step size,
N(h) represents the number of samples with interval h, and
z(xi) and z(xi+ h) represent the measured values at z(xi) and
z(xi+ h), respectively.

3.3.HabitatQualityModel. InVESTmodel was developed by
Stanford University and theWorldWide Fund for Nature in
the United States. *e original intention is to weigh the
relationship between regional development and conserva-
tion. “Habitat Quality” in the model can be used as a re-
flection of habitat quality. It is a quantitative evaluation of
habitat quality from the perspective of biodiversity [46, 47].
According to the InVEST model guide [48, 49] and the
natural conditions of the TRB, this study set wetlands,
woodlands, grasslands, and waters as habitats, and other
lands as nonhabitats. Residential sites, roads, railways, and
rural roads are considered threat sources for habitats. Based
on reference values in the InVESTmodel guide and related
literature [49–51], we set the various parameters. *e habitat
quality calculation formula is as follows:

Qxj � Hj 1 −
D

z
xj

D
z
xj + k

z
⎛⎝ ⎞⎠⎡⎢⎢⎣ ⎤⎥⎥⎦, (4)

where Q is the habitat quality of the grid x of land use type j,
H is the habitat suitability of the land type j, D is the habitat
degradation degree of the grid x of the land type j, k is the
half-saturation constant, which is generally 0.50, and z is the
default parameter, generally 2.50 [48, 52, 53].

3.4. Construction and Optimization of Ecological Security
Pattern. In this study, the cumulative resistance surface of
the landscape pattern was constructed according to the
results of ecological source and landscape ecological risk
assessment, and the minimum cumulative resistance model
(MCR) and network analysis were used to establish eco-
logical corridors, identify ecological nodes, and optimize the
landscape pattern. *e formula is as follows [26]:
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MCR � fmin 

m

i�1


n

j�1
DijWi, (5)

where MCR represents the cumulative value of the mini-
mum resistance between ecological source j and any grid i;
Dij represents the distance from the i-th grid to the j-th
ecological source on the landscape pattern resistance; Wi
represents the resistance value of the first grid on the surface
of landscape pattern resistance to the operation of ecological
flows. *is study used the Linkage Mapper module to build
ecological corridors. We use the Linkage Mapper toolbox to
construct ecological corridors in ArcGIS10.2 software.

(1) Identification of “ecological source” and the generation
of resistance surface. In this study, the habitat quality
model was used to identify the comprehensive eco-
logical source of the TRB. Firstly, the patches with an
area greater than 100 km were imported into Conefor
Sensinode 2.6 Software. *e threshold is set to 2000,
and the connectivity probability is set to 0.5. *en, the
three landscape indexes, including landscape coinci-
dence probability (LCP), Integral index of connectivity
(IIC), and Probability of connectivity (PC), could be
calculated. Finally, the patches with patch importance
of higher than 1 in the core area are identified as the

ecological source. With the inputs of landscape eco-
logical risk and the selected ecological sources, the
cumulative resistance surface of the TRBwas calculated
by the cost distance tool. Using the natural breakpoint
method, the ecological land in the study area is divided
into five levels: ecological core area, ecological buffer
area, ecological transition area, ecological optimization
area, and ecological governance area.

(2) *e establishment of ecological corridors. With the
input of the selected “ecological source” and the
cumulative resistance surface of the landscape pattern,
this study mainly used the Linkage Mapper tool to
calculate the minimum cost path between each eco-
logical source and the rest of the ecological source.
*eminimum cost path is the ecological corridor.*e
ratio of the cost-weighted distance of the least-cost
path to the path length is used to describe the relative
resistance of moving along the path [54]. And the
ratio of each corridor is divided into small resistance,
medium resistance, and high resistance according to
the natural breakpoint method.

(3) Identify ecological “pinch points” and ecological
barrier points. Ecological “pinch points” refer to
areas that play an important role in ecological

Table 1: *e methods of landscape pattern indices.

Index Formula Ecological meaning of landscape pattern index

Landscape fragment,
Ci Ci � ni/Ai

Ci represents the fragmentation degree to which the landscape is segmented at a
given time and nature, with higher values representing higher fragmentation of
the landscape and greater human disturbance to the landscape. ni is the number

of patches of landscape type i, Ai is the total area of landscape type i.

Landscape separation,
Ni

Ni � A/2Ai

����
ni/A


Ni represents the degree of separation of patch distribution in the same

landscape type, and the larger the value, the more complex the corresponding
landscape spatial distribution and the higher the degree of fragmentation [36].

A is the total landscape area.

Landscape fractal
dimension, Fi

Fi � 2 ln(pi/4)/ln Ai

Fi is a noninteger dimension value representing the geometric complexity of the
patch or landscape mosaic. *e value ranges from 1 to 2. *e larger the value,
the more complex the structure and change of the landscape patch. Pi is the

perimeter of landscape type i.

Landscape
interference, Ei

Ei � aCi + bNi + cFi

Ei represents the effect of human interference on the area.*e smaller the value,
the better the survival of the creature. a, b, and c are the weights of the

corresponding landscape indices, and a+ b+ c� 1, assign a, b, and c to 0.5, 0.3,
and 0.2, respectively [37, 38].

Landscape fragility, Vi
Expert consultation and

normalization

Vi represents the sensitivity of different landscape types to external
disturbances, and the larger the value, the higher the ecological risk. According
to the actual situation of the study area, the desert and Gobi are assigned a value
of 7. *e saline-alkali land is assigned a value of 6. *e water area is assigned a
value of 5.*e cropland land is assigned a value of 4.*e grassland is assigned a
value of 3. *e forest is assigned a value of 2. *e urban land in the oasis in the
arid area is the main area of human activities, the most stable, and is assigned a
value of 1. *en, the landscape fragility is calculated using normalization.

Landscape loss degree,
Ri

Ri � Ei × Vi

Ri expresses the difference in the ecological loss suffered by various types of
landscapes when disturbed, that is, the degree of loss of natural attributes.
*rough the comprehensive reflection of landscape disturbance index and

landscape vulnerability index

Ecological risk index,
ERI ERI � 

N
i�1 Axi/Ax × Ri

Based on the landscape disturbance index and vulnerability index, the spatial
pattern was transformed into ecological risk variables by sampling method, and
the ecological risk index of land use was constructed. N is the number of

landscape types, Axi is the area of the i-th type of landscape component in the x-
th risk area, and Ax is the total area of the x-th risk area
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protection. *e identification of ecological “pinch
points” is to ground one node (ecological source
ground), input the same current electrical to other
nodes (ecological source ground), and obtain the
cumulative current electrical of each pixel through
the iterative operation. *e point with the high value
of cumulative current electrical is the ecological
“pinch point” [54, 55]. Ecological “pinch points”
have high current electrical density and irreplace-
ability [56]. *is study identifies “pinch points” in
ecological corridors through the Pinchpoint Mapper
module in Linkage Mapper toolbox. Ecological
barrier points refer to areas where the movement of
species between habitat patches is hindered. Re-
moving these areas can increase the connectivity
between ecological sources [57], and ecological
restoration should be carried out in these areas. We
use the Barrier Mapper module of Linkage Mapper
toolbox to identify the barrier points in the ecological
corridor.

(4) Optimizing the layout of ecological spatial structure
in the TRB. According to the construction of the
ecological security pattern in the TRB, identify the
main components of the ecological security pattern
and analyze their spatial and temporal distribution
characteristics. Based on reference to the “green-
heart corridor group network” ecological space
structure optimization combination mode proposed
by Yang Tianrong et al. [58] and the “corridor group
network” ecological space structure optimization
combination mode proposed by Guo Rongchao et al.
[59], this study optimizes and reorganizes the eco-
logical security pattern of the TRB. Based on the
identified ecological source areas, relying on topo-
graphical features to build an ecological safety
protection zone and dividing the ecological function
zones of the TRB, we use central river systems, roads,
and intersource corridors to connect functional areas
to build a regional ecological corridor network
system. *rough the optimization and reorganiza-
tion of “point-line-surface” ecological spatial struc-
tural elements such as oasis areas, ecological pinch
points, and corridor networks [60], an ecological
spatial structure system with multilevel and complex
“oasis corridor group network” is constructed in the
arid inland river basin.

4. Results

4.1. 6e Spatial-Temporal Evolution of Landscape Ecological
Risk in the TRB. *is study used the index model to fit the
ecological risk and generated a four-phase landscape eco-
logical risk distribution map (Figure 3). Using the natural
breakpoint method, the ecological risk value is divided into
five grades: low risk (ERI< 0.028), relatively low risk
(0.028≤ERI< 0.032), medium risk (0.032≤ERI< 0.036),
relatively high risk (0.036≤ERI< 0.040), and high risk
(ERI≥ 0.040). *e results showed that the landscape eco-
logical risks at the four phrase in the TRB had similar

structure and distribution characteristics. In the composi-
tion of risk levels, high-risk areas occupy the highest pro-
portion of area, followed by relatively high-risk areas, and
the ratio of the low-risk areas is the smallest. *e spatial
distribution of risk levels generally follows a pattern of high
in the central and eastern regions and low in the sur-
rounding areas.

Spatially, high-risk areas are mainly distributed in the
central and eastern parts of the Tarim Basin and the tran-
sition zone between mountains and oases. *ese regions are
sandy land, Gobi, and saline-alkali land with high landscape
sensitivity and vulnerability. *e landscape type is single,
and the external world’s resistance is weak, resulting in a
high landscape ecological risk. *e relatively low-risk areas
are distributed in the southern slope of the Tianshan
Mountains, the Pamir-Kunlun Mountains-Aljin Mountains,
and the alluvial plains in the middle and lower reaches of the
river. *e landscape in this area is mostly grassland, culti-
vated land, and swampy land. *e low-risk areas are dis-
tributed in the southern slope of the Tianshan Mountains,
the Pamir-Kunlun Mountains, and the Altun Mountains.
*is area is rich in water resources and has diverse landscape
types, mainly grasslands, waters, and woodlands. And there
is little human disturbance, so the landscape ecological risk
level is low.

As the trend of ecological risk, the statistics of the area
of each ecological risk level in the four periods (Table 2)
show that the degree of ecological risk overall increases.*e
ecological risk of TRB is mainly of a high ecological risk
level, accounting for more than 30%. *e trend of eco-
logical risk area in the four periods is as follows: the area of
high and relatively high-risk levels has increased at the cost
of decreasing the areas of the low, relatively low, and
medium risk level. Among them, the areas of high-risk
areas and relatively high-risk areas increased by 3.77% and
0.22%, respectively. *e high areas were mainly distributed
in the transition zone of desert margins, cities, and oasis
margins. *e interweaving changes of cropland, con-
struction land, grassland, saline-alkali land, and sandy land
reduce the landscape continuity and increase the landscape
fragmentation, resulting in an increasing trend of land-
scape ecological risks. From 2010 to 2020, the areas of
relatively low, medium, and high ecological risk levels
increased, and the areas of low and high-risk levels de-
creased significantly. And the share of the low ecological
risk level decreased from 9.37% to 8.24%. *e area of low
and high-risk levels is mainly transferred to the relatively
low and relatively high-risk areas. With the implementa-
tion of environmental protection policies and policies in
the Tianshan Mountains, Pamir-Kunlun Mountains, and
Altun Mountains, many mines have been shut down, the
forest and grassland areas have increased significantly, and
the ecological risk has been reduced. *e oasis area around
the Tarim River continues to develop with urbanization,
increasing ecological level. In the future, we should focus
on strengthening the ecological protection, planning, and
construction of the oasis area around the Tarim River and
the transition zone at the edge of the desert with medium
and above ecological risk levels.
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4.2. SpatialAutocorrelationof LandscapeEcological Risk in the
TRB. Figure 4 shows that the distribution of landscape
ecological risks in the TRB is highly coupled with the re-
gional geographical environment, and the degree of ag-
glomeration of human activities corresponds to the degree of
spatial agglomeration of risks. e landscape ecological risk
in the TRB is dominated by High-High (H-H) and Low-Low
(L-L) clustering patterns, showing signi�cantly spatial
clustering characteristics.e areas with H-H in the TRB are
mainly concentrated in the central part of the study area
(TaklimakanDesert), the eastern part (Kumtage Desert), and
the transition zone between mountains and oases. e re-
lated landscape types are mainly sandy land, saline-alkali
land, and the Gobi. e L-L agglomeration areas are mainly
distributed in the southern Tianshan Mountains, Kunlun
Mountains, Altun Mountains, and oasis areas in the TRB,
and the landscape types are dominated by grasslands, waters,
and woodlands. From 1990 to 2010, the distribution of H-H
areas in the southern and eastern part of the watershed in the
contact zone between desert and Oasis gradually expanded.

e area of L-L gradually shrank and the change of the L-L
are mainly in oases such as Korla City and Hotan County.
is is mainly due to the expansion of human activities and
the small-scale land reclamation in the Oasis middle-agri-
cultural area, which results in the increase of landscape
fragmentation and the reduction of the L-L area. From 2010
to 2020, the H-H areas gradually shrunk, and the L-L areas
gradually expanded.

4.3. Optimization of Landscape Ecological Pattern

4.3.1. Spatial-Temporal Dynamic of Habitat Quality in the
TRB. Figure 5 showed that industrial and mining con-
struction land, desert, saline-alkali land, Gobi, and bare land
are the main distribution areas with low habitat quality in
the study area. e Taklimakan Desert in the middle and the
Kumtag Desert in the east have the largest low habitat
quality. At the same time, there is an excellent correlation
between the distribution of habitat quality and topographic
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Figure 3:e spatial distribution of landscape ecological risks in the Tarim River Basin in four periods. (a) 1990, (b) 2000, (c) 2010, (d) 2020.

Table 2: e ratio of each ecological risk level in TRB in four periods.

Risk level
Area/km2 Change ratio/%

1990 2000 2010 2020 1990–2000 2000–2010 2010–2020
Low risk 105490.74 102003.28 96890.42 85162.72 −3.42 −5.28 −13.77
Relatively low risk 153342.37 151718.48 142635.10 144424.86 −1.07 −6.37 1.24
Medium risk 204713.05 206221.62 180941.32 192709.24 0.73 −13.97 6.11
Relatively high risk 231268.06 229987.72 229288.61 233568.51 −0.56 −0.30 1.83
Hight risk 338523.99 343407.11 383582.75 377472.88 1.42 10.47 −1.62
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conditions. e areas with low habitat quality mostly have
low altitudes, where desert areas are widely distributed. And
the mountains and oasis areas with high altitudes and high
vegetation coverage are mostly the areas with suitable habitat
quality. Spatially, Figure 4 shows that the areas with high
habitat quality in the four periods are distributed in the oases
and mountainous areas, and the landscape types are mainly
grasslands, oases, and shelter forests on the edge of the
desert.e areas with low habitat quality are concentrated in
the sandy land and saline-alkali land in the central and
eastern parts, construction land such as towns and villages in
the oases, and the Gobi area in the transition zone between
the oases and the piedmont, which is largely di¢erent from
the areas with high habitat quality.

In terms of trend, the average habitat quality of the TRB
was 0.3751, 0.3736, 0.3686, and 0.3694 in the four periods,
respectively. And the habitat quality overall decreased. From
1990 to 2000, many croplands was reclaimed, resulting in a
gradual reduction in the area of wetlands and grasslands, and
the patches became more and more fragmented. During the

period 2000–2010, with the rapid urban development,
construction land expanded signi�cantly, and the extension
of urban outlines took up a large amount of cropland,
grassland, and woodland. In addition, grasslands were de-
graded to unused land on the edge of deserts, resulting in a
sharp drop in habitat quality. In mountainous areas such as
the Tianshan Mountains and the Kunlun Mountains, the
habitat quality level is greatly a¢ected by natural factors, and
the change of habitat quality in this area was small. From
2010 to 2020, the habitat quality increased slightly. During
this period, the water body area increased from
27970.69 km2 to 27213.10 km2. e reduction rate of forest
and grassland areas decreased from 2.21% in 2010 to 1.40%
in 2020.e area converted from cropland land to forest and
grassland is 2282.94 km2. ese indicate that the continuous
popularization of the water-saving drip irrigation model in
the Oasis, the transformation of the land use pattern, and the
implementation of the “ecological water delivery” and
“returning farmland to forests and grasslands” has improved
the ecological environment of the TRB.
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Figure 4: Local spatial autocorrelation clustering map of landscape ecological risks in the Tarim River Basin in four periods. (a) 1990,
(b) 2000, (c) 2010, (d) 2020.
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4.3.2. Spatial-Temporal Characteristics of Ecological Sources.
e ecological source area is generally an area with high
habitat quality, which positively a¢ects the ecological en-
vironment. Based on the evaluation results of the habitat
quality of the TRB, the distribution of ecological sources was
identi�ed (Figure 6). From 1990 to 2020, the area of eco-
logical sources in the TRB increased overall. e ecological
sources are mainly distributed in the southern slope of the
Tianshan Mountains, the Pamir-Kunlun Mountains- Altun
Mountains, and the watershed oasis area. e Tianshan
Mountains and the Pamir-Kunlun Mountains-Altun
Mountains water conservation areas are the primary areas
for ecological security in the TRB and the ecological bottom
line for urbanization development and resource and envi-
ronmental development and construction. Development
and construction activities must be strictly prohibited in the
above regions. From 1990 to 2000, the ecological source
areas of the mainstream of the Tarim River, the Kashgar
River, and the Yarkant River decreased, which was related to
the unreasonable use of water resources in the middle and
lower reaches of the basin, which resulted in the cut-o¢ of
the river. By 2010, the area of ecological sources increased

signi�cantly, and the source area accounted for 10.86% of
the study area, which was related to the policies of ecological
water delivery and returning farmland to forests and
grasslands in the middle reaches. By 2020, the areas of
ecological sources increase signi�cantly, accounting for
11.32% of the study area. Under a series of environmental
management measures, the connectivity of green landscape
patches continues to increase, and the degree of aggregation
between patches increases.

4.3.3. Construction of Comprehensive Ecological Security
Pattern. Based on the establishment of the cumulative
resistance surface of the landscape pattern in the TRB, the
ecological corridors and ecological nodes were identi�ed,
respectively, and they were superimposed and combined
to construct the ecological security pattern of the TRB
(Figures 7–9). Overall, from 1990 to 2020, the area of
ecological land in the TRB increased, the ecological
quality gradually began to improve, and the ecological
security pattern network system became more complex
and better.
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Figure 5: e spatial distribution of habitat quality in the Tarim River Basin in the four periods. (a) 1990, (b) 2000, (c) 2010, (d) 2020.
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In 1990, the ecological security pattern identi�ed 58
ecological strategic nodes, 18 ecological barrier points, and
240 corridors (21 large resistance corridors, 142 medium
resistance corridors, and 77 small resistance corridors). e
ecological strategic nodes are mainly distributed at the in-
tersection of corridors, the ecological barrier points are
mainly distributed in the transition zone between oases and
mountains, and the ecological corridors surround the entire
TRB. In 2000, there were 56 ecological strategic nodes, 20
ecological barrier points, and 241 ecological corridors (23
large resistance corridors, 126 medium resistance corridors,
and 92 small resistance corridors). e ecological corridor
mainly has two rings connecting the primary “source” areas.
e middle ring is distributed along the mainstream of the
Tarim River, and the outer ring is distributed along the
Tianshan Mountains-Pamirs -Kunlun Mountains-Altun
Mountains. e medium-resistance corridors are longitu-
dinally connected to the transverse corridors, and some of
the transverse corridors are connected to a small part of the
source and intersect with the corridors. In 2010, the eco-
logical security pattern had 53 ecological strategic nodes, 18
ecological barrier points, and 292 ecological corridors (26
large resistance corridors, 138 medium resistance corridors,
and 128 small resistance corridors). Compared with 2000,
the number of corridors increases, the connectivity and

network connection between sources are stronger, and the
horizontal and vertical corridors in the watershed’s middle
and lower reaches are intertwined, strengthening the con-
nection between regions. In 2020, 70 ecological nodes, 21
ecological barrier points, and 337 ecological corridors (40
high-resistance corridors, 179 medium-resistance corridors,
and 118 low-resistance corridors) were extracted. e main
line of the corridor is still along with the distribution of the
mainstream of the Tarim River and its tributaries, and the
ecological source area has increased. And the number of
ecological corridors between the Kashgar River in the west
and the Qarqan River in the east has increased signi�cantly.

Figure 9 also showed that the spatial distribution of
corridors in the TRB is signi�cantly di¢erent. e central
and eastern deserts of the basin lack ecological sources and
are not connected by corridors. And the number of corridors
between patches around the Tarim River is large, the net-
work density is high, and the connectivity is strong. e
ecological sources in the northern Tianshan Mountains, the
western Pamir Plateau, the southern Kunlun Mountains-
Altun Mountains, and the Oasis have small resistance and a
large number of low-resistance corridors, but the ecological
sources are separated by deserts and Gobi, and the resistance
is relative. And the distribution of small-area ecological
sources acts as a “stepping stone,” connecting the various
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Figure 6: e spatial and temporal distribution of ecological sources in Tarim River Basin in four periods. (a) 1990, (b) 2000, (c) 2010,
(d) 2020.
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ecological sources to generate multiple high-resistance
ecological corridors, which together constitute the optimal
corridor network in the TRB. From 2010 to 2020, the
number of ecological nodes and corridors increased sig-
ni�cantly, especially the high-resistance corridors, which are
mainly concentrated in the transitional areas between the
upper and middle, and lower reaches of the Tarim River, and
are the key areas for soil and water conservation. e ob-
stacle points in the study area are mostly distributed in the
high-resistance ecological corridor. From the comparison
with Figure 8, it can be found that most of the barrier points
are construction land and road land, and they all appear in
the area where natural and arti�cial ecosystems blend. A few
barrier points appear in areas with frequent human activ-
ities, which are mostly urban residential land. e ecological
corridors in these areas are relatively short and narrow, and
as the resistance value of the obstacle points increases, the
ecological corridors may be directly cut o¢. erefore, the
improvement and restoration of obstacle points are the focus
of ecological pattern network optimization and promote the
complexity of the ecological security pattern network
system.

4.3.4. Optimal Layout Design of the Ecological Spatial
Structure. Based on the analysis of the background char-
acteristics of ecological security in the TRB and related
policy orientations, the elements of the TRB are optimized
and reorganized. e oasis ecological source through the
watershed is the ecological green center; other land uses are
the matrix elements. e corridor is the ecological low re-
sistance area between the main ecological source areas. e
ecological high resistance area is the restoration zone, and
the transition zone between the Oasis and mountainous
areas is the key ecological restoration belt. e areas between
the Oasis and desert (Gobi) are ecological protection belts,
and the area outside the ecological protection belt is the
main governance area. And the Tianshan Mountains and
Kunlun Mountains-Altun Mountain ecological barriers are
the ecological functional area, which is mainly for water
conservation and ecological diversity maintenance. ese
will eventually form an oasis ecological ring in the Tarim
Basin with green hearts embellishing the matrix, connecting
�ve major water system corridors in each functional area.
And a compound ecological spatial structure optimization
systemwith “one ecological ring, two ecological barriers, two
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Figure 7: e spatial distribution of ecological nodes in four periods. (a) 1990, (b) 2000, (c) 2010, (d) 2020.
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restoration belts, and ten ecological corridors” will be
conducted (Figure 10).

5. Discussion

5.1. Suggestions for Ecological Space Structure Optimization in
the TRB

(1) Build an oasis ecological restoration belt and a
windbreak and sand �xation protective belt to
strengthen the ecological environment quality of the
“two districts.” To ensure the orderly development of
the nine oasis areas and prevent sandstorms and soil
erosion, protective belts are constructed in highly
vulnerable areas between desert areas and oasis areas,
mountain areas, and oasis areas to prevent deserti-
�cation, salinization, and grassland degradation. e
Kunlun-Altun Mountain North Slope Restoration
Zone and the Tianshan South Slope Ecological
Restoration Zone are located in the transition zone
between the mountainous area and the oasis area,
which are of great importance for soil and water
conservation. e governance optimization area in

the desert area in the central TRB and the water
source conservation ecological functional area in
Tianshan Mountain and Pamir-Kunlun-Altun
Mountain are two critical areas in the ecological
optimization layout. e water conservation areas in
the north and south are the water sources of the
entire TRB. To ensure the normal development of the
oasis area, enclosure protection should be
strengthened to ensure water conservation. e
optimized management area is mainly in deserts
with the worst habitat quality, which is the biggest
threat to the development of the oasis area. e
management measures include adopting ecological
measures to �x the sand, implementing water-saving
irrigation measures, and planting desert vegetation.

(2) Coordinate the relationship between “oases” and
build a water systems and road corridors network.
e oasis ecological ring along the Tarim Basin
connects the nine oases (Akesu Oasis, Kuqa Oasis,
Kashgar Oasis, Yarkant Oasis, Korla Oasis, Hotan
Oasis, Yanqi Oasis, Ruoqiang Oasis, and Qiemo
Oasis), which is an essential corridor for preventing
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Figure 8: e spatial distribution of barrier points in Tarim River Basin in four periods. (a) 1990, (b) 2000, (c) 2010, (d) 2020.
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and controlling desert expansion andmaintaining the
stability and security of Oasis. Based on the oasis
ecological ring of the Tarim Basin, the main ecological
corridor consists of water systems (Aksu River,
Weigan River, Kashgar River, Qarqan River, Kaidu-
Peacock River, Hotan River, Yarkant River, and the
mainstream of Tarim River) and the main roads.
Increase the connectivity between oasis areas through
a ring and ecological corridor, which is more con-
ducive to oasis development. e complementarity of
the ring and ecological corridor will jointly promote
the development of the ecological environment in the
TRB and build a more complete ecological security
pattern network system. Strengthen the protection of
ecological nodes and water sources, maintain critical
ecological areas, and promote energy °ow, ecological
°ow, and di¢usion between species. Further, conserve
water resources, maintain biodiversity, and optimize
and adjust the relationship between humans and land
in the oasis area.

(3) Create a “one-ring, multipoint” urban agglomeration
to coordinate ecological and economically sustain-
able development. e Tarim Basin Oasis Ecological
Ring is the core area of the “Belt and Road” initiative,
the China-Pakistan Economic Corridor (CPEC), and
an important Silk Road passage. erefore, it is also
the economic circle of the Tarim Basin. Build four
major urban agglomerations (Kashgar, Hetian,
Korla, and Aksu) along the economic circle of Tarim
Basin, play the radiation and driving role of the oasis
city group, build a green ecological security barrier,
and form amore secure, stable, and green sustainable
national space.

(4) Actively respond to government planning and op-
timize ecological space structure. e overall layout
of Xinjiang’s space plan (2021–2035) proposes that
the upstream areas need to strengthen enclosure
protection and continue building the Tianshan
Mountains and Pamir-Kunlun-Altun Mountains
water conservation forest. And in the middle and
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Figure 9: Comprehensive ecological security pattern changes in spatial and temporal in Tarim River Basin in four periods. (a) 1990,
(b) 2000, (c) 2010, (d) 2020.
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lower reaches, we should strengthen water conser-
vation, renovate the water-saving system, and con-
duct the oasis shelter forest system. ese are all for
constructing the water conservation area in the
Tianshan Mountains and Pamir-Kunlun Mountains,
corridor basin oasis functional area, the interactive
functional area between desert and Oasis, and desert
area. Based on the relevant policies and planning,
this study reconstructs the spatial boundary in the
form of space, realizes the spatial governance from
the perspective of space, scienti�cally and rationally
divides the spatial structure of the watershed, and
promotes the sustainable development of the region.

5.2. �e Uncertainty of the Methods. Uncertainty analysis of
landscape ecological risk assessment: the choice of indexes,
the determination of the relationship between indexes and
ecological risk, and the combination of indexes to obtain the
comprehensive results of ecological risk may lead to the
uncertainty of the results. For example, the assignment of
vulnerability in landscape ecological risk re°ects the relative
vulnerability of landscape types in the study area. e dif-
ferences in landscape ecological classi�cation also lead to the
low general applicability of vulnerability assignment.
erefore, how to improve the accuracy of vulnerability
index assignment or construct new vulnerability index and
adopt more scienti�c methods to study landscape ecological
security needs to be further improved. In addition, this study

uses the landscape index to construct the ecological security
evaluation model. From the perspective of landscape spatial
structure to analyze the temporal and spatial changes of
watershed ecological security, there is a lack of consideration
of watershed socio-economic factors, and the results are
relative.

e selection of ecological sources may a¢ect the results
of ecological corridors identi�cation. Some small or scat-
tered ecological sources may be ignored in the analysis, but
they may play an important role in regulating the regional
environment. erefore, we should pay attention to the
uncertainty in landscape ecological risk assessment, so as to
provide accurate scienti�c basis for relevant ecological en-
vironment decision-making.

6. Conclusion

As a typical watershed of Inland Arid area, TRB has a fragile
Desert-Oasis ecosystem, which is highly sensitive to human
activities. Watershed landscape management is a major
challenge for the government. How to realize the sustainable
development of the watershed? In this study, the temporal
and spatial dynamic changes of ecological security are an-
alyzed by constructing a landscape ecological risk assess-
ment model in TRB from 1990 to 2020. Secondly, the spatial
autocorrelation analysis of landscape ecological risk is
carried out to determine its spatial clustering characteristics.
Using the MCR model and circuit theory, this paper con-
structs the landscape ecological security pattern of TRB from
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Figure 10: e design of the optimized layout of ecological space structure.
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1990 to 2020, defines the ecological function areas, ecological
corridors, and ecological points, and realizes the combi-
nation of spatiotemporal dynamic evaluation and optimi-
zation of regional ecological security. *e main research
results are summarized as follows: the landscape ecological
risk shows an upward trend from 1990 to 2020. *e areas
with high ecological risk are the desert areas in the middle
and east of the study area, the transition zone between
piedmont area and oasis. *ere is a significant aggregation
phenomenon of landscape ecological risk in TRB. Taking the
results of landscape ecological risk assessment and the
ecological sources selected through Habitat Quality and
landscape connectivity as the basis for the generation of
landscape pattern resistance surface, this paper constructs
the landscape ecological security pattern of the basin and
optimizes the ecological spatial structure of arid inland
rivers.*e distribution pattern is “one ring, two screens, two
belts, ten corridors, and multiple centers,” so as to ensure the
continuity of ecological processes in the study area. *e
corresponding optimization suggestions are put forward: the
key corridors connecting the nine oases around the TRB.
Urban development should consider the current ecological
resources and corridors to prevent landscape fragmentation,
strengthen the improvement and restoration of ecological
obstacles, and formulate the spatial planning of the Kunlun-
Altun Mountain North Slope Restoration Zone and the
Tianshan South Slope Ecological Restoration Zone. *is
study can provide a scientific basis for the Ecological
Planning and Urban Master Planning of inland basins in
arid area in the future. With future research, human factors
should be added to the dynamic change of landscape security
pattern, especially in the analysis of the relationship between
national policies, watershed planning, socioeconomic sta-
tistics, and land use. In addition, according to the research
on the contradiction between water resources protection and
economic development in arid areas, it needs to be further
explored to build a practical ecological security model to
realize ecological and economic development.
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In order to improve the e�ect of Chinese dance training, this paper combines digital feature recognition technology to correct and
analyze Chinese dance trainingmovements and constructs an intelligent auxiliary training system. In order to solve the travel time
problem at the computationally complex interface and ensure its computational accuracy, a local adaptive triangulation technique
is used in the fast-advance algorithm. Moreover, this paper designs the function of the system according to the user’s needs,
transforms the design concept into a �gurative visual representation through the interactive prototype according to the function,
carries out the visual design of the interface according to the interactive prototype, and uses the interactive technology to realize
the development of the system. From the test analysis results, it can be seen that the Chinese dance training action correction
system based on the digital feature recognition technology proposed in this paper has a good e�ect and can e�ectively promote the
improvement of the Chinese dance training e�ect.

1. Introduction

As one of the important components of Chinese culture and
art, Chinese classical dance has a very long and splendid
development history. At present, under the general trend of
carrying forward the history of the Chinese nation and
advocating the inheritance of traditional Chinese cultural
heritage, Chinese classical dance has received attention and
has been widely disseminated and carried forward. More-
over, beautiful performances of Chinese classical dance are
often seen in important celebrations and diplomatic cere-
monies. In addition to performing tasks on major occasions,
more tasks of Chinese classical dance are to popularize
cultural and artistic performance tasks across the country
and around the world and have a large number of audiences
and performance participants in the folk. It is the common
wish of every teacher and student engaged in this work to
improve and enhance the basic training and teaching of
Chinese classical dance. �e teaching and scienti�c research
work of Chinese classical dance thus carried out can not only
provide urgent basic training in dance teaching but also
promote the popularization of Chinese classical dance

among the people, thus bene�ting the majority of dance
lovers in the society. �erefore, this research work has
profound social signi�cance and broad application
prospects.

�e existence of a digital society puts forward new re-
quirements for dance teaching and also provides us with
good development opportunities. Teachers who are re-
sponsible for dance education should face the following
issues directly: (1) update dance education and teaching
concepts as soon as possible, absorb new knowledge
structures, broaden knowledge �elds, and become learners
of digital technology; (2) adapt to teachers in accordance
with the shifting changes of students in the new teaching
process, students are the center, and a variety of teaching
methods are provided; (3) learn to apply digital tools and
technologies for curriculum design and skillfully use digital
tools to serve dance teaching. Digital dance teaching helps to
update knowledge. With the help of a digital high-speed
dissemination system and digital technology, knowledge
updates will be accelerated. Various media and mobile
devices provide audiences with learning conditions that are
not limited by space and time, especially for students’
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“fragmented” learning, which provides convenience. .e
ubiquitous computing and display devices, in the study of
audiovisual arts, help to strengthen the interconnection of
theoretical learning and practical links. Whether at school,
in the dormitory, at home, or on the road, dance learning
will combine theoretical knowledge with diverse practical
opportunities. All in all, the constant updating of knowledge
and the constant changes of new things urge us to continue
to learn for a long time and adapt to the development
rhythm of the digital society. As the inner force of dance
teaching reform, teachers should take on the conscious of
digital teaching reform and regard digital dance teaching as
an important development opportunity.

.is paper combines the digital feature recognition
technology to carry out the correction and analysis of
Chinese dance training movements and constructs an in-
telligent auxiliary training system to improve the correction
effect of Chinese dance training movements.

2. Related Work

Today, with the explosive growth of multimedia data, var-
ious forms of multimedia information such as text, images,
voice, and video are rapidly expanding. Multimedia infor-
mation has become an urgent desire of people [1]. In
multimedia information, video data have the most complex
structure and richest information, but, due to the lack of
expression means, it is also the most difficult to store, or-
ganize, and retrieve. How to effectively solve the problem of
video data organization and retrieval has also become a
research hotspot [2]. Traditional video retrieval methods rely
on human memory to recall video content and then describe
it in words. .is method is often subjective and slow and has
a high error rate [3]. .e content-based image query and
video retrieval method proposed in [4] has made a break-
through in the research in this field. .is method only needs
to analyze the sequence structure of the video and distin-
guish the changes of the video according to the change
degree of the content of the frame. Video retrieval requires
finding the desired video clips in a large amount of video
data, but because of the large and complex video content,
video retrieval is very difficult, which is largely different from
image retrieval [5]. Video is currently the most informative
data, so the retrieval of video has become a prominent
problem in real life. In the past ten years, after people’s
unremitting efforts, content-based video retrieval technol-
ogy has been continuously developed and achieved exciting
results [6]. .e expression of video content can be divided
into three levels: raw data (awdata), low-level visual content
(low!evelvisualeontent), and semantic content (semanti
eontent). .e original data are composed of basic video
units, data format, frame frequency (framearet), etc.; the
low-level visual content is composed of visual features such
as color, shape, and texture; the semantic content includes
high-level concepts such as object (object)t, event (veen)t.
[7]. In the field of video retrieval, most of the work is still in
the use of low-level visual content, and the retrieval of se-
mantic level is only carried out in specific fields [8]. Ref-
erence [9] proposes a method for automatic video

annotation using human behavior analysis and domain-
specific knowledge of specialized tennis matches. At the
semantic level, the support of a knowledge base is generally
required. Because of its complexity, progress has not been
satisfactory. Video analysis is carried out on the basis of
image analysis, so the visual features of images such as color,
shape, and texture are naturally introduced into the video
and have been widely used. In addition, in order to better
express the video and solve the unsatisfactory video analysis
results caused by the discontinuity of the visual features of
the video in the spatiotemporal expression, people have
introduced features that can reflect the continuity of the
video, such as motion features (including objectmotion and
canreramotion), or comprehensively use the correlation of
different media, such as the recognition of sound and text in
the video to assist the semantic recognition of the video [10].
Because visual features are intuitive, simple, and effective,
they have been widely used in video retrieval. Even in today’s
increasingly in-depth research, using video’s color, texture,
shape, motion, and other low-level visual features to retrieve
videos is still difficult and is the main method for video
retrieval [11]. Video retrieval combined with traditional
database technology can easily store and manage massive
video data; combined with traditional Web search engine
technology, it can be used to retrieve rich video information
in HTML pages. In the foreseeable future, content-based
video retrieval technology will be widely used in the fol-
lowing fields: multimedia database, intellectual property
protection, digital library, network multimedia search en-
gine, interactive television, art collection and museum
management, telemedicine and military command system,
etc. [12]. Although content-based video retrieval has re-
ceived extensive attention and some applications, its real
application is still in its infancy. At present, the main re-
trieval goals of video retrieval are retrieving similar videos,
locating similar video segments in a video, and retrieving
similar shots. [13]. Based on the characteristics of dance
video, the composition and characteristics of digital video,
video analysis, scene switching detection, and key frame
selection are analyzed. A variety of methods are used, and on
this basis, the content-by-content retrieval of video data is
analyzed [14].

Dance is an art of human movement, which is human
movement transformed into dance. .e general human
movement has the characteristics of nonstop flow and
change and exists in a certain time and space while dance
generally needs to be accompanied by music, wear specific
costumes, and some have various props. On the other hand,
there are also lighting and scenery, so dance is a spatial,
temporal, and comprehensive dynamic plastic art [15].
Human movements are the activities of the whole body or
part of the body, which are used to express the needs of
emotion, thought, and life. According to the role of aes-
thetics, human body movements can be divided into two
types: daily life movements and artistic movements. .e
former refers to various movements in ordinary life, and the
latter refers to the movements that have been processed,
organized, refined, and beautified, generally referring to
dance movements [16]. .erefore, dance movements are
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derived from the movements of the natural form of the
human body and must be refined, added, and beautified
artistically. From the movement of the human body's natural
form to dance movement, it must be processed and de-
veloped in two aspects: one is to go through regular de-
velopment, and the other is to go through purposeful
development. Regular development refers to organizing Bai
Ranyouxu’s life movements into orderly movements,
making life movements rhythmic; purposeful development
means that each dance movement has a clear motive and
expresses certain characteristics. .ese emotions and
thoughts reflect the bamboo play and the strength of the
dance [17]. .e movement of the dance is to move and fit
together. Any dance must move, but it cannot be a dance if it
does not move. .e dance moves are dynamic. From the
perspective of form, the movements of the human body can
be divided into three categories, namely shape, quality, and
potential. Shape: there are size, square, height, length,
straight, straight, and oblique; quality: there are rigid and
soft, thickness, strength, and severity; momentum: there are
rapidity, movement, gathering and dispersing, advancing
and retreating, and sinking and rising. .ese opposing
factors are properly unified in dance art, forming a har-
monious dance beauty [18].

3. Digital Feature Technology Algorithm

.e definition of the B-spline function is that for a given n+1
control point Pi(i � 0, 1, . . . n), the following p-th degree
B-spline function is defined:

Cp(u) � 
n

i�0
Ni,p(u)Pi, (1)

where Ni,p(u) is the p-order B-spline basis function, and
u � [u0, ui, . . . , un] is the nondecreasing node vector set. In
this paper, Pi(i � 0, 1, . . . , n) is connected in sequence with
polyline segments to form a polygon, which is called a
B-spline control polygon.

.en, the basis function of a B-spline of degree p can be
defined as follows:

Ni,0(u) �

1, u ∈ ui, ui+1 ,

0, other ,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

Ni,p(u) �
u − ui

ui+p − u
Ni,p− 1(u) +

ui+p+1 − u

ui+p+1 − ui+1
Ni+1,p− 1(u), p≥ 2,

regulations
0
0

� 0.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(2)

.en, the B-spline basis function Ni,0(u) of degree 0 is a
step function, which is 0 everywhere outside the half-open
interval [ui, ui+1).

From the definition of the basis function in formula (2),
it can be obtained that adjusting the node vector of the
B-spline function will cause the change of the curve shape,
and how to calculate the node vector will directly determine
its value effect. According to formula (2) and the two zero-
order B-spline basis functions Ni,0(u) and Ni+1,0(u), then, this
paper combines the two linearly to obtain the first-order
B-spline basis function, and its expression is

Ni,1(u) �
u − ui

ui+1 − ui

Ni,0(u) +
ui+2 − u

ui+2 − ui+1
Ni+1,0(u)

�

u − ui

ui+1 − u
, u ∈ ui, ui+1 ,

ui+2 − u

ui+2 − ui+1
, u ∈ ui+1, ui+2 ,

0, other .

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(3)

.e subscript i ofNi,1(u) in formula (3) is replaced by i+1,
and the expression of Ni+1,1(u) can be obtained, as follows:

�

u − ui+1

ui+2 − ui+1
, u ∈ ui+1, ui+2 ,

ui+3 − u

ui+3 − ui+2
, u ∈ ui+2, ui+3 

0, other .

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

, (4)

Formulas (2) and (4) can express the basis function of the
quadratic B-spline as follows:

Ni,2(u) �
u − ui

ui+2 − ui

Ni,0(u) +
ui+3 − u

ui+3 − ui+1
Ni+1,1(u)

�

u − ui( 
2

ui+1 − ui(  ui+2 − ui( 
, u ∈ ui, ui+1 ,

u − ui(  ui+2 − u( 

ui+2 − ui(  ui+2 − ui+1( 
+

u − ui+1(  ui+3 − u( 

ui+3 − ui+1(  ui+2 − ui+1( 
, u ∈ ui+1, ui+2 ,

ui+3 − u( 
2

ui+3 − ui+2(  ui+3 − ui+1( 
, u ∈ ui+2, ui+3 .

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(5)

Similarly, other quadratic B-spline basis functions can be
obtained by “translation” of the subscript i. P-th degree
B-spline functions can be derived through the above
transformation and equation (2). I will not go into details
here. At the same time, the function value on each node can
also be obtained according to the basis function derived
above.
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.e cubic B-spline value used in the fast-forwarding
algorithm introduced in this paper uses the uniform cubic
B-spline value after the “translation” of the basis function.
For example, the node vector u in the interval [0,1] can
obtain the function value of the function in the interval [-3,-
2],[-2,-1],[-1,0], and the process is deduced as follows.

If we assume ui � i(i � L, − 1, 0, 1, L), after bringing the
node vector u into formula (2), according to the “trans-
lation” property of the uniform B-spline basis function, we
have

N0,1(u) �

u, u ∈ [0, 1),

2 − u, u ∈ [1, 2)

0, other ,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

,

Ni,1(u) � N0,1(u− i), i � L, − 1, 0, 1, L,

N0,2(u) �

1
2
u
2
, u ∈ [0, 1),

1
2

− 3 + 6u − 2u
2

 , u ∈ [1, 2),

1
2
(3 − u)

2
, u ∈ [2, 3),

0, other,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ni,2(u) � N0,2(u− i), i � L, − 1, 0, 1, L,

N0,2(u) �

1
6
u
3
, u ∈ [0, 1),

1
6

4 − 12u + 12u
2

− 3u
3

 , u ∈ [1, 2),

1
6

− 44 + 60u − 24u
2

+ 3u
3

 , u ∈ [2, 3),

1
6
(4 − u)

3
, u ∈ [3, 4),

0, other,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ni,3(u) � N0,2(u− i), i � L, − 1, 0, 1, L.

(6)

Considering the basis function of a uniform B-spline in
the interval [0, 1], the nonzero polynomial function in other
intervals can be calculated in the interval [0, 1], and its
expression is as follows:

N− 1,1(u) � 1 − u,

N0,1(u) � u,
u ∈ [0, 1]

⎧⎪⎨

⎪⎩
, (7)

N− 2,2(u) �
1
2
(1 − u)

2
,

N− 2,2(u) �
1
2
(1 − u)

2
,

N− 2,2(u) �
1
2
(1 − u)

2
,

N− 1,2(u) �
1
2

1 + 2u − 2u
2

 , u ∈ [0, 1],

N0,2(u) �
1
2
u
2
,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(8)

N− 3,3(u) �
1
6
(1 − u)

3
,

N− 2,3(u) �
1
6

4 − 6u
2

+ 3u
3

 ,

N− 1,3(u) �
1
6

1 + 3u + 3u
2

− 3u
3

 ,

N0,3(u) �
1
6
u
3
.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(9)

Equation (9) used in this papershowsthe B-spline in-
terpolation calculation formula.

Because the digital light field is in a nonuniform layered
medium, the interface changes with the depth and the
regular grid nodes cannot describe the velocity nodes on the
interface in detail, so the accuracy of the algorithm cannot be
guaranteed. To this end, in order to calculate the travel time
problem at complex interfaces and at the same time ensure
its calculation accuracy, the fast forward algorithm adopts a
local adaptive triangulation technique. .e detailed sche-
matic diagram of its principle is shown in Figure 1. In the
study area, the adaptive triangular mesh is locally used to
stitch the mesh nodes near the interface; that is, the trian-
gulation algorithm is used to calculate and update the node
travel time in the local study area, while the regular grid
algorithm is still used for the grid nodes in other areas.
Figure 2 shows an enlarged schematic diagram to demon-
strate the technique. .is detail characterization algorithm,
which is only used in a specific area, can effectively save
computing costs, improve efficiency, and ensure the accu-
racy of the fast-advance algorithm in ray-tracing
calculations.

.e following will describe in detail how the technology
uses the triangular mesh to calculate the travel time value of
the nodes on the interface. Figure 3 shows a schematic
diagram of the triangular grid computing node travel time.
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We assume that the travel-time values TA and TB of the fixed
points A and B are known, and the first-order difference
operator is used to solve the program function equation, and
the travel-time value TO at the point O can be obtained. If
the travel time from TA to TO is t and TB >TA, the following
quadratic equation can be obtained:

a
2

+ b
2

− 2ab t
2

+ 2u a · b − b
2

 t

+ b
2
u
2

− s
2
o a

2
b
2

− a
2
b
2

− (a · b)
2

    � 0,
(10)

where So is the slowness of point O, u � TB − TA, a and b are
distance vectors, and a � |a|, b � |b|. In order to satisfy the
propagation law of seismic waves, the viscous solution of
formula (10) is solved, as shown in Figure 3(b)..e direction
of ∇TO must be between points A and B and u< t; that is, it
satisfies the following formula:

a · b

b
<

b(t − u)

t
<

a
2
b

a · b
. (11)

Equation (10) is calculated under the condition that
equation (11) is satisfied, and the travel time value at point O
is obtained as TO � t + TA; in addition, TO � min bso + TA,

aso + TB}, and the smaller value of the two is selected to
locate the travel time of point O in area 4. As shown in
Figure 3(a), in order to update the travel time at point O, it is
necessary to calculate the travel time of point O of the four

triangular mesh regions, respectively; that is, the same op-
eration as above is used to obtain the travel time of point O
corresponding to the triangular mesh regions 1, 2, and 3, and
finally, the travel time with the smallest value and greater
than zero among these four values is selected as the actual
travel time value of the final point O.

It should be pointed out here that when calculating the
travel time at point O, the triangular mesh must be an acute
triangle. When encountering obtuse-angle triangular
meshes, this calculation process does not hold, and the
problem will be explained in detail below, and a reasonable
explanation will be given. In order to calculate the travel time
at point O, Figure 4 shows three situations that will be faced
during the calculation, and in these three cases, the wave-
front must propagate in the direction of point O.

(1) .e triangular meshes in Figure 4(a) are all acute
angles. .e angles of the five nodes that diverge from
the center to the point O are all 72°; that is, no matter
from which angle the wavefront propagates to the
point O, it will inevitably pass through two adjacent
points, so the travel time at point O can be directly
calculated by equation (11).

(2) .e triangular meshes in Figure 4(b) are all right-
angled triangles. .e angles of the four nodes ra-
diating from the center to the point O are all right
angles. When the wavefront propagates to the point
O, only in the four vertical directions, other angles
are the same as in the first case. Figure 4(b) just
shows the special case where the wavefront is inci-
dent from point A at a normal angle. .erefore, the
travel time at point O in this case can be calculated by
TO � TA + SOAO.

(3) .e triangular meshes in Figure 4(c) are all pin-
angled triangles. Point O is the center, and the angles
of the three nodes radiating from the center are all
120°. Here, the author only takes the obtuse triangle
A O B as an example.

When the wavefront propagates to the point O, within
the θ angle, that is, in the area of the dashed lines that are
perpendicular to each other, the wavefront passes through

0

-20

-40

0 20 40 60 80 100

Z 
(k

m
)

Figure 1: Schematic diagram of interface adaptive triangulation mesh.

Figure 2: Schematic diagram of the enlarged view of the triangular
mesh of the interface.
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the point A and the point B. In other areas, the wavefront
only passes through the point A or the point B. If the obtuse
angle in Figure 4(c) is encountered, the travel time at point O
is approximately calculated by TO � TA + SOAO, and its
proportion to the first-order accuracy can be specifically
expressed by the following formula:

r � 100
2ψ − π

ψ
 , (12)

where ψ is ∠AOB, and its size range is π/2≤ψ ≤ π.
After the above analysis, it can be concluded that when

the triangulation is obtuse angle, the calculation of the in-
terface travel time is lower than the first-order accuracy, and
the travel time calculation does not hold when encountering
an obtuse triangle. However, in the actual algorithm divi-
sion, the needle-angle triangle is an unavoidable problem.
.erefore, Figure 5 shows a split coping strategy that is
different from the previous division when facing obtuse
triangles. As shown in Figure 5, (b) O is replaced by AC, and
the obtuse triangle problem can be transformed into the
above two situations that can be dealt with.

In this paper, a newmesh refinement strategy is adopted,
which also takes into account the accuracy and computa-
tional efficiency and successfully reduces the error near the
source point. Figure 6 shows the whole process of mesh
refinement near the source point of the algorithm, that is,
using the double mesh technique. Among them, the red solid

point is the source point, the black thick line is the narrow
band, and a finer grid is used around the source point. .ese
meshes help to characterize the narrowband in finer detail,
allowing it to approximate the expansion of the simulated
wavefront in a finer manner. Subsequently, the narrow band
continued to expand around. When the narrow band is
about to reach the boundary of the fine mesh, the mesh in
this area will be instantly changed from the fine mesh to the
coarse mesh. Under the premise that the computational time
cost increases by an extremely small order, this refinement
operation can greatly improve the computational accuracy
of the fast-advance algorithm.

A heap is a completely binary tree-shaped data structure;
that is, it is a sequence a1, a2,Λ, an  composed of n ele-
ments, where the elements need to satisfy ai ≤ a2i, ai ≤ a2i+1

0
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Figure 4: (a) Incident wavefront of acute triangle mesh. (b) Incident wavefront of right triangle mesh. (c) Incident wavefront of obtuse
triangle mesh.
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Figure 5: Alternative splitting strategy for obtuse triangles.
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Figure 3: Schematic diagram of updating travel time in the triangle area.
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or ai ≥ a2i, ai ≥ a2i+1, (i � 1, 2, 3Λ, n/2). .en, the sequence is
called a heap. .e top node of the heap is called the root
node. However, as a binary tree structure, each parent node
has two corresponding child nodes. .e minimum heap is
used in the fast forward algorithm; that is, in the binary tree
heap structure, the value of each parent node is smaller than
its corresponding two child nodes. In a complete binary tree
heap, the corresponding relationship between its data
structure and its elements is shown in Figure 7. .e tra-
ditional heap sorting operation process for data structure
sorting includes two aspects: one is to initialize the heap, and
the other is to rebuild the heap. .e time complexity of its
algorithm operation is T(n) � 2n log2 n + o(n), and the size
of the complexity depends on the number of comparisons
between elements in the process of heap reconstruction.

We assume that there are n nodes in the narrowband at a
certain moment in the process of calculating the travel time
of the fast forward algorithm, and the corresponding
minimum heap has n elements, and then, the structure depth

of the heap is h � [log2 n] + 1. When the narrowband is
expanded again, it corresponds to the operations of heap
initialization and heap reconstruction. .e process of per-
forming this operation in a conventional heap is shown in
Figure 8(a), which can be roughly divided into the following
three steps:

(1) .e algorithm removes the root element and moves
the last element at the bottom of the heap to the top
of the heap

(2) .e algorithm takes the new root element as the
parent node, compares it with the smallest child node
in turn, and adjusts it downward in turn to complete
the heap reconstruction

(3) .e algorithm puts the newly added element into the
position of the last element at the bottom of the heap,
and compares and adjusts the position upward in
sequence, and stops the above operations when the
new minimum heap data structure is completed.

When the operations of the above three steps are con-
tinuously performed, the maximum number of comparisons
between the root element and the data under the heap is
2(h − 1). However, when the last element at the bottom of
the heap is compared and adjusted upward, the maximum
number of comparisons is (h − 1). In the process of re-
building the heap, the maximum number of comparisons of
conventional heap sorting is 3h, and the time complexity of
its algorithm is T1(n) � 3[log2 n]. Figure 8 shows the heap
operation flow of deleting 1 and adding 8.

.rough the above implementation process of traditional
heap sorting and combining the characteristics of narrowband
expansion, it is possible to try to improve the conventional heap
sorting technology. Te improved heap sorting adopts the va-
cancy sinking method. Compared with the traditional method,
the improved heap sorting using the vacancy sinking method
mainly improves the details of its contrast adjustment for the
newly added elements. .e improved heap sort operation can
be divided into the following two steps:

Figure 6: Mesh refinement implementation process near the source.
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a1 a2 a3 a4 a5 a6 a7

1.0 2.0 3.0 4.0 5.0 6.0 7.0

a4

Figure 7: .e correspondence between the complete binary tree
heap and each element.
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Figure 8: Flowchart of normal and improved heap sort rebuilding heap operations. (a) Regular heap sort. (b) Improve heap sort.
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(1) After removing the root element, its corresponding
heap headspace bit is compared with its two child
node values. .en, the algorithm selects the smaller
of the two and swaps positions with the vacancy, and
the new vacancy continues to perform the above
operations on its corresponding two child nodes
until the vacancy reaches the bottom layer of the
heap and stops the above operations.

(2) .e algorithm adds new elements to the vacancies
and performs reverse and upward comparison op-
erations according to step (1) to finally form a
minimum heap data structure.

In the above process, the corresponding values of two
child nodes need to be compared each time when the gap
is adjusted downward, and the maximum number of
comparisons is (h-1). Compared with the conventional
heap sorting method, the new element inserted into the
vacancy needs to be compared with its parent node each
time when it is adjusted upward, and the number of
comparisons is (h-1). .e maximum number of com-
parisons for the above improved heap operation is 2(h-1),

and the time complexity of the algorithm is
T2(n) � 2[log2 n]. However, according to the character-
istics of the fast forward algorithm to calculate the travel
time, that is, the travel time of the newly added nar-
rowband point is always not less than the travel time
corresponding to the accepting point and the original
narrowband point extending this point. .erefore, con-
sidering only one comparison with its parent node when a
new element is added to the vacancy, the time complexity
of the conventional and improved heap sorting algorithm
is T1(n) � 2[log2 n] + 1, T2(n) � [log2 n] + 1, respectively.
Figure 9 shows the data structure after regular and im-
proved heap reconstruction.

From the analysis of Figure 8 and Figure 9, in the process
of rebuilding the heap, the improved heap still maintains the
structure of the minimum heap although the elements
corresponding to the nodes in the heap have changed. .is
fully demonstrates the effectiveness of this improvement for
heap sort. At the same time, the improved heap is twice as
efficient as the traditional conventional heap sort in terms of
its numerical comparison efficiency.
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4.0 3.0

7.0 5.0 6.0 8.0

a1

a2 a3

a5 a6 a7

a1 a2 a3 a4 a5 a6 a7

1.0 4.0 3.0 7.0 5.0 6.0 8.0

a4

2.0

4.0 3.0
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a5 a6 a7

a1 a2 a3 a4 a5 a6 a7

1.0 4.0 3.0 8.0 5.0 6.0 7.0

a4

Figure 9: Data structure after regular and improved heap reconstruction.
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Figure 10: Correction model of Chinese dance training movements based on digital feature recognition technology.
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4. Correction of Chinese Dance Training
Movements Based on Digital Feature
Recognition Technology

.e design of the digital teaching system of Chinese classical
dance is to design the function of the system according to the
user’s needs, and then, according to the function, the design
concept will be transformed into a concrete visual repre-
sentation through interactive prototypes. .en, the visual
design of the interface is carried out according to the in-
teractive prototype, and finally, the development of the
system is realized by interactive technology, as shown in
Figure 10.

After the above system is constructed, the practical effect
of the correction model of Chinese dance training move-
ments based on digital feature recognition technology is
explored, and the demonstration image shown in Figure 11
is obtained.

On the basis of the above research, the effect evaluation
of the correction system of Chinese dance training move-
ments based on digital feature recognition technology in this
paper is carried out, and the final results are counted, and the
results obtained are shown in Table 1.

From the above analysis, the correction system of
Chinese dance training movements based on digital feature
recognition technology proposed in this paper has a good
effect and can effectively promote the improvement of
Chinese dance training effects.

5. Conclusion

.e basic skills training of Chinese classical dance has
certain standard movements and strict requirements. In the
large amount of exercise and long-term training, it is re-
quired to maintain correct movements and elegant posture.
If the posture of a person’s body movement is not correct,
not only the movement is not elegant, but, more

(a) (b) (c)

Figure 11: Demonstration of Chinese dance movement correction image based on digital feature recognition technology. (a) Original
Chinese dance movement image. (b) Background removal of Chinese dance movement image. (c) Feature extraction of Chinese dance
movement image.

Table 1: .e effect of the correction system of Chinese dance training movements based on digital feature recognition technology.

VB Training effect Number Training effect Number Training effect Number Training effect
1 87.20 21 86.73 41 80.31 61 83.85
2 86.99 22 78.57 42 83.15 62 88.70
3 85.57 23 79.37 43 87.75 63 80.52
4 80.26 24 89.58 44 86.18 64 82.59
5 80.92 25 89.97 45 78.58 65 82.06
6 78.27 26 81.64 46 80.38 66 83.84
7 84.40 27 84.93 47 84.90 67 85.22
8 81.15 28 81.47 48 80.97 68 85.60
9 85.40 29 90.50 49 90.37 69 83.71
10 81.73 30 87.20 50 86.86 70 84.63
11 88.11 31 83.42 51 80.31 71 86.61
12 79.53 32 87.08 52 87.77 72 78.64
13 89.62 33 85.42 53 81.07 73 82.65
14 80.97 34 80.71 54 86.23 74 78.62
15 82.40 35 86.95 55 82.62 75 88.94
16 89.73 36 89.72 56 84.86 76 88.61
17 81.13 37 84.17 57 90.83 77 80.98
18 80.32 38 90.00 58 87.99 78 86.79
19 83.09 39 79.05 59 85.96 79 86.34
20 90.82 40 80.68 60 79.79 80 90.45
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importantly, the dancer is prone to injury. .erefore, in the
dance teaching of professional colleges, the basic training
and teaching of Chinese classical dance is an extremely
difficult learning process..is paper combines digital feature
recognition technology to correct and analyze Chinese dance
training movements and constructs an intelligent auxiliary
training system. From the test analysis results, it can be seen
that the correction system of Chinese dance training
movements based on digital feature recognition technology
proposed in this paper has a good effect and can effectively
promote the improvement of Chinese dance training effects.
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 e rapid development of Internet of things technology provides robust conditions for building a perfect intelligent campus. A
visual teaching question answering system is essential for creating a smart campus, signi�cantly improving education quality.
However, the accuracy of the existing teaching question answering system is not high. To solve this problem, this paper proposes a
visual teaching system based on a knowledge map.  e system mainly includes two parts: problem processing and answer search.
In the part of problem processing, combined with the pretraining language model, a new model framework is constructed to deal
with the problem of entity reference recognition, entity link, and relationship extraction. By setting three kinds of classi�cation
labels, the problem is divided into simple, chain, and multientity problems. Di�erent solutions are given to the above three
classi�cation problems in the answer search part.  e experimental results show that the answer accuracy of this system is higher
than other comparison methods.

1. Introduction

Internet of things technology refers to various modern in-
formation sensing devices and technologies based on the
Internet [1].  e process is collecting, inputting, and con-
necting various information of objects and carrying out
intelligent perception, recognition, and management [2]. It
uses the Internet to realize the information exchange be-
tween people and things. It achieves the accurate collection,
exchange, and sharing of information, so it has three
characteristics: overall perception, reliable transmission, and
intelligent processing [3]. Overall perception refers to its use
of perception equipment to perceive and obtain information
to achieve a comprehensive information collection. Reliable
transmission refers to the accurate sharing of object in-
formation based on the Internet, so that information can be
accurately communicated and disseminated. Intelligent
processing refers to a series of processes in which it can use
various intelligent technologies to perceive, collect, process,
and monitor object information to provide more conve-
nience for people’s lives, studies, and work.

Smart campus refers to integrating campus learning, life,
and work using Internet of things technology [4], to make

the campus management, teaching, scienti�c research, and
campus life more systematic and e�cient, solve the prob-
lems existing in the traditional campus more appropriately,
and promote the further development of China’s education.
In the construction and application of the Internet of things
environment in the smart campus, based on the data pro-
cessing ability of the smart campus, focus on the opening of
the existing data communication channel of the smart
campus [5].  e accurate collection of data in teaching and
learning activities provides a data basis for the multilevel and
diversi�ed development of the school, analyzing the reasons
behind academic achievements and helping teachers de-
termine targeted teaching strategies and realize individu-
alized education [6]. In addition, the design of smart campus
Internet of things environment architecture and the de-
velopment of related applications provide model reference
and practical guidance for applying new technologies in
smart campus.

In recent years, the development of Internet of things
technology has gradually formed a scale. People have
invested a lot of workforces, material resources, and energy
in developing Internet of things technology [7]. It has helped
all walks of life solve the problems existing in the previous
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model and achieved good results. However, there are still
challenges in the cost, technology, and management of
Internet of things technology. Universities should under-
stand these challenges when using Internet of things tech-
nology for smart campus construction, to avoid problems in
the construction of smart campus.-e challenges of Internet
of things technology mainly exist in three aspects. (1)
Technical standards: Internet of things technology has
higher requirements for the Internet [8]. It needs to use
different technologies and ports for information perception
to meet the needs of object information collection, trans-
mission, and sharing needs. However, there is no unified
technical standard for Internet of things technology [9]. As a
result, universities cannot have unified standards to im-
plement when building smart campus. -is is not conducive
to the standardized construction of smart campus. (2)
Management issues: Internet of things technology is a
further improvement of the Internet [10]. With the con-
tinuous expansion of its application scope, the information
of all walks of life will cross each other.-is leads to the need
for universities to screen all kinds of information when
building smart campus [11]. It also brings difficulties to the
platform management of smart campus. (3) Cost issues: -e
application of Internet of things technology needs a lot of
financial support [12]. In the process of using the Internet of
things, the school increases the investment in the con-
struction of smart campus and increases the investment in
the maintenance of smart campus, which increases the fi-
nancial pressure of the school. Universities should under-
stand the shortcomings of Internet of things technology in
using Internet of things technology and build a smart
campus in combination with the actual situation of the
university to improve the campus teaching environment and
the efficiency of teaching and management [13].

-is paper proposes a visual teaching system based on a
knowledge map to solve the above problems. Different tags
are set for questions to use different modules to search the
answers and solve chain and multientity problems in
complex problems. In entity reference recognition, a method
combining the pretraining language model BERT [14] and
BiLSTM network [15] is proposed. In the part of relationship
extraction, the complex model structure is abandoned and
the similarity calculation of question and candidate rela-
tionship is realized directly based on BERT model. In the
entity link part, different features are designed with the help
of XGBoost model to improve the system performance [16].
By setting three kinds of classification labels, the problem is
divided into simple, chain, and multientity problems. Dif-
ferent solutions are given to the above three classification
problems in the answer search part.

2. Related Work

-edevelopment trend of smart campus at home and abroad
mainly focuses on the following aspects: comprehensive
informatization and creating a social learning atmosphere;
using cloud computing technology to provide convenient
learning space [17]. With intelligent teaching and man-
agement anytime, anywhere, big data can tailor learning

plans and analyze learning behaviors for students, build an
intelligent campus based on Internet of things technology,
and use renewable energy to achieve campus energy con-
servation and emission reduction and build a monitoring
campus with sensor interconnection to realize a safe campus.

2.1. Data Problems in Smart Campus. -e main technical
problems in the construction of smart campus are data
processing and data acquisition [18]. Due to the needs of
school development, different school departments have built
different management platforms at different stages, such as
learning resource management platform, student manage-
ment platform, educational administration management
platform, logistics management platform, and teacher
management platform. Due to many data sources and the
lack of unified data standards and specifications, the data
formats are different and the data integration and processing
are difficult. In terms of data processing, to integrate the data
of various departments and solve the problems of incom-
patible platforms and inconsistent data, [19] and others built
a one-stop service center, data center, and certification
(Registration) center through the cloud platform to realize
business process integration and unified data planning and
governance. Literature [20] and others took data aggregation
as the core and changed the close coupling mode of tra-
ditional data. With the data processing problem, the ac-
quisition of data is no longer constrained. Internet of things
technology has the characteristics of comprehensive per-
ception and reliable transmission [21]. -e application of
Internet of things technology in smart campus extends the
traditional information transmission between people to
people and things, things and things [22]. In terms of data
acquisition, it realizes comprehensive perception and pro-
vides data support for decision-making analysis of smart
campus.

2.2. Application of New Technology in Smart Campus.
Here, the search is conducted by the theme “smart campus”
through CNKI, and the query time is set from January 1,
2018, to January 31, 2022. -e frequency of high-frequency
keywords about smart campus in recent five years is ana-
lyzed. See Table 1. In the past five years, CNKI has collected a
total of 5457 documents on “smart campus.” -rough word
frequency classification and merging synonymous key-
words, seven high-frequency keywords related to technology
are finally obtained. -e top three keywords are “big data,”
“Internet of things,” and “Internet plus.” -rough cooc-
currence matrix analysis, the frequency of “smart campus”
and “Internet of things” in 5457 documents is 366, as shown
in Table 1.

3. Question Answering Model Based on
Knowledge Map

Given a Chinese natural language question Q, the goal of
CKBQA system is to extract answer A from a teaching
knowledge map knowledge base KB.-e flow of the teaching
knowledge Atlas question answering system proposed in this
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paper is shown in Figure 1, which includes two main
modules, question processing and answer search. -e
question processing module involves classification model,
entity reference recognition, and entity link model. -e
answer search module involves unified single-hop question
search, chain question search, and multientity question
search. -e dotted line in Figure 1 indicates that the three
search processes are completed in the knowledge map.

3.1. BERT Model. -e BERT (Bidirectional Encoder Rep-
resentations from Transformers) model is shown in Figure 2.
It is a multilayer two-way language model. -e model input
comprises word vector, position vector, and segment vector.
In addition, the head and tail of the sentence have two special
marking symbols [CLS] and [SEP], respectively, to distin-
guish different sentences. After the semantic model is fused,
the output information of each coder is the corresponding
word of the semantic model. Suppose that the input se-
quence of a Chinese natural language question is
I � (i1, i2, . . . , it) and S � ([CLS], i1, i2, . . . , it[SEP]) after
being processed by the text word splitter. -e output se-
quence after passing through the M-layer encoder is
B � (b0, b1, . . . , bt, bt+1). -e pretrained BERT model pro-
vides a powerful context-sensitive representation of sentence
features. After fine-tuning, it can be used for various target
tasks, including single sentence classification, sentence pair
classification, and sequence annotation.

3.2. Entity Reference Identification. Entity reference recog-
nition refers to identifying the reference of the subject entity
from a given question. In this paper, entity reference rec-
ognition is regarded as a sequence annotation task, and
neural network model is used for recognition. Firstly, the
reference of the subject entity is found according to the
SPARQL statement of the training corpus. -en construct
the data used for sequence annotation and train a reference
recognition model.

-is paper combines the BERT language model with the
bidirectional short-term memory (BiLSTM) network and
input into the conditional random field (CRF) model.
Proposed model is constructed to predefine the label of each
character. Firstly, the BERT language model obtains the
degree context representation of each character in the
question. -en, the BiLSTM network is used to obtain the
semantic relationship between each character’s left and right
sides. Finally, the CRFmodel is used to ensure that the result
of the prerule is a legal label. -e specific calculation of the
above process is shown in equations (1) and (2).

N � BiLSTM(B), (1)

K � CRF(N), (2)

where N ∈ R(t+2)×2 D represents the output of the encoded
sentence after passing through the BiLSTM model.
K ∈ R1×(t+2) indicates the label of CRF model prerule. D

represents the hidden layer dimension output by the BERT
model.

-e model structure of proposed is shown in Figure 3.

3.3. Classification Model. In practical application scenarios,
the questions raised by users are often not limited to simple
questions. Many problems involve complex multihop
problems. -erefore, this paper divides the problem into
single-hop andmultihop problems. Among them, the single-
hop question is divided into three positions, main, predicate,
and object. -e multihop question can be divided into chain
and entity questions.

3.3.1. Single Multihop Classification. Single-hop problem
(simple problem) means that the question corresponds to a
single triple query, while multihop problem (complex
problem) means that the question corresponds to multiple
triple queries. For the single sentence classification task, it
gives the basic classification framework of BERT.-at is, the
output of the first tag [CLS] in the last layer of the model is
directly used as the fusion representation of the whole
sentence and then classified through a multilayer percep-
tron. -e model structure is shown in Figure 4, and the
calculation of the last step is shown in the following
equation:

j � softmax b0M
N

+ h . (3)

Softmax represents the activation function, which calculates
the probability distribution of each category. M ∈ RZ×D is
the weight of the hidden layer, h ∈ R1×Z is offset, and Z
represents the number of categories.

3.3.2. Subject Predicate Object Classification. Subject pred-
icate object classification means that the answer of a single
jump question corresponds to one of the subject, predicate,
or object in the triple. When the subject entity of a question
is known, it is impossible to know whether it is in the subject
position or object position in the knowledge base triplet.
-erefore, this paper divides the single-hop problem into
three categories, subject, predicate, and object, to find the
answer. According to the position of the question mark in
the SPARQL statement triplet of the single-hop problem, the
data of the single-hop problem is divided into three cate-
gories. -en train a three-classification model, and the
model structure is shown in Figure 4.

3.3.3. Chain Classification. Chained questions involve
multiple triples of queries, and there is a progressive rela-
tionship between triples. -e questions of such complex

Table 1: High-frequency keywords of smart campus research.

Ordering High-frequency keywords Frequency of occurrence
1 Smart campus 5457
2 Big data 660
3 Internet of things 640
4 Internet+ 275
5 Cloud computing 209
6 Campus card 204
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problems contain multiple relational attributes. According
to whether the triples in SPARQL statement are presented,
all data can be divided into chain problem and nonchain
problem. Because the single-hop problem may also have
multiple entities in the question, the multihop problem is
not directly divided into chain andmultientity problems. On
this basis, a binary classification model is trained, and the
model structure is shown in Figure 4.

3.3.4. Relationship Extraction. Relationship extraction refers
to finding the closest relationship between the subject entity
of a given question and the question’s expression among all
the entity’s candidate relationships. In many cases, the re-
lationship expression in Chinese questions is colloquial and
lacking standardization, which is inconsistent with the ex-
pression in the knowledge base. It is impossible to extract the
relationship directly through character alignment. Based on
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BERT model, this paper designs a semantic similarity cal-
culation method of question and relationship. For example,
there is a question, “when is Leo Messi’s birthday?” -e
SPARQL statement knows that the subject entity is “< Rio
Messi (Argentine football player).” However, the entity has
many candidate relationships, including “Chinese name,”
“foreign name,” “wife,” “date of birth,” “sports team,” etc.
-is paper constructs a similarity calculation model data. Let
the label of positive examples be 1 and the label of 5 negative
examples be 0. -e trained model is used to calculate the
similarity between the question and each candidate rela-
tionship (classified as the probability value of label 1) and
then sort. Select the relationship with the highest similarity
to search the final answer. -e model structure is shown in
Figure 4, but the difference is that the input sequence is
question V � (i1, i2, . . . , it) and relationship
U � (z1, z2, . . . , zw), and then the sequence processed by
BERT’s Chinese text classifier is
S � ([CLS], i1, i2, . . . , it, [SEP], z1, z2, . . . , zw, [SEP]).

3.4. Answer Search. -e answer search process is shown in
Figure 1, and the specific steps are as follows.

(1) First classify the questions to determine whether they
are single multihop, subject predicate object, or
chain, and then realize entity reference recognition.

(2) According to the identified references, expand or
delete left and right, and search all possible candidate
entities. -en, according to a set of features, the
candidate entities are scored and sorted through the
entity link model, and the entity with the highest
score is selected.

(3) Search all the relationships corresponding to the
entity according to the subject predicate object tag of
the question. -e relationship extraction model
calculates the semantic similarity between them and
the current query. -e highest score relationship is
obtained. -e unified single-hop question is ob-
tained by searching the knowledge base.

(4) If the question is a chain and a multihop question,
take the answer obtained in step 3 as the subject
entity and execute step 3 again to answer the mul-
tihop chain question.

(5) If the question is nonchained and multiple entities
are identified, search the database for each entity.
Query all the corresponding candidate triples, and
then find the intersection of two to get the answer to
the multientity problem.

4. Design of Educational Problem System

4.1. Function Design. -is system is an intelligent question
answering system based on knowledge map, which is de-
veloped with Python programming language and GitHub

open-source intelligent question answering system code. It is
necessary to realize the function of the rapid dialogue be-
tween computers and users, which can solve students’
doubts about teaching difficulties in the teaching field. Give
accurate answers through intelligent analysis of background
database to reduce the burden on teachers. -e overall
operation of the system is simple and suitable for students of
different majors. -e development of question answering
system is divided into three functional modules, question
classification, question parsing, and query results. -e sys-
tem framework is shown in Figure 5.

-e implementation steps of question classification are
as follows. Define problem classification, and define member
variables such as keywords, dictionaries, domain trees,
questions, and questions in the class. In addition to seven
types of entity keywords, feature words also include domain
words and negative words composed of these entity words.
Questions and questions include difficult attribute words
commonly used by students. -e construction of domain
tree and dictionary is realized by calling functions. -e
construction of domain tree function is realized through
Aho-Corasick library.

Aho-Corasick is a string matching algorithm imple-
mented by two data structures: Trie and Aho-Corasick (AC)
automata. Trie is a dictionary of string index. -e time to
retrieve relevant items is directly proportional to the length
of the string. AC automata can find all strings of a given set
in one run. AC algorithm is actually to implement KMP on
Trie tree, which can complete the matching of multimode
strings.

-e attribute function constructs a dictionary according
to seven types of entities through question type, namely,
keyword + keyword type. Use the function to check the
user’s questions to see if there are domain words about the
entity type contained in the system. If detected, filter the
questions.

Question filtering matches domain words through the
unique ITER function in Aho-Corasick library. Filter the
domain words with the same characters, select the domain
word with the longest string, and return it as the domain
word in the user’s question and the entity type corre-
sponding to the vocabulary.

After obtaining the question domain words and related
fields, the entity types related to the question are integrated.
Call related functions to determine the type of question. For
example, if the student question is a major difficulty type,
return the detailed information about the major. If the type
is practice, return all the professional practice problem
details. Merge all the results and return to the dictionary for
placement.

Question resolution transfers the result of question
classification to the main function, calls the keyword
function to extract the dictionary of entity type and domain
word form, and then converts each problem type to Cyper
language, which is easy to query. It should be noted that the
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additional problems of education need two-way query.
Students’ questions may be about the attributes of important
and difficult questions, or they may query the connection
relationship. Difficult questions include students’ specific
questions and relevant answers.

4.2. Function Module Design

4.2.1. Student Module. Based on deep learning, the main
authority of automatic question answering system is student
users, and the main function is to ask questions. -e steps
are as follows. Students enter the home page and log in to
their own account, enter the question page and ask questions
by voice, or enter the question in the text box and click
submit. -e system judges the problem input format after
receiving the problem. If it is voice input, the original system
of the company will convert the voice into text for input.-e
system processes the received sentences and performs word
segmentation and keyword extraction operations. -e sys-
tem searches the problem of high similarity in the knowledge
base according to keywords. Output the retrieved question
answers from high to low according to the similarity. If there
is no problem of high similarity, turn to the search engine
search problem, and use web crawlers to grab relevant web
pages at the same time.

After searching the answers, the natural language gen-
eration technology is used to return the answers to the
students. At the same time, it is suggested that the answer
comes from the network. After the teacher gives the standard
answer through the history record, the students can get it by
viewing the history record.

4.2.2. Teacher Module. In the automatic question answering
system based on deep learning, the use authority of teachers
is teachers’ users, which are mainly responsible for an-
swering students’ questions. -e specific steps of screening
crawler results are as follows. If a teacher logs in on the home
page, he/she needs to confirm his/her identity first. After
passing the authentication, you can enter the teacher user
page to manage the relevant information of students.
Teachers can check the history to see if there are new
questions, whether the problem exists in the existing
knowledge base. If there are problems, check whether they
are accurate and whether they need to be changed. If not
recorded, check the search engine and web crawler results.
Review whether the search and captured results are correct
and whether the statement is in line with students’ under-
standing ability. If you are satisfied with the results, you can
add questions and answers to the knowledge base. If you are
not satisfied, you can delete the results, write your own
answers, and add them to the knowledge base.

5. Experiment and Analysis

5.1. Data Preparation

5.1.1. Knowledge Map. We use the open-source knowledge
map Chinese education database in the experiment. It is
constructed from six Chinese education Q&A websites, five
Chinese education knowledge bases, and some electronic
teaching plans. We selected six kinds of educational entities,
namely, teaching, practice, feedback, search, class, and
school, and 15 kinds of relationships between them for the

Knowledge graph Database

Problem classification

Semantic analysis

Question similarity calculation

Rule matching

Knowledge analysis

Knowledge query

Educational 
dictionary

Student questions input Question answerUser interaction

Problem analysis module Get the final answer module
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Figure 5: System framework.
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experiment. In addition, we also crawled multiple pictures
for each entity from Baidu pictures and constructed a
multimodal knowledge map.

5.1.2. Teaching Question and Answer Data Set. We obtained
the question and answer data from the education and
teaching network question and answer platform. -ere are
245123 question and answer pairs in the data set, with an
average number of words of 30 questions and 76 answers,
involving 18 teaching direction questions.-e preprocessing
process is to remove punctuation and classify.

5.1.3. Path Extraction. We use depth-first search to extract
paths. During the experiment, extracting paths from the
knowledge map is time-consuming and laborious, and the
number of paths increases exponentially with the length of
paths. However, long paths bring more possible connections
and add more noise. Experiments point out that when the
number of hops of the path increases from 2 to 3, the
performance of the experiment decreases significantly.
-erefore, we limit the length of the path to 3.

5.2. Comparison Method. We selected five methods for
comparison.

(1) Literature [23], word bag model is a simple and
effective model in natural language processing.

(2) Literature [24], it learns the representation of low
dimensional vectors of sentences based on word2vec.

(3) Literature [25], it uses similarity matrix to describe
the complex relationship between question and
answer pairs.

(4) Literature [26], it describes the interaction at the
word level of question and answer pairs and uses this
interaction for document matching.

(5) Proposed, it is the teaching knowledge Atlas question
and answer system with multilabel strategy, which
applies the knowledge Atlas to the representation of
questions and answers.

5.3. Evaluation Method and Parameter Setting. We used
precision and nDCG as evaluation indicators. Accuracy
refers to the proportion of correct answers that get the
highest score, and nDCG is used to evaluate the ranking.
Because precision and nDCG need to scan the whole data set
and calculate the score of each answer, it takes a lot of time.
-erefore, we sample 1 positive sample and n negative
samples for each question in the evaluation and then cal-
culate the final evaluation result on this candidate set.

As for parameter setting, the embedded dimensions of
questions, answers, entities, and relationships for all
methods are set to 150. We tested the number of negative

samples n� 6 and n� 20, respectively. At the same time, in
order to verify that our method can benefit from a
large amount of data, we train with p� 20%, 40%, and 60%
data, respectively, and the remaining data are used for
testing.

5.4. Analysis of Experimental Results

5.4.1. Quantitative Analysis. We listed the experimental
results in Tables 2 and 3, observed the experimental results,
and got the following conclusions.

(1) With the increase of training data, the performance
of the method in [23] is very stable, while the per-
formance of other methods becomes better with the
increase of training data showing that the repre-
sentation based method can make effective use of
data.

(2) Proposed is superior to the methods of [25] and [26],
which shows that adding knowledge map is effective.

(3) -e results of [25] and [26] are better than those of
[23] and [24], which shows that the retrieval per-
formance of teaching question answering is im-
proved after considering the interactive information
between question answering pairs.

5.4.2. Elimination Analysis. To analyze the influence of
multilabel strategy teaching knowledge map on the exper-
imental results, we did elimination analysis on the data set of
education and teaching network question and answer
platform. As shown in Table 4, four variants are designed,
including only knowledge map structure information (S),
combination of structure information and text information
(S/T), combination of structure information and image
information (S/I), and combination of the three (S/I/T). -e
experimental results show that, among the four variants, the
information containing three modes of structure, text, and
image is the best, followed by the information containing
only two modes, and is better than the model containing
only single-mode information. -e experimental results
show that the teaching knowledge map of multilabel strategy
is effective for teaching Q&A task.

5.4.3. Q&A Interaction Analysis. We analyze the weight
between the connection Q&A pairs. As shown in Figure 6,
the words in the question and answer can be mapped to the
entities in the knowledge map. Below is the path on the
multilabel strategy knowledge map. -e color of the entity
on the path represents the importance of the path. A path
from the entity in the question to the entity in the answer can
be regarded as the process of reasoning when the teacher
answers the question. For example, when the user mentions
“a knowledge difficulty,” the teacher first thinks about the
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reasons, such as maybe not clear about the relevant concepts
and problem-solving ideas, and then gives his suggestions.

6. Conclusion

-is paper presents a visual teaching system based on
knowledge map. -e system mainly includes two parts,
problem processing and answer search. Different tags are set
for questions to use different modules to search the answers
of questions and solve chain and multientity problems in
complex problems. In the part of entity reference recogni-
tion, a method combining the pretraining language model
BERT and BiLSTM network is proposed. In the part of
relationship extraction, the complex model structure is

abandoned and the similarity calculation of question and
candidate relationship is realized directly based on BERT
model. In the entity link part, different features are designed
with the help of XGBoost model to improve the system
performance. By setting three kinds of classification labels,
the problem is divided into simple, chain, and multientity
problems. Different solutions are given to the above three
classification problems in the answer search part. -e ex-
perimental results show that the system can effectively solve
different types of simple, chain, and multientity questions in
teaching knowledge map Q&A, and the answer accuracy is
higher than other comparison methods. However, there is
also a disadvantage. Setting multiple labels on questions
through different classification models will lead to an error

Table 3: nDCG and precision on CNKI dataset when n is 20.

Method
nDCG Precision

p� 20% p� 40% p� 60% p� 20% p� 40% p� 60%
Literature [23] 0.5176 0.5162 0.5174 0.2433 0.2402 0.2435
Literature [24] 0.4995 0.5063 0.5158 0.1922 0.2056 0.2143
Literature [25] 0.5903 0.6202 0.6323 0.3176 0.3542 0.3685
Literature [26] 0.5301 0.5878 0.5897 0.2513 0.3206 0.3277
Proposed 0.7308 0.7305 0.7417 0.4933 0.4905 0.5067

Table 2: nDCG and precision on CNKI dataset when n is 6.

Method
nDCG Precision

p� 20% p� 40% p� 60% p� 20% p� 40% p� 60%
Literature [23] 0.6951 0.6863 0.6811 0.4145 0.4003 0.3945
Literature [24] 0.7172 0.7186 0.7282 0.4273 0.4291 0.4464
Literature [25] 0.7755 0.7958 0.7985 0.5373 0.5696 0.5757
Literature [26] 0.7326 0.7794 0.7295 0.4607 0.5431 0.4593
Proposed 0.8678 0.8726 0.8705 0.7015 0.7147 0.7087

Table 4: nDCG and precision on CNKI dataset with variants when n is 6.

Method
nDCG Precision

p� 20% p� 40% p� 60% p� 20% p� 40% p� 60%
S 0.8556 0.8735 0.8606 0.6787 0.7148 0.6889
S/T 0.8543 0.8746 0.8635 0.6743 0.7175 0.6972
S/I 0.8651 0.8735 0.8623 0.6946 0.7142 0.6917
S/I/T 0.8678 0.7087 0.8728 0.8709 0.7012 0.7145

Can't remember the formula

Unclear logic

Inaccurate calculation

Remember 
carefully

�ink more with 
examples

Practice similar 
questions

�e topic is not understood Listen 
carefully

Electromagnetic 
induction problem

ClassroomStudent

Figure 6: Answer example.
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transmission process, and the system’s overall performance
will be affected by the performance of multiple submodules.
-erefore, an end-to-end method will be studied and
implemented to complete teaching knowledge map Q&A in
the future. In addition, NL2SQL technology can directly
convert users’ natural statements into executable SQL
statements. -e next research direction is how to effectively
introduce NL2SQL technology into the question and answer
task of the teaching knowledge map.
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To address automatic detection of pedestrian fall events and provide feedback in emergency situations, this paper proposes an
attention-guided real-time and robust method for pedestrian detection in complex scenes. First, the YOLOv3 network is used to
e�ectively detect pedestrians in the videos.�en, an improved DeepSort algorithm is used to track by detection. After tracking, the
authors extract e�ective features from the tracked bounding box, use the output of the last convolutional layer, and introduce the
attention weight factor into the tracking module for �nal fall event prediction. Finally, the authors use the sliding window for
storing feature maps and SVM classi�er to redetect fall events. �e experimental results on the CityPersons dataset, Montreal fall
dataset, and self-built dataset indicate that this approach has good performance in complex scenes.�e pedestrian detection rate is
87.05%, the accuracy of fall event detection reaches 98.55%, and the delay is within 120ms.

1. Introduction

Pedestrian fall event detection is one of the challenging
problems for public security, particularly in some crowded
complex environments. Fall events are also the leading
factor of physical injury among elderly. In the WHO report
of 2020, fall-related mortality rate is 6%, so there has been
much research interest in fall-alerting systems. Many re-
search studies based on a variety of devices, such as
wearable devices [1, 2] and imaging sensors [3], have been
presented to detect fall events.�e works based on wearable
devices, including tilt sensors, accelerometers, and gyro-
scopes, achieve good detection performances. But it is
impossible for people to wear speci�c equipment in
crowded situations. Imaging sensor-based approaches
depend on cameras, depth sensors, and infrared sensors.
�ese methods and datasets mainly focus on detection in
indoor scenarios equipped with expensive devices, and
complex scenarios are not considered.

At present, various vision-based pedestrian fall detection
methods have been developed and many existing problems
have been solved. �ese proposed methods can be classi�ed
into two categories, namely, two-stage method and one-

stage method. �e two-stage method is based on regional
proposal, and its typical methods include Girshick’s R-CNN
[4] and R-CNN’s various improved versions [5, 6]. As the
extraction of region proposal is time consuming, even in
faster R-CNN, the alternative training is still required to get
shared convolutional parameters between the region pro-
posal network and the detection network. �erefore, pro-
cessing time becomes a bottleneck for real-time applications.
�e one-stage method is based on regression, such as YOLO
(You Look Only Once) [7], SSD (Single Shot MultiBox
Detector) [8], and their variants. �is method has fast de-
tection speed, but it is di¦cult in small target grouping
processing. �e above generic object detection approaches
achieve the most advanced performance on the benchmark
dataset. Due to lots of small-scale pedestrian instances
existing in typical scenes of pedestrian detection, the ap-
plication of ROI (region of interest) pool layer in the general
target detection pipeline will lead to “plain” feature caused
by the collapse of the dustbin. Many researchers have
conducted studies to adapt generic detector to detect pe-
destrians. On the basis of faster R-CNN, Zhang et al. [9]
revised the downstream classi�er via introducing enhanced
forest into the shared high-resolution convolution feature
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map and using region proposal network (RPN) to process
small-scale objects and hard negative samples. For occlusion
problem, Dinakaran et al. [10] presented a deep learning
framework to deal with partial complex occlusions, and
judgments are made according to several partial detectors.
As LSTM (long short-term memory) can derive temporal
information from video sequence by exploiting the fact that
feature vectors are connected semantically for contiguous
frames, various CNN-LSTM models are proposed to obtain
spatial-temporal information for better detection perfor-
mance. A cascaded LSTM [11] is presented for training
several partial detectors to handle the common occlusion
patterns and integrated into the detection module. Since the
attentionmechanism can quickly focus on regions of interest
in complex scenes, some approaches introduced attention
mechanism into the fall event detection framework. Qi et al.
[12] proposed an explicit attention-guided LSTM based
framework of pedestrian fall event detection, in which
YOLOv3 is used to detect pedestrians in video frames,
DeepSort algorithm [13] is used to complete the tracking
task, and VGG-16 is used to extract the features from the
tracked bounding boxes. For occluded pedestrian detection,
Zou et al. [14] proposed an attention-guided deep learning
network to handle the occluded problem, which integrated
the CNN, attention mechanism module, and RNN into one
framework. )e attention module is used to guide LSTM to
generate the feature representation, so the performance
deterioration caused by occlusions can be greatly decreased.
Although these methods can effectively detect pedestrian fall
events, the training process and RPN are very time con-
suming. Zhou and Yuan [15] presented a joint learning
algorithm to train the part detectors and reduce training
time. But the detection rate relies heavily on the occlusion
pattern.

For pedestrian fall event detection, the target has the
characteristics of large posture changes and fast speed.
Utilizing these characteristics, a fall event detection method
[16] is proposed, which is based on the finite state machine
theory. However, the detection performance of this method
is highly dependent on the aspect ratio, which leads to weak
robustness. According to angle and distance information,
Chua et al. [17] classified the fall events by the changes of
posture state. Many fall event detection algorithms based on
neural network have been proposed, such as PCANet [18],
two-stream CNN-based action detection [19], and so on.
)ese methods have good performance in fall event de-
tection in solitary scene, but in complex scenes, that is, when
there are severe occlusion, insufficient lighting, and scale
changes, they are difficult to locate the fall event.

Focusing on fall event detection in complex envi-
ronments, the authors present an attention-guided fall
event detection algorithm to handle occlusion, illumi-
nation change, and scale change. )e authors add an
attention-guided neural network to the YOLOv3 network,
which can effectively solve the problem of losing targets
due to occlusion. )e rest of this paper is organized as
follows. Section 2 introduces the framework and imple-
mentation details of the proposed fall event detection
method. )e experimental results are described and

analyzed in Section 3.)e conclusion of this paper is given
in Section 4.

2. The Proposed Algorithm

A new attention-guided algorithm is proposed in this paper,
which is used to detect fall events in complex scenes, and its
framework is depicted in Figure 1. It includes three modules:
pedestrian detection, target tracking, and redetection
modules. )e pedestrian detection module includes two
branches, one is the traditional YOLOv3 network, and the
other is block-based feature extraction and attention
module. )e attention module guides the neural network to
generate an attention weight factor. )e target tracking
module is used to track each pedestrian for the trajectory
which contains continuous event in the video sequence. )e
tracking module uses the DeepSort [13] algorithm to track
by detection. )e redetection module uses the sliding
window for storing feature maps and SVM classifier to
redetect fall events.

2.1. Pedestrian Detection. Tracking-by-detection is a multi-
target tracking method, and selecting an appropriate and
excellent detector has a great impact on the tracking effect.
YOLO [20] is a target detection algorithm based on one
stage, which processes and learns the target region, position,
and class of the corresponding target at one time bymeans of
direct regression. Many YOLO-based approaches have been
proposed for pedestrian detection [21–23]. YOLOv3 [24]
can predict 4 coordinated values for each bounding
box (tx, ty, tw, th). Let PW be the width and PH be the
height of bounding box; based on the deviation of the upper
left corner of image (cx, cy), next bounding box can be
predicted by

bx � σ tx(  + cx

by � σ ty  + cy

bw � PWe
tw

bh � PHe
th

.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(1)

)e structure of YOLOv3 is depicted in Figure 2. It
includes a feature extraction module and a detection
module. )e former integrates YOLOv2, Darknet-53, and
ResNet. Unlike the traditional CNN [5], Darknet-53 discards
the commonly used pooling layers and carries the Leaky-
ReLU activation function after convolutional layer. Also, no
bias is utilized in Leaky-ReLU function’s input, which can
simplify the model and reduce the dimension and param-
eters of the convolution kernel. Furthermore, the feature
extraction capability of the model is enhanced, and the
timeliness and sensitivity of pedestrian detection are
improved.

To detect small crowded targets with low resolution, the
authors use multi-scale prediction. )e prediction is
implemented on three scales with the strides of 52, 26, and
13, respectively. Based on multi-scale characteristics of the
network, the convolutional layer of different receptive fields
in the network is improved to be used as a separate output
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for classi�cation calculation. In addition, the network can
adjust the priori box of the receiving �eld convolutional
layer according to the value of GT (ground truth). IoU
(intersection over union) is calculated by

IoU �
area(A)∩ area(B)
area(A)∪ area(B)

, (2)

where area (A) represents the GT bounding box area and
area (B) represents the candidate bounding box area. IoU
close to 1 means that the candidate and the ground truth
bounding boxes overlap completely. Finally, because dif-
ferent distances between pedestrians and cameras will

produce size di�erences, the detection box can be resized
accordingly.

�e distance between the prediction and the real
bounding box is estimated by using the loss function in
YOLOv3, which is multi-objective, including localization
error, con�dence error, and classi�cation error:

Loss � lxy + lwh + lcls + lconf , (3)

where lxy and lwh are localization errors calculated by sum of
error square loss function and lconf and lcls are con�dence
error and classi�cation error, respectively, calculated by
binary cross entropy loss function.
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Figure 1: Framework of the proposed attention-guided fall event detection method.
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2.2. Attention-Guided Tracking Module. In order to handle
occlusions in pedestrian detection, the authors introduce the
spatial attention module to increase the feature weight of
pedestrian’s body parts (such as head, trunk, feet, and so on), so
that the tracker can focus on these key body parts which can
avoid the influence of interference information such as
background occlusion. )e attention module needs to use a
fixed window of 26× 26 first and divide the static 416× 416
image into 16 subimages by sliding from left to right for odd
lines and from right to left for even lines.)en, CNN is used to
extract features from these subimages to obtain a series of
feature sequences.

)e attention module is shown in Figure 3. First, each
video frame is segmented into N subimages, denoted as
s(t)(t � 1, 2, . . . , N). )e features of subimage sequence are
extracted by CNN, denoted as f(t)(t � 1, 2, . . . , N), and
introduced to the attention module for generating the at-
tention vector θ.

Attention module implements the local feature
weighting and learns a mapping function F for regressing
the attention vector θ as

θt �
exp(F(x(t)))


N
i�1 exp(F(x(i)))

, t � 1, 2, . . . , N. (4)

)e size of θt represents the probability of whether f(i)

is a body part feature, and the element weighting of F is as
follows:

F(i) � f(i)⊙ θi, i � 1, 2, . . . , N, (5)

where F(i) represent weighted elements of F and ⊙ rep-
resents the element-wise multiplication. )rough continu-
ous learning of the attention module, the authors can update
its parameters and optimize the weight θt in (4). )e at-
tention vector θt is introduced into tracking module to
improve the detection and tracking efficiency of pedestrians.

For pedestrian tracking, the DeepSort method [13] is used
to predict the next position of each trajectory. First, the Kalman
filter is used to obtain the features of the extracted targets in the
previous frame, including the center position coordinates, the
aspect ratio, the height, and the speed. )en, the next location

X
∧

K is predicted by using the error covariancematrix, and it can

be corrected by X
∧

K � KK × ZK + (1 − KK) × X
∧

K−1, where
KK is the Kalman gain and ZK is the actual measured value

which can be corrected by X
∧

K−1 and KK. )e optimal esti-
mation is the prediction.

)e DeepSort algorithm is based on sort algorithm. It has
the characteristics of deep correlation and conducts tracking
task by the exact detection results. )e DeepSort algorithm
takes the detection results, bounding box, confidence, and
feature as inputs, where confidence is mainly used for filtering
detection boxes and bounding box and feature (ReID) are used
for matching calculation with tracker. )e prediction task is
completed by the Kalman filter, and the update part adopts IoU
to match the Hungarian algorithm. A tracking scenario is
defined by an eight-dimensional state space

(μ, ], c, h, x
•
, y

•
, c

•
, h

•

), where (μ, ]) represents the center of the

bounding box, c represents the rectangular aspect ratio of the
target, h represents the height of the bounding box, and

(x
•
, y

•
, c

•
, h

•

) describes the motion feature.)e algorithm applies
the standard Kalman filter of the linear observation model and
uniformmodel to calculate the target trajectory in the following
frame and takes the boundary coordinates (μ, ], c, h) as the
direct observation of the object state. For each trajectory, the
authors record the number of frames between the last suc-
cessfully detected frame and the current detected frame as ak.
)e counter is incremented during Kalman filter prediction
and set to zero when the trajectory is associated with the
measurement. )e value of ak exceeding the threshold Amax
means that the trajectory has lost and the target is out of the
scene, so the trajectory is removed. If no detection can match
the existing trajectory in the detector, then the detector will
generate a tentative trajectory. If a trajectory cannot be
rematched in 3 frames, then it will be removed.

)e sort tracking algorithm was first proposed in [25],
aiming at real-time online tracking. When the target is
occluded or missed in multiple frames, the trajectory of the
same target will be suspended and a new one will be gen-
erated. )e DeepSort method solves this problem, and it
combines the Mahalanobis distance and cosine distance
metrics to obtain the final decision information Ci,j by
weighted summation:

Ci,j � λd1(i, j) +(1 − λ)d2(i, j), (6)

where λ is a superparameter which is used to adjust the
weight of different items, d1(i, j) represents theMahalanobis
distance, and d2(i, j) represents the cosine distance. )e
DeepSort algorithm uses the Kalman filter to calculate next
position for every trajectory and then calculates the
Mahalanobis distance d1(i, j) by

d1(i, j) � dj − yi 
T
S

−1
i dj − yi , (7)

where dj represents the location of j-th bounding box, yi

represents the prediction of the target location from i-th
tracker, Si represents the covariance matrix between the
location of detection and tracking, and (yi, Si) describes the
projection of the i-th tracker to the measurement space.
Considering the state estimation uncertainty, the Mahala-
nobis distance measurement detects the standard deviation
from the average track position. It retains the result of spatial
distribution and is more efficient, while in order to express
the correlation degree of appearance features, the least co-
sine distance between i-th and j-th can be calculated as

d2(i, j) � min 1 − r
T
j r

(i)
k |r

(i)
k ∈ Ri , (8)

where rj is the appearance descriptor (it is calculated for
each test box type) and ‖rj‖ � 1. To ensure that the algorithm
can still track the target after prolonged occlusion, the de-
scriptors of the newest 100 frames on each trajectory are
saved in Ri, i.e., Ri is the appearance feature vector set. When
the cosine distance d2(i, j) is smaller than the training
threshold of convolutional neural network, the association is
considered to be successful.
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�e �nal decision information Ci,j is obtained by (6) and
adjusted by the superparameter λ. �e smaller Ci,j, the
greater the correlation between the detecting target and the
tracking target. Ci,j has a good e�ect on short-term pre-
diction and matching, while the appearance feature can
more e¦ciently measure the matching degree for long-lost
tracks, which improves the robustness of the algorithm
against target loss and occlusion.

2.3. Fall Judgment. According to the pedestrian detection and
tracking results, the �nal fall events judgment is a binary
classi�cation problem. When a pedestrian is standing, the
ground truth aspect ratio recognized is less than or equal to
0.4; when a pedestrian falls, the aspect ratio increases to
0.7∼1.2. Meanwhile, the de¬ection angle is lower than a preset
value (such as 37°), and the instantaneous acceleration in
vertical direction is increased, which is signi�cantly greater
than that of squatting and bending. In this paper, the aspect
ratio, de¬ection angle, and vertical instantaneous acceleration
of the bounding box are comprehensively considered for the
�nal fall judgment. �ese three factors not only have their
own independence andmeet the conditions of comprehensive
judgment but also can avoid the higher dimension of feature
vector space, overcomplex classi�er, and poor real-time
performance caused by excessive selection of feature vectors.

According to the tracking results, the authors can obtain
the length H, width W, upper left point (xL, yL), and lower
right point (xR, yR) of the bounding box in each frame.
�en, the aspect ratio ρ is ρ �W/H. �e bounding box
(xP, yP) is

xP � xL + xR( )/2
yP � yL + yR( )/2

.{ (9)

�ede¬ection angle β of the bounding box is calculated by

β � arctan
yP − yL
xP − xL

. (10)

�e authors denoteMi andMi+1 as two adjacent frames,
respectively. �e centroids ofMi andMi+1 are (xPi, yPi) and
(xPi+1, yPi+1), respectively, and then the vertical velocity of
the target in Mi+1 is obtained by

vi+1 �
yPi+1 − yPi
∣∣∣∣

∣∣∣∣
t

, (11)

where t is the time interval betweenMi andMi+1. �en, the
vertical instantaneous acceleration ai+1 is

ai+1 �
vi+1 − vi

t
. (12)

Because the traditional fall judgment algorithm only
considers the factors of a single frame and the fall behavior
has time continuity, the authors use the sliding window to
obtain the variation of the three factors in continuous
frames. As shown in Figure 4, the factors of the �rst frame
are stored in a �xed size sliding window. As time goes on, the
factors of subsequent frames continue to enter the container.
After the container is �lled, the newly entered factors are
added at the end of the sliding window, and the leftmost data
are removed.

Figure 4 shows that the size of the sliding window isM.
For video frame sequence P1, P2, . . . , Pt, . . .{ }, the initial
window contains P1, P2, . . . , PM{ }, where Pi stores the
features obtained from moving targets, including human
aspect ratio, de¬ection angle, and vertical instantaneous
acceleration. After t frames, the content of the sliding
window is Pt+1, Pt+2, . . . , Pt+M{ }. In this paper, the window
size is set according to the fall behavior period. Since the
fall period is about 0.5∼0.8 seconds and the experimental
video frame rate is 20 fps, the empirical value of window
size is 15.

According to the feature information in the sliding
window, a support vector machine (SVM) classi�er [26] is
constructed for fall detection training to determine whether
a pedestrian has fallen. �e training process inputs a large
number of fall sample feature data and non-fall sample
feature data into the SVM module to train a fall classi�er by
training these samples. Since extracting feature vector which
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Figure 6: Detection results on the CityPersons dataset.

Figure 7: Fall event detection results on the Montreal fall dataset.

Table 1: Performance comparison conducted on the CityPersons
dataset (%).

Algorithms Average precision mAP fps
YOLOv1 [8] 96.33 76.13 67
YOLOv3 [24] 97.1 86.54 48
SSD [9] 97.27 78.37 41
Proposed 98.55 93.15 45

Table 2: Performance comparison conducted on the Montreal fall
dataset (%).

Algorithms Average precision
YOLOv1 [8] 96.33
YOLOv3 [24] 97.1
SSD [9] 97.27
Proposed 98.55
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is integrated of multiple features is a linear inseparable
problem, the authors adopt the Gaussian kernel function to
project the feature information into a high-dimensional
space as

K(x, z) � e
− c‖x− z‖22 , (13)

where c is a superparameter and c> 0. It can be seen from,
(13) that only a few parameters need to be adjusted.

3. Experiment

3.1. Dataset and Implementation. )e experiments are
conducted on the CityPersons [27] and theMontreal fall [28]
datasets. )e two datasets are built for supporting fall event
detection study, and they are challenging for pedestrian
detection. )e CityPersons dataset is constructed based on
Cityscapes dataset, which includes many video sequences,
including 2975 image training sets and 1525 image test sets,
with a resolution of 2048×1024. Among them, the Montreal

Figure 8: Test results of illumination change on self-built dataset in complex environments.

Figure 9: Results of outdoor occlusions.
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autumn dataset consists of 22 autumn events and 2 mixed
events, which are recorded synchronously in the simulated
daily life scenes. )ese videos are multi-view synchronized
and can be used alone as a typical autumn event dataset or as
a dataset for 3D scene reconstruction.

To diminish the effect of light illumination and scale
transformation, the authors extend the test dataset through
randomly changing the illumination, image size, angle, and
so on. Accordingly, the original label box is adjusted, and the
training set is extended.

)e authors use the precision and recall rate, and the
calculation formulas are described as follows:

precision �
TP

TP + FP
,

recall �
TP

TP + FN
,

(14)

where TP is true positive, FP is false positive, and FN is false
negative, respectively.

Figure 10: Results of outdoor scale changes.

Figure 11: Results of interference experiment.
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In the experiment of this article, the YOLOv3 network is
pretrained on the ImageNet [24] dataset. )e initial learning
rate, batch size, and epoch are set to 0.001, 8, and 200,
respectively. Input image resolution is 416× 416. )e vari-
ation of training loss with the number of iterative steps is
shown in Figure 5. Obviously, the model converges with the
increase of iterative steps, and it reaches a low of about 800
and then gradually tends to be stable.

3.2. Experimental Results. )e authors verify the proposed
detector on the CityPersons and Montreal fall video dataset.
Also, the visualization of detection results is described in
Figures 6 and 7, respectively. Figure 6 shows the pedestrian
detection results on CityPersons dataset. In Figure 6, the
challenge includes the occlusions caused by other pedestrian
or road signs or cars and different lighting and scales. It can
be seen that the proposed detector can efficiently overcome
the partial pedestrian occlusions and has certain robustness
to the light and dark environment and different scales of
pedestrians.

Figure 7 describes several fall event detection results on
the Montreal fall dataset. )ere are three typical fall be-
haviors in different ways and angles, and the proposed
method can automatically mark the detected fall event at the
top right of the image accurately.

Tables 1 and 2 describe the detection performance on the
CityPersons dataset and the Montreal fall dataset, respec-
tively. It can be seen from the tables that the method
proposed by the authors is better than YOLOv1 [7],
YOLOv3 [24], and SSD [8] and achieves good performance
similar to the most advanced methods.

To evaluate the proposed method in handling illu-
mination changes and scale changes, the authors conduct
test experiments on the self-built dataset. Figures 8–11
show some typical test results of self-built dataset in real
complex scenarios. Figure 8 displays the fall event de-
tection results of the indoor scene with high light and
partial occlusion. Figure 9 shows the results of outdoor
scene with pedestrian occluded by trees. Figure 10 shows
the detection results handling scale changes, and Figure 11
shows the results handling four interferences of pedes-
trian: standing, squatting, bending, and squatting.
Figures 8–11 show that the method proposed by the
authors can handle strong light interference and keep
tracking occluded pedestrians. In addition, for pedes-
trians of different scales, the proposed method can ef-
fectively adjust the bounding box and improve the
accuracy of fall judgment. Especially, the proposed fall
judgment algorithm has low judgment error for squatting,
bending, and other interferences.

4. Conclusions

In this paper, the authors propose an attention-guided
neural network to detect pedestrian fall events in complex
scenes. By introducing the attention module into the de-
tection framework, the attention module can guide the
detector to focus on the key feature sequences of pedestrians;

therefore, the detection performance is improved. In ad-
dition, the authors use the sliding window for storing feature
maps and SVM classifier to redetect fall events. )e ex-
periments on CityPersons dataset, Montreal fall dataset, and
the self-built dataset show the efficiency of the proposed
attention-guided detection method. Although the proposed
method can keep tracking occluded pedestrians well, it is
necessary to develop the feature representation algorithm of
pedestrians’ body parts and improve detection precision for
heavy occlusions.
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Aiming at the shortcomings of current music recommendation algorithms, such as low accuracy and poor timeliness, a per-
sonalized hybrid recommendation algorithm incorporating genetic features is proposed. �e user-based collaborative �ltering
(UserCF) algorithm analyzes the degree of users’ preference for music genes. �e improved neural matrix decomposition
collaborative �ltering (B-NCF) algorithm calculates the correlation between similar users and constructs the adjacency rela-
tionship between users. �e results of the two algorithms are fused by using a weighted hybrid approach to generate the
recommendation list. Finally, the hybrid recommendationmodel is built on the Spark platform.�e paper’s traditional and hybrid
recommendation algorithms are validated using the Yahoo Music dataset. �e experimental results show that the advantages of
the algorithm in this paper are more signi�cant under the MAE and F1-measure indexes, and the recommendation accuracy and
precision have been greatly improved; the hybrid algorithm can ensure the diversity of the recommended contents, the rec-
ommendation hit rate is higher, and the timeliness meets the demand of personalized music recommendation.

1. Introduction

With the rapid development of mobile communication
technology, the Internet has become the most e�ective
channel for music transmission [1]. Network music provides
convenience for people’s entertainment and leads us into the
considerable data age. In the face of vast and complex music
data, if users cannot get accurate information quickly and
e�ectively, it will inevitably cause the problem of infor-
mation overload [2, 3]. At present, traditional Internet music
platforms tend to focus on light operation modes such as
search, collection, and selection of tracks. Users need to put
forward precise song requirements independently to com-
plete the search task, which is time consuming and easy to
cause user information fatigue [4]. Based on this, some
scholars use di�erent algorithms to achieve the active rec-
ommendation of music, which can e�ectively solve the
problem of information overload. Park and Cho [5] pre-
sented a recommendation algorithm based on SVD matrix

decomposition to predict user preferences. �e accuracy is
7% higher than Net�ix Cinematch, and the prediction
performance is good. However, there are some shortcom-
ings, such as high algorithm complexity and ample storage
space. Ahn [6] proposed a heuristic similarity measure PIP,
which can solve the cold start recommendation problem to
some extent. However, there are fewer everyday scoring
items among users in sparse datasets, and the recommended
results are not ideal. Liu et al. [7] proposed a new heuristic
algorithm, NHSM, by improving the PIP algorithm. �e
algorithm considers the user’s rating context information
and the global preferences of user behaviour. It can calculate
the user’s similarity with fewer scores, and the recom-
mendation performance has been dramatically improved.
He et al. [8] proposed the neural collaborative �ltering
(NCF) algorithm, used the neural network architecture to
model the characteristics of users and projects, designed a
common framework for the neural network collaborative
�ltering algorithm, and improved the performance of the
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recommended model by introducing a multilayer sensor to
make the algorithm highly nonlinear. At the same time,
some researchers from the perspective of music genes put
forward some feasible personalized music recommendation
methods for the emotions and scenarios of music. Vignoli
and Pauws [9] calculated the similarity based on the music’s
timbre, rhythm, mood, and genre and calculated the simi-
larity of songs through the factor weight factor to complete
the accurate music recommendation. Baltrunas et al. [10]
proposed a music recommendation algorithm according to
the user’s mood in different scenarios which achieved good
results in the experiment. Hariri et al. [11] used the user’s
social tags to classify music and used the user’s historical
playlists and collection lists to organise and recommend the
user’s preferred music genres and achieved good results.

In summary, the current recommendation system can
better solve the information overload problem and has
further improved the recommendation performance.
However, there are still shortcomings such as complex
implementation process, standard recommendation accu-
racy, and poor timeliness, and the single algorithm rec-
ommendation cannot meet the multifaceted needs of users.
)e recommendation effect is not ideal in practical appli-
cations. )erefore, this paper introduces the concept of
music genes based on users’ preferences for music genes and
social tags and combines the advantages of two algorithms,
UserCF and B-NCF. We design a hybrid recommendation
algorithm incorporating music gene features to solve the
shortcomings of current music recommendation algorithms
and improve personalized music recommendations’
accuracy.

2. Music Genetic Characteristics

Music genes control the basic information that expresses the
auditory effects of music. )ey are mainly composed of four
essential elements: melody, rhythm, harmony, and timbre
[12]. Genetic traits can describe different characteristics of
music. For a piece of music, some features can be directly felt
by the user, have uniqueness, and cannot be changed. For
example, lyrics and audio of music can be classified as in-
ternal genetic characteristics. However, some music features
that are not unique can be classified as external gene
characteristics because different users will have different
perceptions, such as emotion, style, category, and other
music features. )e overall structure of music gene char-
acteristics is shown in Figure 1.

According to the different nature of music, external gene
characteristics can also be divided into fixed gene charac-
teristics and free gene characteristics. Selected gene char-
acteristics refer to the inherent characteristics of music that
users cannot change, mainly including music title, album,
singer, and other identifying features. Free radical gene
characteristics are user-defined and can reflect the music
characteristics of the user’s cognition, mainly including
music style, attribution category, music emotion, and other
cognitive features [13]. Among them, music emotion refers
to the emotional type used to describe the music, which is
generally derived from analyzing the context of the lyrics or

the user’s active tags. Figure 2 shows the Hevner emotional
ring model, composed of strong, joyous, soothing, sad,
exciting, and other eight emotions. Free radical gene
characteristics can reflect users’ interests, preferences, and
cognitive status and play an essential role in improving the
ability of personalized music recommendations.

3. Hybrid Recommendation Algorithms
Combining Musical Gene

3.1. User-Based Collaborative Filtering Algorithm. )e basic
idea of user-based collaborative filtering algorithm is cal-
culating the user’s preference degree for a particular gene
feature, searching for similar users with higher interest levels
to the target user, and then recommending suitable music to
the target user according to the similarity principle [14].
Suppose u is the number of users; n is the number of music
genes; pun denotes the preference degree of user u for a
specific music gene n; and the preference degree can be the
direct or implicit evaluation of users. )en, the expression of
the user-music gene matrix P in the collaborative filtering
algorithm is

P �

p11 p12 . . . p1n

p21 p22 . . . p2n

. . . . . . . . . . . .

pu1 pu2 . . . pun

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (1)

Since users have limited usage time and experience, it is
impossible to generate behaviours for most music genres,
and thus P is mostly a sparse matrix. After obtaining the
user-music gene scoring matrix, the similarity between the
target users and similar users needs to be calculated to get the
set of users with the highest similarity to the target users.
)ere are more algorithms to calculate the similarity, and the
main algorithms commonly used at present are cosine
distance, Jaccard similarity coefficient, and Pearson corre-
lation coefficient [15]. Among them, the cosine distance uses
the cosine of the angle between two vectors to measure the
similarity between users, focusing more on the difference of
vectors in direction. )us, the cosine distance is used to
calculate the similarity between users.

Each user description file can be considered a vector,
projected to a space of n dimensions to obtain a dimensional
vector [16]. If the user does not evaluate the music genes, the
value of the corresponding position of the user vector is set
to 0. )e cosine angle between the vectors measures the
similarity between users. Let the vectors of user a and target
user u be a

→ and u
→, respectively; then, the similarity between

the two users κa,u is

κa,u �
a
→

· u
→

‖ a
→

‖ · ‖ u
→

‖
. (2)

)e range of cosine value is [−1, 1]; the closer the weight
tends to 1, the closer the direction of the two vectors is and
the higher the similarity between users is; on the contrary,
the closer the value tends to −1, the greater the difference in
the direction of the two vectors is and the lower the similarity
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between users is. Based on the similarity between users, the
music not viewed by the target user is predicted, and the
piece with the highest preference score is selected and
recommended to the target user.

3.2. Improved NCF Model. A )e NCF model uses “dual
thread” to model the user and music genes and connects
arithmetic information through two routes. )e arithmetic
information is connected through generalized matrix de-
composition (GMF) and multilayer perceptron (MLP) to
obtain the info combined with high-order implicit features and
low-order features [17]. However, model learning abstraction
of implicit information is prone to loss, the algorithm is poorly
interpreted, and a single source of information is challenging to
satisfy complex recommendation problems [18].)erefore, the
Bayesian personalized ranking (BPR) structure is used to re-
place the GMF structure of the neural collaborative filtering
network, and the designed B-NCF model is used to complete
the information mining and ranking. Figure 3 shows the
structure of the B-NCF model.

In the B-NCF model, the upper layer of the input layer is
the fully connected embedding layer, which is used to map
the sparse representation of the input layer into a dense
vector. )e user ID (Uid) is mapped to the user feature
vector, and the rated music ID (Rid) and the unrated music
ID (Kid) are mapped to the music feature vector.

Vectors suffixed withMLP are input to theMLP layer for
stitching to form new vectors that generate higher-order
feature information through a multilayer perceptron. Based
on the MLP layer, batch normalization (BN) and dropout
layers are added.)e BN layers are used to unify the variance
of each layer to speed up the convergence of the model. )e
dropout layer improves model generalization ability and
prevents overfitting. )e output high-order feature infor-
mation expression is

ϑMLP � f O
T
s

U
u , Q

T
s

I
rk|O, Q,Θf , (3)

where OT represents the transpose of user feature matrix O;
QT represents the transpose of music feature matrix Q; sU

u

and sI
rk represent the user feature vector and music feature

vector, respectively; and Θf defines the model parameters of
the interaction function.

)e vector with the suffix Emb is input to the BPR layer,
and theweights of the BPR layer can be considered a user-music
hidden factor matrix, which can be used to obtain the ranking
scores of different users for any music. )e purpose of ranking
is to minimize the BPR loss and thus maximize the probability
of ranking the music higher. )e expression of BPR loss is

max
υ

p � 
(u,r.k∈D)

ln σ xur − xuk(  +λ‖υ‖
2
,

LBPR � 1−max
υ

p,

(4)

where max
υ

p denotes the posterior probability p maximized
under the model parameter υ; ln is the natural logarithm
function; xur and xuk indicate the vector of users u multi-
plied by the vectors of music r and k, expressing the user’s
preference for different music genes; σ denotes the sigmoid
activation function; λ is the regularization parameter; and
λ‖υ‖2 is the regularization term.

In the output layer, the ranking information of the BPR
layer and the high-order feature information of the MLP
layer are spliced to form a new vector. )e predicted value is
obtained using the sigmoid activation function. When the
expected value is 1, it indicates interaction; 0 indicates no
interaction. )e expected value’s yurk expression is

Music DNA

Internal DNA External DNA

Lyrics Audio

Fixed DNA Free DNA

Album

Music Name

Singer Music EmotionCursive style

Attribution CategoryApplicable places

Figure 1: Structure of music gene characteristics.
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Figure 2: Hevner music emotion loop model.
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yurk � σ h
T ϑMLP, ϑBPR  . (5)

)e cross entropy between the predicted value and the
target value yurk is calculated, and the parameters of the
model are updated with the following expression:

J � − 
(u,r,k)∈D

yurklogyurk + 1 − yurk( log 1 − yurk(  . (6)

3.3. Hybrid Recommendation Algorithm. A single recom-
mendation algorithm is often challenging to meet the needs
of diverse scenarios, and thus a mixture of multiple rec-
ommendation algorithms is needed to improve the accuracy
of recommendations [19]. )e commonly used hybrid
methods are waterfall hybrid, weighted hybrid, and trans-
form combination. Among them, the weighted mixture can
set different weight factors for other models and generate
dynamic weighted models through training, which can
improve the accuracy of recommendation and make the
recommendation model more suitable for diverse scenarios
[20]. )erefore, in this paper, we use a weighted mixture to
mix the two algorithms of UserCF and B-NCF.

Let the length of the list to be recommended to the user
be N. XUserCF and YB-NCF are the recommendation lists

derived from the collaborative filtering algorithm and the
improved neural collaborative filtering model, respectively.
α and β denote the recommendation weights of the two
algorithms, α + β � 1. )en, the algorithm’s mixed recom-
mendation list TopN can be expressed as

TopN � αXUserCF + βYB−NCF. (7)

Depending on the application scenarios, the way the
weights of each algorithm in the hybrid model are taken
varies slightly. In this paper, the hit ratio percentage situ-
ation is used as the weight, and the corresponding evaluation
index is used to evaluate its performance. )e hybrid al-
gorithm flow is shown in Figure 4.

First, the user-music gene information is obtained from
the music dataset, and the collaborative filtering algorithm
calculates a recommendation list. At the same time, user-
preferred song information is extracted from the dataset,
and another recommendation list is calculated according to
the B-NCF model. )en, the two recommendation lists are
fused using a weighted mixture, and the recommendation
list is obtained after data filtering. )e two algorithms are
performed simultaneously in a parallel manner, and the
weights can be adapted according to the actual situation
to meet the recommended requirements in different
scenarios.

User Embedding Layer Item Embedding Layer

BPR Layer

MLP Layer1

BN layer

MLP Layer2

BN layer

MLP Layer2

Target

Uid_Emb Uid_MLP

Flatten Flatten

Rid_Emb

Flatten

Rid_MLP Kid_EMB Kid_MLP

Flatten Flatten Flatten

Sigmoid

Training

Uid Rid KidEmbedding Layer

MLP LayerOutput Layer

ReLU

Dropout

ReLU

Dropout

Figure 3: Structure of B-NCF model.

4 Mathematical Problems in Engineering



4. Experiments

4.1. Experimental Dataset and Test Environment. To verify
the advantages of the hybrid algorithm in this paper, the
Yahoo Music dataset is used as the experimental dataset for
testing the algorithm in this paper, and its performance is
evaluated. )e genetic types of music are added according to
their attributes, including artist, song title, genre, emotion
type, etc., which are 14 types in total. )e dataset is divided
into a training set and a test set according to the ratio of 8 : 2.
)e description of the relevant information of the dataset is
detailed in Table 1.

)e experiments were conducted under the Spark plat-
form, containing 1 master node and 7 worker nodes. )e
operating system of each node computer is Linux CentOS6.5,
CPU is Intel i7-12700KF, and memory is 16GB. Software
includes Hadoop-2.8.4, Spark-2.3.2, JDK 1.8.0_171 and
Python3.6.4, .)e code editor uses Pycharm2017.2.3× 64.

4.2. Performance Evaluation Indicators. MAE and F1-mea-
sure are used as evaluation criteria to measure the accuracy
and recommendation performance of the algorithm. MAE
evaluates the recommendation accuracy of the algorithm by
calculating the deviation between the predicted user-music
gene scores and the actual scores. )e lower the value of
MAE is, the higher the recommendation performance is
indicated [21]. Assuming that the predicted set of ratings is
AA and the corresponding set of actual ratings is BB, the
MAE can be expressed as

MAE �


n
i�1 si − ti




n
. (8)

F1-measure is a metric that combines precision and
recall results to evaluate the strengths and weaknesses of a
recommendation model. Assumptions: IR1 is the predicted
list of recommendations provided by the recommendation
algorithm for the target user u, IR2 is the actual list of
recommendations for user u in the test set, and Iu is the
number of music genes reviewed by user in the test set. )e
relationship between the precision, recall, and F1-measure
evaluation metrics is as follows:

precision �
1
m



m

u�1

IR1 ∩ IR2




IR1
,

recall �
1
m



m

u�1

IR1 ∩ IR2




IR2
,

F1 − measure �
2 × precision × recall
precision + recall

.

(9)

4.3. Model Parameter Optimization. )e training process of
the hybrid recommendation algorithm takes a lot of time
and cannot guarantee the timeliness of the recommendation.
)erefore, the algorithm parameters need to be optimized to
ensure that the algorithm has good real-time performance,
and the learning rate (LR) of the B-NCF model has a sig-
nificant impact on the performance of the model. Consid-
ering the large sparsity of the dataset, the optimizer of the
B-NCFmodel was chosen as Adam, the epoch was formed as
30, and the learning rates were 0.1, 0.05, 0.01, and 0.001 for
the experiments. )e results are shown in Figure 5.

Figure 5 shows that when the learning rate is 0.1 and
0.05, the network iteration loss is large, which is not con-
ducive to model training. When the learning rate is 0.01 and
0.001, the network error is lower and stabilizes after 20
rounds of training. Considering the model training speed
requirement, the learning rate of the model is taken as 0.01,
the optimizer is chosen as Adam, and the epoch is set as 20.
)e training time is shortened based on guaranteeing the
recommendation accuracy. After several trials, the weights
of UserCF and B-NCF are taken as 0.37 and 0.63,
respectively.

4.4. Analysis of Results. As can be seen from Figure 6, the
MAE index of this method is significantly better than that of
other recommendation methods. When the number of
similar users K is 500, the prediction error of this method
reaches the lowest, and the MAE value is 0.944. Compared
with the NCF model, which has a higher prediction accu-
racy, the accuracy is improved by about 4%. Figure 7 shows

Recommend List

Music Data Set

UserCF

B-NCF

Hybrid 
Recommendation Data Filtering

Top1
Top2
Top3
...

Topn
User Preferences

Music DNA

Figure 4: Flow of the hybrid algorithm.

Table 1: Experimental dataset.

Dataset Number of users Number of music Number of ratings Sparsity (%) Gene type Training set Test set
Yahoo music 13270 2270 347200 2.3 14 10616 2654
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the performance comparison of the algorithms under the F1-
measure index.

Figure 7 shows the strengths and weaknesses of the
recommendation quality of the Yahoo Music dataset. )e
evaluation metric F1 increases with the increase of K value.
When the K value is 500, the hybrid algorithm has the
highest evaluation with a value of 0.64, 2.2% and 5.3% more
accurate than the NCF and NHSM algorithms, respectively.
)us, it shows that the hybrid recommendation algorithm
provides more detailed music listings.

NCF, NHSM, and hybrid recommendation algorithms
are used as examples, and the length of the recommendation
list is set to 10 to examine the hit rate of the algorithms. )e
obtained results are shown in Figure 8.

Compared with NCF and NHSM algorithms, the hit rate
of the hybrid recommendation algorithm is higher, which
indicates that the algorithm has more vital higher-order
nonlinear expression ability and can better realize the in-
teraction between users and music genes. In the early stage of
the hybrid recommendation algorithm, the hit rate of the
hybrid model mainly comes from B-NCF due to the low hit
rate of UserCF. As the hit rate of ALS improves and stabilizes,
the hybrid model better combines the advantages of UserCF
and B-NCF, and its hit rate is also improved to some extent.
To further verify the performance of the hybrid algorithm in
the paper, the hit rate and diversity metrics of the hybrid
model are analyzed by taking different length recommen-
dation lists. )e experimental results are shown in Table 2.

From Table 2, it can be seen that the hybrid algorithm
has a high hit rate for different lengths of recommendation
lists, and the diversity changes steadily.)us, it can be shown
that the performance of the hybrid algorithm in terms of
accuracy and recall is better than the currently used rec-
ommendation algorithms, and it can better match the re-
lationship between users and music genes; when the length
of the recommendation list is 50, the time taken is only
96.82, which meets the requirement of recommendation
timeliness, and the algorithm is more feasible and can be
used as a recommended method for personalized music.

5. Conclusion

A personalized music hybrid recommendation algorithm
based onUserCF andB-NCF is proposed to research the user’s
preferencesituationofmusicgenres. Severalmetricsareusedto
verify the algorithm’s performance. Experiments on theYahoo
Music dataset show that the algorithm improves the accuracy
and precision of recommendation by 4% and 2.2%, respec-
tively, compared with the NCF model, and the recommen-
dationlist ismorereasonableandeffective.Fordifferent lengths
of recommendation lists, thehybridalgorithmtakes less time to
recommend, which can meet the requirements of hit rate,
diversity, and timeliness of music recommendation. From the
perspective of the depth of information mining, the hybrid
algorithm can improve the effective recommendation hit rate
and requires less computational resources. In terms of the
breadth of information sources, the hybrid algorithm can be
usedasapersonalizedmusic recommendationmethodbecause
it takes music genetic information into account and broadens
the diversity of information sources.
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Table 2: Performance of the hybrid algorithm with different length
recommendation lists.

Recommended list
length

Hit
rate Diversity Recommended time

(ms)
5 0.4924 0.5783 68.94
10 0.5941 0.5610 71.78
15 0.6218 0.5533 72.68
30 0.6337 0.5504 83.50
50 0.6672 0.5319 96.82
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A large variety of high-value substation relay protection equipment occupies a considerable amount of inventory space and capital
in electric power companies. To improve this problem, this study proposes an inventory prediction model based on the remaining
useful life (RUL) of equipment. �e model acquires the RUL data of equipment by using the support vector regression (SVR)
algorithm, and then, by taking this data as the main factor and the environmental factors and human factors during the operation
of equipment as secondary factors, the model can realize the prediction of relay protection equipment in the substation. At the
same time, the nature of the enterprise and the requirements for safety inventory are considered. �e comparison of calculation
results and error analysis, as well as the calculation time, all indicate that the RUL-based inventory forecasting is the best one. �is
model not only has high prediction accuracy but also has strong stability and portability. �e model can provide a strong decision
basis for improving the inventory management of the enterprise, enhancing the resource allocation capability, and formulating the
spare parts procurement plan under the condition that the spare parts inventory reaches the safety stock.

1. Introduction

Safety stock is an important topic in inventory management
[1, 2], and its main role is to meet the uncertainty of supply
and demand. �e de�nition of safety stock varies from
industry to industry. In power systems, the safety stock of
spare parts means that the stock level should always be
slightly redundant to the actual demand, in case there are no
spare parts available when an unexpected event occurs.
Spare parts inventory levels are often calculated based on
certain historical data and forecasting models. �e authors
of [3, 4] have summarized the inventory research results of
spares, and the forecasting techniques cover everything from
early expert system models to the current arti�cial intelli-
gence models.

�e expert meeting method and the Delphi method are
less practical and reliable due to their reliance on expert
experience. However, this qualitative model, combined with
other methods, has an excellent performance in forecasting
[5–7]. With the development of computers and the demand
for short-term and medium-term forecasting techniques,

quantitative forecasting models have taken the dominant
position, such as gray forecasting models [8, 9], linear re-
gression [10] and nonlinear regression [11], and autore-
gressive moving average (ARMA) models [12–14]. �ese
quantitative forecasting approaches tend to have certain data
requirements and also have obvious advantages and dis-
advantages, such as an emphasis on model improvement to
improve the prediction accuracy, but less consideration is
given to the factors a¡ecting the inventory, and the infor-
mation contained in the data is not su¢ciently mined. With
the development of arti�cial intelligence, forecasting models
based on AI techniques began to play an important role,
such as machine learning [15, 16], deep learning [17–19],
support vector machine (SVM) [20, 21], backpropagation
(BP) neural networks [22, 23], and long short-term memory
(LSTM) [24, 25]. �ese intelligent prediction techniques
have played an important role in various industries with the
help of excellent data processing capabilities.

�ere is also rich research on inventory forecasting for
spare parts in power systems. Zhang [26] established a smart
meter inventory demand forecasting model based on analyzing
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its fault characteristic and installing requirements, and an
optimal management strategy [27] was developed. Ding [28]
improved the BP neural network model based on the Adam
optimization method to forecast the demand for materials in
the Guizhou power grid, and the method can significantly
reduce the error. In [25], an effective model based on the long
short-termmemory (LSTM) recurrent neural network was put
forward to predict the requirement for maintenance of spare
parts. Hamoud and Yiu [29] described a practical reliability
model based on a stationary Markov process for assessing the
number of spare parts. Yang [30] constructed a deep con-
volutional neural network based on the graph to realize
multicriteria classification for spare parts, which could supply
good decision support to control inventory.

As an integral part of the power grid, relay protection
equipment has the main characteristics of being diverse,
small in size, difficult to obtain monitoring data, and its
service life is affected by various factors. *erefore, the
advanced prediction techniques mentioned in the above
literature, according to our review, found that few prediction
models have been applied to this type of equipment. For this
reason, in this study, on the basis of analyzing the charac-
teristics of the equipment and its elimination records and
safety inventory requirements of electric power enterprises,
we make an innovative model of an inventory prediction
algorithm according to the RUL of the equipment and
applied it to the inventory management system of relay
protection equipment in the Changzhou substation. *e
model implements the following functions:

(i) To improve the prediction accuracy of the model,
this study fully considers the factors that have direct
and indirect effects on the RUL of equipment; these
factors are shown in Section 3.1

(ii) To reduce the computational difficulty, we define
the new variable of the life course as the main
variable to obtain the RUL of equipment

(iii) To meet the requirement of saving inventory cost
and storage space under the condition of achieving
inventory safety and to provide decision support for
Changzhou Power Supply Company to realize spare
parts procurement on a quarterly cycle

Section 1 of this study introduces the current research
status of inventory forecasting models and inventory of
spare parts in power companies. Section 2 is the inventory
forecasting algorithm according to the remaining useful life
of equipment, including the algorithm about obtaining the
RUL of equipment with the aid of support vector regression
and the prediction algorithm of spare parts based on the
RUL. Section 3 is a case study for inventory prediction of the
central processing unit (CPU) of a substation in Changzhou
City. *e portability of the model is illustrated by using the
predictions for the liquid crystal display (LCD) and DC
220V Power Supply (DCPS).*e validity and stability of the
model are indicated by comparing the RUL model with the
LSTM, ARMA, support vector machine (SVM), and
SVM+BP models. At the same time, the error analyses are
given. Section 4 is the conclusions and the perspective.

2. Inventory Prediction Model on the
Basis of RUL

*e remaining useful life [31] plays an important role in
many fields. It can provide strong support for upper-level
decision-making, scientifically reduce the operating cost of
the system, and enhance the reliability of the system. Es-
pecially, with the gradual maturity of AI technology, RUL
has been successfully applied to many practical problems
[32]. Figure 1 is the main ideation for this study; this
framework can demonstrate our research steps.

In this section, we will discuss how to obtain the RUL of
substation equipment by using SVR and the construction of
an inventory prediction model based on the RUL.

2.1. Principle and Algorithm of RUL Based on SVR. In ma-
chine learning [33, 34], SVR is a nonparametric regression
model that determines the regression hyperplane by opti-
mizing the distance to nearby support vectors. We first
consider the regression hyperplane that achieves the
remaining useful life.

For the given training set D � (x1, y1), t(x2, y2)n, q

. . . h,( xm, ym)}, yi ∈ (0, 1], since it is difficult to deter-
mine whether the training set is linearly divisible in the
original space, let the division hyperplane be

f(x) � wTϕ(x) + b, (1)

where x � (x1, x2, . . . , xm), ϕ(x) is the eigenvector after
mapping x, w � w1, w2, . . . , wm 

T is the weight vector, and
b is the bias.

*e problem of solving the regression hyperplane f(x)

can be transformed into the following optimization
problem:

min
w,b

1
2

||w||
2

+ C 
m

i�1
lε f xi(  − yi( , (2)

where the penalty coefficient C> 0 and lε is the insensitivity
loss function and its expression is

lε(z) �
0, if |z|≤ ε,

|z| − ε, otherwise.
 (3)

Introducing the slack variables ξ and ξ to normalize (2),
we can obtain

min
w,b,ξ,ξ

,
1
2

||w||
2

+ C 
m

i�1
ξi + ξi ,

s.t,

f xi(  − yi ≤ ε + ξi,

f xi(  − yi ≥ ε + ξi,

ξ ≥ 0, ξ ≥ 0, i � 1, 2, . . . , m.

(4)

Introducing the Lagrange multipliers μi ≥ 0, μi ≥ 0,

αi ≥ 0, αi ≥ 0, we construct the Lagrange function of (4) as
follows:
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L w, b, μi, μi, ξi,
ξi, αi, αi  �

1
2

||w||
2

+ C 
m

i�1
ξi + ξi 

− 
m

i�1
μiξi − 

m

i�1
μi

ξi

+ 
m

i�1
αi f xi(  − yi − ε − ξi( 

+ 
m

i�1
αi f xi(  − yi − ε + ξi .

(5)

Considering (1), let the derivatives of L(w, b, μi, μi,

ξi,
ξi, αi, αi) with respect to w, b, ξi,

ξi be zeros; we can obtain

w � 
m

i�1
αi − αi( xi, (6)

0 � 
m

i�1
αi − αi( , (7)

C � αi + μi, (8)

C � αi + μi. (9)

Substituting equation (5)–(8) into (5), we obtain the dual
programming problem as follows:

max
α,α

, 
m

i�1
yi αi − αi(  − ε αi + αi(  −

1
2



m

i�1


m

j�1
αi − αi(  αj − αj xT

i xj,

s.t,


m

j�1
αi − αi(  � 0,

0≤ αi, αi ≤C.

. (10)

With the KKTcondition satisfied, the optimal solution of
(1) can be obtained as

f(x) � w∗Tϕ(x) + b
∗
. (11)

(11) is the regression hyperplane used to calculate the
remaining useful life.

2.2. Variables and Data Processing. Let the data matrix of a
certain type of equipment be Z � (zij)N×10, where the ith row
zi ofZ denotes the data vector of the ith device of that class of

devices and N is the number of devices that have been
eliminated. *e name and type of the variables in zi are
shown in Table 1.

To facilitate the description, several variables are in-
troduced, and the notation and description of the variables
are shown in Table 2.

To improve the accuracy of the prediction results, firstly,
the data Z need to be cleaned, and let Ul(i) � zi(9) − zi(8)

be the days of usage of equipment, and the mean μ and
variance σ2 of Ul are calculated, and the singular values are
screened out using the Z-score method; then, the

Factor 2

Factor 1

Factor n

Factor 3

Factor 4

Life
course

SVR

Enterprise 
nature

RUL Prediction 
model

Prediction
Results

...

Figure 1: *e main ideation and framework of this study.
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elimination records containing the singular values are de-
leted. *e formula of the Z-score is as follows:

Ul − μ
σ




≤ zθ. (12)

Generally, the threshold zθ ∈ (1, 3). *e data satisfying
the above equation are retained, and the new data set matrix
is still denoted as Z � (zij)M×10, where M≤N.

Next, we make certain variables labeled and also define a
new variable named life course.

*e textual variables zi(1) to zi(5) are labeled with the
regular numerical values and are denoted as xi(1) to xi(5).
*e numerical variables zi(6) and zi(7) are denoted as xi(6)

and xi(7). To reduce the dimensionality of the data and
simplify the calculation, the life history course xi(8) are
constructed by using the installation date zi(8), damage date
zi(9), and design to life zi(10) as follows:

(i) %M is the number of elimination records of a class
of components after cleaning

(ii) % I is the number of interval days
(iii) Ji � zi(9) − zi(8)/I
(iv) for i from 1 to M
(v) j� 1
(vi) Dt � zi(8) + I % Date after installation I days
(vii) while now < zi(9)% now Indicates the current

date
(viii) r � 

i−1
k�1Jk + j

(ix) xi(8) � Dt − zi(8)/zi(10) % Design life
course of equipment

(x) yir � Dt − zi(8)/zi(9) − zi(8) %Actual life
course of equipment

(xi) xi � (xi(1), xi(2), xi(3), xi(4), xi(5), xi(6),

xi(7), xi(8)) % update variable symbols
(xii) j� j+ 1
(xiii) now� now+ I

where zi(9) − zi(8) is expressed by the number of days. If
the ith device is active, take zi(9) means the current date.

*en, the processed data matrix for this type of device is
obtained as X � (xij)N×8. *e data of the ith device are

xi � xi(1), xi(2), xi(3), xi(4), xi(5), xi(6), xi(7), xi(8)( .

(13)

2.3. Computation of RUL. Under the above theory and its
data characteristics, Algorithm 1 is constructed to predict
the RUL of equipment.

With Algorithm 1, the number of days of the RUL of the
kth in-service device can be calculated as Dpl(k).

2.4.Algorithmfor InventoryForecastingof SpareParts byRUL.
Once the RUL of an in-service device is obtained, we can
construct Algorithm 2 to predict the inventory. *e main
idea of Algorithm 2 is to consider how many components
have an RUL less than T in a prediction period T. Also, a
correction function is added for tuning to prevent over-
prediction and to protect the safety stock.

3. Experiment and Analyses

3.1. Elimination Record. *e data on the defect elimination
records stored in Changzhou Power Supply Company contain
10 field variables, which are listed in Table 1.*e spare parts in
this research are installed in relay protection equipment of the
substation. *ey share the following common features:

(i) A wide variety and distribution, high value, and
integration.

(ii) It is difficult to obtainmonitoring data since they are
board-like devices of small size. *e operation and
maintenance (O&M) processes require a lot of
manpower. It has a long procurement cycle.

(iii) Service life is influenced by many kinds of factors
listed in Table 1.

3.2. Prediction Results Based on RUL, Comparison, and Its
Error. First, we make forecasts for the CPU inventory.
Combining with the proposed procurement cycle of
Changzhou Power Supply Company, we set the prediction
period T � 90 days and the interval days I � 10 days andmake
zθ � 2.5 in the Z-score during data screening and parameter
s � 2 in the correction function Qs(t). Figure 1 shows the
prediction results of CPU spare parts based on the RUL.

In Figure 2, the horizontal coordinate indicates the
quarter and the vertical coordinate indicates the prediction
result about CPU. From it, we can see that the prediction
curve of the CPU with the quarterly cycle has almost the
same trend as the real value, which means that the RUL-

Table 1: Variables, notations, and types.

Variables Notations Types
Manufacturers zi(1) Text variable
Substation name zi(2) Text variable
Interval zi(3) Text variable
Device zi(4) Text variable
O&M shift∗ zi(5) Text variable
Temperature (°C) zi(6) Numeric variables
Humidity (hPa) zi(7) Numeric variables
Installation date zi(8) Time variables
Date of damage zi(9) Time variables
Design life/days zi(10) Numeric variables
∗ O&M, operations and maintenance shift.

Table 2: Variables and descriptions.

Notations Descriptions
Ul Days of usage of equipment/day
Dpl RUL prediction value of equipment/days
xi(8) *e design life course of equipment
yir *e actual life course of equipment
Dt Current date
Ddl Left days of equipment by design life/day
Dpb Predicted damage date of in-service equipment
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based prediction method is effective. In the graph, we will
also notice that the predicted value is slightly larger than the
true value, which is intended to make the spare parts slightly

more available in case there are no spare parts available when
an unexpected event occurs, i.e., it is beneficial to the sta-
bility of the power system.

Input: xi � (xi(1), xi(2), xi(3), xi(4), xi(5), xi(6), xi(7), xi(8)).
Output: the RUL value of the kth component Dpl(k).
Step 1. *e data matrix x is assigned to training set xtrain and test set xtest in the ratio of 4 :1.
Step 2. Get the prediction model by the training data.*e regression hyperplane expression is obtained by inputting a certain class of
components processed data xtrain into equation (2), i.e.,f(x) � w∗Tϕ(x) + b∗.

Step 3. Validity test, let Ttest be the number of rows of test data, for the given Δ> 0, if 1/Ttest 
Ttest
r�1 |ytest(r) − f(xtest(r))|<Δ.

go to Step4, otherwise, go to (2), and adjust the penalty coefficients C and ε until they are satisfied.
Step 4. Substitute the kth data of the in-use devicexk � (xk(1), xk(2), xk(3), xk(4), xk(5), xk(6), xk(7), xk(8)) into (14) and output
f(xk). *is is the value of the life course of the actual life of the kth component.
Step 5. Calculate the damage date Dpb(k) of the kth in-service spare part: Dpb(k) � xk(8) + Dt − xk(8) /f(xk).

Step 6. Compute the number of days Dpl(k) left in the life of the kth in-service spare part: Dpl(k) � Dpb(k) − Dt.

ALGORITHM 1: Computation of RUL by SVR.

Input： RUL of the kth equipment Dpl(k)

Output： the demand for spare parts Q in the next cycle T.
Step 7. Calculate the number of days remaining in the design life of the kth component Dbl(k)： Dbl(k) � xk(8) + zk(10) − Dt.

Step 8. Set the correction function toQs(t) � 1 − tanh st � 2e− st/1 + e−st, (s> 1, t ∈ R)

Step 9. Predicting the inventory level of a certain type of component spare parts, the algorithm pseudocode is as follows:

(i) % Q is the demand for a class of components.
(ii) % Sum is the number of components of this class being operated in the system
(iii) % T is the forecast period
(iv) Q� 0
(v) for k� 1: sum
(vi) If Dpl(k)≤T

(vii) Q�Q + 1
(viii) If Dpl(k)>T and Dbl(k)≤T

(ix) Q�Q + Qs(t)

(x) Output Q % the demand for spare parts in the next cycle.

ALGORITHM 2: Prediction algorithm by RUL.
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Figure 2: *e prediction results of CPU based on RUL.
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Second, to illustrate the effectiveness of the algorithm, we
employ LSTM, ARMA, SVM, and a combined model of BP
and SVM to predict the CPU inventory, and a comparison of
the predicted results with the true values is shown in Figure 3.

As we can see from Figure 3, although the prediction
results of these four forecasting models are the same as the
true values in some quarters, the overall prediction results
are not suitable for electric power companies mainly because
the difference between the predicted and true values is
positive and negative, which leads to the inability of
Changzhou Power Supply Company to achieve the goal of
purchasing by quarters, and the safe and stable operation of
the electric power system cannot be guaranteed under such
prediction results.

Finally, the errors of five forecasting models are compared,
the root mean square error (RMSE) and mean absolute error
(MAE) corresponding to the forecast values under different
models are discussed, and the formulas are as follows:

RMSE �

�����������������

1
n



n

i�1
xa(i) − xp(i) 

2




,

MAE �
1
n



n

i�1
xa(i) − xp(i)



,

(14)

where xp and xa are the predicted and true values, re-
spectively. If the values of RMSE and MAE of an algorithm
are smaller, it means that the algorithm is more effective.*e
RMSE and MAE of the five method prediction methods are
shown in Table 3.

From Table 3, it can be seen that the RUL-based pre-
diction results have the smallest RMSE and MAE among the
above five prediction models. It further illustrates the ef-
fectiveness of RUL-based CPU prediction.
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Figure 3: (a) to (d) *e prediction results of the CPU based on LSTM, ARMA, SVM, and BP-SVM, respectively.
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Table 3: RMSE and MAE of CPU prediction results on different prediction models.

RUL LSTM ARMA SVM SVM-BP
RMSE 4.7434 11.7132 5.8310 5.3666 5.0299
MAE 4.3201 9.0611 4.6517 4.411 4.3603
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Figure 4: *e prediction results of LCD based on RUL.
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Figure 5: Continued.
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3.3. Portability and Stability. *ere are many other CPU-
like devices in substations that have similar characteristics
to CPUs. To exemplify the portability of the model, we
apply the model to the LCD and DCPS inventory pre-
dictions, respectively. *e parameter settings are un-
changed. Figure 4 shows the prediction results based on the
RUL model for LCD. Figure 5 presents the inventory
prediction results for LCD based on LSTM, ARMA, SVM,
and BP-SVM. Figure 6 illustrates the prediction results of
DCPS based on the RUL model. Figure 7 demonstrates the
inventory prediction results for DCPS based on LSTM,
ARMA, SVM, and BP + SVM. Table 4 is the error com-
parison of the responses.

From Figures 4 and 6, we can notice that the trend of the
predicted and true values is almost the same, and the pre-
dicted values are also slightly larger than the true values, thus
indicating that the RUL-based prediction model has strong
portability and also strong stability. *is prediction model is
suitable for the corporate requirements of Changzhou Power
Supply Company and the requirements for power system
stability.

From Figures 5 and 7, the predicted and true value
curves intersect several times. Although, in some quarters,
the predicted results are almost the same as the true ones,
this does not satisfy the enterprise requirements.

In Table 4, it can be found that the RMSE andMAE of the
forecast results based on RUL are the smallest, except for the
MAE of the forecast based on the ARMA model for LCD.
For this exception, the result of our analysis is that LCDs are
durable equipment in substations with a long service life,
resulting in small data for elimination records and data with
a strong linear nature, while the ARMA model has a high
advantage in dealing with this type of prediction problem.

*e purpose of forecasting on a quarterly cycle is to
provide a decision basis for the procurement of spare parts
for Changzhou Power Supply Company to save storage
space as well as improve capital utilization.

3.4. Computation Time. *e elapsed time of a model is
affected by several aspects, such as the complexity of the
algorithm, the dimensionality of the variables, and the code,
and therefore, it is often used as a metric to assess the ef-
ficiency of the model. In this study, the elapsed time of the
five algorithms involved is statistically measured, and the
results are shown in Figure 8.

Figure 8shows the time consumption for the computation
of the RUL-based prediction model is not the most or the least.
Combined with the previous prediction results, we can consider
this time consumption to be acceptable for the following rea-
sons: (1) For this study, we are pursuing the accuracy of the
prediction and the conformity of the prediction results to the
nature of the enterprise; (2) the engineering environment in
which the algorithm is applied is not in a time-critical cir-
cumstance but has a very sufficient amount of time.
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Figure 5: (a) to (d) Prediction results of LCD based on LSTM, ARMA, SVM, and BP-SVM, respectively.
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Figure 6: *e prediction results of DCPS based on RUL.
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Figure 7: (a) to (d) Prediction results of DCPS based on LSTM, ARMA, SVM, and BP-SVM, respectively.

Table 4: Comparison of the errors of different models for LCD and DCPS prediction results.

RUL LSTM ARMA SVM SVM-BP

LCD RMSE 1.7607 3.7757 1.8166 1.9494 1.8974
MAE 1.5123 3.2411 1.3301 1.6221 1.6000

DCPS RMSE 3.6606 8.3666 4.9193 5.3479 4.7539
MAE 3.202 6.2817 4.4709 5.01 4.4212
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4. Conclusions and Perspective

In this study, a spare parts inventory forecasting model
based on the remaining useful life of in-service equipment is
proposed for the nature of electric power company enter-
prises, spare parts characteristics, and data. From the results
of the case study, the model is suitable for inventory fore-
casting in electric power companies. *e comparison of the
model, the analysis of the error, and the computation time
illustrate the validity, stability, and portability of the model.

According to the forecasting algorithm, the quarterly
cycle is used for forecasting, which avoids the randomness of
data brought by a small cycle and the large forecast error
caused by a large cycle. At the same time, the quarterly cycle
does not affect the annual procurement plan, while inspiring
us to provide a feasible procurement proposal, i.e., to pay
and supply according to the quarter, which can save in-
ventory space and reduce holding costs.

*e value of the forecasting model used in this study is
reflected in three aspects: (1) accurate calculation, porta-
bility, and stability; (2) improving inventory management
capability and saving inventory cost and storage space; (3)
the model idea has certain generalizations, such as applying
to the primary variable equipment of power system and
enriching the whole life cycle management of power
equipment.

*e inability to obtain monitoring data makes it difficult
to operate and maintain (O&M) relay protection equipment,
and usually, routine maintenance does not reduce the failure
rate of the device. Currently, the best maintenance strategy is
predictive O&M [35–37]. An essential prerequisite for
predictive O&M is to have information about the status of
the health of the equipment, and the remaining useful life is
an influential parameter for assessing the operational status
of equipment. *erefore, we can utilize RUL to assess the
health of equipment and provide a reliable basis for pre-
dictive maintenance.
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In order to improve the e�ect of English teaching practice, this paper constructs an intelligent English phonetic teaching system
combined with the method of phonetic feature parameter recognition. Moreover, this paper simulates the self-mixing interference
signal containing noise by establishing a simulation, analyzes the size of the noise and its various possibilities, and selects the
EEMDmethod as the English speech denoising algorithm. In addition, with the support of an intelligent denoising algorithm, this
paper implements an English intelligent teaching system based on the recognition algorithm of English speech feature parameters.
Finally, this paper evaluates the teaching e�ect of the intelligent English speech feature recognition algorithm proposed in this
paper and the intelligent teaching system of this paper by means of simulation teaching. �e research shows that the English
teaching system based on the intelligent speech feature recognition algorithm proposed in this paper has a good e�ect.

1. Introduction

In English learning, language input and language output are
closely related. Input is the premise and necessary prepa-
ration for output, and output is the ultimate goal of input
and can also stimulate input. �e two complement each
other and jointly improve students’ comprehensive language
ability. Although the Internet provides a large number of
online learning resources, the individual di�erences in
English pro�ciency of college students are quite large.
Moreover, students are not very motivated to actively obtain
language input, and their ability to learn online resources
independently is not good.�erefore, college students in the
Internet age still have the problem of insu�cient e�ective
language input.

�e teaching hours and teaching capacity of English
classrooms in colleges and universities are limited. Public
English courses are mostly taught in large classes. �e
number of students in each class ranges from �fty to sixty to
hundreds of students. One class is 90minutes, and the av-
erage output of each student is the language output. �ere
are very few opportunities, and the students’ language

output in the classroom is far less than the language input,
relying on the online learning platform to realize real-time
online and o�ine interaction between teachers and students,
expand teaching space and time, increase students’ language
output opportunities on online platforms and o�ine
classrooms, and help solve the dilemma of traditional En-
glish classrooms. �e content and form requirements of
language output are not random. It should form an or-
ganically linked whole with the content and form of lan-
guage input. It is not only necessary for teachers to regulate
the quantity and quality of language input. Make the content
of language input materials meet the interests and needs of
college students, and ensure that the di�culty level of
language input materials is in line with students’ learning
ability and learning level. It is even more necessary for
teachers to properly supervise the online and o�ine lan-
guage input process of students in classrooms and online
platforms, promote students’ online and o�ine autonomous
learning, and achieve e�ective language output.

Oral expression and written writings are the main forms
of language output and the main way to test the validity of
language input. When designing the teaching content of
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speaking, audio-visual, reading, and writing, attention
should be paid to the relevance of thematic cohesion be-
tween modules to ensure that, under the same learning
theme, students can learn vocabulary and sentence patterns
layer by layer and practice repeatedly to gradually improve
[1]. Oral content is mainly arranged in the course, and under
the guidance of teachers, students train their oral expression
or speech ability. In the case of students with low English
proficiency, we can set up oral homework after class and
encourage students to assist each other offline [2]. In the
writing module, short videos, microlectures, or courseware
materials for preclass preview can be provided for students
to learn by themselves. If students have a poor English
foundation, they should not set too many preclass writing
tasks that are too difficult. We can focus on the input of
writing knowledge, strengthen the teacher’s intensive
teaching and guidance in the middle of the class, encourage
students to write on the spot in the classroom, and complete
effective language output [3].

In English teaching, listening teaching runs through the
whole teaching process, and the application conditions of
intelligent speech synthesis technology in English listening
teaching are analyzed from two aspects of teaching activities
and lesson types in the textbook.

+is paper combines the method of speech feature pa-
rameter recognition to construct an intelligent English pro-
nunciation teaching system and applies it in English teaching
practice to improve the effect of modern English teaching.

2. Related Work

+e artificial neural network essentially imitates the human
neuron structure, sets some judgments between the input
and output, whether it is 1 or 0, and outputs data after a
series of judgments and processing. After being able to solve
some simple linear problems, it falls into the stagnation of
development, and the XOR problem is difficult to solve [4].
+e study of backpropagation has arisen. Backpropagation
helps the model to learn the weight parameters indepen-
dently, which solves the training problem of artificial neural
networks. With the continuous development of Internet
technology, artificial neural networks accumulate more and
more data, and the learning speed is getting faster and faster.
It has become a research hotspot in the world [4].

+e deep learning method is developed on the model of
artificial neural network, and the learning speed is faster.
Literature [5] designed an 8-layer convolutional neural
network for speech recognition. +e deep learning model
has strong learning ability and good calculation results, and
the training difficulty is also better than that of artificial
neural network, but because it is an emerging technology,
there is still less research at present, and continuous ex-
ploration and attempts are required.

Reference [6] divides the nonstationary signal into
several signals with small time intervals by adding a fixed
time window to the signal, and the signal can be regarded as
stationary within a sufficiently narrow time window, and
then the Fourier transform is performed to obtain the signal.
+e time-frequency correspondence of the Gabor transform

is proposed. On the basis of the Gabor transform, the signal
is decomposed by using window functions of different sizes
to obtain the time-frequency analysis method of the Short-
Time Fourier Transform (STFT) [7]. STFT relies heavily on
the selection of the size and shape of the time window, and
the selection of the time window is unique, which also leads
to the singularity of the resolution of the STFT, and the size
of the window function cannot be adjusted according to the
frequency transformation. Reference [8] proposed the
Wigner-Ville Distribution (WVD), which performs Fourier
transform on the signal by using the instantaneous auto-
correlation function. It is also an effective method to deal
with nonstationary signals because it does not use a window
function. +e signal is decomposed so that its time-fre-
quency focus is high, but there are serious cross-interference
terms. Reference [9] proposes a time-frequency analysis
method of NLMS transform (Wavelet Transform, WT) by
matching the NLMS basis function with the signal. +e
parent NLMS selected by the NLMS transform can be scaled
and shifted, and the shape of the NLMS basis can be changed
according to the frequency characteristics of the signal.
+erefore, the time-frequency analysis results have a certain
“zoom.” +e NLMS transform essentially considers the
signal in the time window to be approximately stationary,
and sometimes the local signal time-frequency resolution
deteriorates, which limits the application of the NLMS
transform in seismic signals [10]. Reference [11] proposed S
transform (ST), whose time window can be adaptively ad-
justed with frequency, which improves the defect of fixed
time-frequency resolution in STFT and better meets the
time-varying characteristics of seismic signals, but the
fixedness of the selected NLMS basis function leads to
certain limitations in its application. Reference [12] pro-
posed the generalized S transform (GST), the window
function of the generalized S transform can be flexibly
adjusted with the frequency transformation, and the time-
frequency analysis results with high time-frequency focus
can be obtained. At the same time, the seismic signal can be
flexibly analyzed according to actual needs.

In literature [13], the Hilbert transform is proposed,
which is an analysis method suitable for spectral decom-
position of seismic signals, which well excavates the physical
significance of seismic signals and obtains three-instanta-
neous parameter attributes with geological significance.
Reference [14] proposed the Hilbert-Huang Transform
(HHT) on the basis of the Hilbert transform, which com-
bined the Empirical Mode Decomposition (EMD) method
with the Hilbert transform. EMD decomposes the signal into
several subsignals, that is, Intrinsic Mode Function (IMF),
and performs Hilbert transform on each M component to
obtain the instantaneous properties of each subsignal. EMD
decomposition has the advantages of completeness and self-
adaptation but also has the defects of mode aliasing, end-
point effect, and insufficient sieving conditions. Reference
[15] applied high-order spline interpolation to EMD to
improve its calculation accuracy. Reference [16] improves
EMD and proposes Ensemble Empirical Mode Decompo-
sition (EEMD), which adds white noise to the original signal,
which effectively solves the problem of modal aliasing, but
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also causes residual signal reconstruction and noise. Ref-
erence [17] proposed the Complete Ensemble Empirical
Mode Decomposition (CEEMD), which is also a noise-
assisted method. It aims to add white noise to the first
segment of the decomposition, which greatly reduces the
influence of noise. From the above examples, although the
decomposition method of EMD has achieved certain results,
the overall calculation process is complicated and difficult to
handle because there is no mathematical theoretical basis in
the process. Reference [18] proposes an adaptive and
nonrecursive signal decomposition method, which can lo-
cate the signal homeopathic spectrum more accurately be-
cause the modes decomposed in this method have their own
center frequencies, and the modes are different from the
modes. It is very compact between states, which can ef-
fectively eliminate the modal aliasing phenomenon com-
monly found in EMD, CEEMD, and other methods.

3. Denoising and Recognition of Speech
Waveform Features

Signal denoising is an important step in the whole system
process, and it is a basis for the following work. Only by
obtaining relatively pure self-mixing interference signals
after denoising can the following theories and experiments
ensure the rigor and reduce unnecessary errors.

EMD is a form of decomposing the entire signal data into
multiple IMFs and then superimposing them on each other.
By analyzing the IMF subsignals, respectively, a more
meaningful frequency and power can be obtained.+e whole
is the screening process, which is to simplify the complexity.
In the whole process, the signal is iterated countless times,
which can eliminate its previous error and eliminate the
waveform superposition. Compared with the former, it is
more symmetrical, and it is also the significance of
decomposing into multiple IMF subsignals.

EEMD is an Ensemble Empirical Mode Decomposition,
and the EEMD algorithm is a noise-assisted data analysis
algorithm proposed on the basis of the EMD algorithm,
which makes up for the insufficiency of EMD. +e pro-
cessing method based on EEMD is to assist the analysis by
adding noise. In the EMD method, the obtained IMF is the
required condition, that is, the distribution of the extreme
points of the signal. If the distribution of extreme points is
not uniform, modal aliasing will occur.

+e principle of the EEMD algorithm is similar to that of
EMD, but different from EMD is that modal aliasing will
occur in EEMD, which is also unique to EEMD. EEMD is
based on EMD by adding white noise signals with different
degrees of uniformity, and the white noise will be evenly
distributed in each signal. According to the characteristics of
zero-mean noise, each time the noise is removed, it is
superimposed and finally averaged, which can cancel each
other out. Simply put, the principle of EEMD is to add white
noise on the basis of EMD and then remove it. +e specific
steps of the EEMD algorithm are as follows:

(1) +e algorithm introduces white Gaussian noise ω(t)

with spectral mean value of 0 into the signal to be

decomposed x(t) and normalizes it to obtain the
signal X(t), as shown in formula (1):

X(t) � x(t) + ω(t). (1)

(2) +e algorithm performs EMD operation on the
signal X(t) and decomposes it to obtain n IMF
components Cj(t) and 1 participating component
rn(t), as shown in formula (2):

X(t) � 
n

j�1
Cj(t) + rn(t). (2)

(3) +e algorithm repeats test steps 1 and 2 and con-
tinues to introduce white noise that satisfies the
normal distribution into the signal to be processed.
+e total number of tests is N, which can be obtained
as shown in formula (3):

X(t) � 
n

j�1
Cij(t) + rin(t). (3)

(4) According to the characteristics of the zero-mean
value made above, it can be canceled as nothing, and
the influence of the added white noise on the signal
can be removed. Finally, the IMF components Cj(t)

and r(t) of each order are obtained by decomposi-
tion, as shown in formula (4):

Cj(t) �
1
N



n

j�1
Cij(t)r(t) �

1
N



n

i�1
rin(t), i, j �(1,2,3, . . .n).

⎧⎨

⎩

(4)

(5) +e final reconstructed signal is shown in formula
(5):

X(t) � 
n

j�1
Cj(t) + rm(t). (5)

In the above formulas, Cij(t) is the j-th IMF component
obtained by decomposing the i-th white noise, r is the time,
N is the number of white noise sequences added, X(t) is the
original signal, rn(t) is the residual term after decomposi-
tion, and n is the number of times of decomposition. In
formula (5), Cj(t) and rm(t) are the IMF components of
each order and the final residual components obtained after
EEMID decomposition, respectively. For the convenience of
understanding, the flowchart of EEMD decomposition is
drawn as shown in Figure 1.

Signal denoising has always been a key area that people
generally pay attention to. +ere are many denoising
methods with different denoising effects and different de-
grees of simplicity.+erefore, how to choose a better method
for denoising is very important, and denoising needs
evaluation indicators to evaluate. Nowadays, the more
practical evaluation indicators are signal-to-noise ratio,
mean square error, and correlation coefficient.+e following
will use these three evaluation indicators to select and
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compare different denoising methods in order to select the
optimal algorithm. First, the three evaluation indicators are
introduced.

3.1. Signal-to-Noise Ratio (SNR). +e signal-to-noise ratio
can be expressed as the ratio of two energies in the math-
ematical sense, and the expression is

SNR � 10 × lo10
Powersignal
Powernoise

 . (6)

In the formula, Powersignal � (1/n)n[f(i) − f(i)]2 �

RSME2 is the frequency of the original signal;Powersignal �

(1/n)n[f(i) − f(i)]2 � RSME2 is the power of the noise.
Among them, Powersignal � (1/n)nf2(n);

Powersignal �
1
n


n

[f(i) − f(i)]
2

� RSME2
. (7)

From the current research, the signal-to-noise ratio is
often used as a measure of noise. It can not only reflect the
size of the noise but also use it to evaluate the effect of
denoising. In theory, the higher the signal-to-noise ratio, the
better the denoising effect.

3.2. Root Mean Square Error (RMSE). +e root mean square
error usually refers to the ratio of the square of the deviation
of the reconstructed signal and the original signal to the

number of measurements. It can well express the precision
of the measurement process and is also called the standard
error. Its expression is

RSME �

��������������


n

[f(i) − f(i)]
2



. (8)

In the formula, f(i) is the original signal, f(i) is the
decomposed reconstructed signal at a certain scale, and n is
the total length of the signal.

From the current research, the mean square error is often
used as a measure to remove noise. In theory, the smaller the
mean square error, the better the denoising effect.

3.3. Correlation Coefficient. +e correlation coefficient is a
statistical indicator first designed by statistician Carl Pear-
son. It is a measure of the degree of linear correlation be-
tween variables. It is generally represented by the letter r, and
its expression form is

r(X, Y) �
cov(X, Y)

������������
Var[X]Var[Y]

√ . (9)

In the formula, cov(X, Y) is the covariance of X and Y,
Var[X] is the variance of X, and Var[y] is the variance of Y.

+e correlation coefficient is often used as a strong in-
dicator of how well the noise is removed. In theory, the
larger the correlation coefficient, the better the denoising
effect, and the smaller the correlation coefficient, the worse
the denoising effect.

We add varying degrees of noise to the pure, undisturbed
simulated signal. Moreover, we add three different levels of
interference with SNR of 20 dB, 25 dB, and 30 dB to the
signals of ft � 20Hz, fs � 2000Hz, a1 � 7π, a2 � 120π,
n� 2000, and C� 3, respectively, as shown in Figure 2.

It can be seen from Figure 2 that, with the increase of the
added SNR, the noise becomes smaller and smaller. It can
simulate different degrees of interference in real experi-
ments, which is closer to reality and can conduct more
comprehensive simulation and analysis so as to better de-
termine the effective feasibility of the method. EEMD
generates each IMF by decomposition, as shown in Figure 3.

+e simulation of this paper is carried out on the op-
erating platform ofMatlab, and EEMD is used to denoise the
self-mixing interference signal. In the simulation, we set
ft � 20Hz, fs � 2000Hz, a1 � 7π , a2 � 120π , n� 2000,
C� 3, and α � 3 and add Gaussian white noise with a signal-
to-noise ratio (NSR) of 20 dB.

It can be clearly seen from the first 8 IMFs in the figure
that the high-frequency signals are mainly concentrated in
the first 4 IMFs, and the signals decomposed later are rel-
atively pure signals. What we mainly remove is the high-
frequency signal. It can be seen from the first four IMF
diagrams that the noise mainly comes from the transition
point, and the interference generated by the transition point
is the mainstream interference. +e key point to filter out is
the noise of the transition point so that the transition point
can be pinpointed when processing the signal, so the first 4

Start

Original signal X (t)

White-noise sequence is added
X (t)=x (t)+ω (t)

EMD decomposition

Is the value of i greater than
N?

End

Y

i=1

i=i+1

X (t)=∑Cj (t)+rn (t)
n

j=1

X (t)=∑Cij (t)+rin (t)
n

j=1

Figure 1: Flowchart of EEMD algorithm.
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signals are filtered out, and all the remaining IMF signals are
synthesized, as shown in Figure 4.

From the above figures, it can be clearly seen that most of
the noise can be basically removed, and residue is the signal
that removes the residual high-frequency noise. It can be
seen that the noise is negligible, a pure interference signal is
obtained, and the transition point is easy to see, which lays
the foundation for the subsequent phase unwrapping and
displacement reconstruction.

In order to observe the simulation effect more intuitively,
we comprehensively compare the influence of each signal-
to-noise ratio on the signal. +e simulated signal parameters
are ft � 20Hz, fs � 2000Hz, a1 � 7π , a2 � 120π , n� 2000,
C� 3, and α � 3. Table 1 shows the data of each denoising
evaluation index when C� 3.

4. English Teaching Based on Speech Feature
Parameter Recognition

When setting up teaching units in English courses, the topics
of chapters can be modularized, and each teaching unit
adopts a combination mode of life themes, workplace, or
post themes. In addition, the commonly used teaching
content can also be selected according to the module
combination of vocabulary, audio-visual, speaking, reading,
writing, grammar, and translation (interpretation and
translation). Each learning module is configured with
teaching content according to the combination of before

class, one class and one after class, online learning + online
tutoring, and offline teaching + offline activities. According
to the teaching content, design various activities of online
teaching and classroom teaching. At the same time, it is
necessary to optimize the online learning mode and teacher-
student interaction mode of the course, broaden the path of
language task output, and design corresponding homework,
tasks, and their supporting evaluation methods. +e overall
framework of the modular hybrid teaching model is shown
in Figure 5.

+ere are four teaching layers in Figure 6, which are
cognitive construction layer, embodied learning layer, sit-
uation interaction layer, and innovation generation layer.
+e cognitive construction layer and the embodied learning
layer are the process layer of acquiring knowledge and skills,
the situational interaction layer is the situational layer of
problem solving, and the innovation generation layer is the
practical layer of knowledge and ability. In the process layer,
teachers are students’ facilitators, supporters, and classroom
observers. Students actively acquire tools and materials
through “physical skills,” actively seek help and support
from human resources, and complete the construction of
self-cognition through repeated iterations of action and
thinking. At the situational level, teachers use examples
familiar to students to introduce teaching, creating a
learning atmosphere andmotivation for students. Moreover,
they set up problem situations to make students live in the
teaching content, let students understand the truth that
learning is life and life is learning, exert students’ associative
ability and innovative thinking, and stimulate students’
strong desire to solve problems. In the practice layer, stu-
dents use imagination and open thinking in brainstorming
to conceive a variety of implementation plans and possi-
bilities, open up new ideas for problem solving through
hands-on practice, and creatively organize experience and
knowledge to solve new problems. +e implementation of
teaching links, the growth and development of students, and
the improvement of ability and literacy all run through the
four teaching layers in the model. Each of the four teaching
layers plays a different role. Among them, the cognitive
construction layer is a collection of experience and creation,
and experience is transferred and applied in innovation. +e
embodied learning layer gives full play to students’ initiative
and encourages students to use their hands and brains and
experience learning through “doing.” +e situational in-
teraction layer realizes the transfer of the situation, which
can incite the emotion of the students, arouse the students’
resonance, strengthen the interaction of the classroom, and
make the classroom teaching start, proceed, and end under
the sense of substitution of the situation. +e innovation
generation layer is the practice field for students to solve
problems and an important activity layer for cultivating
students’ innovative thinking and creativity. Each layer is
independent of each other but not isolated and discon-
nected, andmultiple teaching activities may be carried out in
one teaching layer. For example, in the cognitive con-
struction layer, there will be learning activities such as ex-
perience reproduction, comprehension of new knowledge,
and design and creation. At the same time, the same teaching
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Figure 2: Self-mixing interference signal with different noise
added.
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task will be completed in more than one teaching layer, such
as students’ inquiry activities occurring in the cognitive
construction layer, the embodied learning layer, and the
innovation generation layer. +e four teaching layers are an
important part of the migration teaching model, which
echoes the top layer of themodel, conforms to the theoretical
concept of this study, supports the implementation of the
three paths in the middle layer of the model, and is a
teaching field that nurtures teaching, development, and
ability literacy.

Speech recognition technology, broadly speaking,
refers to semantic recognition and voiceprint recogni-
tion. In a narrow sense, it refers to the understanding and
recognition of speech semantics, also known as Auto-
matic Speech Recognition (ASR). As the most natural way
of human-computer information interaction, the basic
idea of speech recognition technology takes speech as the
research object and converts the input speech signal into

corresponding text commands through the process of
machine recognition and understanding so as to realize
the control of the machine by speech. In the development
of speech recognition technology, although different
researchers have proposed many different solutions, the
basic principles are the same. In the processing of speech
signals, any speech recognition system can use Figure 7 to
represent its general recognition principle. +e most
important modules of speech recognition system are
speech feature extraction and speech pattern matching.

In the view of behaviorist learning theory, human
learning is a process of stimulus-response-reinforcement. In
the learning process, there is only stimulus-response, and the
lack of reinforcement will greatly reduce the learning effect.
However, if we blindly provide stimuli and ignore the
learner’s original knowledge level, learning needs, and in-
terest in learning, it will be difficult for the stimulus to
stimulate the learner’s response; that is, it is difficult for
learning to occur. On the other hand, because people’s
information processingmethods are different, if only a single
learning stimulus is provided and the differences in the
learners’ individual information processing methods are
ignored, it will lead to difficulties for learners to process new
knowledge using their original cognitive experience. +e
manifestation is that it is difficult to learn new knowledge. At
the same time, in English pronunciation learning software,
many learning systems lack an overall score for the learner’s
phonetic pronunciation, nor can they give timely and ac-
curate feedback on the learner’s pronunciation. Moreover, it
does not provide corrective guidance for learners’
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mispronunciation, and it is difficult for learners to find and
correct their own pronunciation errors due to their limited
level.

+e integration of information technology and English
courses is not simply to present the learning content on the
computer, but the following points need to be considered.
One is to use information technology and multimedia
technology to systematically integrate the knowledge of
English phonetic transcription. +e second is to present

knowledge to best promote learners to absorb. +e third is to
strengthen and consolidate the learning of the learners. In
view of the problems existing in the above-mentioned En-
glish phonetic pronunciation learning software, behaviorist
learning theory, multimedia cognitivist learning theory, and
related theories of information technology and curriculum
integration should be taken into account when designing the
platform. In the implementation of the system, by con-
structing an English phonetic transcription learning

Table 1: +e recognition effect of the English teaching system based on the intelligent speech feature recognition algorithm on spoken
English features.

Num Speech recognition Num Speech recognition Num Speech recognition
1 93.86 19 94.96 37 92.01
2 94.69 20 95.95 38 92.78
3 90.34 21 92.28 39 96.53
4 94.60 22 93.82 40 89.42
5 95.25 23 94.53 41 93.98
6 89.96 24 93.94 42 89.65
7 91.98 25 96.06 43 96.58
8 94.75 26 93.59 44 91.86
9 89.02 27 94.00 45 94.05
10 89.26 28 96.20 46 89.01
11 92.20 29 89.79 47 89.25
12 95.90 30 95.86 48 93.09
13 90.66 31 89.37 49 92.00
14 89.19 32 96.92 50 92.35
15 93.19 33 89.28 51 96.90
16 90.36 34 91.91 52 94.39
17 91.00 35 93.09 53 95.87
18 96.60 36 96.61 54 92.33

Language input Language
output 

Interpretation,
InterpretationWords, audio-visual

Language
interpersonal
introspection

Mathematics of logic
Music

Body motion perception

Visual space;
Natural observation

Writing, TranslationReading, Grammar

Study before the
class online

Study in the middle
of class offline 

Study after the
class online

Figure 5: Framework diagram of the mixed mode of “language +multiple intelligences.”
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environment, learners can choose the learning content in-
dependently.+e system presents learners with various forms
of learning stimuli, which facilitates learners to link old and
new knowledge through various information processing
channels and form their own knowledge structure. At the
same time, the system uses template matching technology in
speech recognition to compare the difference between the
tester’s pronunciation and the standard pronunciation and
strengthens the learning results by testing the learner’s
pronunciation and giving pronunciation feedback. +is
process of stimulation, response, connection, and

reinforcement is more in line with the law of human learning,
so it can better promote the occurrence of learning. As
mentioned in the review, the English speech learning as-
sistance platform studied in this paper is shown in Figure 8.

On the basis of the above research, the intelligent English
speech feature recognition algorithm proposed in this paper
and the intelligent teaching system of this paper are eval-
uated by means of simulation teaching, and the results
shown in Table 1 and Table 2 are obtained.

From the above research, it can be seen that the English
teaching system based on the intelligent speech feature
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Figure 6: English teaching mode diagram.
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recognition algorithm proposed in this paper can not only
effectively improve the effect of spoken English feature rec-
ognition but also effectively improve the effect of English
teaching.

5. Conclusion

+e application of intelligent voice technology in education and
teaching is never to replace the role of teachers but to help
teachers carry out teaching, make up for teachers’ deficiencies,
improve teaching efficiency and effect, and achieve the effect of
“reducing burden and increasing efficiency.” +e application
conditions of technology in education and teaching also need to
be analyzed. Under the application conditions, teachers can play
their original role, and technology can also reflect the functional
advantages of technology itself. In English listening teaching
links or teaching scenarios, intelligent speech technology can
give full play to its technical advantages and better assist teachers
in English listening teaching, so that the role of teachers and the
functions of intelligent speech synthesis technology can com-
plement each other. In this paper, an intelligent English pro-
nunciation teaching system is constructed by combining the
method of speech feature parameter recognition. +e experi-
mental study shows that the English teaching system based on
the intelligent speech feature recognition algorithm proposed in
this paper can not only effectively improve the recognition effect
of spoken English but also effectively improve the effect of
English teaching.
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Raster method and ray tracing are two important algorithms in computer graphics. �e former, raster method, marked by high
speed and e�ciency, has the disadvantage of an unrealistic rendering e�ect. By contrast, ray tracing requires considerable
computing resources and time despite its advantages of high �delity and simple structure, thus only suitable for o�ine rendering.
Given such limitations, a ray-tracing acceleration algorithm that combines the raster method and ray tracing is proposed in this
study based on FaceMap, a two-dimensional data structure that stores surface distribution under point light or the view of a
camera. Firstly, all triangular surfaces of the 3Dmodel are rasterized by linear surface projection to form the surface distribution of
a spherical panorama. Secondly, the structure of FaceMap is adopted to store the distribution information of all the surfaces in the
scene. �irdly, the data on the intersecting surfaces in this direction are collected by projecting the ray onto FaceMap in the ray-
tracing process, thus reducing the intersection and propagation operations and improving the e�ciency. Four object models
including chessboard, grass patch, bust, and typewriter are selected for comparative rendering experiments. Our proposedmethod
is used to compare with Rhino and VRay rendering software, respectively. �e results show that our proposed method obtained
better rendering e�ects within greatly reduced rendering time (© 2018Optical Society of America).

1. Introduction

Raster method and ray tracing are two branches of computer
graphics. Raster method has the advantages of fast speed and
high e�ciency in scene rendering, but the disadvantage is
that the rendering degree is far less than the reality; ray
tracing has the advantages of high rendering reality and
simple structure, and the disadvantage is that it consumes
too much calculation, so it can only be used in o�ine
rendering.

Traditional ray-tracing algorithms adopt the Monte
Carlo illumination model [1], which simulates the
propagation of light in the real physical environment.
After the conduct of a series of operations such as specular
re�ection, perspective refraction, and di�use re�ection, an
image is �nally generated. However, it is di�cult to de-
termine which surfaces the light may intersect within the
propagation process due to the relatively complex ren-
dered scenes. �erefore, the main calculation in the ray-
tracing process lies in the intersection operation of the ray
and surface.

To narrow the range of surfaces requiring intersection
operation, commonly used techniques are ray-tracing ac-
celeration algorithms including the bounding box method,
three-dimensional DDA (3D-DDA) algorithm, and octree
division method:

(i) Bounding box method: the basic idea of the
bounding box is to use geometric objects of regular
shapes to wrap eachmodel in the scene, respectively.
�e adjacent bounding boxes are wrapped in larger
boxes to form a tree structure [2]. �e intersection
operation starts from the root node of the tree and
then to the subnodes. It will involve the sub-
bounding boxes or the surfaces of inner models of
the bounding box if there is an intersection point.
Otherwise, the ray will not intersect with any surface
of the inner models in the bounding box.

(ii) 3D-DDA algorithm: the low e�ciency of ray in-
tersection operation is mainly due to the uncertainty
about the surfaces that may intersect and that are
closest to the ray source. DDA algorithm evenly
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divides the space into three-dimensional grids,
within which the corresponding surface is stored
[3]. In the process of intersection operation, the ray
starts from the grid where the ray source is located
and successively intersects with the encountered
surfaces inside other grids. If an intersection point
appears, it will be the closest to the ray source.

(iii) Octree division method: similar to the 3D-DDA
algorithm, the octree division method divides the
space into nonuniform grids [4]. A cube that can
wrap the whole scene is divided into eight blocks,
and the number of surfaces in each block is cal-
culated. +e block will be further divided into eight
sub-blocks if the number is larger than the
threshold; otherwise, the division stops. +e above
steps are repeated until the surface number of every
sub-block is smaller than the threshold.

+e above three methods are all based on space dividing,
which means dividing the space capable of wrapping the
whole scene into different grids that contain some surfaces
inside. When the ray propagates between different grids, the
intersection operation is conducted between the ray and the
surface within a grid.

Although these methods are efficient in scene rendering,
they require additional calculation of ray propagation between
grids and fail to determine whether there is an intersection
between surfaces in a direction before the ray leaves the scene.
Such drawbacks are particularly serious when there are nu-
merous light sources in the scene [5].+e reason is that for each
intersection on a surface, a shadow test line is required to be
sent out to the light source for the purpose of examining
whether it would be obscured by other surfaces.

It can be seen from the above analysis that both the raster
method and ray tracing have their own advantages and dis-
advantages. A natural idea is to combine the advantages of the
two algorithms to solve the aforementioned problems. As a
remedy, we propose FaceMap, a two-dimensional data structure,
to store surface distribution corresponding to the point light
source or camera. It is by virtue of FaceMap that the surfaces
intersected in a certain direction can be rapidly determined, and
the efficiency of intersection operation can thus be improved.

+e rest of this paper is organized as follows: Section 2
and Section 3 introduce the raster method and the ray-
tracing method, respectively. In Section 4, the ray-tracing
acceleration algorithm based on FaceMap is illustrated in
detail. Experimental results and analysis are presented in
Section 5. Finally, conclusions are drawn in Section 6.

2. Raster Method

Raster rendering has the advantages of speed and efficiency.
Because of its special rendering pipeline flow, raster ren-
dering can be well integrated into the hardware (such as
GPU). Besides, customized programming based on partic-
ular needs is made possible to obtain the desired picture
effect. +e pipeline flow mainly consists of vertex conver-
sion, primitive assembly, rasterization, and interpolation
coloring [6, 7].

2.1. VertexConversion. Each 3D rendering engine involves a
space camera, whose projection result of a 3D scene is an
image seen by a user. +e camera itself is in the 3D space,
capable of basic movement, rotation, and other different
view transformations.

+e basic unit of the 3D model is a triangular surface
with three vertices where the 3D coordinate data are stored
in accordance with the world coordinate system.+e data do
not change when the model remains static. However, if the
model coordinates cannot be calculated according to the
world coordinate system due to changing the camera's angle
of view, they should be converted to the camera's space. +is
is called vertex conversion. When the coordinate data of the
model’s vertices are transformed into the visual field of the
camera, the basic projection transformation can be con-
ducted. +ere are two kinds of projection transformation,
namely perspective projection and orthogonal projection.
+e former is similar to what is observed by human eyes, that
is, an object is big when near and small when far, complying
with the perspective principle. By comparison, the latter is
similar to the scene when all models are compressed to a
plane while retaining the original sizes, which is not in line
with the perspective principle. +erefore, raster rendering
mainly focuses on perspective projection.

2.2. Perspective Projection. +e camera used in the raster
method usually contains four parameters, namely viewing
angle θ, near clipping plane distance n, far clipping plane
distance f, and screen aspect ratio α, with the near clipping
plane, serving as the projection plane, as shown in Figure 1.

For points that have been converted to the camera space,
their 3D coordinates can be transformed accordingly by the
projection transformation matrix M. At this point, the
coordinates are not clipped in the screen space; the coor-
dinates on the near projection plane can then be obtained. In
addition, the transformation matrix can be regarded as the
process of the space points being transformed into the near
projection plane. Accordingly, the reverse process is to
transform the points on the projection plane into the vectors
in the camera space and thus is often used to solve the
coordinates and rotation angles of camera. +e transfor-
mation matrix M is expressed as follows:

M �

cot θ
α

0 0 0

0 cot θ 0 0

0 0
f

f − n
1

0 0
fn

n − f
0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (1)

+en, the points after perspective projection can be
transferred to the screen coordinate system through the
screen matrix S, and the matrix S is shown as follows:
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S �

width
2

0 0 0

0 −
height

2
0 0

0 0 1 0

width
2

height
2

0 1





. (2)

2.3. TriangularRasterization. �e smallest polygon in a two-
dimensional plane is a triangle, and any polygon can be
viewed as a combination of several triangles. Hence, tri-
angles are often used as basic structure for 3D models. For a
triangle that has been transferred to screen coordinate
system, its three edges and inside pixels need to be �lled with
progressive scanning being the frequently adopted method
[8], as shown in Figure 2.

�e pseudo-code of the process is described in Algo-
rithm 1.

�e highest and lowest points of a triangle should not
exceed the scope of the display screen and, if necessary,
should be reduced to 0∼(height− 1). Speci�cally, a triangle
edge intersects with a certain line y if and only if one vertex
of the edge is below y and the other vertex is not. Assume the
two vertices of the edge are (x1, y1) and (x2, y2), respec-
tively; then the equation that solves the x-coordinates of the
vertices is expressed as follows:

x � x2 + x2 − x1( )
y − y1
y2 − y1

. (3)

�e two intersection points of the triangle edge and the
line y can be obtained by the abovemethod.�e rasterization
of the line is completed after �lling the pixels between the
two points. However, one drawback of triangle rasterization
lies in the serious jagged edges of a triangle. A normal
solution to such problem is to increase the sampling points
in the edge pixels, as shown in Figure 3.

�e edge pixel is divided into several pixels for raster-
ization, and then, the average value of the pixel color is
calculated, serving as the color of the edge pixel. �is ap-
proach can greatly alleviate the jag e�ect and meanwhile
achieves low consumption since only edges require

upsampling. �erefore, it can also be applied to mobile
devices such as cell phones [9].

Given the triangular surfaces of the model, its �neness
can be regarded as equivalent to the number of triangles.
However, a detail-emphasized model will signi�cantly in-
crease rendering time due to its large number of triangular
surfaces. �erefore, existing improved algorithms use a
small number of points to simulate a high-accuracy model.
After �tting surfaces by voxel rendering (as shown in Fig-
ure 4), the numbers of vertices and triangular surfaces are
reduced, and the rendering of the model is accelerated [10].

3. Ray Tracing

Scene rendering of ray tracing mainly involves the process of
sampling, reconstructing, synthesizing, and resampling the
global illumination, for the virtual 3D space that can be
viewed as the combination of objects and light sources.
Unlike in the raster method, objects in ray tracing are not
directly observed by cameras. Instead, certain light distri-
bution forms in space after the light source and objects are
illuminated by light, and what the camera captures is the
re�ected light as a result of the intersection of the ray and
surface [11].

Ray tracing mainly computes the intersection of the
point-based ray and the triangular surface in the space and
then obtains u and v of the intersection point relative to the
triangle vertices.

Assume the ray starts from point O, and the unit di-
rection vector is D which intersects with the triangle
(V0, V1, V2) at point P. �en, P can be viewed as translated
from V0 corresponding toV1 andV2, the distance between P
and O being t, as displayed in Figure 5.

�e equation obtained is expressed as follows [12]:

O +Dt �(1 − u − v)V0 + uV1 + uV2

u≥ 0

v≥ 0

u + v≤ 1
.




(4)

By rearranging the above equation and extracting t, u,
and v as unknowns, the linear equations can be described as
follows:

α

f

n

θ

Figure 1: Perspective camera.

y

(x,y)

(x1,y1)

(x2,y2)

Figure 2: Triangle rasterization.
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−D V1 − V0( ) V2 − V0( )[ ]
t

u

v


 � o − V0, (5)

−D E1 E2[ ]
t

u

v


 � T. (6)

Assume E1 � V1 − V0, E2 � V2 − V0, and T � O − V0,
and then, equation (5) can be rewritten as equation (6).

Next, according to Cramer’s rule and the mixed product
formula, t, u, and v are solved, as expressed as follows:

t

u

v




�

1
D × E2 · E1
∣∣∣∣

∣∣∣∣

T × E1 · E2

D × E2 · T

T × E1 ·D




. (7)

To avoid repeated operations, assume R � D × E2 and
Q � T × E1, and thus, equation (7) is simpli�ed as follows:

t

u

v




�

1
R · E1
∣∣∣∣

∣∣∣∣

Q · E2

R · T

Q ·D




. (8)

4. Ray-Tracing Acceleration Algorithm
Based on FaceMap

�e raster method is characterized by high speed and e�-
ciency but has the disadvantage of an unsatisfactory ren-
dering e�ect. In contrast, the ray-tracing method features in
simple mechanism and high �delity, but it only applies to
o�ine rendering due to its high computational complexity
and time complexity. �erefore, the idea of combining the
advantages of the two algorithms becomes very natural and
intuitive.

4.1. Basic Idea of FaceMap. Conventional raster projection is
a kind of linear plane projection, with linear variations of the
distance between points relative to the origin. By contrast,
the projection of FaceMap belongs to linear surface pro-
jection, with linear variations of angles between points
relative to the origin. FaceMap consists of four parts as
follows: linear surface projection, curve approximation by
bisection method, �lling of the curved triangle, and reverse
solution of light vector.

Figure 6 clearly shows that in terms of ordinary plane
projection, the angle between point’s narrows with the
decrease in the distance between points and the screen edge.
Consequently, serious deformation can occur at the screen
edge, and the larger the �eld angle is, the more serious the
deformation becomes.

A typewriter model was extracted via Adobe After E�ect
2015 (AE for short), and the conversions of the camera’s �eld
angle are shown in Figure 7. To go into detail, the upper left
�eld angle was 50°, basically without deformation; the upper

Input: A triangle vertex information
(1) Find the highest and lowest points of the triangle;
(2) Traverse from the highest point to the lowest point:

(a) Calculate the two intersection points of the current line and the triangle edge;
(b) Fill from the left node to the right node;

Output: Results after transfer

ALGORITHM 1: A triangle transfer to the screen coordinate system.

Figure 3: Edge pixel sampling.

Figure 4: Surface simulation by the sparse point set.
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Figure 5: Intersection of the ray and surface.
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right �eld angle was 90°, with tensile deformation near the
bottom corners; the bottom left �eld angle was 120°, with
particularly evident tensile deformation; the bottom right
�eld angle was 170° (because AE is unable to set the �eld
angle as 180°, or in other words, the �eld angle in plane
projection cannot reach 180°), with the whole typewriter
model being stretched to a strip.

In comparison, the linear surface projection based on
FaceMap is similar to real optical lens in everyday life, with a
complete 360-degree visual �eld. It can generate various
image e�ects including wide-angle, �sheye, and ultra-wide-
angle. As shown in Figure 8, the upper left �eld angle was 50°,
basically without deformation (similar to that in plane
projection); the upper right �eld angle was 90°, with an
overall bent deformation; the �eld angles of the lower left
and the lower right were 120° and 170°, respectively, both
with the e�ect closer to that obtained by �sheye lens.

FaceMap is a two-dimensional data structure that stores
the spherical panorama distribution of the scene. �erefore,
after mapping the object in the scene to FaceMap, a spherical
panorama can be generated. Figure 9 presents the FaceMap
schematic diagram of the interior of a typewriter model with
spatial origin (0, 0, 0), the �eld angle being 360°. Each point
in the �gure stored the surface data in that direction. A
darker color of points indicated a larger number of surfaces
in the direction, and a lighter color, a smaller number of
surfaces.

In the ray-tracing process, for ray vectors emitted by
the camera, surfaces that might intersect can be deter-
mined directly by FaceMap. In addition, the shadow test
line facing the light source can also �nd out whether there
is any surface as an obstacle, requiring no light propa-
gation operation.

In this study, the scene surface was projected onto
FaceMap by the raster method so as to accelerate the
generation. Instead of using ordinary linear plane projection
whose maximum �eld angle is approximately 180°, this
paper adopted the linear surface projection which has a 360-
degree visual �eld for the generation of FaceMap.

As shown in Figure 10, the central point of FaceMap was
O. After projecting a triangular surface in the scene onto the
sphere of FaceMap, a curved triangle ABC was formed, and
the three corresponding edges, denoted as a, b, and c, were
all curves.

�e detailed raster process is shown in Figure 11. �e
three vertices A, B, and C of the triangle were projected onto
the two-dimensional structure of FaceMap by virtue of
linear surface projection. �en, the bisection method was
used to approximate any curved edge of the triangle, and
�nally, the scanning line �lling method was employed to �ll
the curved triangle.

4.2. FaceMap Algorithm

4.2.1. Linear Surface Projection. �e BIT-VBF left-handed
3D coordinate system was adopted in this paper. �e
vertex coordinate transformation was viewed as con-
verting points from the world coordinate system to the
camera coordinate system, by virtue of the transformation
matrix [13]. �e position coordinates of any point in 3D
space were represented by (x, y, z), while the world co-
ordinate axes were described as axis X(1, 0, 0), axis
Y(0, 1, 0), and axis Z(0, 0, 1) successively. Similarly, a
camera also possessed position coordinates and three
axes. �e position of the camera was assumed as camPos,

(a) (b)

Figure 6: (a) Plane projection. (b) Surface projection.
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with the three axes being camAX, camAY, and camAZ,
respectively, and the axis coordinates would change
according to the rotation of the camera.

+e angle changes relative to the screen center are linear
in linear surface projection. In other words, if the distance
between a point and the central origin is two times that of
another point, then the angle between this point and the line
of sight is also two times that of the other point.

+e field angle of a surface was denoted as θ, the center as
camPos, and the three axes as camAX, camAY, and camAZ.
For a certain point v in the space, its vector cv relative to the
camera was calculated by

cv.x � v.x − camPos.x,

cv.y � v.y − camPos.y,

cv.z � v.z − camPos.z.

(9)

Vector operation was expressed as

cv � v − camPos. (10)

+e calculated cv was the converted coordinates when
the camera remained static, while the axis coordinates
changed when the camera rotated, and the correspondingly
converted vertex coordinates tv were calculated by

tv.x � cv.x × camAX.x + cv.y × camAX.y

+ cv.z × camAX.z,

tv.y � cv.x × camAY.x + cv.y × camAY.y

+ cv.z × camAY.z,

tv.z � cv.x × camAZ.x + cv.y × camAZ.y

+ cv.z × camAZ.z.

(11)

After simplification, the transformation matrix was
expressed as

tv �

camAX

camAY

camAZ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦[cv]. (12)

+e transformation matrix can operate a series of
transformations of the model, such as translation, rota-
tion, and scaling. Only one point in the space is needed to
move and rotate, and then, all the vertices of the model
experience coordinate transformation relative to that
point, thereby resulting in the converted model. Besides,
scaling could be realized merely by multiplying one factor
in the matrix [14].

Figure 7: Plane projection with field angles of 50°, 90°, 120°, and 170°.
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Figure 8: Surface projection with field angles of 50°, 90°, 120°, and 170°.

Figure 9: FaceMap schematic diagram.
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�e angle β between tv and the sight axis was calculated
by

β � acos
tv · camAZ
|tv||camAZ|( ). (13)

Next, the screen radius was assumed to be R, so the
distance t between point sv after mapping and the screen
center was obtained by the following equation:

t �
2β
θ
R. (14)

Given the x-coordinate and y-coordinate of tv, the di-
rection of its projection on the XOY plane of FaceMap could

be determined. �e distance between tv on the XOY plane
and the central origin was denoted as Dist, and then, the
ratios kx and ky of components in the OX and OY di-
rections were obtained, as calculated by

Dist �
�������
x2 + y2,
√

kx �
x

Dist
,

ky �
y

Dist
.

(15)

At last, the sx − coordinate and sy − coordinate of point
sv projected onto FaceMap were calculated by

B

a

c

b

C

O

A

Figure 10: Surface projection.

C B

B

AA

A A

B

c c bb

a a

B

C

C

C

Figure 11: Curved triangle rasterization.
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sx

sy
  � t

kx

ky
 . (16)

4.2.2. Curve Approximation by the Bisection Method. A
curve can be seen as a collection of countless points, while a
line in screen space is a collection of finite points. +erefore,
curves in a space can be approximated by calculating finite
pixels. Given the method of perspective projection, the curve
mapping method in screen space is described in Algorithm
2.

4.2.3. Filling of the Curved Triangle. +e curved triangle
needs to be filled after all its points are obtained. Similar to
the rasterization of regular triangles, the filling of the curved
triangle also employed the progressive scanning method is
described in Algorithm 3.

+e number of intersections per row, though might
more than two due to the curved triangle edges, could only
be even, so the filling was conducted in pairs.

For a curved triangle, the intersection of each line and
the curved edge is described in Algorithm 4.

+is method is capable of conflict detection and the
recognition of multipoints on the same line, thus avoiding
the occurrence of odd number of intersection points on a
line.

4.2.4. Reverse Solution of the Light Vector. In the reverse ray
tracing, each pixel on the screen needs a reverse solution of
the ray vector.

By the nature of surface projection, the distance from a
point to the screen center is linearly correlated with the angle
between the vector corresponding to the point and the sight
axis camAZ. Accordingly, for a point (sx, sy) on the screen,
the radius of the screen was assumed as R, and the field angle
as θ. +en, the relation between the coordinates of the point
and those of the screen center was dx � sx − R and
dy � R − sy.+e angle β between its vector and the sight axis
was calculated by

β �

��������

dx
2

+ dy
2



2R
θ.

(17)

After the normalization of both the ray vector and sight
axis camAZ, its module became 1. +e characteristics of the
vector inner product indicated that the axis Z’s component
Lz of the ray vector could be calculated by

Lz � cos(β). (18)

+e module of the normalized ray vector was 1, as
mentioned above. Next, the components of axis X and axis Y

of the ray vector were assumed as Lx and Ly, respectively.
According to the calculation of vector modulus, (19) could
be expressed as

��������������

Lx
2

+ Ly
2

+ Lz
2



� 1. (19)

With the ratio of Lx to Ly being denoted as k, (20) could
be derived based on projection characteristics as

k �
Ly

Lx
�
dy

dx
. (20)

+en, (19) was embedded into (20) to form (21), de-
scribed as

Lx �

������

1 − Lz
2

1 + k
2



. (21)

In summary, the ray vector L(Lx, Ly, Lz) was calculated
by

Lx �

�����������
1 − cos2 β
1 +(dy/dx)

2



,

Ly �
dy

dx
Lx,

Lz � cos β.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(22)

Nonetheless, this calculated ray vector L was still within
FaceMap space, thus needed to be converted to a world
coordinate system. +erefore, the ray vector of the world
coordinate system was denoted as T, and (23) was obtained
as

camAX

camAY

camAZ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦[T] � [L]. (23)

+e value of the determinant was calculated according to
Cramer’s rule, as shown as follows:

D �

camAX.x camAX.y camAX.z

camAY.x camAY.y camAY.z

camAZ.x camAZ.y camAZ.z





,

D1 �

L.x camAX.y camAX.z

L.y camAY.y camAY.z

L.z camAZ.y camAZ.z





,

D2 �

camAX.x L.x camAX.z

camAY.x L.y camAY.z

camAZ.x L.z camAZ.z





,

D3 �

camAX.x camAX.y L.x

camAY.x camAY.y L.y

camAZ.x camAZ.y L.z





.

(24)

+e calculation of ray vector T in the world space was
shown as follows:
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T.x

T.y

T.z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
�

1
D

D1

D2

D3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (25)

In accordance with Cramer’s rule, only one solution
exists when D is greater than 0; innumerable solutions exist
when D equals 0; no solution exists when D is less than 0.
Geometrically, (23) is similar to the intersection operation of
three planes, with the normal vectors of the three planes
being camAX, camAY, and camAZ, respectively, serving as
three sight axes of FaceMap. +erefore, the three normal
vectors would certainly intersect at a point. Moreover, since

the sight axes were normalized unit vectors with modules of
1 and the value of D was also calculated as 1, (25) was
simplified as

T �

D1

D2

D3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (26)

4.3. Renderer Design Based on FaceMap Algorithm.
FaceMap, being abstract in the program, can be inherited by
other components to obtain the panorama distribution of
the scene model. +en, FaceMap can be used or modified

Input: A curve information
(1) Plot function of space curve (Input the two vertices of the curve):

(1) Project the two vertices onto the screen space as two endpoints
(2) Add the first endpoint
(3) if the distance between the two endpoints is longer than one pixel:

(i) Find the midpoint of the two vertices
(ii) Curve approximation function (the first vertex and the midpoint)
(iii) Add the endpoint after the midpoint projection
(iv) Curve approximation function (the midpoint and the second vertex)

(4) else Add the second endpoint
(2) Curve approximation function (input the two 3D vertices):

(1) if the distance between endpoints after vertex projection is longer than one pixel:
(i) Find the midpoint of the two vertices
(ii) Curve approximation function (the first vertex and the midpoint)
(iii) Add the endpoint after the midpoint projection
(iv) Curve approximation function (the midpoint and the second vertex)

(2) else null
Output: Results after mapping

ALGORITHM 2: Screen space curve mapping algorithm.

Input: All point information of curve triangle
(1) Find the highest and lowest points of the triangle;
(2) Traverse from the highest point to the lowest point:

(a) Traverse from the highest point to the lowest point: Calculate all intersection points of the current line and the triangle edge;
(b) For every two intersect points: Fill from the left node to the right node;

Output: Results after filling

ALGORITHM 3: Filling algorithm of the curve triangle.

Input: A triangle vertex information
Traverse all points on a curve:

if the current point is online y and the next point is below line y:
Add the x-coordinate of the current point

else null
if the next point is online y and the current point is below line y:
Add the x-coordinate of the next point else null

Output: Intersection information

ALGORITHM 4: Algorithm for calculating the intersection of each line and curve edge of curve triangle.
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according to specific needs. +e structure of Renderer based
on the FaceMap algorithm is shown in Figure 12:

(1) Vector class contains attribute coordinate values x, y,
and z and basic vector operations such as addition,
subtraction, point multiplication, and cross
multiplication

(2) Face class is used for storing basic triangular sur-
faces, involving vertex arrays with a length of 3 and
normal arrays with a length of 3

(3) OBJ class stores model data and helps to load Obj
model files which are then converted to face object
arrays

(4) Space vector class represents a basic space point, with
attributes including space position, rotation angle,
and self-space coordinate axis

(5) FaceMap class, deriving from space vector, is also
abstract. However, compared with space vector,
FaceMap contains additional attributes including
field angle and field radius

(6) Camera inherits FaceMap. While generating Face-
Map structure, it only stores the information of
surfaces closest to itself, and then, the closest in-
tersection point can be directly calculated during
rendering

(7) Point Light also inherits FaceMap. While generating
the FaceMap structure, it stores the distribution data
of all surfaces. Furthermore, the point light class
provides the method of get_lighten_up (). It judges
by virtue of its FaceMap whether an entered space
point will be blocked by other surfaces, namely
whether the point is in shadow

(8) Color class is used for color operation and contains
the values of three components R, G, and B. While
rendering a certain point, shadow test of multiple
light sources should be performed. If can be irra-
diated, the value of illumination color should be
accumulated. Color class provides several basic
methods including addition, subtraction, numerical
multiplication, and conversion to 24 bit color

(9) Image class is a two-dimensional image buffer,
storing scene graphs for ray-tracing rendering; [10]
Renderer class controls the whole Renderer, which
contains OBJ model, Camera, Point Light array, and
Image buffer.

5. Experimental Results and Analysis

5.1. Experimental Environment. +e computer configura-
tion used in the experiments is as follows:

System: Windows 7 Ultimate
Processor: Intel Core i7-4710 HQ 2.50GHz
Memory: 12GB

5.2. Comparison Methods Introduction. In order to reflect
the superiority of the performance of this method, this paper
selects the more mature products on the market for

comparative experiments. Apart from the proposed Ren-
derer, Rhino 5 and VRay 2.00.02 were also chosen for the
comparative experiment. Rhino, introduced by American
company Robert McNeel in 1998, is a 3D modeling software
based on NURBS (nonuniform rational B-spline). It has
been widely used in 3D animation, industrial manufactur-
ing, scientific research, mechanical design, and other fields
[15]. VRay, produced by chaos group and ASGVIS Com-
pany, is high-quality rendering software and one of the most
popular rendering engines in the industry [16].

5.3. Selection of the Rendering Model in Comparative
Experiment. A total of four object rendering scenes was used
in the comparative experiment, with detailed data of the
scene as shown in Table 1.

5.4. Experimental Results and Analysis. Rhino 5, VRay
2.00.02, and Renderer presented in this paper were
employed successively to render the four models, and the
corresponding effects are shown in Figures 13–16, mainly
from the rendering effect for comparison.

Judging from the rendering effects as reflected in
Figures 13–16, the effects achieved by the proposed Renderer
were similar to those by Rhino and VRay, with main dif-
ferences lying in the deformation at the edge of the visual
field and the brightness. Firstly, in terms of the deformation
at the field edge, since surface projection was used in the
proposed Renderer, the reserve resolution of the ray vector
was also based on surface distribution. As shown from the
effects of rendering chessboard in Figure 13 and typewriter
in Figure 16, lines close to the camera were slightly bent
when using Renderer, while they were straight in the results
obtained by Rhino and VRay. Consequently, the rendering
effects by the proposed Renderer were closer to those by a
real camera.+e second inference consisted of the brightness
of illumination. Distinct illumination models used by dif-
ferent renderers resulted in diverse calculations of brightness
and propagation attenuation of the light source, thus causing
differences in brightness and contrast degree of the whole
image. Nonetheless, the difference in brightness only led to
various displaying effects, with a negligible impact on
computational cost.

+e specific time consumption of each rendering shown
in Figures 13–16 is listed in Table 2.

Table 2 demonstrates that the proposed Renderer spent
the least time in total, less than half the total time spent by
either of the other two renderers. +e computational effi-
ciency of Renderer was 2.34 times that of Rhino and 2.15
times that of VRay 2.0. It is worth noting that the rendering
by Renderer was completed in a single-thread environment,
indicating an even lower CPU resources occupancy and a
higher speed, while Rhino and VRay 2.0 used multithread
rendering.

In summary, in this study, the proposed FaceMap-based
ray-tracing algorithm, Rhino, and VRaywere successively
used to render four object models including chessboard,
grass patch, bust, and typewriter. +e comparison in terms
of rendering effect and rendering time indicated that the
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Figure 12: Renderer structure based on FaceMap algorithm.

Table 1: Model data.

Scene name No. of vertices No. of surfaces Size (MB)
Chessboard 61749 123314 11.4
Grass patch 52600 86864 6.93
Bust 22299 44590 4.01
Typewriter 73920 145558 11.3
Each scene was rendered in white mode with the same camera view, and eight point light sources were added to the scene.

(a) (b)

Figure 13: Continued.
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(c)

Figure 13: Effects of rendering chessboard. (a) Rendering effect by Rhino. (b) Rendering effect by VRay. (c) Rendering effect by Renderer
(our method).

(a) (b)

(c)

Figure 14: Effects of rendering grass patch. (a) Rendering effect by Rhino. (b) Rendering effect by VRay. (c) Rendering effect by Renderer.
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(a) (b)

(c)

Figure 15: Effects of rendering a bust. (a) Rendering effect by Rhino. (b) Rendering effect by VRay. (c) Rendering effect by Renderer (our
method).

(a) (b)

Figure 16: Continued.
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proposed method achieved relatively better rendering effects
and significantly reduced the rendering time in the
meanwhile.

6. Conclusion

+is study intends to solve the shortcomings of the poor
rendering effect of the raster method and the high
computational complexity caused by the ray-tracing
method. We propose a ray-tracing acceleration algorithm
based on FaceMap by combining the raster method and
ray-tracing method. FaceMap can be defined as a data
structure that stores the surface distribution corre-
sponding to a point light source or a camera. With the
help of FaceMap, one can quickly determine the surfaces
that may intersect in a certain direction, which can help
improve the efficiency of intersection operation and thus
speed up the overall rendering task and reduce compu-
tational complexity.

+e novelty of this study and the advantages of the
proposed method can be described as follows: (i) it can
directly determine the data of a surface in a certain direction,
requiring no calculation of light propagation process; (ii) the
camera can rapidly determine intersection points based on
FaceMap, which in turn greatly improved the speed of
rendering operation; (iii) once generated, the FaceMap
corresponding to a specific point light source can be reu-
tilized, thus further reduces computational complexity.

To sum up, based on the theory of rendering acceleration
and optimization, this paper proposes a new structure
representation and corresponding projection algorithm,
which provides a new research angle and an efficient
technology for the actual rendering requirements and has a
promising application prospect in the field of computer
graphics. In spite of what stated, the present study is not
without limitations, which can be addressed in future re-
search: (i) FaceMap consumes relatively large memory and
considers compression as a feasible solution; (ii) the texture
and the material of rendered object have not yet been
considered by the current model; (iii) the shadow processing
caused by light conditions also needs to be further improved.
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(c)

Figure 16: Effects of rendering typewriter. (a) Rendering effect by Rhino. (b) Rendering effect by VRay. (c) Rendering effect by Renderer
(our method).

Table 2: Time consumption of each rendering.

Renderer
Rendering time (s)

Total time
Chessboard Grass patch Bust Typewriter

Rhino 5 2.2 25.2 7.1 45.2 79.7
VRay 2.0 4.7 25.6 9.2 33.7 73.2
Renderer 7.3 11.0 4.8 11.0 34.1
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amount of information. To accurately recommend innovation and entrepreneurship resources, this paper proposes a recom-
mendation algorithm based on user trust and a probability matrix. After obtaining the user trust data, the PMD (probability
matrix decomposition) algorithm is used to complete the trust matrix and normalize it to get the similarity matrix. At the same
time, the trust factor between users is added to the calculation process of the posterior probability, and the prediction score is
obtained by maximizing the posterior probability. On this basis, the weights of users in the group are normalized, and the
weighting strategy based on user interaction is used to integrate the preferences of group members to obtain the �nal rec-
ommendation results. When designing the recommendation system, the web system of the mainstream SSH2 framework is used
to design, and the B/S structure of the entrepreneurial resource recommendation system platform is realized. Experimental results
show that the proposed system has a higher recommendation quality compared with other recommended algorithms.

1. Introduction

At the end of 2014, the concept of mass entrepreneurship
and mass innovation was proposed for the �rst time [1].
Under the background of the era of “Internet +”, the in-
novation and entrepreneurship space, as the carrier of in-
novation and entrepreneurship services, conforms to the
development needs of the times [2]. Taking the Internet as an
important tool, the Internet platform and Internet tech-
nology provide technical support and environmental
guarantee for the innovation and entrepreneurship space.
Form a new ecological chain in the �eld of innovation and
entrepreneurship [3]. e innovation and entrepreneurship
space based on “Internet +” has a strategic impact on the
education ecosystem of universities and even the national
economic development system [4].

As the development goal of the innovation and entre-
preneurship space changes from quantitative growth to
quality improvement, innovation and entrepreneurship
space resources based on “Internet +” have become the
current hot spots in this �eld [5]. A large number of studies

have been conducted on the development strategy and
development model of innovation and entrepreneurship
space resources based on “Internet +”, but there is still a lack
of a uni�ed recommendation system for the recommen-
dation of innovation and entrepreneurship space resources
based on “Internet +” [6]. Based on this, we will build an
operable and enforceable innovation and entrepreneurship
space resource recommendation system based on “Internet
+.” It is of great signi�cance for guiding its development
direction, improving its management quality, and pro-
moting regional economic development.

To make the fusion results more charted, improve the
reliability and interpretability of the recommended results
[7]. In this paper, a group recommendation algorithm that
integrates user trust is proposed, and group fusion is carried
out considering the interaction relationship between users in
the group [8]. After obtaining the user trust data, the trust
vector and trusted vector of group members are trained, and
the mean of the trusted vector is used as the benchmark
vector [9]. e trust vector of each member is given the
corresponding weight by doing the dot product operation
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with it [10]. A list of recommendations is generated by
summing the normalized weight scores to obtain a group
score [11].

*is paper consists of six main parts: the first part is the
introduction, the second part is related work, the third part is
the proposed resource recommendation algorithm, the
fourth part is the university entrepreneurship resource
recommendation system based on SSH2, the fifth part is the
experiment and analysis, and the sixth part is the conclusion.

2. Related Work

2.1. "e Necessity of Innovation and Entrepreneurship Re-
sources in Colleges and Universities. With the spread of in-
formation technology, college students are increasingly
inclined to use online learning [12]. Universities and colleges
also use online tools to expand the learning resource library
of innovation and entrepreneurship to provide more
learning convenience for students. *e innovation and
entrepreneurship resource recommendation system in the
new era offers students with richer learning resources, and
different resources are updated in real-time, consistent with
the characteristics of the innovation and entrepreneurship
environment in the process of dynamic change [13].

*e construction of the recommendation system for
innovation and entrepreneurship resources in colleges and
universities should be based on the rules of unified planning,
and the software and hardware equipment in colleges and
universities should be configured according to the actual
educational needs [14]. In advocating the rational allocation
of educational resources and enhancing the effectiveness of
innovation and entrepreneurship education. *e construc-
tion of the resource recommendation system needs to follow
the development law of the times and cater to the learning
needs of college students. Innovation and entrepreneurship
are becoming important driving forces for national eco-
nomic development, and it is imperative to build a resource
recommendation system.

2.2."eCurrent Situationof InnovationandEntrepreneurship
Resources in Colleges and Universities. Learning resources
refer to the human and material resources that serve the
main body of learning in education and teaching activities,
and educational resources are rich in connotation [15]. It
includes both nonlife information and physical objects and
various human resources with vitality [16]. *e resource
recommendation system is an indispensable part of inno-
vation and entrepreneurship education. *is resource pool
involves large-scale human and material resources [17]. *e
construction of the resource recommendation system is an
essential systematic project, but there are still many prob-
lems in promoting this project.

In the context of increasingly abundant educational re-
sources, high-quality educational resources related to in-
novation and entrepreneurship are still scarce. On the one
hand, many colleges and universities are trying to establish a
recommendation system for innovative and entrepreneurial
resources, and the types of resources required for innovation

and entrepreneurship education are not clear.*e scale of the
innovation and entrepreneurship resource recommendation
system continues to expand, but the quality of improvement
has fallen into a bottleneck period. On the other hand, high-
quality innovation and entrepreneurship learning resources
have not fully flowed between higher schools. Under the
premise that there are barriers to interuniversity cooperation
between universities, many universities are not really in-
volved in the process of developing innovative and entre-
preneurial resources. Since their establishment, some
innovation and entrepreneurship curriculum development
projects have rarely been asked about. *is causes the waste
of project resources and leads to the construction of resource
recommendation systems becoming more inefficient.

All kinds of networked means have not been rationally
applied in building a resource recommendation system. *e
main body of education lacks the concept of lifelong edu-
cation [18]. For example, some colleges and universities try
to use microcourse and MOOC resources to enrich the
innovation and entrepreneurship resource recommendation
system. However, to avoid learning, students directly pulled
the video progress bar to the end without carefully watching
the video content. However, the video terminal still shows
that the student has learned relevant content due to the
existing technical conditions. *e existing learning resource
system design is also lacking in forward looking elements
[19]. Colleges and universities follow traditional educational
thinking to build a learning resource library. Lack of
guidance in the design and research of online courses. *e
content involved in various online courses is highly repet-
itive and cannot meet students’ differentiated innovation
and entrepreneurship learning needs.

Under the concept of lifelong education, the construc-
tion of the recommendation system for innovation and
entrepreneurship resources in colleges and universities
should be sufficient to meet the learning needs of students at
different stages of innovation and entrepreneurship. It is also
necessary to study the differences between different students
in innovation and entrepreneurship, and provide them with
differentiated learning resources. Under the existing system,
the learning resources provided by universities for students
at different levels are not differentiated. *e cookie-cutter
innovation and entrepreneurship education resources are
not highly targeted. It cannot play a role in guiding students
and enhancing the orientation of education [20].

3. The Proposed Resource
Recommendation Algorithm

3.1. Group Recommendation Framework. *e framework of
the group recommendation model proposed in this paper is
shown in Figure 1. *e specific process is as follows:

(1) Obtain the user trust data, use the classical proba-
bility matrix decomposition algorithm to complete
the trust matrix N, and obtain the user trust char-
acteristic vectors L and R.

(2) Normalize each row of the trust matrix using soft-
max to obtain the similarity matrix F.
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(3) Get user-item scoring data. *e probability matrix
decomposition algorithm of the joint similarity is
used to complete the prediction score of the unrated
items.

(4) Use the confluence trust weighting strategy to
combine the scores of all members of the group. It
gets the ratings of items by the entire group and
generates a list of recommendations based on the
ratings.

3.2. User Similarity Matrix Construction. *is article uses a
real dataset that contains several trust relationships between
users and user ratings of items. Building a user similarity
matrix requires a trust relationship between two users.
*erefore, the probability matrix decomposition algorithm
is first used to complete the user trust matrix.

Suppose there are W users, Nl,r represents the trust of
user l to user r, forming a trust matrix of W × W. *e target
trust matrix is decomposed into the product LN

Z×WRZ×W of
twomatrices with lower dimensions, where Z is the potential
vector dimension. L and R represent the implicit eigenvector
of user trust.

Suppose that the user trust Nl,r is determined by the
inner product of the potential vector of user l and the po-
tential vector of user r, and the trust follows a Gaussian
distribution, that is, formula (1).

Nl,r ∼ T L
N
l Rr, σ

2
 . (1)

*en, the conditional probability of the observed trust
matrix is formula (2).

u N|L, R, σ2  ∼ 
W

l�1


W

r�1
T L

N
l Rr, σ

2
 

Xl,r
, (2)

where Xl,r is the indicator function. If user l has trust data for
user r, it is 1. Otherwise, it is 0.

*en, assume that the potential feature vectors of users
obey the Gaussian prior distribution with a mean value of 0,
that is, formula (3) and formula (4).

u L|σ2L  ∼ 
W

l�1
T Ll ∣ 0, σ2LX , (3)

u R|σ2R  ∼ 
W

r�1
T Rr|0, σ2RX , (4)

where X represents a diagonal matrix. *en, the posterior
probabilities of L and R is formula (5).

u L, R|N, σ2L, σ2R, σ2 ∝ u N|L, R, σ2 u L|σ2L u R|σ2R . (5)

Logarithmsare takenfrombothsides toobtainformula(6).

ln p L, R|N, σ2L, σ2R, σ2  � −
1
2σ2
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r�1
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N
l Rr 
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−
1
2σ2L
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l�1
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N
l Ll −

1
2σ2R



W

l�1
R
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r Rr

−
1
2
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l�1


W

r�1
Xl,r

⎛⎝ ⎞⎠ln σ2

−
1
2

WZ ln σ2L −
1
2

WZ ln σ2R + C,

(6)

where C is an independent constant.
*e posterior probability is maximized by minimizing

the following objective function:

L �
1
2



W

l



W

r

Xl,r Nl,r − L
N
l Rr 

2
+
λL

2


W

l�1
L
2
lFro +

λR

2


W

l�1
R
2
rFro. (7)

where λL � σ2/σ2L, λR � σ2/σ2R.
Equation L obtains formula (8) and formula (9) by

deriving partial derivatives of Ll and Rr, respectively.

zE

zLl

� Nl,r − L
N
l Rr Rr − λLLl, (8)

zE

zRr

� Nl,r − L
N
l Rr Ll − λRRr. (9)

*en, the random gradient descent is used to update Ll

andRr until they converge or reach themaximum number of
iterations.

After training, two eigenvectors L and R of each user can
be obtained. *e left vector Ll of any user l is multiplied by
the right vector Rr of another user r to obtain L’s trust in R,
that is, formula [10].

Nl,r � Ll · Rr. (10)

Group rating of items

Raw
data

User trust 
eigenvectors 

L and R

Similarity matrix

User trust matrixUser item 
scoring matrix

Probability matrix decomposition
of joint user trust

User’s prediction score of the project

Group fusion strategy based on user similarity

Figure 1: Group recommendation model framework.
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Firstly, the trust matrix N between each pair of users is
calculated, and Nl,r represents the trust of user l to user r.
*e L-to row of the matrix indicates the trust of the L-to user
to other users. At this time, the softmax operation is per-
formed on each row of data, and the sum of the trust degree
of each row is normalized to obtain the similarity matrix F,
that is, formula (11).

Fl,r �
e

Nl,r


W
r�1e

Nl,r
, (11)

where Fl,r represents the similarity between user l and user r.

3.3. FPMF Algorithm Combined with User Trust.
Assuming that there are w users and t items, the score of
each user and item is taken as a W × T matrix, and
RW×T, Rx,y represents the score of user x on item y. *en,
assume that R obeys the Gaussian distribution with mean
PN

x Qy and variance σ2R, and its probability distribution is
formula (12).

u R ∣ P, Q, σ2R  � 
W

x�1


T

y�1
T P

N
x Qy, σ2 

XR
x,y

. (12)

From the similarity matrix, it can be seen that the user’s
feature vector and other user feature vectors in the similarity
matrix F should be equal after multiplying by the weight,
that is, formula [13].

Px � 
W

n�1
Fx,nPn, (13)

where Fx,n represents the similarity between user x and user
n. *en, the Gaussian prior distribution of the user char-
acteristic matrix P is as shown in formula (14).

u P|F, σ2P, σ2F ∝ u P|σ2P u P|F, σ2F 

� 

W

x�1
T Px|0, σ2PX  × 

W

x�1
T Px| 

W

n�1
Fx,nPn, σ2FX⎛⎝ ⎞⎠.

(14)

Suppose again that the item eigenvector Q also obeys the
Gaussian distribution, that is, formula (15).

u Q|σ2Q  � 
T

y�1
T Qy|0, σ2QX . (15)

*en, the posterior probability distribution of P and Q
can be obtained as follows:

u P, Q|R, F, σ2R, σ2F, σ2P, σ2Q ∝

u R|P, Q, σ2R u P|F, σ2P, σ2F u Qσ2Q .
(16)

Logarithm is taken on both sides to get formula (17).
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(17)

*e posterior probability is maximized by minimizing
the following objective function:

L �
1
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(18)

where λP � σ2R/σ
2
P.λQ � σ2R/σ

2
Q.λF � σ2R/σ

2
F.

*en, the gradient descent method is used to update Px

and Qy until they converge or reach the maximum number of
iterations.

3.4.ConvergenceStrategies. *is paper proposes a new fusion
strategy based on user interaction in terms of group fusion.
*is will again leverage the previously acquired network of
user trust. *e specific process is further discussed.

*e implicit eigenvector R of the trust degree of all users
is obtained, and the average value Rmean of R is also obtained,
that is, formula (19).

Rmean �
1

W


W

l�1
Rl. (19)

*e left vector L of each user is multiplied by point Rmean
to obtain the weight of the user, that is, formula (20).
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mx �〈Lx · Rmean〉. (20)

When recommending a group, normalize the weight of
users in the group using the softmax function, that is,
formula (21).

mx �
e

mx


W
y�1e

my
. (21)

*eweight strategy is used to combine the scores of users
in the group with the scores of groups, that is, formula (22).

R(A, y) � 
x∈A

mxRx,y, (22)

where R(A, y) represents the score of group A on item y.

4. Design of University Entrepreneurship
Resource Recommendation System
Based on SSH2

*e traditional information network resource management
system adopts the C/S architecture. Each client needs to
install the appropriate software for the relevant configura-
tion. *e system adopts the B/S architecture, and the user
does not need to install software. Only the browser needs to
be installed to access the system, and the technical re-
quirements for the user are not high. In addition, the system
uses SSH2 as the framework, uses the Java language and
MySQL database, and introduces JavaScript, CSS, and other
web technologies. It realizes the five functions of login
verification, permission management, data retrieval, data
management, and version management.

4.1. Overall Framework Design of the Resource Recommen-
dation System. *e resource recommendation system
adopts a B/S architecture, and the framework diagram of the
entire system is shown in Figure 2.

It is divided into 4 floors, from bottom to bottom, entity
layer, DAO layer, service layer, and WEB layer. *ere is an
interaction between the DAO layer, the service layer, and the
WEB layer (3 layers). *e upper layer can call the services of
the lower layer, and the lower layer can return data to the
upper layer.

*e entity layer is mainly used to encapsulate the data of
the entire repository system, including form data trans-
mitted from the foreground page to the webserver and the
web service to the database mapping data. Data transfer
from the client to the webserver requires the corresponding
POJO (plain ordinary Java object) variable to be defined in
the controller. *e corresponding get and set methods are
provided for this variable. *is allows Struts2 to pass data
from the client form to the controller’s corresponding
properties in the POJO object. Data is passed from the web
server to the database, mainly by defining a corresponding
POJO object for each table in the database, and then con-
figuring a mapping between the POJO and the database table
in Hibernate’s configuration file. *is allows it possible to
pass data between the web server and the database via POJO.
*is layer is the basis for the data exchange of the entire

system, and the data exchange of all layers is the data en-
capsulated using the entity layer.

*e service layer is the business processing layer of the
entire system, which is mainly responsible for handling the
business logic. Each time the controller receives a request, it
calls the corresponding processing method of the service
layer. After the service receives the processing task, it calls
the methods of the DAO layer, completes the logical op-
erations required by the request, and finally passes the
returned data to the controller of the WEB layer. *e service
layer is the brain of the entire repository system, and all the
complex logic is written in this layer.

*e DAO layer is the bridge between the server and the
database. *e data processed by the WEB server is persisted
to the database by the DAO layer, and the data in the da-
tabase is transmitted to the WEB server through the DAO
layer. To optimize the operation of the repository on the
database, the DAO layer of the repository system adopts the
Hibernate framework. *e framework provides a pool of
database connections placed in a connection pool each time
the system starts with a certain number of database con-
nections based on Hibernate’s configuration file. Each time a
database connection needs to be established, it is not nec-
essary to establish another database connection, but instead
takes a database connection from the connection pool, use it
up, and then put it back into the connection pool. *is
connection pooling pattern avoids consuming too many
resources every time due to the establishment and release of
connections.

4.2. Graphic Design of Entrepreneurial Resource Recommen-
dation System. *e functional module design of the startup
resource recommendation system is shown in Figure 3.

5. Experiments and Analysis

*is section uses real data sets and implements the algorithm
in Python. *e experiment is carried out on a computer
configured with Windows 7, 2.5GHz CPU, and 8GB
memory.

5.1.Datasets. *e experiment uses real data sets, all from the
college student innovation and entrepreneurship resource
library system, based on personalized recommendations,
composed of two parts: rating data ratings.txt and user trust
data trust.txt. *e ratings.txt contained 35497 data, with a
scoring range of 0.5 to 4.0, a step size of 0.5, and an intensity
of 1.044%. *e trust.txt contains 1853 data with an intensity
of 0.069%.

5.2. Evaluation Indicators. To test the effectiveness of the
proposed algorithm, the mean absolute error (MAE), cov-
erage rate (COV), and comprehensive evaluation index (F1)
are used to evaluate the performance of the recommended
system.*e average absolute error refers to the average value
of the difference between the resource score recommended
by the recommendation system for the user and the score of
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the real user resource in the test set, and the smaller the
value, the more accurate the prediction score, as shown in
equation (23). Coverage refers to the ratio of the number of
scoring resources that the recommendation system can
predict for the user to the total number of resources in the
test set, the higher the value, the stronger the ability of the
algorithm to mine long-tail resources, as shown in equation
(24). *e F1 value refers to the comprehensive evaluation
index of the recommendation system, and the higher the
value, the better the performance, and the calculation for-
mula is shown in equation (25).

WMAE �


T
x�1 rx − ru




T
, (23)

CCOV �
Lp





t
, (24)

F1 �
2 × UPrecision × CCOV

UPrecision + CCOV
, (25)

UPrecision � 1 −
WMAE

rmax − rmin
, (26)

where rx is the true score of item x in the test set. ru is the
resource prediction score of the recommendation system for

the target user. |Lp| represents the number of scoring re-
sources predicted by the push system for the target user. T
represents the total number of resources in the test set. rmax
and rmin represent the highest score and the lowest score in
the push system, respectively.

5.3."e Results and Analysis. *e experiment selects 80% of
the real data set as the training set and 20% as the test set,
uses the recommendation system to compare the resource
score recommended by the user with the resource score in
the known test set, and uses the given evaluation index to
measure the performance of the recommendation algorithm.
Comparing the proposed algorithm with the traditional
user-based recommendation algorithm literature [21], the
fuzzy C-means clustering-based collaborative filtering al-
gorithm literature [22], and the implicit trust-based rec-
ommendation algorithm literature [22], with the same
parameters set, evaluate the performance of the recom-
mendation algorithm by scoring and top-N predictions.

*e algorithm of this article involves parameters α and β.
Among them, the α is the proportion of the comprehensive
trust value between users in the comprehensive direct trust
value, and the β is the proportion of the global trust value
between users in the comprehensive trust value. As shown in
Figure 4, different α values have a larger impact on the
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Figure 2: Resource recommendation system framework.
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average absolute error of the prediction score. *e average
absolute error value is minimal at α� 0.1 and β� 0.9.
Coverage and F1 values are the largest, at 0.45, 0.593, and
0.715, respectively. Note that when there are many sparse
data and cold-start users, the proposed algorithm relies more
on obtaining the best trust neighbours through trust passing
between users to achieve scoring prediction.

Figure 5 shows the recommended quality comparison of
the proposed algorithm at different neighbours. As can be
seen, as thenumberofnearneighbours increases, thequalityof
recommendations continues to decrease and eventually flat-
tens out. Where MAE increases with the number of neigh-
bours, the reason is that the comprehensive trust value
between users continues to decrease as the number of
neighbours increases, resulting in a continuousdecrease in the
quality of recommendations. Eventually, the values of COV
andF1decreasewith the increaseof thenumberofneighbours,
which proves that the recommended quality of the proposed
algorithm is better when the number of neighbours is 5.

Figure 6 shows the variation of the proposed algorithm
and the comparison algorithm under different neighbour
numbers. It can be seen that when there are different
numbers of neighbours, the MAE of the literature [21] and
literature [22] algorithms first declines, then rises, and finally

tends to be stable. Moreover, theMAE value is above 1.0, and
the proposed algorithm and the literature [22] algorithm are
both stable as the number of neighbours increases as the
MAE value increases. And the MAE is significantly smaller
than the literature [21] and literature [22] algorithms.

Figures 7 and 8 show the changes of COV and F1 values
of the algorithm and the comparison algorithm under dif-
ferent numbers of nearest neighbours. It can be seen that
with the increase of the number of nearest neighbours, the
long tail resources and personalized resources recom-
mended for the target users are reduced, resulting in the
continuous reduction of COV. When the number of COV is
40∼35, it is not very different from the algorithm in this
paper. However, when the number of nearest neighbours is
5∼20, this algorithm has a better mining effect for long-tail
resources and a better recommendation effect than the
comparison algorithm.

Combined with the abovementioned experimental re-
sults, the results show that compared with the traditional
user-based recommendation algorithm, the collaborative
filtering algorithm based on fuzzy c-means clustering, and
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the recommendation algorithm based on implicit trust, the
proposed algorithm has better performance in terms of
average absolute error, mining ability of long-tail resources,
and comprehensive evaluation index. Especially in the case
of a few neighbours, the proposed algorithm can still make

accurate recommendations for target users under the
problems of sparse data and cold start.

6. Conclusion

Anaccurateandeffective recommendationsystemforefficient
entrepreneurial resources is an inevitable requirement for
developing the innovation and entrepreneurship space based
on “Internet +”. To accurately recommend entrepreneurial
resources, this paper proposes a recommendation algorithm
based on user trust and a probability matrix. To test the ef-
fectiveness of the proposed algorithm, the average absolute
error (MAE), coverage rate (COV), and comprehensive
evaluation index (F1) are used to evaluate the performance of
the recommended system. When designing the recommen-
dation system, the web system of the mainstream SSH2
framework is used to create, and the B/S structure of the
entrepreneurial resource recommendation system platform is
realized. Experimental results show that the proposed system
has a higher recommendation quality compared with other
recommended algorithms. In the future, the impact of trust
propagation among users on the performance of the rec-
ommendation system will be studied to further improve the
recommendation quality and user experience.
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In the digital economy era, the deep integration of the digital economy and the real economy promotes high-quality economic
development. *e digital transformation of listed agricultural companies in China, which is in a critical period of transformation
and upgrading, is an important driving force for achieving high-quality agricultural development.*is article takes Xinjinnong as
an example to analyze how the practice of digital transformation can improve corporate performance and achieve value creation.
*e analysis found that in the initial stage of digital transformation (that is, the informationization stage, the company realized
financial sharing, the person in charge of the company called the company digitalization 1.0 stage), this paper try to reduce costs
and increase benefits by digital transformation from aspect of each link of production and operation (production link, operation
link, supply chain management link, etc.) due to the low level of digitalization, the impact of digitalization on corporate
performance is limited.*e chain management link has achieved cost reduction and efficiency enhancement, and has significantly
improved performance. *e impact of digitalization on performance in production and application links is not obvious. With the
deepening of digital transformation, Xinjinnong will realize value creation in the entire industry chain of the aquaculture industry
in the digital 2.0 era.

1. Introduction

In the digital economy era, the in-depth integration of the
digital economy and the real economy is an important
driving force to promote high-quality economic develop-
ment. Digitization can increase corporate value through
effective use of corporate information to effectively allocate
corporate resources [1]; at the same time, after a company
has built a digital system, it can interconnect all links from
product design to after-sales through the digital system to
achieve product innovation acceleration. At the same time
grasp the market demand [2]. Enterprises realize digitali-
zation and promote enterprise innovation activities through
product innovation, process innovation, organizational in-
novation and business model innovation [3]. For example,
Since 2008 Sany Heavy Industry Co., Ltd., as the Leading
enterprises in China’s construction machinery industry, has
experienced three stages: prosperity, recession and recovery.

Sany has realized digital operation and digital supply chain
management. *rough the digital transformation, Sany
successfully reduced its costs and increased its efficiency,
finally realized value creating. *e in-depth integration of
digital economy and agricultural development in my
country’s agricultural enterprises, which are in a critical
period of transformation and upgrading, is an important
measure to accelerate the realization of agricultural mod-
ernization [4]. On May 16, 2019, the General Office of the
Central Committee of the Communist Party of China and
the State Council issued the “Digital Village Exhibition
Strategic Outline,” proposing that digital countryside is the
application of networking, informatization and digitization
in the economic and social development of agriculture and
rural areas, as well as farmers’ modern information skills*e
improved and endogenous agricultural and rural modern-
ization development and transformation process is not only
a strategic direction for rural revitalization, but also an
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important content of building a digital China. One of the key
tasks is to promote the digital transformation of agriculture.
*e number of Internet users in rural China is 255 million,
and this number increased more than 30% over the 2015.
During 13th Five-Year period, the scale of the Internet
continues to expand, the application continues to deepen.
*e Internet has been integrated into all aspects of people’s
life, and has had an important impact on the law of eco-
nomic operation and the model of social development [5].

Accelerate the promotion of the application of cloud
computing, big data, Internet of *ings, and artificial in-
telligence in agricultural production and management, and
promote the comprehensive and in-depth integration of
new-generation information technology with plantation,
seed industry, animal husbandry, fishery, and agro-product
processing industries to create scientific and technological
agriculture, Smart agriculture, brand agriculture. Build
smart farms (livestock) and promote precision agriculture
(livestock) operations [6]. *e application and development
of the new generation of digital technology in agriculture
will help restructure the agricultural industry chain, upgrade
the agricultural value chain, deepen the integration of the
agricultural industry, explore and innovate new agricultural
models and new formats, and promote the development of
agriculture to network, precision, and intelligence [7].

On the basis of expounding the basic understanding of
digital transformation of agricultural enterprises, Starting
from the practical understanding of the new Jinnong digital
1.0 era to the Digital 2.0 era, this paper discusses the impact
of the digital transformation process of Chinese agricultural
listed companies on enterprise performance, and we also try
to provides a reference for the digital transformation of
similar enterprises.

2. The Status Quo of Digital Transformation of
Agricultural Listed Companies

*e Information Center of the Ministry of Agriculture and
Rural Affairs issued the “Evaluation Report on the Devel-
opment Level of Digital Agriculture and Rural Areas in the
Country in 2020” and pointed out that the digital level of
agricultural production has risen from 18.6% in 2019 to
23.8%. Compared with the digital level of other industries,
the level of digitalization of agricultural enterprises is low.
However, in the development of agricultural enterprises led
by agricultural listed companies, agricultural listed com-
panies have already carried out digital transformation and
upgrading in their respective fields.

*ere are many studies about Agricultural digital
transformation, for example, Li Qixiu (2021) studied the
basis, mode and future development trend of agricultural
digitization from the background of 5 g Er [8]; Yin et al. [9]
puts forward the realistic representation, influence mecha-
nism and vehicle road of agricultural and rural digital
transformation based on agricultural and rural digital
transformation [9]; Qian [10] and Liu [11] proposed that the
transformation of agricultural digitization needs to accel-
erate the construction of agricultural and rural big digital
center, driven by technological innovation from the

perspective of digital agricultural transformation. Most of
the studies which support the digital transformation of
agriculture are How to carry out professional transformation
in agricultural companies. *e purpose of digital transfor-
mation is to improve enterprises’ response to uncertainty,
Improve the economic benefits of enterprises, So as to
enhance their competitiveness. At present, there are rela-
tively few studies on the performance of digital transfor-
mation of Chinese agricultural listed companies. In
particular, there is less research on the performance of digital
transformation of Chinese agricultural listed companies.
Based on this, this paper choose xinjinnong as the study
object because this company has completed the 1.0 era of
digital transformation and is currently undergoing the
transformation to Digital 2.0, Meet research needs.

2.1. Digital Transformation of “Dayu Water Saving” Smart
WaterConservancy. DayuWater Saving Group Co., Ltd. is a
national high-tech enterprise. “Make agriculture smarter,
make rural areas better, and make farmers happier” as the
corporate mission; take “agricultural water-saving irrigation,
rural sewage treatment, and farmers’ safe drinking water” as
the company’s core business areas, with water network,
information network, “Service Network” (referred to as
“*ree Networks of Agriculture, Rural Areas, *ree Waters
and *ree Networks”), three networks integration tech-
nology and service platform, help modern agriculture de-
velopment and development model of modern agriculture
industry and finance integration. In August 2019, the
company took water as the entrance and water saving as the
starting point, relying on the new generation of digital
technology to achieve solutions for precision irrigation,
water and soil environment and information technology; in
April 2021, Dayu Water Saving signed a strategic cooper-
ation with Huawei *e agreement relies on Dayu’s water-
saving expansion in the “three rural, three-water, three-
network” market, and leverages Huawei’s next-generation
technological advantages in 5G, big data, cloud computing,
artificial intelligence, and information communication to
build a cloud base for smart water conservancy and water
services. *e aggregation of water conservancy and water
affairs scenario applications and the realization of “digital
scenarios, intelligent simulation, and precise decision-
making” will help promote the company to accelerate the
formation of a demonstration effect in the national agri-
cultural, rural and intelligent water conservancy field, and
drive the company’s business upgrade and performance
improvement.

2.2. Digital Transformation of “Fubon Co., Ltd.” Digital
Technology and Planting Industry Integration. Fubon inno-
vates in a digital way to effectively open up the upper,
middle, and lower reaches of the industrial chain. *e digital
smart supply chain + platform-based ecological services it
builds not only connects the upstream and downstream of
the enterprise, the enterprise, and the industry, but more
importantly, the connection *e individual and data within
the enterprises on both sides are reconstructed to
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reconstruct the business chain and industrial chain of tra-
ditional industries, to help enterprises reduce costs and
increase efficiency, and accelerate industrial transformation
and upgrading; at the same time, a new intelligent fertilizer
distribution station + farmer model is created to provide
farmers with a full range of Agricultural technology services.

In the digital agriculture industry, Fubon is in an im-
portant stage of transformation and upgrading. Under the
guidance of national policies and the company’s new-gen-
eration technology application, the digital agriculture
business will become the company’s new profit and value
growth point.

2.3. Digital Transformation of “China Information” Agricul-
tural Integrated Service Platform. “Shenzhou Information”
takes rural government affairs as the entrance and the
informatization processing of rural government affairs as the
entry point. *e industrial chain extends to the informa-
tionization of agriculture, rural areas and farmers, trace-
ability of agricultural products, and large digital platforms
for agricultural products. Research and develop smart ag-
ricultural projects internally, and cooperate with high-tech
companies externally to build a smart management
platform.

In addition to the above three listed agricultural com-
panies that have been deployed earlier in the digital
transformation of agriculture, “Dabeinong” is also engaged
in the integration of digital technology and animal hus-
bandry, and “Guanghong Holdings” is also promoting the
overall scale and intensification of agricultural and rural
areas. *e layout of my country’s high-efficiency agriculture
has made positive attempts to advance to high-quality de-
velopment and achieved corresponding benefits.

At present, the digital transformation of agricultural
enterprises in my country is still in the layout stage, which is
also a key stage of the industrial upgrading of agricultural
enterprises. Most of the research on the digital transfor-
mation of agricultural enterprises is theoretical research on
the path of how digitalization affects performance and value.
*is article takes the “Xinjinnong” represented by the digital
transformation of agriculture and animal husbandry as a
case to analyze the road of “New Jinnong” digital trans-
formation and the impact of digital transformation on
company performance.

3. ShenzhenNewJinnongDigitalTransformation

3.1. Overview of Shenzhen New Jinnong. Shenzhen Xinjin-
nong is the abbreviation of Shenzhen Xinjinnong Tech-
nology Co., Ltd. *e company was established in 1999 and
landed on the capital market in February 2011. It is a modern
technology-based listed company with three core businesses
of breeding, feed and animal protection. . After more than
20 years of development, the company now has a national
key agricultural industrialization leading enterprise, two
national-level core breeding farms, five provincial-level
agricultural leading enterprises, and six of the first batch of
feed quality and safety management standards that have

passed the acceptance of the Ministry of Agriculture.
Demonstration enterprise, an integrated enterprise in the
pig breeding industry of seven national high-tech enter-
prises. In the breeding sector, with the “four moderniza-
tions” model + the “four good” goals leading the digital
transformation of the company’s new technology breeding
business, it has successfully survived the impact of the
“African Swine Fever” on the breeding industry in 2018 and
the impact of the 2020 epidemic on the industry. *e “Four
Modernizations” model is a standardized, large-scale, in-
telligent, and ecological scientific breeding model; the “Four
Goods” goal is to provide the market with high-quality pig
products under the “Four Modernizations” scientific
breeding model. Good planting, prevention, eating, and
housing.

3.2. Shenzhen Securities New Jinnong Digital Transformation.
SAP facilitates the digital transformation of Jinxinnong’s
agricultural and animal husbandry industry chain with in-
dustry-financial integration and transparent management.
According to the person in charge of the company’s cor-
porate management department, Xinjinnong was success-
fully listed from 2011 to 2015. Jinxinnong’s overall
digitalization is very weak. Basically, it handles some related
accounting systems manually, which is low in efficiency and
poor in accuracy. 2016 to 2019 is the 1.0 era of Xinjinnong’s
digital transformation, and 2020 to the future will be the 2.0
era of Xinjinnong’s digital transformation. *e single-in-
dustry chain (SAP Business One on HANA) financial
sharing platform built by Xinjinnong in 2016 was upgraded
to a multi-industry, diversified (SAP S/4HANA) refined
management platform after 4 years of use.

3.2.1. Digital 1.0 Era. From 2016 to 2019 is the era of New
Jinnong Digital 1.0. *e process from the establishment of
the SAP B1 system to the deepened application of ERP as the
core has gone through the digitalization from 0 to 1 in 2016,
which consolidated the basic standardization and the pre-
liminary process of combing. Completed, the digital con-
cept, analysis and sharing in 2017, and finally the intensified
application of ERP as the core in 2018 and 2019. Figure 1
describes the digital transformation process of Xinjinnong.

3.2.2. Digital 2.0 Era. In 2020, the company will carry out a
comprehensive digital transformation to empower man-
agement innovation. *e company has initially realized
digital transformation. By opening up the entire industry
chain, it simultaneously formulates feed formulas and
production plans according to different stages of breeding.
In this way, the numbers are transparent and the plan is
good, thus ensuring the maximum economic benefits of the
entire industry chain. Moreover, the integrated financial
management platform can directly analyze the costs and
benefits of the upstream and downstream of the entire in-
dustry chain, and guide the optimization and adjustment of
the business based on the feedback information of the fi-
nancial data, so as to realize the transformation and
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transformation of the digital empowerment of the enter-
prise’s business, and realize the business financial Converged
and integrated digital transformation road. *e specific
practices of Xinjinnong in the company’s digital transfor-
mation process are listed in.

In the digital 2.0 era, Xinjinnong will realize the goal of
the construction and application of intelligent Internet of
*ings system, pig individual identification handheld ter-
minal and digital management system. To achieve such a
digital transformation, we need to focus on digital acqui-
sition, data management, numerical analysis, and digital
assets. *e establishment of a technical and economic digital
management platform in aspects such as industrialization
and management decision-making to achieve digital
transformation. Based on the technical and economic digital
management platform, three major systems have been built
based on production indicators, financial indicators, sales
indicators, procurement indicators, market indicators and
warehousing indicators to achieve digital transformation
and upgrading. *e relationship among the three major
systems, indicators and platforms is shown in Figure 2.
Describes the digital transformation process of Xinjinnong
in digital 2.0.

4. Xinjinnong’s Digital Transformation and
Enterprise Performance Analysis

4.1. Cost Reduction and Efficiency Increase in All Links of
Production and Operation

4.1.1. Production Process. Digital production intelligent
manufacturing frees production personnel from repetitive
work to focus onmore valuable and beneficial work [12], and
at the same time realizes the interconnection of production
equipment through a digital platform, which reduces labor
costs and equipment losses [13]. In the era of Digital 1.0,
Xinjinnong was mainly financial digitization (Financial
Shared Service Center), and the digitization of production
was not completed. *erefore, the cost reduction and effi-
ciency increase in the digital production process were not
realized. Instead, as the company scale increased, related

indicators in the production process. It has not decreased,
but increased. *e specific data is shown in Table 1. *e
original value of fixed assets and the proportion of pro-
duction personnel in the manufacturing process of Xin-
jinnong have increased significantly after 2015, especially the
original value of fixed assets indicators have shown a
stepwise pattern. *e growth is mainly due to the fact that
Xinjinnong has carried out several large-scale mergers after
2015 to realize the strategic layout of the entire industry
chain of the aquaculture industry. However, compared with
the substantial increase in the original value of fixed assets,
the turnover rate of fixed assets does not have a corre-
sponding proportion. Although there is a decline, the
proportion of decline is much lower than the increase in the
original value of fixed assets. It can be concluded that
Xinjinnong’s fixed assets will be optimized after 2015 to
speed up the turnover of fixed assets. When the depreciation
amount accounts for the proportion of operating income, it
is found that this indicator continues to rise, reaching the
highest level of 3.79 in 2019, and starting to decline in 2020.
From the relevant indicators of the production link of
Xinjinnong, it can be seen that Xinjinnong is in the era of
digital 1.0. Digital transformation has not made a corre-
sponding contribution to corporate performance. *e main
reason is that the new Jinnong still adopts traditional
production methods in the digital 1.0 era.

Data source: *e data in Tables 1–5 come from the
2011–2020 annual report of Xinjinnong. *e indicators in
the table refer to Wang Ziqing and Chen Jia. Digital
transformation and value creation of enterprises-taking
Sany Heavy Industry as an example.

4.1.2. Operations. If the company has carried out digital
transformation in the operation link, according to theo-
retical analysis, the company should improve the turnover
rate of related assets, business cycle, related management
expenses and other indicators [14], reduce management
costs and improve operating efficiency [10]. In the 1.0 era of
the company’s digital transformation, Xinjinnong is mainly
financial digital transformation. In the company’s operation
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OAsystem;

Management
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Figure 1: Digital transformation process of Xinjinnong (Source: CCID.com, Xu Peiyan).
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link, it is still the traditional operation model. According to
the period from 2011 to 2020, the relevant indicators clearly
show a phased change trend, as shown in Figure 3.
According to the report, the first stage is from 2011 to 2015,
the related indicators have not changed much, and are
basically consistent with the company’s normal develop-
ment level. Business diversification, on the one hand, is the
company’s larger-scale merger business, especially the in-
crease in the proportion of the main business of the breeding
industry. *e breeding industry of Xinjinnong is pig
breeding, and the cycle of pig breeding is longer than that of
feed processing. Due to the cycle, the number of inventory
turnover days of New Jinnong in 2015 was significantly
longer than before. Compared with the change in the
management expense rate, although there has been an
upward trend from 2016, it is less important than the ex-
pansion of the enterprise scale. *e performance indicators
of Xinjinnong in the operation link are shown in Table 2
shown. *e financial performance of operation is shown in
Figure 4.

4.1.3. Supply Chain Management. *e digital transforma-
tion of enterprises in the supply chain is mainly to realize
data sharing at the end of the supply chain, reduce non-
value-added activities at the end of the supply chain, and
realize the value creation of the entire industrial chain [15].
*e digital transformation of Xinjinnong on the supply
chain is mainly on the sales side, increasing online sales,
greatly reducing the proportion of sales staff, and
strengthening the management of accounts receivable, re-
ducing the turnover days of accounts receivable and mul-
tiyear accounts receivable *e management of transfers can
improve sales efficiency and increase company value. It can
be found from Table 3 that the turnover days of accounts
receivable reached a maximum of 39.31 days in 2019, and
dropped to 15.61 days in 2020, which is basically the same as
2014, and the proportion of accounts receivable longer than
2 years remained basically the same before 2016, But after
2016, there have been relatively large fluctuations. In 2019, it
reached the highest proportion of 58.69, and there was a
significant drop in 2020. *e short- and medium-term

Table 1: Performance analysis of Xinjinnong’s production links.

year 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020
Manufacturing worker rate (%) 23.87 27.83 27.84 34.25 34.15 39.24 40.91 52.36 52.37 57.64
Labor cost profit rate (%) (labor/profit) 4.04 4.47 4.98 5.61 5.16 7.28 8.73 10.16 11.34 9.54
Depreciation profit rate (%) 0.81 0.86 0.74 1.02 0.93 1.48 2.67 3.01 3.79 2.66
Plant assets of fixed assets (ten million) 10.00 10.78 18.22 25.39 32.21 80.39 90.07 94.07 130.65 182.52
Turnover of fixed assets 20.318 19.412 15.245 9.8849 9.3867 5.166 3.82297 3.3321 2.32817 2.81037

Digital 2.0 era

Production indicators

Financial indicators

Sales indicators

Procurement indicators

Market indicators

Warehousing 
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things Digital 2.0 digital management
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Figure 2: Digital transformation process of Xinjinnong in digital 2.0.
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Table 2: Performance analysis of Xinjinnong’s operations.

year 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020
Inventory turnover 30.8679 28.5588 30.7495 34.32597 25.2965 44.39374 56.92058 57.197 73.5882 83.05079
Business cycle 34.6993 32.2958 37.4263 51.62938 47.7555 70.1618 85.64266 95.2143 112.895 98.65848
Charge ratio (%) 3.9333 4.4622 5.50375 5.3814 5.0302 6.6136 8.2875 8.3118 9.0538 10.2152
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Figure 4: Financial performance of operation.

Table 3: Performance analysis of new Jinnong supply chain links.

year 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020
Receivables turnover ratio 3.8314 3.73696 6.67678 17.3034 22.459 25.7681 28.7221 38.0174 39.3063 15.60769
1 year–2 year receivables (%) 2.6 5.67 2.67 4.02 4.56 8.55 7.16 11.45 13.08 24.38
Receivables over 2 year (%) 1.2 1.93 2.3 1.42 2.88 4.04 54.7 37.94 58.69 32.38
Bad debt reserve profit rate (%) 0.08 0.01 0.19 0.45 0.18 0.14 0.67 1.31 0.03 0.44
Sales (%) 44.87 40.97 41.65 30.4 27.33 23.33 25.88 21.76 18.97 10.4
Sales expense rate (%) 5.0485 4.661 5.0238 4.6246 3.8323 4.4221 4.6525 4.6929 3.9089 1.6607
Sales profit rate (million) 3.2782 3.4345 3.2837 4.8366 5.2076 4.1298 4.1994 5.4276 6.0454 12.4062
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Figure 3: Financial performance analysis of production.
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accounts receivable basically showed a slight upward trend.
*e proportion of customer service staff continued to de-
cline, and as of 2020, it had dropped to 10.40, which was a
30.47 percentage point drop compared with the highest of
44.87 (2011). *e main reason for the decline was that
enterprises were engaged in sales of modern technology such
as Internet+. With the application, the sales and customer
service personnel have been greatly reduced, and the cor-
responding sales expense rate has also shown a downward
trend, and the expense category has been reduced, so as to
increase efficiency in the supply chain. *e financial per-
formance on supply chainmanagement is shown in Figure 5.

4.2. Realizing Value Creation Based on Cost Reduction and
Efficiency Enhancement. Xinjinnong is driven by the digital
1.0 era and intelligence (digital 2.0), per capita output value
is an important measure of company value creation [16].
Due to the company’s strategic implementation of the entire
industry chain layout of the aquaculture industry, the total
number of employees has increased year by year, reaching
3,150 in 2020. Compared with 1,010 in 2011, the number of
employees has tripled. Per capita income has slightly
changed, but in terms of the profit index created by the per
capita for the company, it basically shows an increasing
trend. In addition to the substantial impact of the company’s
main business number in 2017 and 2018, the African swine
fever has shown an upward trend. *e profit per capita was
minus 110,300 yuan. In 2019, it achieved more than 86,500
per capita. *e profit per capita in 2020 is 2.67 times that of
2013. Observation of the per capita salary index shows that it
is showing a trend of increasing year by year, especially after
2016. At the same time, the company’s per capita salary has
shown a simultaneous increase, indicating that the com-
pany’s production automation level has increased, and the
per capita income generated by lean management has sig-
nificantly increased, which creates more for employees
value.

Specific data are listed in Table 4.
*e digital transformation of enterprises is a process

[17]. *e digital transformation of Xinjinnong has experi-
enced the 1.0 era of digital transformation of financial shared
services (2016 to 2019) and the 2.0 era of digital transfor-
mation that began in 2020, and the 1.0 era of digital
transformation of the company, *e company achieves the
purpose of reducing costs and increasing efficiency in the
supply chain management link, and improves the company’s
operating performance. Judging from the various profit
indicators in Table 5, Xinjinnong’s operating income de-
creased due to the impact of African swine fever in 2018 and
2019, and showed a trend of increasing year by year. Es-
pecially in 2020, Xinjinnong’s receivables reached 40.69. 100
million yuan to achieve strong growth after African swine
fever. Return on net assets, net sales margin, and net sales
margin appeared negative in 2018, but turned negative to
positive in 2019, returning to normal levels in a short time,
even after Affected by the new crown epidemic in 2020,
Xinjinnong will basically maintain the level of 2019, and the
digital transformation and upgrading of enterprises has

minimized the negative impact of the new crown epidemic.
While operating income has grown, the company’s various
profit indicators have also risen significantly, with good cost
control and high earnings quality, indicating that the
company’s digital transformation has created value for
shareholders. *e Per capita output value analysis is shown
in Figure 6 and the profitability analysis is shown in Figure 7.

5. Summary

From the perspective of the micromajor enterprises of
market participants, digital transformation is a process. In
the initial stage of transformation, the driving effect of
digitalization on business performance is not obvious. As the
maturity of digital transformation increases, digitalization
will be realized in the entire value chain of enterprise
production, operation and management. After the trans-
formation, the cost reduction and efficiency increase of
enterprises will be more obvious. Digital empowerment of
all aspects of the enterprise, while reducing costs and in-
creasing efficiency, strengthens the enterprise’s response to
internal and external uncertain risks [3].*is article analyzes
the financial indicators of the new Jinnong digital trans-
formation from the 1.0 era to the beginning of the 2.0 era in
2020, and concludes that the new Jinnong’s digital trans-
formation in the initial stage of digital transformation, the
information phase (digital 1.0 stage), and the impact of
digitization on corporate performance Mainly in the supply
chain links and per capita breakthrough level. Due to the low
level of digitalization, the impact of digitalization on cor-
porate performance is limited. *e chain management link
has achieved cost reduction and efficiency enhancement,
and has significantly improved performance. *e impact of
digitalization on performance in production and application
links is not obvious. With the deepening of digital trans-
formation, Xinjinnong will realize value creation in the
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Figure 7: Profitability analysis.

Table 4: Analysis of per capita output value of Xinjinnong.

year 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020
Total employees (thousand) 1.014 1.257 1.455 1.352 1.76 2.867 2.817 2.371 2.093 3.154
per capita sales revenue (million) (business
revenue/labor quantity) 1.47 1.40712 1.3676 1.47286 1.4232 0.9637 1.0867 1.1812 1.14668 1.2902

per capita profit (ten thousand) (profit//labor
quantity) 6.7019 4.4151 2.9386 4.6298 6.1087 6.0783 3.7681 −11.03 8.6532 7.7783

per capita salary (ten thousand) (labor salary/labor
quantity) 5.93948 6.2856 6.8148 8.2503 7.3412 7.0163 9.4922 11.999 13.0059 12.31

Table 5: Analysis of new Jinnong’s profitability.

year 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020
Business income (hundred million) 14.92 17.69 19.90 19.88 25.05 27.63 30.61 28.01 24.00 40.69
ROE (%) 11.62 6.87 5.21 7.58 8.65 9.65 5.55 −15.54 10.2 9.6
ROA (%) 9.21 5.68 4.15 7.89 8.41 7.34 5.24 −4.81 5.91 6.84
Net profit margin on sales (%) 3.95 3.14 2.15 3.15 4.29 6.31 3.47 −9.34 7.55 6.03
Gross profit margin of sales (%) 12.69 12.1 11.81 14.17 14.03 15.04 18.46 14.75 23.36 28.32
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Figure 6: Pre capita output value analysis.
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entire industry chain of the aquaculture industry in the
digital 2.0 era. As the maturity of digital transformation
increases, companies will reduce costs and increase effi-
ciency, create value, and increase corporate value in the
entire industry chain of the aquaculture industry [18].

*e digital transformation of agricultural enterprises is
not just a handfulor, apart of the companies, a complex and
systematic project. Research on the digital transformation of
agricultural enterprises can further study the subdivided
industries of agriculture, forestry, livestock and animal
husbandry according to the characteristics of agricultural
enterprises, at the same time, study how to promote their
high-quality development.
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Ensuring information security is a maintenance process that combines dynamic and static. First of all, you can use a series of
protective tools, such as firewalls, operating system authentication, encryption, and so on. At the same time, use some dynamic
detection tools. With the rapid development of Internet technology, big data, cloud computing, and other technical terms are no
longer strange to people. Today’s society is increasingly networked, creating a common platform for big data resource sharing and
data communication in various industries. Big data and cloud computing technology have been applied to every field of human life
with a strong penetration, resulting in technological innovation in various industries. Under the background of the rapid
development of big data and cloud computing technology, the traditional enterprise form has been difficult to cope with the
increasingly fierce competitive environment, making the electronic enterprise become the inevitable trend in the development and
reform of enterprises in today’s world. Electronic enterprises promote the efficient and vigorous development of enterprises,
improve the speed, efficiency, and market competitiveness of enterprises, and better adapt to the changes in the market en-
vironment caused by big data and cloud computing.With big data and cloud computing as the background, this paper studies and
analyzes the inevitability, basic characteristics, existing problems, countermeasures, and other basic information of enterprise
electronization, so as to provide theoretical guidance for enterprise electronization. It has the ability to control the dissemination
and content of information, ensure the censorship of information, and provide the basis and means of investigation for emerging
network security issues.

1. Introduction

In recent years, the informatization of enterprises and the
socialization of the network have gradually risen, and the
corresponding derivatives such as cloud computing, the
Internet of *ings, and the mobile Internet have also been
widely used quickly. In the era of big data, data has the
characteristics of “massive, diverse, high-speed, and vari-
able.” From a large variety of massive data, through in-depth
analysis by means of cloud computing and other means, to
find out valuable information for enterprise development
and to find new ones, laws and contents are applied to
enterprise production, enterprise trade, enterprise planning,
etc., to realize scientific management of enterprises and
improve the operational efficiency of enterprises. *e de-
velopment of the times requires enterprises to change the

traditional business model and promote the electronic
management of enterprises, which not only improves the
management efficiency of enterprises but also is an im-
portant strategic guarantee for enterprise development [1].
Although “big data” can literally be understood as a large
amount of data, it is still impossible to distinguish “big data”
from “massive data” and “hyperscale data” only in the di-
mension of magnitude.

*e emerging product “big data” in the IT field is used to
rationally plan the market in this field and continuously
improve new technologies and products and services. En-
terprise electronization refers to the integration of data and
information, such as production, operation, and trade of
enterprises through advanced technologies such as big data
and cloud computing, to realize informatization and digi-
tization of enterprises, improve the operational efficiency of
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enterprises, and reduce business risks and industries. Cost
improves the overall management level and the ability of
continuous operation and improves the comprehensive level
of production, operation, management, decision-making,
and service, thereby effectively improving the market
competitiveness of enterprises. In the twenty-first century,
advanced technologies such as big data and cloud computing
have strongly promoted the rapid development of society
and gradually become an important symbol of social
progress [2, 3]. In the era of rapid development and ap-
plication of technologies such as big data and cloud com-
puting, the level of electronization has gradually become an
important criterion for measuring the degree of moderni-
zation of an enterprise. Electronic enterprise is an inevitable
choice for enterprises to adapt to the development of the
times. Electronic technology has developed into an im-
portant resource for enterprises. By making full use of this
resource, it can greatly enhance the efficiency of enterprises
[4]. Accompanied by various information security confer-
ences and big data security forums. While big data brings
development opportunities to mankind, it also brings many
security problems. *ere are also many cases that threaten
data security.

Enterprises should manage data in an all-around way,
not just to achieve the goal of preventing data leakage. Many
experts and scholars at home and abroad have conducted
much research on the research of enterprise electronization.
Putra P. O. H. et al. [5, 6] assessed and critically analyzed a
range of research frameworks and assessed the extent to
which the nature of SMEs and their ability to provide
practical tools for SME transformation were assessed. It
provides a multifaceted overview and presents a preliminary
concept for integrated e-commerce for the SME framework.
Tan Xiao et al. [7, 8] analyzed the problems existing in the
information construction of coal enterprises in China and
proposed corresponding countermeasures to improve the
level of informatization construction of coal enterprises.
Lipitakis and Phillips [9, 10] studied the impact of the fi-
nancial and nonfinancial performance of the organization
on e-commerce strategic planning and constructed a con-
ceptual model. *e United Kingdom and Greece tested it to
verify the scalability and effectiveness of the model. Chen
et al. [11, 12] studied the intrinsic influence mechanism of
enterprise informatization, IT capability, and innovation
ability. Based on the theoretical research, the research results
were fully discussed and the countermeasures were pro-
posed. He et al. [13, 14], based on the e-commerce devel-
opment index system issued by CII, through the status quo
investigation and data collection, create an e-commerce
development level measurement model, comprehensively
apply factor analysis and cluster analysis methods to deeply
analyze the development level of China’s e-commerce, and
put forward relevant countermeasures and suggestions. Bi
et al. [15, 16] tested a theoretical model for assessing
e-commerce capabilities and value in a rapidly growing
small and medium-sized enterprise (SME) environment,
providing a preliminary demonstration of the relationship
between IT and SME performance evidence. Wei [17, 18]
carried out a certain degree of analysis on the application of

computer application technology in enterprise informati-
zation to promote enterprises to strengthen information
construction. Although there has been a lot of research on
enterprise electronization, the research on basic information
of enterprises is not comprehensive and detailed, and there
are still some shortcomings. E-commerce companies are
developing rapidly, and the development of the small and
microloan market with the help of the big data era has
attracted close attention from all walks of life. From this
point of view, big data is of great significance to the de-
velopment and competition of enterprises.

Taking big data as the meeting point, the data generated
from various new-generation information technology ap-
plications will be brought together, and the unified and
comprehensive processing, analysis, and optimization of
data from different sources will help to deeply improve the
user experience. At the same time, it can excavate huge
commercial value, economic value, and social value. En-
terprise electronization is not only the need for enterprise
development but also a key force for enterprise innovation.
For enterprises, enterprise electronization has gradually
become a vital component of the company’s international
strategic layout and effectively promotes the development
and progress of the company’s scale, efficiency, market
advantage, culture, and work mode. Electronization is an
important metric for the internationalization and mod-
ernization of traditional enterprises, and it is the boost for
the rapid and all-round development of SMEs (Small and
medium enterprises). Since the establishment of the Min-
istry of Industry and Information Technology, the state has
vigorously promoted and promoted the promotion of
electronic information technology. *e electronization of
enterprises has become the only way for enterprises in the
new era to flourish. In recent years, with the development of
emerging Internet technologies such as big data and cloud
computing, the development of traditional enterprises has
suffered a huge impact. In the face of an increasingly
competitive environment, traditional companies must be
electronically adapted to the new environment. *e ever-
changing Internet technology is triggering a storm that has
revolutionized all aspects of traditional businesses. With the
comprehensive development and application of big data,
cloud computing, and other technologies, the demand for
electronization of traditional enterprises continues to in-
crease. In the context of big data, cloud computing, and
other technologies, this paper studies the basic information
of the inevitability, basic characteristics, difficulties, and
countermeasures of enterprise electronization and provides
theoretical guidance and suggestions for the electronic
transformation of traditional enterprises.

2. The Inevitability of Enterprise
Electronization in the New Era

2.1. �e Development of Big Data Technology Is the Main
Driving Force for Enterprise Electronization. *e new op-
portunities brought about by big data technology and the
prospect of electronization have an unstoppable temptation
for enterprise development. Under the traditional enterprise
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model, it is not easy for companies to develop their own
business radiation range for the whole country. It is even
more unrealistic to go deep into the world market. And
enterprise electronization can help companies to meet these
requirements easily. In short, the rapid development of
Internet technology has brought a new market competition
environment for enterprises. Technologies such as big data
and cloud computing integrate enterprises and customers
into their application systems and utilize information
sharing and real-time interactive functions to minimize
unnecessary links in the middle, improve operational effi-
ciency, and achieve open and transparent information, thus
constructing an open market environment [19, 20]. In this
open market environment, the distance between the com-
pany and the customer becomes very close, making the
competition between enterprises become open competition
for customers. Various companies can compete in this open
market regardless of the size of their operations.*is hinders
the market monopoly of some enterprises and forms a
multipolarized form of competition. Especially for small and
medium-sized enterprises, this is a rare opportunity for
development [21]. Media technology has liberated the
geographical space constraints of business operations and
broke the geographical restrictions of traditional enterprise
markets. *e concept of geography can no longer hinder the
development direction of the enterprise and the scale of the
market. Customers and enterprises can conduct trading
activities without leaving the house. Enterprise electronics
can enable companies to reach potential customers around
the world, and the market opens up to areas that were
previously inaccessible. *is open and transparent market
competition environment has undoubtedly provided many
enterprises with new development opportunities and be-
come a great driving force for traditional enterprises to carry
out electronization. *e influencing factors of e-commerce
system acceptance are shown in Figure 1.

At present, human beings have fully entered the era of
informationization. Modern information technologies such
as the popularization of the Internet, computers, the ma-
turity of network communications, and breakthroughs in
data management are rapidly infiltrating all fields of society.

ρ � (β + π)hτK,

ψn � (μ + δ)δλHϑM +
(n + θ)ϕHSM
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,
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ρ represents the development parameters of the Internet, ψn

represents the challenges encountered in the development
process, and β represents the speed.

*e Internet occupies an important position in the
market economy, plays a leading role in the economy, and
has a strong guiding role in economic innovation, thereby
stimulating the production vitality of the whole society J(N)

and promoting economic development.
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*e sum of the distance traveled to visit n points is equal
to the following:

M(N) � 
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(3)

*e resulting distance saving value s (i, j) can be cal-
culated as follows:

s(i, j) � 2c11 + 2c1j − c1i + c1j + cij . (4)

Per-service perceived performance values for each
dimension:

Q �
1

M


m

i�1
pwi. (5)

2.2.�e Urgency of Electronization of Traditional Enterprises.
In today’s environment, traditional enterprises facing great
threats also want to change and open up new living envi-
ronments. In the tide of Big data and cloud computing
technology, the Internet has challenged the traditional en-
terprise model, and the relationship between the enterprise
and the customer and the relationship with the cooperative
enterprise has undergone tremendous changes. *e form of
competition between enterprises has also become more
open, and it has also produced many new ways of com-
petition and competitiveness. Under such external pressure,
many traditional enterprises are facing an unprecedented
impact, and many shortcomings within traditional enter-
prises are clearly exposed. In order to improve operational
efficiency and acquire new competitive quantities, tradi-
tional enterprises must promptly explore enterprise survival
strategies in the new environment, and electronization is
undoubtedly the best choice.*e electronic trading platform
is shown in Figure 2. *e rapid development of information
technology has promoted the process of information
globalization, and information plays an important role in
social and economic development. Information technology
has penetrated into all walks of life in our society and affects
each of us. At the same time, because of its important value,
information has evolved into an important factor of pro-
duction in our production process.
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2.3. Enterprise Electronization Is the Requirement for Enter-
prises to Participate in International Competition. *e cur-
rent trend of global economic integration has become
increasingly apparent, and information technology plays a
very important role in the process of economic globalization
[22]. With the development of Internet information tech-
nology such as big data, cloud computing, the management
and management of multinational corporations have un-
dergone tremendous innovation, which has caused a great
impact on China’s economic market. With the continuous
invasion of multinational corporations, Chinese enterprises
must change their traditional modes of operation, imple-
ment enterprise electronization, gradually integrate into the
international market, participate in the distribution of in-
ternational resources, and seize the international market
share. Traditional enterprises must realize that information
resources are the lifeline of enterprises, and they must have
stronger capabilities in collecting, processing, processing,
and disseminating information in order to obtain better
competitive advantages and seize market opportunities.

2.4. Enterprise Electronization Can Improve the Core Com-
petitiveness of Enterprises. Enterprise electronization is a
necessary means for enterprises to adapt to the ever-
changing market environment. In the information age, the
market is changing rapidly. *e development, production,
production, listing, and service rhythm of products are
accelerating. *e product life cycle is greatly shortened, and
the production methods of enterprises have also changed. It
has been reduced from the traditional production mode of
large quantities and small varieties. *e production mode of
batch and multivariety changes. Customer demand deter-
mines the survival of the company. Meeting the increasingly
individualized needs of customers with the best quality, the
shortest time, the lowest cost, and the most perfect service is
the premise and basis for the survival of the company.
Understanding, analyzing, transforming, developing, guid-
ing, and realizing user needs has become the focus and
difficulty of corporate work. With the acceleration of global
economic integration, any enterprise will face the most
powerful competition and challenges from the industry, the

Perceived ease
of use Perceived trust Mandatory

acceptance

Perceived
usefulness Accept

External network
connection

Figure 1: *e influencing factors of e-commerce system acceptance.

Company electronic
service system

Service platform Administrative
supervision

Information
disclosure service

Market main
body service Remote evaluation

Expert information Transaction data Social supervision

Figure 2: *e electronic trading platform.
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local domain, and even world-class enterprises, as well as the
opportunity to develop its potential customers in the global
park. In a sense, information resources are more important
than material resources in a strategic sense. *e competi-
tiveness of enterprises depends to a large extent on the
information competitiveness of enterprises. Electronic
construction has become the best choice and the only way
for enterprises to gain competitive advantage.

3. Basic Characteristics of
Enterprise Electronization

In the context of big data, the electronic strategy of enter-
prises needs to use new information and thinking to carry
out new layouts and construction. In addition, with the more
convenient cloud computing technology resources to en-
hance the competitiveness of enterprises and complete the
electronization of enterprises. *e widespread popularity of
big data technology and its applications has had a profound
impact on traditional enterprise models, and corporate
electronization has gradually evolved toward externaliza-
tion. Enterprise electronization is not only for internal
employees but also for customers at the end of the enterprise
industry chain. In the process of enterprise electronization,
although the influence and factors of the industry type and
enterprise scale are different, different enterprises have
different understanding and construction of electronization,
but enterprise electronization generally has the following
basic characteristics.

3.1.Deep Integration ofMobility, Socialization, andEnterprise
Applications. Under the influence of the big data tech-
nology revolution, diverse Internet application forms
make information exchange updates simple and fast and
change the communication forms of enterprise managers,
internal employees, and external partners, thus further
impacting corporate decision-making, marketing, pro-
curement, and many other aspects. Technical approach.
Smartphones are currently the most important mobile
terminal. In the global smart market in 2018, smartphone
shipments were 1.49 billion. Combine it with the elec-
tronization of the enterprise and realize the characteristics
of its mobile socialization and deep integration with
enterprise applications. *e popularity of smart phones
has greatly improved the level of mobilization and so-
cialization of enterprises, making mobile enterprise ap-
plications occupy an important position in enterprise
electronization. Mobile enterprise applications have be-
come the main direction of future business innovation. In
particular, mobile terminal applications developed using
Internet technologies such as big data and cloud com-
puting have become an important part of enterprise
electronization [23]. *e use of mobile terminal appli-
cations can realize information exchange and mobile
office within the enterprise and also realize the interaction
and interaction between enterprises and consumers,
thereby improving the scope of influence of enterprises. In
addition to smart phones, mobile terminal devices that

can meet enterprise-level applications are also gradually
diversified, driving the development of enterprise elec-
tronic forms toward flatness and transparency, and tra-
ditional corporate boundaries are broken.

3.2. Increased User Experience. As big data and cloud
computing technologies are widely used in enterprise pro-
cesses. Enterprise electronization has also produced new
features. *e content provided by enterprise electronic
applications has changed. It is no longer just to provide
products. Enterprise services have become the key content of
enterprise electronic applications, and the importance of
user experience has been increasing. For example, when
building an ERP system, enterprises can increase the user
experience, increase the interaction function, facilitate the
collection of employees’ suggestions, and increase the co-
hesiveness of the enterprise. At the same time, research and
develop a supporting mobile application system to provide
users with convenient communication channels and con-
venient decision-making tasks. *e rapid delivery further
enhances user satisfaction [24]. What kind of technology is
used? As long as the enterprise electronization realizes the
integration of internal processes and the user experience
satisfaction is improved, the effectiveness of the enterprise
electronization will be obvious.

3.3. Digitization of Enterprise Information. Digitization of
enterprise information is an important part of the en-
terprise’s electronic structure. Data services are mainly
represented in the integration and availability of data. Due
to the rise of the Internet, massive data has grown ex-
ponentially, data sources and data types have been con-
tinuously enriched, and the impact on corporate decision-
making is increasingly dependent on data, not only de-
pends on the company’s operational production data but
also on mobile applications, web pages, etc. Consumer
behavioral information in public Internet platforms is
closely related. *at is to say, in the multiterminal and
multiformat environment of Internet, the data to be
processed by enterprise electronization will continue to
increase, including not only the production data of var-
ious workflows within the traditional enterprise but also
online social platforms, mobile commerce applications,
news. *e information in Internet application platforms
such as information, the degree of digitization of enter-
prise information is deepening, and it is even more im-
portant in the electronization of enterprises. *e rapid
development of the Internet has made the scale of
available data expand rapidly. *erefore, it is necessary to
clean and filter huge data, analyze the data attributes and
data sources in detail, and explore the inherent rela-
tionship implicit in the deep data. *e auxiliary decision-
making system is formed for the data with the value of use,
and the intelligent decision-making of the enterprise is
realized [25, 26]. *e key to the electronization of tra-
ditional enterprises lies in the use of the value of infor-
mation resources in business operations and business
development.
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3.4. Technical Service Capabilities Extended to the Industrial
Chain. In the era of big data, with the increasing influence of
consumers on enterprises, enterprise electronization should
not only meet the needs of internal functional departments
and employees but also meet the needs of external com-
mercialization and expand enterprise electronic services
from the inside to the outside. Build and integrate the entire
industry chain platform [27]. *erefore, in the process of
enterprise electronization, enterprise informatization will be
incorporated into business services and provide external
service delivery. According to the survey, 77% of CIOs’
current work focuses on “integrating and optimizing sys-
tems,” exploring how to build industry chain informatiza-
tion and provide external services for the entire industry
chain.

3.5. Technology Light Asset Model Transformation. With the
development of the Internet, information communication is
becoming more and more convenient, the social division of
labor is further refined, services provided outside the en-
terprise are becoming more and more abundant, and in-
termediate products and services that need to be solved
within the enterprise are becoming less and less. *erefore,
the resources that need to be purchased within the enterprise
are gradually replaced by an external supply.*is means that
more and more assets in the electronic process of the en-
terprise are provided and delivered by independent third
parties. *erefore, the electronic process of enterprise in the
Internet era will gradually prefer the light asset model.
Taking the information technology hotspot cloud comput-
ing as an example, using a cloud service project provided by
a third party to pay a fixed cloud service fee everymonth, you
can enjoy a full set of cloud services including network
dedicated line equipment, infrastructure, operation, and
maintenance services. *e light asset model eliminates
electronic construction investment and long-term mainte-
nance fees. In addition to the “light asset” of visible assets,
the light asset model can also be expressed as “light asset” of
human resources [28]. Due to the cloud computing-based
information technology management model, information
technology personnel are relatively concentrated in a certain
area and no longer separate. *erefore, talent management
will realize a centralized management mode in the electronic
process of the enterprise, which will optimize the integration
of human resources and achieve intensive human capital.

4. Problems in the Electronic
Process of Enterprise

4.1. Insufficient Understanding of Enterprise Electronic
Construction. Some enterprises have not fully understood
electronic construction and have not paid enough attention
to electronic construction of enterprises. *ey mistakenly
believe that the long-term development of enterprises does
not require electronic construction. Some business man-
agers are accustomed to experience management methods
and are not aware of the impact of electronic construction on
enterprises. In the era of big data technology, the

information determines the future and destiny of the en-
terprise. Without electronic construction, enterprise de-
velopment will certainly develop slowly and will not last long
[29].

4.2. Basic Work Cannot Meet the Needs of Electronic
Construction. On the one hand, the internal indicator
system of the enterprise is not uniform, which brings great
trouble to electronic construction. *e indicator system is
necessary for business management and is an important
foundation for the company. Some internal products, ma-
terials, and equipment are not uniformly coded, and the
grassroots departments have to deal with the data reports of
different departments. *e channel data of the indicators of
the upper management departments are not the same, which
seriously affects the accuracy and authenticity of the in-
formation. Secondly, the enterprise information collection
channel is relatively backward, resulting in incomplete in-
formation. Traditional market research lacks innovation,
cannot guarantee the timeliness and accuracy of informa-
tion, and affects the reliability of information [30].

4.3. Enterprises Pay InsufficientAttention toManagement and
Restructuring in the Process of Electronic Construction.
Some enterprises have an insufficient understanding of the
role and significance of management and reorganization in
the process of electronic construction. China’s current en-
terprise management model needs to be improved. Al-
though it has a strict hierarchical system and detailed
characteristics of labor division, the functional departments
are independent and lack each other. *e issue of com-
munication and collaboration cannot be ignored. Without
good cooperation, it will cause wasteful internal friction and
enthusiasm for employees. *e lack of information ex-
change, affecting the efficiency of information transmission,
has a great negative effect, unable to meet the needs of
market customers. Second, the company did not grasp the
essence of electronic construction. *e essence of enterprise
electronic construction is to enhance the competitiveness of
enterprises through management and restructuring. Most of
the electronic construction of enterprises ignores the change
of management mode, so it has not achieved good results
[31].

Two weeks after the questionnaires were distributed, the
questionnaires were collected. In the process of inputting,
the questionnaires were preliminarily tested for validity, and
the invalid data (questionnaires that were not completely
filled out, questionnaires that were filled in hastily) were
excluded. *e specific recovery results are shown in Table 1.

*e sample statistics of the valid questionnaires are
made, and the results are shown in Table 2.

In addition to the user behavior, the reliability test value
of the factors affecting the perceived ease of use is relatively
low, which does not affect the reliability of the questionnaire,
but it is necessary to make simple corrections on the ease of
use of information technology, trust in the system, tech-
nology trust, and mandatory acceptance. Cronbach’s Alpha
reliability test is shown in Table 3. Cronbach’s coefficient is a
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set of commonly used methods to measure the reliability of
psychological or educational tests. It overcomes the short-
comings of the partial halving method and is the most
commonly used reliability index in social research. It
measures the reliability of a set of synonymous or parallel
“sum.”

In the statistical analysis table of basic data, it is found
that the e-commerce used by this group is mainly personal
system, and the ratio of enterprise and personal e-commerce
systems is 0.635 and 0.818, respectively. More than half of
the people have contacted or used this type of e-commerce
system, so it is feasible to analyze the influencing factors of
enterprise acceptance behavior. E-commerce acceptance
behavior is shown in Figure 3.

Figure 4 shows the rapid growth in the number of
consignees and consignors, the number of inquiring cus-
tomers, the number of foreign agents, and the number of
carriers (shipping companies, airlines).

*e influencing factors in this study have a high
structure, and the mutual independence of the influencing
factors is relatively low. In order to support the research
purpose, the structural validity test of the influencing factors
should be carried out to provide a basis for determining the
construction of the model.*e tests of KMO and Bartlett are
shown in Table 4. When the sum of squares of simple
correlation coefficients between all variables is much larger
than the sum of squares of partial correlation coefficients, the
KMO value is close to 1.*e closer the KMO value is to 1, the

stronger the correlation between variables, and the more
suitable the original variables are for factor analysis.

Only two coefficient values are higher than 0.6, so it is
concluded that the internal correlation of the perceived ease
of use variable is low. User management has a strong cor-
relation with website technology, department management
has a weak correlation with website technology, network
technology, and data technology, while the correlation be-
tween user management and department management is
0.506, and the correlation between effort expectation and

Table 1: *e specific recovery results.

Questionnaire *e number of questionnaires issued Number of returned questionnaires Number of valid questionnaires
Network distribution 500 390 354
Paper questionnaire 100 60 40
Total 600 450 394

Table 2: *e sample statistics of the valid questionnaires are made.

Questionnaire Options Frequency

Gender Male 180
Female 204

Age

Under 20 12
20–25 years old 228
25–30 years old 96
30–35 years old 23

36+ 23

Table 3: Cronbach’s Alpha reliability test.

Options Frequency Cronbach’ s alpha Number of items
Accept Use behavior 0.210 2

Perceived ease of use
Information technology 0.735 4
Management technology 0.704 2
Work hard to expect 0.672 2

Perceived usefulness
System functions 0.921 12

Performance expectations 0.782 3
Social influence 0.822 3
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Figure 3: E-commerce acceptance behavior.
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department management is high. *erefore, the primary
factors of perceived ease of use are adjusted, and the
influencing factors of perceived ease of use are divided into
user-perceived usefulness and organization-perceived use-
fulness. *e correlation analysis of primary indicators is
shown in Table 5.

*e rapid development of the Internet has promoted the
networking of e-commerce and computer applications and
set off an upsurge of Internet thinking, making it inevitable
for freight forwarders to choose the e-commercemarket.*e
relationship between the size of netizens and the penetration
rate of the Internet is shown in Figure 5.

In fact, compared with personal computers, cloud
computing is more reliable because cloud service providers
are taking safe and effective measures all the time to ensure
cloud services, such as multiple copies of data, fault toler-
ance, and homogeneity of computing nodes. Cloud com-
puting features are shown in Figure 6.

According to the latest survey data from the National
Bureau of Information Technology Statistics, more than 97%
of foreign-funded enterprises have achieved informatiza-
tion. Among them, more than 100 large companies have
realized paperless, that is, office automation and many
multinational companies have realized virtual office. In
contrast, nearly 50% of SMEs are not equipped with com-
puters. Less than 20% of businesses have a website. Large
enterprises with more than 500 employees have initially
achieved informatization. *ere is a big gap between the

informatization of domestic enterprises and developed
countries.*e comparison of information status of domestic
and foreign enterprises is shown in Figure 7.

5. Countermeasures for the Electronization of
Traditional Enterprises

5.1. Clearly Determining the Direction of Electronization.
Traditional enterprises of any nature will eventually become
electronic, with different approaches and methods. Maybe
going electronic will not necessarily succeed. However, if

Table 4: *e tests of KMO and Bartlett.

Perceived ease of use KMO metrics
Number of

items
Df Sig

Perceived usefulness 0.700 28 0.000
Perceived trust 0.702 153 0.000
Mandatory acceptance 0.800 36 0.000
Perceived ease of use 0.767 15 0.000

Table 5: *e correlation analysis of primary indicators.

Correlation 1 2 3
Website technology 1.000 0.502 0.761
Network technology 0.214 0.314 0.531
Data technology 0.467 0.409 0.543
User management 0.502 1.000 0.506
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Figure 4: Rapid growth in the number of consignees and consignors, the number of inquiring customers, the number of foreign agents, and
the number of carriers (shipping companies, airlines).
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penetration rate of the Internet.
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you are not self-styled and do not go electronization, it is
tantamount to sitting still and eventually being eliminated by
society. In the inevitability analysis of the former enterprise
electronization, we can clearly recognize the urgency and
necessity of enterprise electronization. Many business
leaders have seen this and are doing a variety of useful
explorations, which is very gratifying. Although the road to
exploration is long and sturdy, as long as you have this
awareness, you may progress and succeed. *ere are also
some business leaders who have felt that the times have
changed and they are in crisis. However, due to the lack of
understanding of Big data and cloud computing, the new
economy is not very good, thinking that its own business has
nothing to do with electronization. *is kind of corporate
thinking is very dangerous. In the wave of the new era of big
data, traditional enterprises should seize the opportunity
and move toward electronic. In particular, those enterprises
that are still immersed in the traditional world and who are

indifferent to the Internet and information age should re-
form their corporate forms and carry out an electronic
layout of enterprises to adapt to the challenges and impacts
of the new era.

5.2. Fully Developing the Electronic Construction of
Enterprises. We should regard enterprise electronization as
an opportunity for enterprises to carry out technological
innovation in all aspects, improve the efficiency of enterprise
operation, and save enterprise cost. In the electronic con-
struction of enterprises, it is not only to establish a corporate
website but to start from the internal management of the
enterprise and to deepen the electronic thinking into all
aspects of the enterprise process. Correctly determine the
relationship between the various parts, make electronic one
step by step, and achieve significant benefits. *e key part of
the traditional enterprise to complete the electronic con-
struction is to realize the electronization in the internal
management mode of the enterprise. Specifically, it is to use
big data technology and cloud computing technology to
carry out intelligent and digital innovations in traditional
production and management modes. On this basis, we will
fully realize the electronization of enterprises, optimize
internal operation processes, improve enterprise manage-
ment efficiency, and achieve management innovation.

5.3.�inking in an Electronic way of�inking. As previously
analyzed, in the current Internet development environment,
enterprise development needs to face many threats, and we
cannot consider all the situations in advance. Traditional
corporate thinking is conservative, and it is accustomed to
thinking clearly, so companies often spend a lot of time and
managers in decision-making. In the Internet field, the time
cost is the most important and precious, far exceeding
capital, income, and talent. Although there are many situ-
ations in the process of enterprise electronization, if we are
afraid of not trying, we will certainly be eliminated by the
times and the market. We can learn from the experience of
successful people, which can reduce the risk of exploring
adventures. Do not be afraid to try enterprise electro-
nization. Only practice can determine the effectiveness.
Conservative companies are destined to be eliminated by
homeopathic companies. *is is an era full of opportunities
and challenges. If enterprises cannot adapt to the thinking of
the new era, they will be eliminated by the times.

5.4. Starting from Reality. It is necessary to base on the
national conditions and the actual situation, analyze the
actual situation of the enterprise itself, and explore and
establish an electronic road that is applicable to the enter-
prise’s own situation. Different types of businesses and scales
of operations have different electronic opportunities and
methods. In the process of enterprise electronization, we
must consider the sensitivity of each enterprise type to big
data technology and explore the best time and method of
electronization. Enterprises must make electronic develop-
ment plans suitable for their own enterprises according to
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Figure 6: Cloud computing features.
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their actual conditions and determine the electronic form
adopted by their own enterprises. Enterprises should decide
the way and steps of electronic construction based on their
actual needs. For some SMEs, if they just want to put rel-
evant content about their own business on the Internet and
provide corresponding network functions for people to
browse, trade, and contact, then companies only need to
establish their own corporate website portal. For some large
enterprises, electronic construction needs to consider a
relatively large number of aspects, complex technology, and
high cost, and it takes a lot of time and manpower to carry
out maintenance and management after completion, and it
is not suitable for small and medium-sized enterprises.

5.5. Making Full Use of the Internal and External Advantages
of the Company. Enterprises should try their best to realize
their electronic transformation as quickly and efficiently as
possible with all available external forces. Some companies
are still in good shape, and some resources, capital, or brand
advantages should be fully utilized when starting electronic
construction. *ere are still many companies that have a
high degree of informatization and should make full use of
their internal information systems to enable enterprises to
connect with the Internet as soon as possible. It can be said
that in the process of e-commerce operation, the most
important thing is the goal. Technology is not an obstacle. It
is closely integrated with the IT industry. With the help of
external technical forces, the company’s own technical level
can be quickly improved. Some SMEs can also consider
using some websites that provide Internet services for en-
terprises to get online or e-commerce as soon as possible. In
addition, the emerging technology can be used for strategic
planning of electronic transformation to improve electronic
efficiency.

6. Conclusion

Enterprise electronization is an inevitable trend of corporate
strategic development and a long-term systematic process.
Enterprises have transformed their traditional operating
models and used advanced technologies such as big data and
cloud computing to explore the potential value of enterprise
data and industry data, better plan and layout the devel-
opment of enterprises, and at the same time introduce
enterprise resources into enterprises more quickly and ef-
fectively. To solve the problem of resource allocation of
enterprises, rationally allocate enterprise resources, and
operate the enterprise in a more fair, transparent, and
convenient mode, which greatly improved the level of
modern management capability of enterprises. By using big
data and cloud computing means, it can provide fast and
accurate information for enterprises, improve the correct-
ness of enterprise management decisions, promote rapid and
stable development of enterprises, and better stand in the
fierce market competition environment. In addition, the
basic characteristics of enterprise electronization, such as
mobilization, deep integration of social and business ap-
plications, increased emphasis on user experience,

digitization of asset values, expansion of technical service
capabilities to industrial chains, and transformation of
technology light asset models, require enterprises. We must
grasp the mainstream of the times, keep up with the wave of
emerging technologies in the era, combine big data and
cloud computing technologies to carry out electronization,
and advance in the fierce competitive environment.

In the big data context, the necessity of electronic
electronics in traditional enterprises is not to be doubted.
*e new opportunities brought about by cloud computing
technology, and the prospect of electronization have an
unstoppable temptation for enterprise development, which
is the main driving force for the electronization of enter-
prises. In today’s information era, the survival of traditional
enterprises faces enormous threats. Traditional enterprises
urgently need reforms to adapt to the new living environ-
ment. Electronic enterprise is the best choice and the only
way for enterprises to participate in international compe-
tition and nominate the core competitiveness of enterprises.

At present, many enterprises still have many objective
problems in the electronic process, such as insufficient
understanding of enterprise electronic construction, basic
work cannot meet the needs of information construction,
and enterprises pay insufficient attention to management
and restructuring in the process of electronic construction.
*ese problems have seriously hindered the healthy and
sustainable development of enterprises. On this basis, with
big data and cloud computing as the background, this paper
fully analyzes the problems of the above-mentioned enter-
prise electronization and proposes countermeasures for
electronic enterprises. *is countermeasure is to clearly
determine the direction of electronization, fully develop
electronic construction, think in an electronic way of
thinking, start from reality, and make full use of the internal
and external advantages of the enterprise.

*is paper studies and analyzes the basic information of
enterprise electronization, summarizes the necessity, basic
characteristics, and existing problems of enterprise elec-
tronization, and proposes new countermeasures for enter-
prise electronization. *is research hopes to make a
contribution to promoting the development of electronic
enterprises.
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With the continuous increase of the urban population, urban traffic problems have become increasingly prominent. )e subway
and light rail have the characteristics of large passenger volume and low pollution, which are the preferred solutions to solve the
traffic problems in large and medium cities. Due to the high density of rail transit trains, the close distance between stations, and
the high safety requirements, the real-time and accurate determination of the train’s position on the line is the premise to ensure
safety, maximize efficiency, and provide the best service. How to accurately detect the speed and position of the train to control its
the operation is the core content of the rail transit system.)erefore, the in-depth study of train positioningmethods has great and
far-reaching significance for promoting the research of train operation control system and the development of rail transit system.
It has become a research hotspot to rely on computer technology and image recognition technology to realize precise positioning
of trains. In order to realize the real-time precise positioning of the train, this paper proposes a train positioning method based on
Haar wavelet transform. First, the samples are obtained by the method of video acquisition, and the video images are initially
processed by binarization. Second, the image is compressed, denoised, and enhanced by Haar wavelet transform, and the train
number is determined. Finally, the orbital electronic map and satellite assistance are used to determine the position of the train
and realize the train positioning. )e simulation experiments show that the image acquired by Haar wavelet transform can
accurately identify the train and track. Based on the satellite aid of the orbital electronic map, the train positioning can be
accurately realized, and the proposed Haar wavelet transform is proposed and has good positioning accuracy.

1. Introduction

With the rapid development of railways and the increasing
speed of operation, safety has become the primary issue
accompanying the development of railways. )e safety
guarantee is first and foremost an accurate and efficient train
positioning system. )e train positioning system is a very
important link in the railway operation automation system.
It makes the integration of dispatching command and op-
eration more automatic and improves the operation effi-
ciency and safety. In short, the train positioning system can
determine the specific position of the train on the line and
has the functions of supervising and controlling the speed of
the train. )e key to ensuring the safe operation of railways

[1–3] is to have a high-performance train operation control
system. )e train control system passes the train speed. )e
information such as the train position is accurately grasped
to realize the safety report on the train operation. As the
train continues to increase speed, the equipment and system
related to the safe driving must also be guaranteed, such as
the positioning accuracy and reliability of the train. At
present, train control systems in many countries adopt
ground transponder-assisted wheel sensors to achieve train
positioning. Due to the large amount of ground equipment
used, this requires not only a large amount of capital to build
facilities, but also a large amount of personnel management
costs and material costs. And it takes a lot of time to
maintain it constantly. At the same time, the construction

Hindawi
Mathematical Problems in Engineering
Volume 2022, Article ID 6545817, 14 pages
https://doi.org/10.1155/2022/6545817

mailto:steve@hait.edu.cn
https://orcid.org/0000-0003-3820-4503
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/6545817


cycle is relatively long, which will increase the cost of railway
operations. )erefore, there is a need to find new ways to
optimize train positioning. In order to prevent sudden
power equipment failures and safety accidents, it is necessary
to conduct regular and irregular regular inspections of
important substations and lines. It is possible to detect
potential safety hazards in time and eliminate the safety
accidents in the bud. As a result, the reliability of the grid
operation will be improved. In recent years, the Beidou
satellite navigation [4, 5] system independently designed and
developed by China has been continuously improved and
developed, which promotes the further development of
GNSS, and its application range is more spreading, such as in
surveying, transportation, public safety, agriculture, and
natural disaster detection. )erefore, the application of
Beidou satellite navigation system in train positioning has
also received extensive attention. In order to improve the
autonomy of China’s railway train control system, more and
more people are studying the research of Beidou satellite
navigation system in train positioning.

Image-based positioning methods in current technology
fall into three categories. (1) A region-based approach: this
type of method divides the image into multiple regions by
utilizing grayscale similarity or clustering of colors and then
acquires the target region for certain characteristics. How-
ever, the method is highly targeted and utilizes the char-
acteristics that the background is relatively simple and the
color information is rich. When the car number color is
determined and there is a large difference from the vehicle
body, the candidate feature can be quickly determined
employing the color feature and its shape characteristics.
However, this method has higher requirements for the
contrast between the target and the background, and the
anti-interference ability is weak. )erefore, the application
of this algorithm is narrow and needs to rely on excellent
image quality. (2) Edge-based positioning method: the edges
contain information such as direction and step properties.
)e extraction of such information is often done by using
edge operators (Canny, Sobel, Robert) [6–11]. )is type of
method takes advantage of the high contrast between the
target and the background at the edge of the target to obtain
the gradient information; at the same time, it also has a good
performance in resisting noise interference. However, if the
edge information is proliferated in a complex scenario, then
only the edge information is used as the judgment basis
without excluding the irrelevant area in advance, which
greatly increases the calculation amount of the character area
positioning, reduces the positioning efficiency and accuracy,
and increases the candidate area. It is difficult to determine
the final license plate location. (3) Texture-based [12–14]
positioning method: this method completes the positioning
by distinguishing the background by the unique texture
features of the target area. )at is, when the target texture is
strong and the texture of the background is relatively weak,
this method can be adopted. However, when the texture is
similar, it is easy to extract the pseudo target. At the same
time, the biggest disadvantage of this method is the high
computational complexity.

At present, the most commonly used positioning algo-
rithms based on the above three methods are as follows:

(1) Edge detection method: the method is based on the
fact that the license plate area has more dense edges
than the background. )rough the vertical edge
detection, the area in which the edge density is within
a certain threshold is found in the image, and the
geometric features of the license plate are filtered
according to these areas to complete the positioning.
However, in the case where the background image is
complicated, the method is susceptible to interfer-
ence and affects the positioning accuracy.

(2) Interlaced statistical edge method: the method is also
carried out by enriching the edge information of the
license plate area, scanning the image every N lines,
obtaining the number of edge points of the line, and
determining whether the threshold value is exceeded,
thereby determining whether the license plate area is
found. )e positioning accuracy is closely related to
the shooting distance and the size of the license plate,
which has greater limitations and is greatly affected
by the background image.

(3) Straight line detection method: this method uses the
Hough transform to detect the license plate frame for
positioning. But this method will be difficult to work
with when the license plate border is blurred, tilted,
or twisted.

(4) A positioning method based on mathematical
morphology: this method employs the geometric
characteristics of the license plate and its characters
for positioning. )is method is fast, but when the
image is rotated, it will greatly affect the accuracy of
the positioning.

(5) Color-based positioning method. )e key to the
success of this method is the uniqueness of the
license plate color. However, in the natural scene, the
complexity of the background and the diversity of
the license plate make the lack of accuracy and ro-
bustness of the method difficult to use.

During the running of the train, the data obtained by
the accelerometer, the gyroscope, and the GPS receiver are
subjected to discrete wavelet transform, and the compo-
nents of different frequencies in each signal are decom-
posed into mutually nonoverlapping frequency bands. )e
processed data are subjected to data fusion by Kalman
filtering, inputting the output of the filter to the map
matching module, and determining the most likely driving
section and the most likely position of the train in the
section by an appropriate matching process. Finally, the
matching position result is used to estimate and correct the
GPS error through the negative feedback module to realize
the effectiveness of the train combination positioning data.
During the research, it was found that the Beidou navi-
gation system realizes the train positioning. Like the
problems faced by the global satellite navigation system, the
Beidou satellite navigation is encountered when the train
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encounters more and more complicated geographical
conditions during the whole journey. As a new positioning
system, the system is also affected. )erefore, in view of the
above situation, the researchers began to explore the use of
other auxiliary methods to solve the problems of these
navigation systems, such as the use of inertial navigation
system to assist the positioning of the train, but in the
process of use, it is found that the positioning method has
integral error in the use process. As the error increases, it
will eventually cause deviations in the positioning results.

Wavelet Transform [15] is an analysis method different
from Fourier transform. It inherits and develops the idea of
Fourier transform, but it also overcomes the shortcomings of
the window size of Fourier transform and frequency con-
version. A time-frequency analysis window that varies with
frequency can be provided. )e multiresolution analysis of
wavelet transform has good characteristics of time domain
and spatial domain. It can focus on the arbitrary details of
the analysis object by using the gradually refined time do-
main or spatial wavelength of different frequency segments
of the signal. It is therefore particularly suitable for handling
nonstationary signals. In addition, wavelet transform has
been applied to many fields such as speech recognition,
computer vision, signal detection, and image processing.
Wavelet transforms can also be divided into many classes,
including classic wavelets, also known as primitive wavelets.
Such wavelet transforms include Haar wavelet [16], Morlet
wavelet [17–19], Mexican hat wavelet [20, 21], and Gaussian
wavelet [22, 23]. )e second type is orthogonal wavelets
constructed by Daubechei. )ese orthogonal wavelets are
different from classical wavelets.)ey are generally not given
by a simple expression, but are generated by a weighted
combination of expressions called “scalar functions”. )e
third is a biorthogonal wavelet constructed by Cohen and
Daubechies. )e wavelet is proposed to obtain a linear phase
wavelet and a corresponding filter bank under the condition
of relaxing wavelet orthogonality.

Compared with the Fourier transform, the wavelet
transform is a local transform of space (time) and frequency,
so it can effectively extract information from the signal.
Multiscale detailed analysis of functions or signals can be
carried out by means of operations such as scaling and
translation, which solves many difficult problems that
cannot be solved by Fourier transform. Wavelet transform
links applied mathematics, physics, computer science, signal
and information processing, image processing, seismic ex-
ploration, and other disciplines. Mathematicians believe that
wavelet analysis is a new branch of mathematics, which is the
perfect crystallization of functional analysis, Fourier anal-
ysis, spline analysis, and numerical analysis; signal and in-
formation processing experts believe that wavelet analysis is
time-scale analysis and multiresolution analysis. It has
achieved scientifically meaningful and valuable results in
research on signal analysis, speech synthesis, image recog-
nition, computer vision, data compression, seismic explo-
ration, and atmospheric and ocean wave analysis. )e main
purpose of signal analysis is to find a simple and effective
signal transformation method, so that the important in-
formation contained in the signal can be revealed.

In order to realize the precise positioning of the train,
this paper proposes a train positioning technology based on
Haar wavelet transform combined with Haar wavelet
transform. )e specific contributions of this paper are as
follows:

(1) )e sampled samples are obtained by the method of
video acquisition, and the video images are initially
processed by binarization

(2) )e image is compressed, denoised, and enhanced by
Haar wavelet transform, and the train number is
determined by identifying the train number of the
train

(3) )e position of the train is determined by matching
the electronic map of the track and satellite assistance
to achieve train positioning

2. Wavelet Transform Method for
Train Positioning

A wavelet is a function defined at a finite interval and whose
mean is zero. It has a finite duration and abrupt frequency
and amplitude, and the waveform can be either irregular or
asymmetrical, but with an average amplitude of zero over the
entire time range. )e basic idea of wavelet transform is to
utilize a family of functions to represent or approximate a
signal. In wavelet transform, the approximation is the co-
efficient produced by the large scaling factor, representing
the low frequency component of the signal; the detail value is
a coefficient produced by a small scaling factor, denoting the
high-frequency component of the signal. )e wavelet
transform is actually a combination of windowing tech-
niques and variable-size windows, which allows large win-
dows to be employed when it is desired to accurately observe
low-frequency information, and small windows when ob-
serving high-frequency information. After wavelet trans-
form, the signal can reveal many aspects of the signal, such as
signal trend, break point, and discontinuity generated by
high-frequency part and self-similarity, which are often
ignored in other analysis methods. In addition, because
wavelet transform can provide different observation angles
of signals than other traditional methods, it can often
compress and denoise signals without significantly reducing
the quality.

2.1. Wavelet Transform. Wavelet transform is an important
analysis tool applied to image processing. )e multi-
resolution characteristic of wavelet analysis makes the high-
frequency wavelet coefficients of the wavelet decomposition
coefficients have different characteristics in different di-
rections. )erefore, it is one of the development trends of
wavelet denoising to use directional wavelet to reflect the
situation that the image changes in any direction at different
resolutions to use local closed values for denoising. )e
multiscale decomposition characteristics of wavelet trans-
form are more in line with the human visual mechanism.
After the character image is transformed by wavelet, it is very
easy to extract the horizontal and vertical strokes, and it is

Mathematical Problems in Engineering 3



concise and clear. Wavelet grid feature extraction and
wavelet elastic grid feature extraction based on wavelet
transform combine the advantages of statistical features and
structural features. It is suitable for the classification idea
from coarse to fine in character recognition, so it has become
a development trend.

In fact, the application fields of wavelet analysis are very
wide, including many subjects in the field of mathematics;
signal analysis, image processing; quantum mechanics,
theoretical physics; military electronic countermeasures and
intelligence of weapons; computer classification and rec-
ognition; music and language artificial synthesis; medical
imaging and diagnosis; seismic exploration data processing;
and fault diagnosis of large machinery. For example, in
mathematics, it has been used for construction of fast nu-
merical methods, curved surface construction, differential
equation solving, and cybernetics in numerical analysis;
filtering, denoising, compression, and transmission in signal
analysis; and image compression, classification, recognition
and diagnosis, and decontamination in image processing. In
medical imaging, it can reduce the time of B-ultrasound, CT,
and MRI and improve the resolution.

From the point of view of image processing, wavelet
transform has the following advantages:

(1) Wavelet decomposition can cover the entire fre-
quency domain

(2) Wavelet transform can greatly reduce or remove the
correlation between different extracted features by
selecting appropriate filters

(3) )e wavelet transform has the “zoom” feature, which
can use high frequency resolution and low time
resolution (wide analysis window) in low frequency
bands, and low frequency resolution and high time
resolution (narrow analysis window) in high-fre-
quency bands

(4) )ere is a fast algorithm in the realization of wavelet
transform

Multiresolution analysis is also called multiscale analysis
by many scholars, which is a very prominent feature of using
wavelet transform in signal processing. )e basic idea of
multiresolution analysis is to divide the data signal into
several signals according to different resolutions and then
process them on the signals corresponding to different
resolutions or required resolutions. )ere is a more ap-
propriate analogy; that is, the scale can be understood as the
lens of the camera. If the scale changes from large to small,
then it is equivalent to the lens of the camera approaching
the object from far to near and vice versa; it is moving away
from the object from near to far. In the large-scale space, it is
shown as observing the target at a distance, and at this time,
only the basic situation of the target can be seen roughly; in
the small-scale space, it is shown as detecting the target at a
closer distance, and at this time, it can be seen carefully, a
specific part of the target. )erefore, when we convert the
scale from large to small, we can detect the target data signal
from rough to fine, which is the basic idea of multiresolution
analysis.

Wavelet transform is a localized analysis of spatial (time)
frequency, and its mathematical description is as follows.

)e function Φ(t) ∈ L2(R) is called a basic wavelet or a
mother wavelet, and the function cluster
Φa,b(t) � 1/

���
|a|

√
Φ(t − b/a) of the basic wavelet that is

shifted and stretched is called a continuous wavelet, where a

is the scale parameter, a ∈ R, a≠ 0; b is the translation
parameter, b ∈ R. )e wavelet transform of a function or
signal f(x) ∈ L2(R) is

Wf(a, b)<� f, Φa,b >�
1
���
|a|

√ 
∞

−∞
f(t)Φ

x − b

a
 dx.

(1)

For mathematical convenience, the wavelet transform
can also be expressed as

Wsf(x) � f(x) ×Φs(x) �
1
s


∞

−∞
f(t)Φ

x − t

s
 dt, (2)

a is the stretch factor, bis the translation factor, where
Φs(x) � 1/sΦ(x/s), and s is still a scale parameter.

2.2. Haar Wavelet Transform. )e Haar wavelet function is
the simplest orthogonal function. Compared with other
orthogonal functions, it has the characteristics of simple
structure and convenient calculation. )erefore, the Haar
wavelet function has attracted widespread attention. Alfréd
proposed Haar wavelet transform in 1909, which is the
simplest method in wavelet transform. It is a special case of
wavelet N � 2, which can be called D2.

)emother wavelet of the Haar wavelet can be expressed
as

ψ(t) �

1, 0≤ t< 0.5,

−1, 0.5≤ t< 1,

0, otherwise.

⎧⎪⎪⎨

⎪⎪⎩
(3)

And the corresponding scaling function can be repre-
sented as

Φ(t) �
1, 0≤ t< 1,

0, otherwise.
 (4)

Its filter h[n] is defined as

h[n]≕

1
�
2

√ , if (n � 0, 1),

0, otherwise.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(5)

Among all orthogonal wavelet transforms, wavelet
transform is the simplest one. It is the only orthogonal
wavelet with both symmetry and finite support, and it has
applicable features of simple calculation, high efficiency, and
better programming.

2.3. Selection of Optimal Wavelet Basis. )e GPS data pro-
cessing based on wavelet transform is based on the wavelet
transform of wavelet transform phase double-difference
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observation, and the selection of wavelet base affects the
distribution of wavelet coefficients to some extent. )us,
good or bad wavelet base will directly affect the outcome of
the process.

In the process of noise reduction, we need to focus on
two points when determining the wavelet to be used. First,
the wavelet needs to have good noise reduction correlation;
that is, the wavelet coefficients that approach zero after
wavelet transformation should be as many as possible.
Second, after using the wavelet for noise reduction, our
viewing effect needs to be considered. )erefore, it is very
important to determine the wavelet that meets the actual
needs.

)e choice of wavelet basis usually considers the fol-
lowing five criteria. (1) Orthogonality: strict normative or-
thogonality is beneficial to the accurate reconstruction of
wavelet decomposition coefficients. Orthogonal and bio-
orthogonal are necessary conditions for selecting wavelet
base in multiscale analysis methods. (2) Tight support: the
tightly supported wavelet satisfies the requirement of spatial
locality. )e narrower the support width, the better the
localization characteristics of the wavelet, the lower the
computational complexity of the wavelet transform and the
faster implementation. (3) Regularity: it is a kind of de-
scription of the smoothness of the wavelet function. It is very
useful for the reconstruction of the signal to obtain a better
smoothing effect. )e larger the regularity order, the better
the regularity. (4) Symmetry: choosing a wavelet function
with symmetry or antisymmetry can avoid distortion of the
signal in multiscale decomposition and reconstruction, thus
obtaining high quality reconstructed signals. (5) Vanishing
Moment: the vanishing moment indicates the concentration
of energy after wavelet transform. When the order of
vanishing moment is large, the values of the high-frequency
part at the fine scale are negligibly small. )erefore, after the
wavelet base with larger vanishing moment is decomposed,
the signal concentrates the energy more.

)e eight wavelet bases (wavelet systems) commonly
utilized in the MATLAB toolbox are Haar, dbN, biorNr, Nd,
CoifN, symN, morl, mexh, and meyer, and their main
features can be found in the literature. )e GPS data pro-
cessing based on wavelet transform depends on carrier phase
double-difference measurement for wavelet decomposition
and reconstruction. )erefore, the selected wavelet base
should have the characteristics of discrete wavelet transform,
and it has orthogonality and symmetry. In the GPS fast
precision positioning data processing, four wavelet basis
functions such as Haar, dbN, CoifN, and symN can be
selected.

2.4. Establishment of Train Positioning System Model

2.4.1. 3e Role of Train Positioning. )e train position in-
formation plays an important role in the train automatic
control technology. )e realization of almost every sub-
function requires the position information of the train as one
of the parameters. Train positioning is a very important part
of the train control system.

(1) Provide a basis for ensuring safe train separation
(2) Provide accurate position information for the train

automatic protection (ATP) subsystem, as the basis
for calculating the speed curve of the train, opening
the door after the train stops at the station, and
shielding the door inside the station

(3) )e train precise position information is provided
for the automatic train operation (ATO) subsystem
as the main parameter for automatic speed control

(4) Train position information is provided for the au-
tomatic train monitoring (ATS) subsystem as basic
information for displaying the running status of the
train

(5) In some CBTC systems, it is used as the basis for
wireless base station connection

(6) In some ATC systems, section occupancy/clearing
information is provided as a basis for sending track
detection information and speed control
information

2.4.2. Train Positioning Technical Requirements

(1) Accuracy: the accuracy of the train positioning
system needs to meet two different requirements:
one is the longitudinal positioning accuracy of the
train on the same track and the other is the lateral
positioning accuracy of the train between different
tracks

(2) Continuity: the positioning system must have the
ability to perform train positioning without any
interruptions; that is, it has good availability over
time

(3) Coverage: regardless of whether the train is operating
in any geographic area, the location information
must be provided to the ATC system without in-
terruption; that is, there is good availability in space

(4) Reliability and safety: the positioning system is in-
dependent of other subsystems of the train automatic
control system. It has the ability to work continu-
ously and can detect and report its own failures

(5) Maintainability: the design and utilization of the
positioning system must take into account factors
such as preventive maintenance and corrective
maintenance, thus minimizing the life cycle cost of
the positioning system

(6) Failure-safety: when the positioning system fails, the
system cannot detect the “no car” notification in-
formation, but must have correspondingmeasures to
ensure the safety of the train.

2.4.3. Train Positioning System Features. Unlike conven-
tional road vehicles that project in two-dimensional planes,
high-speed trains are one-dimensional motions on existing
orbits, and the presence of rails has a strong constraint on
trains. )us, compared with the social vehicle positioning
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system, the train positioning system has several remarkable
features.

(1) How the Coordinate System Is Defined. )e train oper-
ation can be described as a reference point of the track,
extending in a one-dimensional position along the running
direction of the train. )erefore, the coordinate system in
which the train runs can be regarded as taking the position of
the track as the origin (generally taking the kilometer as 0).
)e one-dimensional reference system is along the track
direction, and the description of the train position refers to
the relative distance between the train running on the track
and the origin.

)erefore, in the position calculation result, the tradi-
tional vehicle positioning coordinate system describes the
three-dimensional space (navigation coordinate system) in
the ellipsoid coordinate system. For high-speed trains, the
position estimation result requires to be mapped to the
special coordinate system of the train operation by means of
coordinate conversion.

(2) Operating Environment. Compared with road vehicles,
trains have long running time, fast speed, wide distance
extension, long radiation, and large vibration. )eir motion
cannot be regarded as a translation of a mass point. Rails
have strong restraint ability for train operation. )erefore,
the positioning system needs to consider the processing of
multisource noise and propose a reliable information fusion
and fault handling strategy. In order to ensure the continuity
of positioning, it is necessary to consider the positioning
system to be safe and reliable under different harsh envi-
ronments (such as satellite signal loss and sensor failure).

(3) Security Level. Safety is the primary prerequisite for
railway operation. Compared with road vehicles, its safety
level is higher, and its location service is closely related to
railway system safety applications. Due to the higher run-
ning speed of the train and the longer body, it is necessary to
add a longer safety redundancy distance at the front and the
rear of the train after calculating the train position, forming a
one-dimensional safety envelope and reducing the impact of
calculation error on the safety of position information.

After the above analysis of the characteristics of the
system, there is a big difference between the high-speed train
combined positioning system and the traditional road ve-
hicle positioning system. )erefore, we must comprehen-
sively consider the characteristics of the train operation and
the functions expected to be realized. On the basis of the
traditional navigation framework, considering the particu-
larity of the train, we cannot simply copy the original
combined positioning method. Based on the premise of
safety, we design a train combination positioning system
with high precision, strong real-time, and high continuity.

2.4.4. Car Number Positioning and Binarization. Due to the
large color of the body and the number of the passenger
train, the illumination changes greatly, and the traditional
positioning algorithm is often not ideal. In this paper,

wavelet decomposition and morphological processing are
introduced to complete the car number location, and the
binarization algorithm based on local gray mean and
standard deviation is used to threshold the car number.
According to the texture analysis experiment of the car
number region, this paper selects the two-layer decompo-
sition detail signal for the car number positioning after the
preprocessed car number image. )e algorithm steps are as
follows.

(1) )e Haar wavelet is utilized to perform two-layer
decomposition on the preprocessed image to extract
vertical high-frequency components.

(2) Edge detection employs the improved Canny edge
detection algorithm.

(3) Morphological processing [24–28] utilizes linear
operators to perform closed operations, so that the
detected edge information is connected into a
connected region. According to the length of the car
number in the image and the experiment, the se-
lected linear operator is [1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1].

(4) According to the brushing rules of the passenger
train number and the prior knowledge of the length
and width of the car number in the actual captured
image, combined with the wavelet transform image
size transformation relationship, the minimum cir-
cumscribed rectangle segmentation is used to extract
the region that satisfies the constraint condition and
complete the car number positioning. Constraint:
car size is 250 × 250, and the error in length and
width is 5 pixels.

2.4.5. Establishment of Station Equation. In urban rail
transit, the momentum of the train is large, and the oper-
ation of the train must follow relevant guidelines and reg-
ulations. Under normal conditions, it is a constant speed
operation and equal acceleration operation, and the uniform
motion model can be considered as a uniform acceleration
motion model with acceleration of Gaussian white noise.
)erefore, it is more suitable to describe the motion state of
trains in urban rail transit by using uniform acceleration
motion model. )at is,
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v
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0
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⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦w(t), (6)

where l v a are the position, velocity, and acceleration
components of the train. Let w(t) be a Gaussian white noise,
which is equivalent to the random disturbance acceleration.
It can be seen that the acceleration of the train is the source
of changing the train state.

X � l v a 
T
, A �

0 1 0

0 0 1

0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, B � 0 0 1 
T
. (7)

)en the station equation is
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_X(t) � AX(t) + Bw(t). (8)

Discretization is done, taking T � tk − tk−1, an iterative
formula based on velocity and acceleration:

l(k) � l(k − 1) + T · v(k − 1) +
T
2

2
  · a(k − 1) + wl(k − 1),

v(k) � v(k − 1) + T · a(k − 1) + wv(k − 1),

a(k) � a(k − 1) + wa(k − 1),

(9)

where l(k) v(k) and a(k) are the position, velocity, and
acceleration components of the train at time k; wl(k) wv(k)

and wa(k) are system noises that affect train position, ve-
locity, and acceleration at time k, respectively. It is expressed
as the following matrix:
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(10)

)en, X(k) � ΦX(k − 1) + ΓW(k − 1).

2.4.6. Establishment of Measurement Equation. )e mea-
surement equation for the axle speed sensor is

ZL(k) � HLX(k) + VL(k). (11)

)e accelerometer’s measurement equation is

ZA(k) � HAX(k) + VA(k). (12)

)e measurement equation of the Doppler radar speed
sensor is

ZR(k) � HRX(k) + VR(k), (13)

where V(k) is measurement noise, and H(k) is the mea-
surement matrix.

In summary, the common station equation of the system
is

Xi(k) � ΦXi(k − 1) + ΓW(k − 1). (14)

)e observation equation for each sensor is

Zi(k) � HiX(k) + Vi(k), (i � L, A, R). (15)

2.5. Map Matching Positioning Technology. Since the train
runs on a definite track, the motion of the train can be
seen as moving back and forth on a definite line—i.e.,
“one-dimensionality.” According to railway conventions,
the location of trains on railway lines is expressed using
kilometer markers; when using the navigation system for
positioning, the receiver receives three-dimensional infor-
mation (latitude, longitude, and altitude). )erefore, when
using the navigation system to determine the train position,
the latitude and longitude information of the receiver needs
to be converted into the kilometer mark required by the
railway. )e storage method of digital track map is to use the
collection of sampling points to form railway lines from points
to lines.)is approach can not only describe the information of
the railway line completely, but also help to realize the
transformation of geographic information coordinates and
one-dimensional coordinates of the railway line. )e digital
map is involved in train positioning, which can effectively
correct errors and improve the integrity of the entire system.

Map matching is a positioning method based on soft-
ware correction. )e train positioning trajectory measured
by the GPS/DR is associated with the road network in the
digital map, and thereby the position of the vehicle is de-
termined relative to the map. Further correction of the GPS/
DR combined positioning result by map matching can
improve the accuracy of the entire system again. )e map
matching principle is shown in Figure 1.
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As shown in Figure 1, the line is simple due to the
multiline and easing curve of the railway line. Utilizing the
vertical projectionmethod, the coordinates of the position of
the trainmeasured under the GPS/DR combined positioning
condition are (XC, YC). Query the digital electronic map
database of the train is to find the two-point coordinates
closest to the measurement position on the trajectory
A(XA, YA) 和 B(XB, YB).

3. Experiments

3.1. Simulation Environment and Parameter Settings. )e
algorithm proposed in this paper is carried out in the Intel
Core i5-3230M CPU, 2.6GHz, 4GB memory platform,
Matlab2.14a simulation environment. In the experiment, a
train track with a length of 1000m (where both linear and
curved tracks are 1000m) is selected, and a certain number
of anchor nodes are deployed beside the track. )e pa-
rameters are set as follows.

(1) Anchor node communication radius: in this ex-
periment, the communication radius of the anchor
node is set to R � 50m for the first time; then, the
communication radius of the anchor node is
changed sequentially in the range [30, 70] at 5m

intervals, and the influence of the communication
radius on the positioning accuracy of the train is
observed.

(2) )e location information of the anchor node itself
has been hard coded into its control chip prior to
deployment. )e error of the anchor node’s own
position and the influence of environmental factors
are not considered.

(3) Anchor node deployment density. In the experi-
ment, the deployment density of the anchor nodes
(the distance between adjacent anchor nodes) is set
to d1 � 1m, and then the deployment density is
changed within the range [1, 15] to observe its in-
fluence on the train positioning error.

(4) )e running speed of the train: set the running speed
of the train to v � 30m/s for the first time, then
change the running speed in the range [10, 45] and
observe its influence on the train positioning error.

Here, the maximum running speed of a normal train
is 160km/h (i.e., 45m/s).

(5) )e scanning period of the gateway sensor is T � 1s.
At each prediction step, the noise in the motion
model is randomly selected from the range (0.5, 1).

)e parameter settings used for the specific algorithm
simulation are shown in Table 1.

4. Discussion

4.1. Simulation Analysis. In the simulation experiment, the
root mean square error (RMSE) is used to measure the
positioning accuracy, which is defined as

RMSE �

�������������������

xk − xk( 
2

+ yk − yk( 
2



, (16)

where (xk, yk) and (xk, yk) are the true position and esti-
mated position of the train at time k, respectively.

4.2. Image Preprocessing. In the whole process of image
processing, noise has a certain influence on all steps, in-
cluding input and output and steps in all aspects. )erefore,
a good image processing system will put noise reduction in a
very critical position. Basically, most of the noise cannot be
described by a certain rule, so no filter can be effective for
any kind of noise in the past. According to different
methods, it can be divided into many kinds: additive noise
model, multiplicative noise model, Gaussian noise model,
and so on.

Subjective evaluation and objective evaluation are two
more common evaluation criteria for image noise reduction.
)e subjective evaluation method requires us to directly
observe the target with the naked eye and judge the visual
effect of the target according to a specific standard, which is a
qualitative evaluation. For subjective evaluation, let a certain
number of testers observe the target image after noise re-
duction with the naked eye and then score according to
established criteria, such as sharpness, brightness, hue, and
softness, and then combine the scores of all testers, so that an
evaluation result of the noise reduction effect of the target
image can be generated. )e objective evaluation method is
to use the objective indicators of the image after noise re-
duction to measure the noise reduction effect of the image,
including the measurement of noise reduction ability and
image clarity after noise reduction, which is a quantitative
evaluation.

In order to highlight the useful features in the image of
the power device, it is necessary to preprocess the image.)e
following is a simulation to illustrate the preprocessing of the
power equipment image, which is beneficial to the subse-
quent image feature extraction.

In the paper, the image is grayed out before filtering the
image. )e result is shown in Figure 2, where Figure 2(a) is
the original image and Figure 2(b) is the grayscale image. As
can be seen from Figure 2, the grayscale processing reduces
the three-dimensional original image to a two-dimensional
grayscale image, but the image basic information is retained
without affecting the contour change of the image.

y

0 x

A

D

B

C

Figure 1: Location point matching principle.
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In digital image processing, binary image occupies a very
important position. First, the binarization of the image fa-
cilitates further processing of the image, making the image
simple, and the amount of data is reduced, which can
highlight the contour of the target of interest. Secondly, to
process and analyze the binary image, firstly, the grayscale
image is binarized to obtain a binarized image. All pixels
whose gradation is greater than or equal to the threshold are
determined to belong to a specific object, and their gradation
value is 255. Otherwise, these pixels are excluded from the
object region, and the gradation value is 0, indicating a
background or an exceptional object region.

At the same time, before the image processing, the image
is binarized. )e result is shown in Figure 3. Figure 3(a) is the
original image, and Figure 3(b) is the grayscale image. Image
binarization is to set the gray value of the pixel on the image to
0 or 255, which is to show the whole image a distinct black and
white effect. A grayscale image of 256 brightness levels is
selected by appropriate thresholds to obtain a binarized image
that still reflects the overall and local features of the image.

Neighborhood mean filter is a noise reduction algorithm
that appeared earlier and is easier to implement. It belongs to
a linear low-pass filter. )e brief idea of this method is to
replace the value of the unknown point with the mean value
of multiple points near the desired point, and the number of
pixel points used to obtain the mean value is determined by
itself according to the specific situation.)emedian filter is a
relatively good image noise reduction algorithm. It is similar
to the neighborhood mean filter described above in that it
also belongs to window type noise reduction. )e difference
is that the mean was replaced by the median.

)e basic idea of threshold noise reduction is related to
the properties of the coefficients used in the noise reduction
process. First, the original input data are not uniformly
distributed, so at each scale, its high-frequency coefficients
only appear larger in fewer individual areas. Value and the
region where it is located is the edge detail part of the input
image, and the remaining high-frequency wavelet coeffi-
cients have smaller amplitudes.)e second point is that after
the main part of the noise in the image is decomposed, it still
obeys the Gaussian distribution, so its decomposition co-
efficients at each scale are uniformly distributed, and the
amplitude decreases as the scale increases.

Figure 4 shows the experimental results of the filtering
process in this paper, where Figure 4(a) is an image con-
taining noise and Figure 4(b) is a filtered image. It can be
seen from the figure that this paper utilizes the simple and
easy noise threshold to filter the image, effectively filtering
out the noise in the image and avoiding the noise to de-
teriorate the image quality. After filtering, the image quality
is improved, which is beneficial to extract object features for
analysis.

4.3. Algorithm Comparison

4.3.1. Algorithm Localization Performance under Linear
Motion Model. Figure 5 shows the trajectory curve of the
following models of the linear motion model in different
deployment modes. Figures 5(a) and 5(b) are the trajectory
diagrams of the uniform linear deployment of the anchor
node on one side and the uniform deployment of the two
sides. It can be seen that the EKF positioning algorithm will
generate large fluctuations regardless of the deployment
mode. With the change of time, the positioning trajectory of
the train is far from the real trajectory. )e positioning
trajectory of the proposed algorithm is close to the true
trajectory of the train. It has good matching and robustness
and is more stable than the other two algorithms.

Figure 6 shows the positioning error of the following
vehicles in the linear motion model. Figures 6(a) and 6(b)
show the positioning error of the anchor node on one-side
straight line uniform deployment and double-sided cross-
uniform deployment. It can be seen that under the same
conditions, the proposed algorithm has higher filtering
accuracy than the other two algorithms. )e calculation of
the positioning error proves the superiority of the algorithm.
Because the algorithm is based on Bayesian theory, the
extended Kalman filter algorithm is used to overcome the
linearization error of the algorithm. When the rail-side
anchor nodes are evenly distributed on both sides, the train
positioning error is the smallest. )is is because when the
anchor nodes are evenly distributed on both sides, the
possibility that the anchor sensor has a communication
coverage blind zone is smaller than the other deployment
mode. At the same time, due to different deployment modes,

Table 1: Simulation parameter settings.

Parameter name Parameter value
Path loss factor 4
Simulation area 1000m
Anchor node deployment density 1m
Anchor node communication radius 50m
Train speed 30m/s
Maximum train speed 45m/s
Minimum number of anchor nodes 3
Test count 50 times
Node communication model Lognormal shadow model
Scanning wave emission period T 1 s
Linear region train initial position (0, 0)
Curve region train initial position (1000, 5000)
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the anchor node information received by the gateway node is
different at each moment. )e two-sided cross-uniform
deployment can receive more information, and then more
positioning anchor nodes can be selected to improve the
positioning accuracy.

4.3.2. Algorithm Localization Performance under Curve
Motion Model. Figure 7 shows the positioning trajectory
curves corresponding to the three algorithms under the
curve motion model. It can be seen that during the start of
the turning maneuver (curving motion) of the train, the
tracking and positioning curve of the EKF has fluctuated
greatly and deviated from the real trajectory, and the
positioning error gradually increased. However, the

particle filter algorithm and the proposed algorithm can
still maintain a good positioning trajectory, but as the
running time increases, the positioning trajectory of the
particle filter algorithm will gradually deviate. )e algo-
rithm of this paper can still maintain good matching with
the real track of the train and has good positioning
accuracy.

4.3.3. Real-Time Positioning of Algorithm. Figure 8 shows
the real-time nature of the three train positioning algo-
rithms. )at is, the calculation time of the positioning al-
gorithm in each positioning period, which is the indicator of
the real-time nature of the train positioning. It can be ob-
served that since the algorithm needs to select the

(a) (b)

Figure 2: Grayscale processing: (a) original image and (b) grayscale image.

(a) (b)

Figure 3: Binary processing: (a) original image and (b) binarized image.

(a) (b)

Figure 4: Image filtering processing: (a) noisy image and (b) filtered image.
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positioning anchor node in the anchor node that receives the
information and because the train motion state changes, the
algorithm needs to continuously resample to determine the
motion state of the train at the current moment.)erefore, it
leads to an increase in the complexity of the algorithm and
an increase in the amount of calculation. )erefore, the

running time of this algorithm is longer than the other two
algorithms. Although the real-time performance of the
positioning algorithm is poor, it has higher accuracy from
the positioning accuracy. For the safe operation of the train,
the comprehensive performance of the algorithm is better
than the other two algorithms.
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Figure 6: Train linear motion positioning error map. (a) Uniform straight line deployment positioning error map and (b) double-sided
cross-uniform deployment positioning error map.
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Figure 5: Train linear motion trajectory. (a) Unilateral straight line uniform deployment motion trajectory and (b) double-sided cross-
uniform deployment motion trajectory.
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5. Conclusion

Utilizing the MATLAB simulation tool, the EKF algorithm,
PF algorithm, and the proposed algorithm under two different
deployment modes and train motion models are used from
the positioning trajectory of the train, the positioning error,
the running speed of the train, and the real-time performance
of the algorithm. )e performance was simulated and ana-
lyzed. )e simulation results show that the Haar algorithm is
less affected by the environment and the positioning accuracy
is higher than the traditional algorithm. Although this paper
analyzes and discusses the wavelet noise reduction algorithm
in depth and systematically, it is still unable to achieve
complete separation of image and noise. )erefore, future

research should balance the requirements of protecting the
original image and filtering noise and try to achieve a better
good performance.
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Figure 7: Train curve motion map. (a) One-sided uniform deployment curve motion trajectory and (b) unilaterally deployed curve motion
trajectory.
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Axial-flux permanent magnet motor (AFPMM) have small size and high power density. It has a good application prospect in the
field of new energy vehicle driving. In this paper, based on a 56 kWAFPMM, the magnetic circuit characteristics are calculated by
the split loop method, considering the influence of pulse width modulated (PWM) power supply. *e loss is taken as the heat
source, combined with the motor structure characteristics and cooling conditions, the lumped-parameter thermal network model
of the motor is established to solve the steady-state and transient temperature distribution of each structure. By this way, fast and
accurate thermal calculation of the motor is realized in design stage. *e accuracy of the lumped-parameter thermal network
model is verified by experiment. At the same time, the effects of spliting the permanent magnet (PM) into pieces, flow rate of
cooling water, and loss distribution on temperature rise are analyzed. *is research work provides an effective fast thermal
calculation method for AFPMM and provides a reference basis for the design of similar motors. It has important value of
theoretical significance and engineering practical.

1. Introduction

Owing to the demand for light weight and miniaturization
of new energy vehicles, drive motors need to have the
characteristics of high speed, high frequency, and high
power density. AFPMM have great superiority in terms of
power density and material utilization because of their
unique magnetic circuit structure. *e loss of high-fre-
quency motors increase under PWM-powered, and the
thermal load of high-power-density motors increase with
the decrease of relative heat dissipation area, make tem-
perature rise higher, which will pose a certain challenge to
the temperature resistance of insulating materials and PM
[1]; at the same time, changes in temperature rise have a
greater impact on the electromagnetic parameters of main
materials such as PM, copper wires, silicon steel sheets and
so on, thereby affecting loss of motor, and then having an
iterative effect on temperature rise. In order to solve the
above problems, thermal analysis based on the two-way

magneto-thermal coupling is very necessary for the re-
search and application of AFPMM for vehicles.

*e current analysis methods for motor temperature
rise mainly include simplified analytical method, finite
element method (FEM) and thermal network method. *e
simplified analytical method has poor calculation accuracy
[2]. *e FEM can obtain the overall temperature distri-
bution of the motor, and the calculation accuracy is high,
but it is necessary to establish a finite element model, carry
out corresponding meshing and parameter settings, es-
pecially for axial-flux motors often require the establish-
ment of a three-dimensional finite element model, which
takes a long time and requires high computer performance,
it is not conducive to parameter adjustment and optimal
design in the initial design stage of the motor. Kamiya et al.
analyzed the loss of motor and temperature rise of PM in
the hybrid electric vehicle used the three-dimensional FEM
under the power supply condition of the PWM controller
[3]. Li et al. proposed a three-dimensional flow-thermal
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coupling model, using the FEM to solve the different flow
velocity and temperature of the high-voltage linear motor
[4]. *e thermal network method replaces the real heat
source and thermal resistance with a small amount of
concentrated heat source and equivalent thermal resis-
tance, and converts the temperature field into a heat circuit
with concentrated parameters for calculation. Wrobel et al.
used the thermal network method to study the thermal
characteristics of the outer rotor brushless permanent
magnet motor, analyzed the advantages of modular
windings in reducing temperature rise, and verified them
through experiments [5]. Camilleri et al. established a
motor fluid network and an equivalent thermal network,
and used the thermal network method to predict the overall
temperature distribution of the segmented stator [6].
Scholars from various countries have achieved certain
results in the calculation of motor temperature rise [7–11],
but they have not considered the two-way magnetic-
thermal coupling of AFPMM and there are few studies on
its transient thermal analysis.

Based on the idea of two-way coupling, this paper fully
considers the interactions and influencing factors among
multiple physical fields such as electricity, magnetism,
fluid, and heat, conduct an in-depth study on the tem-
perature rise of AFPMM for new energy vehicles; *e
method and the equivalent thermal network method re-
spectively simplify the calculation models of motor loss and
temperature rise, and fully consider different factors such
as PWM power supply harmonics, permanent magnet
block, cooling water flow rate, loss distribution and other
factors to affect the steady-state and transient temperature
of the motor. *e influence of temperature rise; the
magnetic-thermal coupling model was established, and the
temperature rise calculation was corrected through cou-
pling iterations, which achieved a small accuracy error; the
temperature rise calculation results were verified and
compared through experiments, and the test results proved
the calculation method High accuracy, meeting the design
calculation requirements, has important guiding signifi-
cance for the subsequent design and development of
AFPMM.

2. Loss Analysis

2.1. Establishment of Magnetic Circuit Model Based on Split
Loop Method. In this paper, the AFPMM adopt dual-stator
and single-rotor structure as shown in Figure 1, which can
offset the unbalanced axial magnetic pull between stator and
rotor, and has high structural stability, it is suitable for
vehicles in the working conditions of frequent starting. *e
rotor has no core support structure with magnetic steel
embedded on the surface, which has higher power density
and higher efficiency.

*e magnetic flux starts from the N pole of the PM,
passes through the air gap, the stator teeth, and the stator
yoke back to the S pole, forming a closed loop. *e magnetic
circuit structure and equivalent magnetic circuit model are
shown in Figure 2. *e relationship of magnetomotive force
on a magnetic circuit is shown in formula.

Fm � Hmhm � 4Fδ + 2Fj1 + 4Ft1, (1)

where Fm, Hm, and hm, respectively, represent the magne-
tomotive force, magnetic field strength, and length of the
PM; Fδ, Fj1, and Ft1 are magnetic potential drop of air gap,
yoke, and the tooth.

*e magnetic field of AFPMM is distributed along the
axial direction. As the increase of radius and tooth pitch, the
magnetic circuit length, tooth width also increase gradually,
and the saturability of magnetic circuit changed at the same
time. *e calculation method equivalent to a one-dimen-
sional magnetic circuit is unreliable, and the use of the three-
dimensional finite element method consumes a lot of time.
In this paper, the split-loop method is proposed to calculate
the magnetic circuit characteristics of the motor. Ignoring
the edge effect, the AFPMM is cut into several small annular
belts in the radial direction, and the magnetic circuit
characteristics of each small annular belt are calculated
separately.

2.2. -e Calculation of Loss. Ignoring the additional copper
consumption of winding, the basic copper consumption of
motor is

PCu � mI
2
R, (2)

where m is the number of phases of the winding; I is the
effective value of phase current passing through the winding;
and R is winding resistance.

*e iron loss of stator core mainly includes hysteresis
loss and eddy current loss. *e magnetic circuit split-loop
method is adopted to call the data of tooth magnetic
density Btn and yoke magnetic density Bjn in each split
loop. According to Steinmetz iron loss model and
standard sinusoidal power supply, the iron loss in each
split loop is calculated to obtain the total iron loss of the
motor:

pFe � 
n

k�1
pFek

� 
n

k�1
phk + 

n

k�1
pek

� 
n

k�1
KhfB

α
k + 

n

k�1
Ke fBmk( 

2
,

(3)

where k represents the number of split loops; Ph is hysteresis
loss; Pe is eddy current loss; is hysteresis loss coefficient; Bm
is the maximummagnetic induction intensity; f is frequency;
and α Is the Steinmetz coefficient, generally in the range of
1.5–2.5.

2.3. -e Loss Calculation under PWM Power Supply. *e
vehicle motor is controlled by the controller (inverter)
taking power from the DC bus, and equivalent sine wave
magnetic field in the form of PWM chopper. It will intro-
duce a large number of high-order current harmonics, es-
pecially when the motor frequency is high, due to the
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limitation of the highest switching frequency of IGBT, the
harmonic proportion will increase, resulting in the increase
of harmonic loss, thus increasing the heating power. When
under PWM power supply, the eddy current loss generated
by each harmonic is

PePWM � ke 

∞

k�1
kfBk( 

2
. (4)

*at is, the overall eddy current loss can be expressed as
the sum of eddy current losses generated by each harmonic
magnetic field.

*e ratio of total harmonic eddy current loss to fun-
damental eddy current loss can be expressed as

χ �

∞
k�2 pek

pe1

�

∞
k�2 ke uk/ku( 

2

ke uk/ku( 
2

�

∞
k�2 u

2
k

u
2
1

� THD2
,

(5)

where, uk is the inductive voltage of winding by the k-th
harmonic magnetic field, when the resistance voltage
drop is ignored, and THD is the total distortion rate of
harmonic voltage.

*erefore, in the case of PWM power supply, the total
eddy current loss caused by fundamental voltage and time
harmonic voltage can be expressed as

pFePWM � ph + pePWM

� (1 + κ)pFe,
(6)

where κ � (χ/kh/e) + 1 is the iron loss increase coefficient. As
the carrier ratio increases, the loss decreases, but limited by
the switching loss of power devices, the carrier ratio of
inverter cannot be too large. *e loss under different carrier
ratios is shown in Figure 3.

Considering the influence of PWM power supply, the
loss of motor under 36 kW and 5600 rpm is calculated, and
the results are shown in Table 1.

2.4. Simulation Verification. In order to verify the accuracy
of the calculated loss derived by the split loop method in this
paper, the finite element model of the motor is established as
shown in Figure 4. *e no-load loss of the motor at different
speeds is obtained through calculation, and the simulation
results are compared with the results calculated by the split
loop method, as shown in Figure 5. When the motor speed is
higher than 4800 rpm, the calculation results of split loop
method are very close to those of finite element method;
When the motor speed is lower than 4800 rpm, there is a
large error between the calculation results of analytical
method and finite element method, the maximum error is
97.6W. When the rotating speed is low, the hysteresis loss is

Figure 1: Motor structure.
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Figure 2: Magnetic circuit model of AFPMM. (a) Magnetic circuit structure. (b) Equivalent magnetic circuit model.
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dominant. Using the traditional iron loss calculation
mathematical model, there is a problem that the selection of
material hysteresis loss coefficient and Steinmetz coefficient
is not accurate enough.

3. Thermal Network Model

When the equivalent thermal network method is used to
mesh and calculate the temperature field of AFPMM, the
following assumptions are made:

(1) *e cooling conditions of the motor in the cir-
cumferential direction are the same, and the motor
temperature is symmetrical along the circumferen-
tial direction

(2) *e temperature field of the motor is symmetrical
along the axial centerline of the rotor

(3) *e temperature of each air node in the motor cavity
is the same, that is, it is divided by the same node

*e main structures of the motor include waterway, End
cap, stator yoke, stator teeth, winding, PM, rotor, bearing
and so on. *e temperature nodes are divided according to
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Figure 3: Loss corresponding to different carrier wave ratios.

Table 1: Loss distribution of prototype at rated power.

Location Stator teeth Stator yoke Stator winding PM Rotor core Bearing
Loss/W 402 564 430 139 10 34

Figure 4: Finite element analysis model. 0 2000 4000 6000 8000
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Figure 5: No-load iron loss comparison.
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the characteristics of each part, and the nodes are connected
according to the heat flow direction to form a heat network,
as shown in Table 2.

3.1. SteadyState-ermalAnalysis. *emotor in this paper is
a fully enclosed motor with water cooling and natural
cooling outside the motor. *e thermal resistance param-
eters of the equivalent thermal network model are mainly
conduction thermal resistance and convection thermal re-
sistance, and radiation thermal resistance can be ignored.
Distribution of thermal network node is shown in Figure 6.

3.1.1. -ermal Conductivity and -ermal Resistance

(1) Cylinder Structure. *e heat conduction between the
main parts of the motor can be equivalent to a cylindrical
structure. R1, R2 are the inner and outer diameters of the
cylinder, T1, T2 are the temperatures on both sides of the
cylinder, and L is the length of the cylinder. According to the
basic theory of heat conduction, the radial heat conduction
can be obtained. *e resistance is

Ra �
1

2πλL
ln

R2

R1
. (7)

Axial heat conduction resistance:

Rb �
1

λπ R2 − R1( 
ln

R2

R1 + R2( /2
. (8)

(2) Winding. *e position distribution of each conductor in
the winding is random, and the equivalent thermal con-
ductivity of the winding Ks is introduced. Node 3 (stator
yoke) and node 7 (slot winding) exchange heat through the
slot bottom section. *e thermal conductivity and thermal
resistance between the stator yoke and the slot winding are

G37 � Ks1S37,

Rs1 �
δi

λi

+
1
4

b1 1 − Sf 

λL

KL +
b1 1 − Sf 

λL

⎡⎣

· 1 − KL(  +
d − dw

λd

b1

��
Sf



d

⎤⎥⎥⎥⎥⎥⎥⎦.

(9)

In the formula, Q1 is the number of stator slots; b1 is the
width of the slot bottom; Ks1 is the equivalent thermal
conductivity of the slot winding; δi is the insulation thickness
of the slot; Sf is the slot full rate; d is the elongation of the
straight part of the coil after exiting the slot; dw is the diameter
of the parallel wire; λi is the insulation thermal conductivity of
the groove; λL is the thermal conductivity of the dipping
varnish; λd is the thermal conductivity of the wire paint.

3.1.2. -ermal Convection -ermal Resistance

(1) Case and Air. *e casing is in direct contact with the
outside air, where air flows slowly, the convective thermal
resistance is

R1a−1 �
1

S1α
. (10)

According to the definition of the heat transfer coeffi-
cient in the case of natural heat transfer between the casing
wall and the surrounding space, the heat dissipation coef-
ficient of the chassis surface is

α � 14 1 + 0.5
���
ωw

√
( 

3

��

θ
25



. (11)

In the formula, α is the heat transfer coefficient of the
chassis surface, W/(m2·K); ωw is the wind speed blowing on
the inner wall of the chassis; θ is the temperature of the outer
surface of the chassis, K.

(2) -e Space between Stator Teeth and Air Gap. *e node
11 and the node 15 exchange heat through an air gap. *e
heat dissipation coefficient of this part is related to the air
gap fluid velocity. *e key to calculating the air gap
convective thermal resistance is the selection and calcu-
lation of the Nusselt number. For a smooth air gap, when
the Taylor number is small, that is, Ta < 1700, the fluid is
laminar, and the air gap is dominated by heat conduction;
when 1700 < Ta < 104, the air gap fluid is not only laminar,

Table 2: Corresponding nodes of each part of the motor.

Location Node Location Node
Chassis 1–2 PM 15–17
Stator yoke 3–5 Air of end part 19–21
Winding 6–10, 33–37 Shaft 22–24
Stator teeth 11–13 Bearing 25
Rotor core 14, 18, 30–32 End cap 26–29
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Figure 6: Distribution of thermal network node.
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but also accompanied by eddy currents; When
104 < Ta < 107, the fluid state of air gap is turbulent, the
Nusselt coefficient and the corresponding convective heat
dissipation coefficient under different fluid states are
calculated as follows:

Reδ �
vrg

μair
,

Ta �
Re2δg

r
,

Nu �

2, Ta< 1700,

0.128Ta0.367
, 1700<Ta< 104,

0.409Ta0.241
, 104 <Ta< 107,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

αair �
Nu · λair

g
.

(12)

(3) Waterway. *e convective heat transfer coefficient of the
waterway is calculated as follows:

Dh �
2HW

(H + W)
,

Rew �
ρwvwDw

μw

,

Pr �
μwCw

λw

,

(13)

where H and W are the height and width of the waterway
outlet; Dh is the hydraulic diameter of the waterway; Rew is
the Reynolds number of the waterway fluid; Cw, ρw, vw and
μw are the specific heat capacity, density, flow velocity and
dynamic viscosity of the fluid;

When Rew < 2300, the fluid in waterway is laminar, and
its Nusselt number is calculated as

Nusd � 7.46 − 17.02
H

W
  + 22.43

H

W
 

2

− 9.94
H

W
 

3
+

0.065DhRewPr/Lw( 

1 + 0.04 DhRewPr/Lw( 
2/3,

(14)

where Lw is the length of the waterway.
When 2300<Rew < 10

6, the fluid in the waterway is
turbulent, and its Nusselt number is calculated as

fw � 0.79 ln Rew(  − 1.64 
− 2

,

Nusd �
fw/8(  Rew − 1000( Pr

1 + 12.7 fw/8( 
1/2 Pr2/3 − 1 

.
(15)

where fw is the friction factor of the smooth waterway.

*e convective heat transfer coefficient of the waterway
is

αsd �
Nusdλw

Dh

. (16)

(4) Rotor Core. *e Reynolds number, Nusselt heat number
and heat dissipation coefficient of the rotor along the radial
end face are

Re1420 �
πD

2
2n

120μair
,

Nu1420 � 1.67Re0.385
1420 ,

α1420 �
Nu1420λair

2D2
.

(17)

*rough the heat transfer relationship of each node of
the motor, the heat balance equations related to the nodes
can be listed, and the heat balance equations of the motor
can be obtained by combining these equations. *e matrix
form is

[T] � [G][W]. (18)

In the formula, [G] is the thermal conductivity matrix of
each node; [T] is the temperature rise matrix of each node;
[W] is the heat source matrix of each node. By solving this
linear equation system, the temperature rise of each node
can be obtained, as shown in Table 3. *e thermal resistance
of different parts of the motor obtains an n× n thermal
conductivity matrix related to the node:

G �


n

i�1

1
R1,i

−
1

R1,2
· · · −

1
R1,n

−
1

R2,1


n

i�1

1
R2,i

· · · −
1

R2,n

⋮ ⋮ ⋱ ⋮

−
1

Rn,1
−

1
Rn,2

· · · 
n

i�1

1
Rn,i

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (19)

3.2. Transient -ermal Analysis. When the motor is in a
short-term acceleration state, the output power exceeds the
rated power. At this time, it is obviously unreasonable to use
the steady-state thermal network equation to calculate the
motor temperature rise. *erefore, it is effective to use the
transient thermal network to calculate the temperature
change of the motor during short-term overload. Evaluate
the safety performance of the motor.
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Under transient conditions, for any temperature node,
the net heat flow into the node at all times is equal to the
increase in the internal energy of the node’s relevant volume:

qi � ρiCiVi

dTi

dt
, (20)

where qi is the net heat flow of the i-th node; ρi is the density
of the unit represented by the i-th node; Ci is the specific heat
capacity of the unit represented by the i-th node; Vi is the
volume of the unit represented by the i-th node; dTi/dt is the
temperature rise rate of the i-th node.*e initial condition of
the first-order nonlinear differential equation is the initial
temperature of each node. Solving the differential equation
can obtain the characteristics of temperature change of each
node with time.

If the temperature of node i at time tk+1 is Tk+1
i (i� 1, 2, 3,

4, . . ., n), then the temperature Tk
i of node i at time tk can be

used to recursively obtain Tk+1
i :

T
k+1
i � T

k
i +

dT
k
i

dt
Δt

� T
k
i +

q
k
i

ρk
i C

k
i V

k
i

Δt,

qk
i � Q

k
i − Q

k
oi.

(21)

In the formula, Qk
i is the calorific value of the node at

time k, which is anm× 1matrix;Qk
oi is the heat outflow of the

node at time k, which is anm× 1 matrix;m is the number of
nodes divided by the thermal network. Vi is a fixed value,
and only qk

i , Ck
i , ρi and Tk

i at time tk are calculated, Tk+1
i can

be obtained. *erefore, as long as the initial temperature of
the node is obtained, the node temperature at each time can
be obtained.

Taking nodes 3, 6, and 7 as examples, construct their
transient thermal network solving equations:
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+
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+

T
k+1
7 − T

k+1
8
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+
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k+1
7 − T
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11

R711
  � ρ7C7V7

dT
k
7

dt
.

(22)

It should be noted that, due to the presence of windings
and dipping varnish in the stator slots, the calculation of the
heat capacity of the windings is more complicated. *e
calculation method of the equivalent specific heat capacity of
the winding nodes in reference [12] in this article is as
follows:

Ceff �
Sf ρwCw − ρinCin(  + ρinCin

Sf ρw − ρin(  + ρin

. (23)

In the formula, Ceff is the equivalent specific heat ca-
pacity; Sf is the slot full rate; ρw is the winding density; ρin is
the dipping varnish density; Cw is the winding specific heat
capacity; Cin is specific heat capacity of dipping varnish.

*e initial temperature is the ambient temperature, and
the motor runs at rated power. *e transient temperature
changes of each node are shown in Figure 7. *e stable

temperature reached by each node is the same as the cal-
culation result of the steady-state thermal network. *e
temperature of each node is stable in about 2000 s, and the
temperature of the PM rises fastest.

In order to fit the actual situation of the motor oper-
ation better, the motor operating state is given as shown in
Figure 8, the temperature changes of each node over time
are shown in Figure 9. It can be seen that when the output
torque of the motor increased, the winding temperature
increases rapidly with the increase of the winding current,
and the permanent magnet temperature decreases with the
decrease of the speed. *e change trend of the rotor
temperature is the same as that of the permanent magnet
temperature. *e transient temperature of the winding
does not affect the transient temperature of the permanent
magnet basically.

Table 3: *e temperature rise of each node at the rated power of the prototype.

Location Node Temperature rise (K) Node Temperature rise (K) Node Temperature rise (K)
Stator yoke 3 12.5 4 12.8 5 12.0
Stator teeth 11 29.3 12 31.3 13 34.0
Stator winding 6 60.3 8 56.1 10 59.0
PM 15 77.9 16 84.4 17 85.6
Shaft 22 43.0 23 48.6 24 53.9
Rotor core 14 63.8 18 59.4
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*e temperature changes of the windings and permanent
magnets at maximum power are shown in Figure 10. *e
maximum temperature of the winding is 235°C, and the
maximum temperature of the permanent magnet is 140°C.
*e temperature of the permanent magnet changes
smoothly during short-term overload. Due to the short time,
the heat in the winding is not enough to be taken away by the
cooling medium, so the temperature of the winding basically
rises linearly. According to the insulation specification, the
maximum overload time can be solved.

3.3. -e Effect of Permanent Magnet Segmentation on Eddy
Current and Temperature Rise. *e eddy current loss of the
permanent magnet is related to the eddy current path,
magnetic induction intensity, permanent magnet material
and shape, and can be calculated by the following formula:

Peddy � 
V

E · JdV

� 
V
ρJ

2dV,

(24)

where E is eddy current intensity; J is eddy current density; ρ
is permanent magnet resistivity; and V is permanent magnet
volume.

*e permanent magnet is divided into pieces along the
axial and radial directions, and an insulating layer is added
in the middle to block the eddy current loss path. *e eddy
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Figure 7: *e temperature change curve of each part of the motor
when running at rated power.
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current loss of the permanent magnet decreases with the
increase of the number of segments, as shown in Figure 11.
*e number of segments cannot be increased indefinitely
due to factors such as the manufacturing process, changes
in the effective size of the permanent magnet, and the
utilization rate of the permanent magnet material. When
the motors in this paper are divided into two pieces, the loss
has a clear tendency to decrease. *e distribution and size
of the eddy current loss under different divide methods are
shown in Figures 12 and 13. *e radial blocking has a
significant effect on reducing loss, so as to reduce the
temperature rise of the permanent magnet. Because the
AFPMM magnetic field is distributed in the three-di-
mensional space, there is an axial eddy current loss
component, but the content is small, so the effect of spliting
block loss in the axial direction is not obvious. Steady-state
temperature rise of permanent magnets and windings with
different block methods is shown in Figure 14. Dividing the
permanent magnet into four pieces can reduce the tem-
perature rise by 23% compared with the permanent magnet
not divided, and dividing the permanent magnet has little
effect on the winding temperature.

3.4. -e Influence of Cooling Water Speed on the Temper-
ature Rise of theMotor. Under steady-state conditions, the
temperature rise curves of permanent magnets and
winding with the change of cooling water flow rate are
shown in Figure 15(a), the change curve of cooling co-
efficient in waterway is shown in Figure 15(b). With the
flow rate increase of the cooling water, during the period of
0–1.5m/s, the cooling coefficient of the waterway in-
creases, and the temperature rise of windings and per-
manent magnets decreases. After 1.5m/s, the cooling
water enters the turbulent flow stage, the more flow rate
increases, the more slowly speed decreases. the saturated
water speed will eventually be reached, and then increasing
the water speed has little effect on heat dissipation.
*erefore, choosing a reasonable cooling water speed can
not only ensure the safe operation of the motor, but also
reduce the power of the water pump.

Under transient conditions, the temperature of the
permanent magnet and winding changes with the cooling
water flow rate when the motor runs for 180 s at 56 kW and
3000 rpm. As shown in Figure 16, the temperature of the
winding and permanent magnet basically does not change,
and the temperature of the permanent magnet does not
change, it is about 77°C, and the winding is about 183°C.
From the principle of the transient thermal network
equation in section III(B) of this paper, it can be seen that the
transient temperature rise speed is mainly affected by the
heat of the input node and the heat capacity of the node
itself. It is easy to know that in this working state, the short-
term heating power of the winding is large, and the thermal
resistance of the heat dissipation circuit is large, and the
balance of the cooling power cannot be achieved before a
large temperature difference occurs, and the heat capacity of
the winding and insulating paint is limited, resulting in the
winding temperature rise rapidly.

3.5. -e Influence of Loss Distribution on Motor Temperature
Rise. Assuming that the sum of copper loss and iron loss of
the motor is constant, the ratio of copper loss to iron loss is
changed, and the change curve of the steady temperature rise
of permanent magnets and windings with the ratio is shown
in Figure 17. Under steady-state conditions, when the ratio
of copper loss to iron loss increases, the copper loss in-
creases, the temperature of winding rise rapidly, and the
temperature rise of the permanent magnet slowly increases.
When the sum of copper consumption and iron con-
sumption of the motor is constant, other factors are ignored.
Reducing the proportion of the copper consumption of the
motor is beneficial to reduce the temperature rise of the
motor, but a lower proportion of the copper consumption
requires a larger amount of copper and a larger slot area, so
that the material utilization rate and power density are
reduced. Under transient conditions, the temperature rise
speed of the permanent magnet is basically not affected by
the change in the ratio of copper loss to iron loss, while the
winding temperature rise speed decreases as the ratio of
copper loss to iron loss decreases, reducing the copper loss of
the motor. *e proportion is conducive to reducing the
temperature rise rate of the motor.

4. Magneto-Thermal Coupling Analysis Model

*e change of temperature in motor affect the characteristics
of windings and permanent magnets, changes of resistance
and magnetic field strength affect the loss of motor, and the
changes in loss will be fed back to the temperature field
calculation. *erefore, the two-way magneto-thermal cou-
pling calculation of the motor can effectively improve the
accuracy of the calculation.

*e temperature change of the conductor causes the
change of resistance value, and the copper loss of the stator
also changes:

RT � R0 1 + αTT( , (25)

where αT is the temperature coefficient of the copper wire, R0
is the resistance at the initial temperature, and T is the
operating temperature. In addition, the remanence of per-
manent magnets decreases as the temperature of the motor
rises:

BrT � Br20 1 + αBr(T − 20) , (26)

where BrT and Br20 are the residual magnetism at temper-
ature T and 20°C, respectively, and αBr is the reversible
temperature coefficient of the permanent magnet.

Considering the mutual influence between the electro-
magnetism and temperature rise of the motor, a magnetic-
thermal coupling calculation model is established to itera-
tively correct the input temperature.*e calculation process is
shown in Figure 18. In the figure, m% is the allowable error
between the calculated temperature and the input tempera-
ture rise. When the input starting temperature of the per-
manent magnet and the winding is 95°C and 115°C, and the
allowable error is 5% and 1%, the number of iterations are 4
and 7 respectively, and the allowable error is 1% in this paper.
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Among them, the permanent magnet temperature rise
TP is taken as the average temperature rise of each node:

TP � T15
V15

VPM
+ T16

V16

VPM
+ T17

V17

VPM
. (27)

*e temperature rise of the stator winding TW is taken as
the average temperature rise of each node:

TW � T6 + T10 + T36 + T37( kend + T7 + T8 + T9 + T33 + T34(  1 − kend( . (28)

(a) (b) (c) (d)

Figure 12: Eddy current distribution when permanent magnet is divided into pieces. (a) Undivided. (b) Divided into two pieces in the
circumferential direction. (c) Divided into two pieces in the radial direction. (d) Divided into four pieces.
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In the formula, VPM is the volume of the permanent
magnet, and kend is the ratio of the volume of the winding
end to the total volume of the winding.

5. Experimental Test

In order to verify the calculation accuracy of the thermal
network method, the temperature rise test was conducted on
the prototype. *e prototype and experimental platform are
shown as Figure 19. *e motor windings were embedded
with thermal resistance, the bearing caps, shafts and other
structural parts were measured with infrared thermometer,
and the highest temperature of rotor was measured with

temperature stickers. *e rated conditions of the experi-
mental test are: stator current is 75A, rotor speed is 5600 r/
min, and cooling water flow rate is 2m/s. According to the
characteristic that the no-load back electric potential of the
motor is inversely proportional to the permanent magnet
temperature, in the prototype experiment, the no-load back
electric potential measured when the motor just runs at
5600 rpm at 20°C is 368V. After the motor runs for a period
of time, the temperature reaches stable. At this time, the hot
no-load back electric potential is 335V, and the temperature
rise of the permanent magnet is 84.4°C calculated according
to formulas (29)–(31). When the ambient temperature is
30°C, the temperature rise of the winding is 53°C by

undivided circumferential radial four pieces
55

60

65

70

75

80

85

Te
m

pe
ra

tu
re

 [º
C]

Winding
Permanent magnets

Figure 14: Steady-state temperature rise of permanent magnets and windings with different block methods.
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Figure 15: *e influence of the cooling water flow rate at the rated power of the motor on the temperature rise of the permanent magnets
and windings and the heat dissipation coefficient of the waterway. (a) Temperature rise of winding and permanent magnet. (b) Waterway
heat dissipation coefficient.
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measuring the thermocouple. Tables 4 and 5 show the
comparison of the temperature distribution of each com-
ponent of motor. *e maximum error appears on the
winding, but the error is small, all within a reasonable range,
which proves the accuracy of the calculation results in the
article. Figure 20 shows the efficiency map obtained by
experimental testing and calculation, the accuracy of effi-
ciency calculation is verified.

Br � 1 +(T − 20)
αBr

100
  1 −

IL

100
 Br20, (29)

Φ0 �
bm0BrAm

σ0
, (30)

E0 � 4.44fNKdqKΦΦ0. (31)

In the formula, Br20 is the residual magnetism of the
permanent magnet at 20°C; α is the reversible temperature
coefficient of the permanent magnet; IL is the irreversible
loss rate of Br; T is the operating temperature; bm0 is the
operating point of the permanent magnet; Am is the cross-
sectional area of pole of magnetism flux which is provided by
permanent magnet; σ0 is the magnetic leakage coefficient; f is
the operating frequency; N is the number of series turns of
each phase winding; Kdp is the winding factor; KΦ is the air
gap flux waveform coefficient; Φ0 is the no-load main
magnetic flux; E0 is the no-load back electromotive force.
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Figure 16: Changes of temperature of permanent magnet and winding with cooling water flow rate when the motor is running for 180 s at
peak power.
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Start

Iterative calculation of motor performance
based on magnetic circuit method, such

as loss, power and efficiency.

Calculation of TP1, TW1 based on thermal
network method under corresponding loss.
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Renew TP, TW, calculate the
resistance and residual

magnetism of permanent
magnet at the corresponding

temperature.

Setting of temperature TP, TW and
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Figure 18: Flow chart of magnetic-thermal coupling calculation of motor characteristics.

(a) (b) (c)

Figure 19: *e prototype and experimental platform. (a) *e stator. (b) *e rotor. (c) Experimental platform.

Table 4: Comparison of steady-state temperature rise of various structural components.

Location
Stator

Permanent magnets Shaft Rotor core
Yoke Teeth Winding

*ermal network method (K) 12.8 31.3 56.1 84.4 48.6 59.4
Measurements (K) 12.5 30.3 53 81.3 47.9 56.7
Error rate 2.4% 3.3% 5.85% 3.81% 1.46% 4.76%

Table 5: Comparison of transient temperature rise of winding and permanent magnet.

Time (s)
Stator winding Permanent magnets

*ermal network method Measurements Error rate (%) *ermal network method Measurements Error rate (%)
280 27.2 26.1 4.21 35.3 34.6 2.02
338 58.6 56.7 3.35 36.4 35.3 3.12
458 118.3 114.3 3.50 39.3 38.1 3.15
467 140.7 135.2 4.07 40.9 39.4 3.81
1500 56.0 53.0 5.66 80.9 78.5 3.06

Mathematical Problems in Engineering 13



6. Conclusion

In this paper, the split-loop method is proposed to analyse
the loss considering the influence of the harmonics under
PWM power. *e thermal network method is embodied
and applied to the steady-state and transient temperature
rise of the AFPMM calculate. Get the following
conclusions:

(1) By establishing a mathematical model of magneto-
thermal coupling, a fast iterative temperature rise
calculation method for AFPMM is proposed, and the
influence of PWM power supply on loss and tem-
perature rise is analyzed. *e calculation results are
more accurate and can provide guidance on the
design and calculation of similar motors.

(2) *e effects of dividing PM into pieces, cooling water
flow rate, and loss distribution on the steady-state
and transient temperature rise of the motor are
analyzed. *e results showed that within a certain
range, the selection of different parameters will have
a great impact on motor efficiency and temperature
rise, which can provide a reference for the selection
of motor parameters.

(3) *e loss and temperature rise models of the
AFPMM are simplified by the split-loop method
and the thermal network method, which can fully
ensure the calculation accuracy and avoid heavy
dependence on computer software and hardware
And a serious waste of time by the finite element
method.

*e calculation results are verified by prototype test,
and the results show that the calculation method used in
this paper has high calculation accuracy. Based on the idea
of two-way coupling, the interaction relations and influ-
encing factors among electric, magnetic, fluid and thermal
fields are fully considered in this paper, the rapid analysis of
temperature rise is realized, and consumes less time, oc-
cupies little computer resources by the method proposed, it
has extremely high application prospects for motor design
and optimization.
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Concentric dual-tubing steam injection technique is one of the main methods to improve heavy oil recovery efficiency. From field
data, it was discovered that hot fluid at high temperature and pressure caused steam injection casing to have elongation strain and
“necking” eccentric buckling, and the eccentricity change affected the accurate prediction of steam-water two-phase flow pressure
drop in the steam injection casing. 'is paper established a coupling model for the steam-water two-phase flow pressure drop in
vertical downward eccentric annulus and the wellbore heat transfer and developed a mathematical model calculation program, to
validate the accuracy of calculating the liquid holdup and pressure gradient of fully eccentric annulus.'is revealed the influential
law of eccentricity on the annulus steam-water two-phase pressure, dryness, and enthalpy value. 'e results indicated that when
the eccentricity e increased from 0 to 1, the saturation pressure of steam at annulus wellbore bottom increased by 0.265MPa, and
the dryness and enthalpy value decreased by 8.54×10−3 and 11.22 kJ kg−1, respectively. Compared to the concentric layout, the
eccentrically arranged steam injection inner tube cannot promote the wet steam dryness at annulus wellbore bottom.

1. Introduction

'e International Energy Agency (IEA) predicted [1] that
the heavy oil resource occupies at least half of the world’s
exploitable oil resources, but its hyperviscosity and complex
components make it harder to exploit. In order to increase
heavy oil recovery efficiency, the oil fields have adopted the
concentric steam flooding technique. However, in practical
work condition, the heat strain from injected steam makes
the steam injection inner tube have elongation strain and
“necking” eccentric buckling, and the concentric dual-
tubing steam injection will change to irregular eccentric
dual-tubing steam injection. For the dual-tubing steam
injection wellbores in oil fields, studying the influence of
eccentricity on steam-water two-phase flow pressure drop is
the key to accurately figuring out the wet steam pressure at
annulus wellbore bottom.

'e complex movement of the two-phase fluid in
eccentric annulus wellbore makes it very difficult to predict
the pressure drop of two-phase fluid. Gu et al. [2] used the
semianalytical method to raise a model for predicting

the steam-water mixture pressure in concentric dual-tubing
steam injection wellbore, which mainly investigated the
thermophysical properties of saturated steam and the
wellbore heat loss. Based on the actual gas state equation as
well as the mass, momentum, and energy conservation
equations, Sun et al. [3–6] used the finite difference method
and the iteration technique to disclose the change rules of
on-way thermophysical property curves of multicomponent
super-heated fluid, super-heated steam, and supercritical
water in the concentric dual-tubing steam injection well-
bore. Dong et al. [7] developed a model for the flowing and
heat transfer of multicomponent hot fluids (including super-
heated water vapor, nitrogen, and carbon dioxide) in the
concentric dual-tubing wellbore and parallel dual-tubing
wellbore, taking the impact of wellbore temperature and
pressure on its thermophysical properties into consider-
ation. Li et al. [8] explored the influential law of steam
injection well structure, steam injection proportion, and
steam injection time on the physical properties of steam in
the SAGD dual-tubing horizontal wellbore. On the basis of
the flowing and heat transfer model of concentric dual-
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tubing wellbore, Han et al. [9] considered the phase state
variation of CO2 and explored the pressure and temper-
ature distribution of CO2 in concentric casing. Wang and
Su [10] got a numerical solution of pressure drop when the
Bingham fluid moved axially in eccentric annulus, and
obtained the empirical calculation formula through para-
metric regression, but they did not propose an empirical
solution to the pressure drop formula applicable to the axial
movement of Newtonian fluid. Ibarra et al. [11, 12] put
forward a model for predicting the gas-liquid two-phase
flow holdup and pressure drop at the slug flow state of
horizontal concentric and fully eccentric tube sections, but
this model was not universal for all flow patterns. In the
field of concentric dual-tubing steam injection wellbore,
the studies of wellbore two-phase pressure drop model are
developing rapidly, while the calculation model of steam-
water two-phase pressure drop in eccentric annulus still
needs to be improved. To sum up, the method to solve the
pressure drop of steam-water two-phase flow in vertical
eccentric annulus has not been reported yet, and the in-
fluential law of eccentricity on the steam-water two-phase
pressure drop within concentric dual-tubing steam injec-
tion wellbore is not clear.

Regarding the concentric dual-tubing steam injection
wellbore, this paper built a coupling model for steam-water
two-phase flow pressure drop in vertical eccentric annulus
and wellbore heat transfer. 'en, a calculation program was
prepared to conduct simulation calculation of annulus water
vapor pressure drop, which revealed the influential law of
eccentricity on water vapor pressure, dryness, and enthalpy
value in vertical annulus downcomer.

2. Model Establishment and Verification

2.1. Physical Model. Take concentric dual-tubing steam
injection wellbore as an example. Due to the symmetry of
cylindrical coordinate system, the physical model of ver-
tical downward annulus was selected as shown in Figure 1.
'e wellbore structure includes steam injection inner tube,
steam injection outer tube, insulated tubing, casing annular
space (filled with low-pressure air), cement sheath, and
formation from inside to outside. 'e water vapor at high
temperature and pressure is injected into the steam in-
jection casing at a certain flow velocity and dryness and
dissipates heat to surrounding formation, which contains
the calculation problem of steam-water two-phase flow
pressure drop and the wellbore heat transfer problem.With
the increase of well depth, the gas content of steam-water
two-phase flow in the steam injection wellbore gradually
decreases, and the flow patterns of the steam-water two-
phase flow from well mouth to well bottom are annular
flow, erratic flow, slug flow, and bubbly flow. Regarding the
wellbore heat dissipation problem, at the initial steam
injection period (less than 1 day), heat shall dissipate
unstably in the wellbore, and both the steam injection time
and the specific heat capacity of wellbore can greatly affect
the heat flow density. When the steam injection time is
more than 7 days, heat transfer can be deemed as stable
inside the wellbore. For the steam injection wellbore using

steam flooding technique, heat transfers stably; for the
wellbores using steam stimulation techniques such as
closing-in, well completion, and well soaking, the heat
transfer should be transient. 'e on-way pressure of water
vapor in the wellbore bears the impact from flow pattern
and dryness at the same time. By dividing the wellbore into
several infinitesimal sections and analyzing the radial heat
transfer process of each section, the wellbore-formation
coupled radial heat transfer includes condensation heat
transfer of the steam in steam injection casing, heat con-
duction of insulated tubing, free convection and radiation
heat exchange of the casing annular space, heat conduction
of cement sheath, and transient heat conduction of
formation.

Eccentricity is one of the structural parameters of an-
nulus tube, which represents the offset distance from inner
tube center to outer tube center [13]. See its definition in (1),
and eccentricity value changes within 0∼1. Figure 2 shows
the cross-sectional view of annulus tube under a certain
annulus tube diameter ratio when the eccentricity is 0, 0.5,
and 1.

e �
2 DBC

DC − DT

, (1)

In the above equation, e is the eccentricity of annulus tube,
dimensionless; DC is the outer diameter of tubing, in meters;
DT is the inner diameter of steam injection casing, in meters;
andDBC is the distance between inner tube center and outer
tube center, in meters.

2.2.MathematicalModel. 'e couplingmodel for the steam-
water two-phase flow pressure drop in vertical eccentric
annulus and the wellbore heat transfer consists of two parts:
pressure drop and wellbore heat transfer. By virtue of the
relationship between water vapor’s saturation temperature
and saturation pressure, the wellbore heat dissipation was
coupled with the pressure drop, and the calculation of the
water vapor pressure in eccentric annulus was coupled with
the calculation of dryness and temperature.

To simplify the mathematical model, we made the fol-
lowing assumptions: (1) heat transfer from the wellbore to
outer edge of cement sheath is at a one-dimensional steady
state, and heat transfer from cement sheath to formation is at
a one-dimensional nonsteady state, while the axial heat
transfer of water vapor along well depth direction is ignored;
(2) the heat conductivity coefficient of the formation is
deemed as a constant; (3) the water vapor is at a one-di-
mensional two-phase steady flowing state; (4) the heat
dissipation of isolated tubing coupling is ignored; (5) the
wellbore-formation coupling heat transfer condition is
constant heat flow; and (6) the boundary of the heat-affected
zone of the formation is an insulated boundary.

'e pressure drop calculation model gave preference to
the Caetano prediction model for steam-liquid two-phase
flow pressure drop in vertical downward eccentric annulus
and the drift-flux model based on Bhagwat’s sectional void
fraction correlation [13].
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2.2.1. Optimal Pressure Drop Model

(1) Calculation of sectional void fraction [13]
Calculation of distribution coefficient C0 is as below:

C0 ≈ 1 + 0.2 − 0.2
����
ρg/ρl


 

· (2.6 − β)
0.15

−
���
ftp


 (1 − x)

1.5
.

(2)

Calculation of drift velocity vgj is as below:

vgj � (0.35 sin θ + 0.45 cos θ)

�������������

gDh ρl − ρg /ρl



· (1 − α)
0.5

C2C3C4.

(3)

Calculation of sectional void fraction α is as below:

α �
β

C0 + vgj/vm

,

HL � 1 −
β

C0 + vgj/vm 
.

(4)

In the above equations, C2, C3, and C4 are the
correction coefficients in drift velocity calculation; ftp
is the friction factor; β is the volumetric void fraction;
α is the sectional void fraction; HL is the liquid
holdup; the detailed calculation of above dimen-
sionless parameters is shown in the literature [13]; ρg

is the gas phase density, in kg∙m−3; ρl is the liquid
phase density, in kg∙m−3; x is the dryness; and Dh is
the hydraulic diameter, in meters.

(2) Calculation of pressure gradient
Based on the previous flow pattern division and
transition criterion theories for vertical annulus gas-
liquid two-phase flow [14, 15], the flow patterns are
divided into annular flow, slug flow, and bubbly flow.
'e transition condition from slug flow to annular
flow is the sectional void fraction α� 0.7, and the
transition condition from bubbly flow to slug flow is
α� 0.2 under concentric annulus. 'e transition
condition from slug flow to annular flow is the
sectional void fraction α� 0.8, and the transition
condition from bubbly flow to slug flow is α� 0.15

Eccentricity, e= 2DBC/(DC-DT)

D
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D
T

D
BC

Concentric, e= 0
2DBC=0

Partially Eccentric, e= 0.5
DBC=(DC-DT)/4

Fully Eccentric, e= 1
DBC=(DC-DT)/2

Figure 2: Annulus tube structure.
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Figure 1: Physical model of the concentric steam flooding wellbore system.
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under fully eccentric condition. Figure 3 shows the
flow pattern of annulus gas-fluid two-phase flow
under fully eccentric condition. 'e division of gas-
liquid two-phase flow pattern of fully eccentric an-
nulus is similar to that of concentric annulus, while
the existence of eccentric annulus breaks the sym-
metric distribution characteristics of bubbles along
tube center. In a wide annular space, the local sec-
tions have a higher void fraction. In a narrow an-
nular space, the local void fraction is lower. 'is
makes the transition boundary from bubbly flow to
slug flow move to the direction with decreasing
average sectional void fraction, untimely forming the
slug flow.
In view of the complexity of annular channel, the
circular tube pressure drop theory expressed in form
of equivalent hydraulic diameter cannot concretely
describe the structural feature and flowing charac-
teristic of annulus tube. 'erefore, the Caetano
annulus pressure drop correlation was introduced;
see the calculation model in (5)∼(7):

(a) 'e slug flow is as follows:

dp

dz
� ρmg

LLS

LSU

− λ
ρmv

2
m

2Dh

LLS

LSU

+ ρmvmdvm,

(5)

ρm � αρg +(1 − α)ρl, μm � αμg

+(1 − α)μl, hm � xhg +(1 − x)hl.

(6)

In the above equations, λ is the friction resistance
coefficient, dimensionless; LLS is the liquid slug
length, in meters; and LSU is the length of slug
unit, in meters [16]. 'e presentation form of
two-phase mixture parameters is shown in (8),
where ρm is the density of two-phase mixture, in
kg∙m−3; α is the sectional void fraction, di-
mensionless; μm is the viscosity of two-phase
mixture, in Pa∙s; vm is the velocity of two-phase
mixture, in m∙s−1; hm is the enthalpy value of
two-phase mixture, in kJ∙kg−1; μg is the viscosity
coefficient of gas phase, in Pa∙s; μl is the viscosity
coefficient of liquid phase, in Pa∙s; hl is the
enthalpy value of liquid phase, in kJ∙kg−1; and hg

is the enthalpy value of gas phase, in kJ∙kg−1.
(b) 'e annular flow is as follows:

dp

dz
 

core
� ρcoreg − τCI

SCI

Acore
− τTI

STI

Acore
. (7)

Under a stable gas-liquid interface of annular
flow, the pressure drops are equal at gas core,

inner tube’s liquid film, and outer tube’s liquid
film, and the pressure drop at gas core represents
the pressure drop of gas-liquid two-phase flow.
'e drift-flux model is based on the idea of
weighted average to figure out the mean value of
two-phase flow parameters distributed along the
cross section. 'us, the calculated value of the
above sectional void fraction, as well as the
calculated pressure, temperature, dryness, and
steam enthalpy values, is a mean value distrib-
uted along the cross section.

(b) 'e annular flow is as follows:
Under a stable gas-liquid interface of annular
flow, the pressure drops are equal at gas core,
inner tube’s liquid film, and outer tube’s liquid
film, and the pressure drop at gas core represents
the pressure drop of gas-liquid two-phase flow.
'e drift-flux model is based on the idea of
weighted average to figure out the mean value of
two-phase flow parameters distributed along the
cross section. 'us, the calculated value of the
above sectional void fraction, as well as the
calculated pressure, temperature, dryness, and
steam enthalpy values, is a mean value distrib-
uted along the cross section.
Under a stable gas-liquid interface of annular
flow, the pressure drops are equal at gas core,
inner tube’s liquid film, and outer tube’s liquid
film, and the pressure drop at gas core represents
the pressure drop of gas-liquid two-phase flow.
'e drift-flux model is based on the idea of
weighted average to figure out the mean value of

BUBBLE
FLOW

DISPERSED
BUBBLE FLOW

SLUG
FLOW

CHURN
FLOW

ANNULAR
FLOW

Figure 3: Flow pattern diagrams of fully eccentric annular upward
tube, Caetano et al. [16].
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two-phase flow parameters distributed along the
cross section. 'us, the calculated value of the
above sectional void fraction, as well as the
calculated pressure, temperature, dryness, and
steam enthalpy values, is a mean value distrib-
uted along the cross section.

(3) Calculation of tubing/casing liquid film thickness
ratio
'e plane angle toward the tubing wall is one of the
main parameters to solve the tubing/casing liquid
film thickness ratio in eccentric annular structure.
Caetano pointed out that solving the plane angle in
eccentric annulus is different from that in concentric
annulus. See the calculation of plane angle in (8),
where e is the eccentricity, dimensionless; K is the
radius ratio of annulus tube, dimensionless, K�DT/
DC; and WT

′ is the plane angle toward the tubing wall,
in rad. 'e symbol denotes the mean values along
the annular cross section. Since (8) has no analytical
solution, the approximate solution can only be ob-
tained by using numerical algorithm such as the
complexification Simpson rule.

〈WT
′〉 �

1
π 1 − K

2
 


π

0
8a

2sin− 1 K

2a
  + 2K

��������

4a
2

− K
2



− K
2 π dθ,

a �
e

2
(1 − K)cos θ +

1
2

����������������������

e
2
(1 − K)

2 cos2 θ − 1  + 1


.

(8)

2.2.2. Quasi-Stable Heat Transfer Model for Dual-Tubing
Steam Injection Wellbore

(1) 'e formula of dryness gradient

dx

dz
� −

1
hg − hl

1
W

dQ

dz
+ x

dhg

dT
+(1 − x)

dhl

dT
 

dT

dP

dP

dz


−
vmvsg

P

dP

dz
+ g.

(9)

(2) 'e formula of heat transfer coefficient from inside
the wellbore to outer edge of cement sheath
By working out the wellbore structural data in rel-
evant literature [17], the heat resistance of thermal
insulation layer, casing annulus layer, and cement
annulus accounts for 99.68% of the heat resistance of
wellbore inner layer, in which the steel tube and
condensation heat transfer resistance are ignored.
'e simplified heat transfer coefficient from inside
the wellbore to cement annulus is shown as follows:

U �
r2

λins

ln
r5

r4
+

r2

hc + hr( r6
+

r2

λcem

ln
rcem

rco

 

− 1

. (10)

(3) Condition of wellbore-transformation coupling heat
transfer

dQ � 2πr2 U TS1 − Th(  dz �
2πλe Th − Te( 

f(t)
dz . (11)

In (11), the left side of the equation denotes the
quasi-stable heat transfer from wellbore to outer
edge of cement annulus, and the right side of the
equation denotes the transient heat conduction of
the formation. 'is can be interpreted as follows: the
heat flow density inside the wellbore is equal to that
at the formation contact boundary.
In the above equation, λins is the hat conductivity
coefficient of thermal isolation materials, in
W∙m−1 K−1; λcem is the heat conductivity coefficient
of cement annulus, in W∙m−1 K−1; λe is the heat
conductivity coefficient of the formation, in
W∙m−1 K−1; hr is the radiation heat exchange coef-
ficient of casing annular layer, in W∙m−2 K−1; hc is
the natural-convection heat transfer coefficient of
casing annular layer, in W∙m−2 K−1; W is the mass
velocity, in kg∙s−1; Q is the heat flow density, in
W∙m−2; vsg is the apparent gas phase velocity, in
m∙s−1; vm is the flow velocity of two-phase mixture,
in m∙s−1. Th is the temperature of the outer edge of
cement annulus, in K; Te is the temperature of the
formation, in K; TS1 is the steam temperature in the
steam injection inner tube, in K; and f(t) is the
formation thermal conduction time function,
dimensionless.

(4) Differential equation of the formation’s transient
thermal conduction
'e differential equation of one-dimensional radial
formation transient thermal conduction can be
interpreted mathematically as below:

z
2
t

zr
2 +

1
r

zt

zr
�
1
α

zt

zτ
. (12)

'e initial condition is as follows:

When τ � 0: te � t0 + mz. (13)

'e boundary condition is as follows:

When r � r∞:
zt

zr
� 0,

r � rh: dQ � −2πrhdz λe

zt

zr
|r�rh

.

(14)

In the above equations, t is the formation temper-
ature distribution, t� f(τ, r), in K; t0 is the surface
temperature, in K; m is the surface temperature
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gradient, in K m−1; λe is the formation thermal
conductivity coefficient, in W∙m−1 K−1; and α is the
formation thermal diffusion coefficient, in m2 s−1.
'e solution of the differential equation of formation
transient thermal conduction is detailed in literature
[17], in which the formation transient thermal
conduction function f(t) has taken the Chiu semi-
empirical correlation for reference.

2.3. Model Validation

2.3.1. Validation of Liquid Holdup HL. 'e relationship of
liquid holdup HL and sectional void fraction α is as follows:
HL � 1− α. 'e 49 groups of experimental data of fully ec-
centric annulus are selected [16, 18], and the predicted and
measured liquid holdup values of air-water two-phase flow
in vertical upward fully eccentric annulus are compared in
Figure 4. It can be seen from Figure 4 thatMRD and Std are
the average relative error and standard deviation, respec-
tively. On account of that, the void fraction is higher and the
liquid holdup is lower in the annular flow condition, so it is
suitable to measure the accurate calculation of liquid holdup
by using absolute error. 'erein, the average relative error of
bubbly flow and slug flow is −2.6%. Except several data
points falling outside the error band of 20%, 95% of the data
points fall within the 20% error band, and 87% of the data
points have an error less than 10%; the average absolute
error of annular flow is 0.0226. 'e results indicate that the
predicted liquid holdup value fits well with the Caetano
measured value and that the Bhagwat correlation can meet
the allowable error in engineering calculation of liquid
holdup.

MRD(%) �
1
N



N

i�1

xpredicted − xmeasured

xmeasured
,

Std(%) �

�����������������������

1
N



N

i�1
xpredicted − xmeasured 

2




.

(15)

Compared to concentric annulus, the existence of ec-
centric inner tube can lead to a smaller local liquid holdup in
wider annular space, a larger local liquid holdup in narrower
gap, and a greater impact on average sectional liquid holdup
from annulus eccentricity. 'is is also the reason for the
prediction error of liquid holdup.

2.3.2. Validation of Pressure Gradient. In Figure 5, the
predicted value and measured value of pressure drop of air-
water two-phase flow in vertical upward fully eccentric an-
nulus were compared [18]. 'e work condition of Caetano
experiment is as follows: inner diameter of 0.0422m, outer
diameter of 0.0762m, temperature of 28.7°C, system pressure
of 0.315MPa, and air-water two-phase flow of vertical upward
fully eccentric annulus in adiabatic work condition. It can be
seen from Figure 5 that the average relative error of pressure
gradient is −21.15%, and the model can predict the pressure

drop of eccentric annulus, which verifies the accurate cal-
culation of pressure drop in eccentric annulus model.

Some of the prediction errors are caused by friction
factors fCI and fTI. 'e tubing/casing liquid film thickness
ratio reduces, which changes the Fanning friction factors,
thereby affecting the frictional pressure drop. 'e existence
of eccentric inner tube breaks the symmetry of bubble
distribution in gas-liquid two-phase flow, inevitably
changing the friction factor of eccentric annulus. Recently,
an empirical formula for friction factor of gas-liquid two-
phase flow in the fully eccentric annulus with a wide range of
Reynolds numbers is still lacking, so only the empirical
formula for friction factor of concentric annulus can be used
to approximately calculate the frictional pressure drop of
fully eccentric annulus.
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'e above research contents verify the accuracy of
predicting liquid holdup and pressure drop through the
pressure drop calculation model for gas-liquid two-phase
flow in eccentric annulus. 'e calculation model can satisfy
the allowable error in the engineering calculation of liquid
holdup and pressure gradient.

3. Influential Analysis of Eccentricity on the
Pressure Drop of Gas-Liquid Two-Phase
Flow in Vertical Annulus

'e basic parameters of dual-tubing steam injection well-
bore are shown in Table 1 [16]. A simulation analysis was
made on the influential rule of eccentricity on the water
vapor pressure in vertical annulus, as well as the change law
of water vapor’s on-way pressure in annulus tube under a
certain eccentricity.

3.1. Influential Law of Eccentricity on the Water Vapor On-
Way Pressure in Vertical Annulus. In an annular geometric
structure with the eccentricity e� 0/0.5/1, the influence of
eccentricity on the water vapor on-way pressure of wellbore
annulus is demonstrated in Figure 6.

As can be seen from Figure 6, when the well depth is
1000m, due to the superposition of on-way frictional
pressure drop in the wellbore, the influence of eccentricity
on the steam pressure at wellbore bottom is more obvious in
comparison with on-way pressure. With the increase of
depth, the water vapor pressure along the wellbore annulus
decreases gradually, and the higher the eccentricity, the
greater the pressure along the wellbore annulus. 'e steam
pressure at well bottom is the key to steam flood power, so it
is necessary to make in-depth analysis of it.

3.2. Influential Law of Eccentricity on the Water Vapor
Pressure at Vertical Annulus Bottom. When the dryness of
injected steam is greater than 0.2, the steam-water two-phase
flow pattern is determined as annular flow. See Figure 7 for
the influence of eccentricity on the steam-water mixture
pressure and frictional pressure drop at well bottom. See
Figure 8 for the tubing/casing liquid film thickness ratio at
well bottom under different eccentricity.

Figure 7 shows that the eccentricity e of vertical annulus
increases from 0 to 1, causing the water vapor pressure at
well bottom to increase by 0.265MPa. Apparently, the
frictional pressure drop decreases by 31.42 kPa, but actually,
the tubing/casing liquid film thickness ratio reduces by 0.099
as shown in Figure 8. 'is changes the wet perimeters SCI
and STI of gas-liquid interface at tubing side and casing side
as well as the Fanning friction factors fCI and fTI, thereby
affecting the frictional pressure drop. From concentric to
fully eccentric annulus structure, the frictional pressure drop
at well bottom is lowered. Some scholars [10, 11] also ob-
tained similar results through experiments. Ibarra et al. [11]
considered that the frictional pressure drop of concentric
annulus is larger than that of fully eccentric annulus and
completed its validation through experiment. Similarly,
Wang and Su [10] studied the calculation of the flowing

pressure drop of Bingham fluid in eccentric annulus and
discovered that the increase of eccentricity can bring down
the frictional pressure drop of annulus fluid, and the larger
the radius ratio K of annulus is, the greater the frictional
pressure drop decreases.

When the eccentricity becomes larger, the sectional void
fraction at annulus bottom turns lower.'e decreasing trend
of the section gas holdup is similar to the liquid film
thickness ratio of the casing shown in Figure 8. When the
mass velocity is constant, a lowered sectional void fraction
can cause the density of steam-water two-phase mixture to
increase, the flowing velocity of two-phase mixture to de-
crease, the interaction of gas core and wall liquid film in an
annular flow to weaken, and the frictional pressure drop to
become smaller. 'e structural change of annulus has little
impact on the wellbore heat transfer, and the influence of
eccentricity on the wellbore on-way heat loss and dryness
can be ignored. It is known from Figure 7 that, compared to
frictional pressure drop, the dynamic pressure at well bot-
tom is smaller than the frictional pressure drop by an order
of magnitude.'is indicates that the frictional pressure drop
is the main reason for the change of steam saturation
pressure and temperature at well bottom.

From the above analysis, the results express the fol-
lowing: when the eccentricity e increases from 0 to 1, the wet
steam saturation pressure at annulus bottom rises by
0.265MPa, the dryness decreases slightly by 8.54×10−3, the
enthalpy value decreases by 11.22 kJ kg−1, and the wellbore
heat loss basically remains unchanged. 'erefore, for a
concentric dual-tubing steam injection wellbore, the scheme
is theoretically infeasible to promote the wet steam dryness
at annulus bottom by an eccentric arrangement of steam
injection inner tube. Increasing the eccentricity can slightly
reduce the wet steam dryness at annulus bottom, and a
concentric arrangement of steam injection inner tube can
help to obtain a higher dryness at annulus bottom. Starting
with the wellbore insulation effect, increasing the thermal
resistance of insulated tubing, improving tubing annulus,
and promoting the insulation performance of tubing cou-
pling can effectively improve the steam dryness at wellbore
bottom. Eccentrically arranged inner tube can raise the wet
steam saturation pressure at annulus bottom and improve
steam flooding capability.

3.3. Change Rules of On-Way Pressure of Annulus Wet Steam
under Constant Eccentricity. When the eccentricity e� 0.5,
the change of steam on-way pressure in eccentric annulus is
shown in Figure 9.

Figure 9 shows that the steam on-way pressure decreases
quickly with the increase of well depth. In the figure, the
dotted line represents theminimal apparent gas phase velocity
vsgcr required in the transition of water vapor from erratic
flow to annular flow. For a vertical upward tube, the physical
significance of critical apparent gas velocity is the minimal
apparent gas velocity required by the liquid drop carried in
the gas core to move upward, and its value is determined by
the balance between the gravity and drag force of the largest
and most stable liquid drop in the gas core. For a vertical

Mathematical Problems in Engineering 7



Table 1: Basic wellbore parameters.

Basic parameters Value, unit Basic parameters Value, unit

Inner diameter of steam injection inner tube (r1) 0.027m 'ermal conductivity of tubing and casing (λtube,
λcas)

45W∙m−1 K−1

Outer diameter of steam injection inner tube (r2) 0.038m 'ermal conductivity of insulation materials (λins) 0.076W∙m−1 K−1

Inner diameter of steam injection annulus tube
(r3)

0.062m 'ermal conductivity of cement annulus (λcem) 0.933W∙m−1 K−1

Outer diameter of steam injection annulus tube
(r4)

0.073m 'ermal conductivity of formation (λe) 1.7305W∙m−1 K−1

Inner diameter of insulated tubing (r5) 0.1003m 'ermal diffusion coefficient of formation (αe) 1.75×10−6 m s−2

Outer diameter of insulated tubing (r6) 0.1143m Surface temperature gradient (Tgradient) 0.03K∙m−1

Inner diameter of casing (rci) 0.1594m Surface temperature (Tsurface) 302.15K
Outer diameter of casing (rco) 0.1778m Tubing outer wall blackness (ε6) 0.8
Outer diameter of cement annulus (rh) 0.2410m Casing inner wall blackness (εci) 0.1
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downward tube, the directions of the gravity and drag force
borne by the liquid drops carried are all downward, making it
hard to form falling film, whose critical apparent gas velocity
vsgcr is lower than that of an upward tube.

In Figure 9, the critical apparent gas velocity vsgcr is
0.433m s−1, the apparent gas velocity at annulus inlet vsg is
3.72m s−1, and the water vapor flow pattern has already
turned into annular flow.When the well depth increases, the
apparent gas velocity of water vapor continue to rise to
4.97m s−1. At this time, the water vapor flow pattern transits
to a fully developed annular flow.'e friction effect between
gas core and wall liquid film becomes larger, frictional
pressure drop takes a bigger and bigger proportion in total
pressure drop, and the dynamic pressure increases by about
32%, as shown in Figure 10.'us, the steam on-way pressure
declines dramatically with well depth.

As shown in Figure 10, because the water vapor flow
pattern gradually transits to a fully developed annular flow,
the on-way frictional pressure drop of steam quickly rises at
the well depth of 500m, fluctuates up and down within the
well depth of 600∼1000m, and shows an extreme value in
this depth range. 'ese are caused by the on-way change of
shear stress of gas core and steam injection inner/outer tube
liquid film, and the friction factor of gas core and wall falling
film is the main factor. When the eccentricity e� 0.5, the on-
way distribution law of the frictional shear stress between gas
core and the inner and outer wall liquid film of steam in-
jection annulus (as shown in Figure 11) is similar to the on-
way frictional pressure drop as shown in Figure 10.

'e solid lines in Figure 11 represent the on-way dis-
tribution of shear stress between the inner wall liquid film of
steam injection annulus and gas core, and the dotted lines
represent the on-way distribution of shear stress between the
outer wall liquid film of steam injection annulus and gas
core. It is known from Figure 11 that, whether the annular
geometric structure is concentric or eccentric with e� 0.5,
the shear stress between the inner wall liquid film of steam
injection annulus and gas core is always larger than that of
the outer wall of steam injection annulus; that is to say,
τTI> τCI. Caetano found out by experiment that, under
annular flow condition, the tubing wall liquid film δT is
thinner than casing wall liquid film δC. 'e fact that the
tubing/casing liquid film thickness ratio is less than 1
(Figure 8) also conforms to this conclusion, which makes the
shear stress between the inner wall liquid film of steam
injection annulus and gas core always larger than that of the
outer wall of steam injection annulus. It is precisely because
the shear stress between the inner wall liquid film of steam
injection annulus and gas core τTI is larger, in the annular
flow, the gas core exerts a greater drag force on the liquid
falling film of annulus inner wall, and more small droplets are
carried, causing the liquid film of annulus inner wall to be-
come thinner. In Figure 11, take well depth of 400m as an
example; as the eccentricity increases from 0 to 0.5, the shear
stress between the annulus inner wall liquid film and gas core
τTI reduces by 1.35 Pa, and the shear stress between the
annulus outer wall liquid film and gas core τCI rises by
0.316 Pa. 'is indicates that the eccentricity exerts different
impact on the shear stress between gas core and annulus

inner/outer wall liquid film. However, the change rule of the
shear stress between liquid film and gas core with well depth
displays a rapid rise at first, followed by a steady change (e� 0)
or a slight down-fluctuation (e� 0.5), and finally a gentle rise
(e� 0) or the appearance of an extreme value (e� 0.5).

In order to reveal the influence law of pipe diameter,
mass flow rate, and steam injection dryness on wet steam
pressure at the bottom of annulus pipe under concentric and
certain eccentricity conditions, the analysis of influencing
factors of wet steam pressure at the bottom of annulus pipe
under concentric and eccentricity conditions will be carried
out below.

3.4. Influence of Steam Injection Inner Tube Diameter onWet
Steam Pressure at Annulus Bottom. 'e influence of steam
injection inner tube diameter on the wet steam pressure at
annulus bottom under concentric and given eccentricity
conditions is demonstrated in Figure 12. 'e histogram
ordinate denotes the wet steam saturation pressure at well
bottom, and the ordinate of point plot represents the
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frictional pressure drop at well bottom. In Figure 12, when
the eccentricity remains unchanged, as the inner tube di-
ameter rises, the wet steam saturation pressure at annulus
bottom declines, and the frictional pressure drop of wet
steam increases. 'erefore, under a constant tube diameter,
the eccentricity has little impact on the wet steam saturation
pressure and frictional pressure drop at well bottom.

From the results of Figure 7, we can know that an in-
creased eccentricity can result in a slight rise in the wet steam
saturation pressure at well bottom and a slight decline in
frictional pressure drop. Take the steam injection inner tube
radius of 21mm as an example; as the eccentricity rises by
0.5, the wet steam frictional pressure drop at well bottom
reduces by about 2.3 kPa, which basically will not change the
wet steam saturation pressure at well bottom by an order of
magnitude of 1MPa. Accordingly, the influence of the ec-
centricity on the wet steam saturation pressure and frictional
pressure drop at annulus bottom can be ignored.

3.5. Influence of Steam Injection Outer Tube’s Mass Flow Rate
on theWet SteamPressure at Annulus Bottom. 'e influence
of steam injection velocity on wet steam pressure at annulus
bottom is shown in Figure 13. 'e histogram ordinate
denotes the wet steam saturation pressure at well bottom,
and the ordinate of point plot represents the frictional
pressure drop at well bottom. It can be seen from the figure
that, as the steam injection velocity accelerates, the wet steam
saturation pressure at annulus bottom declines, but the
frictional pressure drop of wet steam is enlarged. Under a
certain steam injection velocity, when the eccentricity rises,
the wet steam pressure at annulus bottom increases slightly,
while the frictional pressure drop is lowered slightly.

When the steam injection velocity is 35 t/d, as the ec-
centricity increases by 0.5, the steam frictional pressure drop
declines by 1.26 kPa. If the steam injection velocity is
accelerated to 50 t/d, the steam frictional pressure drop in
eccentric annulus will reduce by 7.1 kPa.With the increase of

steam injection velocity, the decreasing value of frictional
pressure drop will rise. Combining the analytical results of
the influential factors of concentric annulus steam injection
parameters, we come to the conclusion that, under eccentric
annular state, the influential law of mass velocity on the
wellbore steam saturation pressure is identical with that of
concentric annulus.

3.6. Influence of Steam Injection Outer Tube Dryness on Wet
Steam Pressure at Annulus Bottom. 'e influence of steam
injection out tube dryness on the wet steam pressure at
annulus bottom is shown in Figure 14.

Figure 14 illustrates that when steam injection dryness is
constant, the eccentricity rises by 0.5, and the wet steam
saturation pressure at well bottom reduces by 0.02MPa. As
steam injection dryness is increased, the wet steam saturation
pressure at annulus bottom significantly declines. Integrating
the analytical results of influential factors of annulus steam
injection dryness, under an eccentric annular structure, the
influential law of steam injection dryness on wellbore steam
saturation pressure is the same as that of concentric annulus.

'e influence of steam injection outer tube dryness on
the wet steam frictional pressure drop at annulus bottom is
shown in Figure 15.

Figure 15 demonstrates that when steam injection
dryness is 0.5, the eccentricity rises by 0.5, while the eccentric
annulus steam frictional pressure drop falls by 0.79 kPa. As
the steam injection dryness rises to 0.7, the eccentric annulus
steam frictional pressure drop will decline by 7.11 kPa. 'e
change of eccentricity has little impact on wet steam fric-
tional pressure drop.

After comprehensively analyzing Figures 12∼15, we
know that when the steam injection pressure at annulus
reaches an order of magnitude of 1MPa, the eccentricity can
increase from 0 to 0.5, and the steam frictional pressure drop
at well bottom only changes within 0∼10 kPa. Hence, the
eccentricity change has little impact on steam saturation
pressure at well bottom.
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Figure 13: Influence of steam injection velocity on wet steam
pressure at annulus bottom.
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4. Conclusions

In this paper, a calculation model for steam-water two-phase
flow pressure drop in vertical downward eccentric annulus
was established, and a simulation calculation program was
prepared. 'rough investigation, the influential law of the
eccentricity on the steam-water two-phase flow pressure
drop in vertical downward annulus was revealed, the change
trend of steam on-way pressure in an annular geometric
structure with eccentricity e� 0.5 was explored, and the
accurate calculation of fully eccentric annulus liquid holdup
and pressure gradient was validated. From simulation cal-
culation, it is discovered that when the eccentricity e in-
creases from 0 to 1, the steam frictional pressure drop at

annulus bottom declines by 31.42 kPa, the saturation pres-
sure rises by 0.265MPa, the dryness slightly reduces by
8.54×10−3, and the enthalpy value decreases by
11.22 kJ·kg−1, but the wellbore heat loss is basically not af-
fected. 'erefore, we have come to the conclusion that when
the steam injection pressure of dual-tube steam injection
wellbore reaches an order of magnitude of 1MPa, compared
to concentrically arranged inner tube, the eccentrically
arranged steam injection inner tube fails to improve the wet
steam dryness at annulus bottom.
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Athlete injury has always been an important factor that plagues sports. In order to reduce the probability of athletes’ sports injury
and improve the judgment of athletes’ action safety, the inherent laws of sports actions are fully excavated, the development of
action safety is promoted, and learners and instructors are caused to fully understand the safety of actions. .is study uses the
LSTM (long short-term memory) cyclic neural network algorithm to judge the safety of athletes in sports competitions. .e
experiment verifies the effectiveness of the LSTM cyclic neural network algorithm in basketball segmentation and recognition.
Sports injury is one of the important factors affecting the performance of all sports, and the problem of athletes’ injury is worrying,
so it is very necessary to effectively prevent potential sports injuries. .rough the investigation of different professional athletes,
the LSTM cyclic neural network algorithm is used for the whole process of extracting an independent motion action including
continuous actions. It is used to distinguish key postures and nonkey postures in an action, and to judge the correctness of the
action. Basketball skills here are mainly the movements of basic skills such as moving, passing the ball, dribbling, shooting,
breaking with the ball, personal defense, grabbing the ball, stealing the ball, and grabbing the ball. .e research results prove that
the LSTM recurrent neural network algorithm has a good effect on the safety of athletes. For athletes, 41.9% of people can improve
the safety of their movements by strengthening strength training.

1. Introduction

Physical education coaches ignore the general laws of human
body movement and play football games with high intensity
without warm-up. According to the characteristics of
physical education and training, the preparatory activities
should follow the principle of step by step. In recent years,
due to the frequent occurrence of sports safety accidents, the
safety of sports competitions has attracted extensive atten-
tion from all walks of life. In particular, the occurrence of
school sports accidents not only endangers students’ health
but also puts a certain pressure on the school’s teaching
control. .ere are constant disputes between parents and
schools, endangering students’ lives. Because the nonpro-
fessional athletes do not understand the sports safety

knowledge, the evaluation of sports ability is insufficient,
they often carry out some sports beyond their scope, and the
identification of external risk factors is insufficient. .ese
reasons lead to frequent sports safety accidents in recent
years. .e occurrence of sports safety accidents will bring a
series of problems.

Deep learning evolved from machine learning, and deep
neural networks evolved from artificial neural networks with
deep network structures. .e LSTM recurrent neural network
is an improved version of the RNN neural network. It mainly
solves the problem of gradient disappearance, which can make
the network remember the content for a longer time and make
the network more reliable. .is feature of LSTM is caused by
the improvement of its hidden neuron structure and does not
need to change the training method of the network.
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For action recognition, many experts at home and
abroad have been researched. Guo et al. extracted features
from the initial 200ms EMG, applied Kohonen and the
supervised Kohonen neural network, and compared the
results with the BP neural network. Experimental results
show that the supervised Kohonen neural network is better
than the other two algorithms, and the average recognition
rate can be increased to 88.4% [1]. Zaborski et al. believe that
standard-based morphometric methods or modern genetic
analyses are not always reliable enough and may be replaced
by multivariate statistical methods, especially discriminant
analysis and cluster analysis, and the Kohonen artificial
neural network included in data mining. .e hypothesis of
the complex species of Amidostomum acutum is divided
into three different species [2]. Yong et al. use the local mean
decomposition (LMD) method and supervised Kohonen
neural network (SKNN) for sound signal analysis. .e
optimal SKNN model is obtained after training samples.
Experimental results show that the comprehensive recog-
nition rate of the coal-rock interface is as high as 89%. .e
interface can be effectively identified through sound signal
analysis [3]. Martin et al. proposed a new dual-temporal
convolutional neural network (TSTCNN). When applied to
table tennis, it can detect and recognize 20 table tennis shots.
.e model has been trained on a specific dataset, the so-
called TTStroke-21, which was recorded under the natural
conditions of the School of Physical Education of the
University of Bordeaux [4]. In order to improve the rec-
ognition rate of sports athletes, this study analyzes the
motion recognition system based on clustering regression
and improved ISA deep network. .e network data col-
lection method is used to construct the athlete’s action video
library, the basketball event is taken as an example for
analysis, and identification is performed through feature
judgment [5]. Shih and Lin compared the expected per-
formance of taekwondo athletes, weightlifters, and non-
athletes and then linked these performances to their
emotional recognition performance. .is study mainly
found that accurate motion prediction does not necessarily
depend on the dynamic information of the motion. .e
results show that facial emotion recognition plays an im-
portant role in the action prediction of fighting sports such
as taekwondo [6]. Ramesh and Mahesh initially tried to
evaluate the performance of the deep convolutional neural
network architecture on the ordered frame sequence of
sports video. It believes that themain purpose of sports video
classification is to help viewers find videos they are interested
in for training and improving performance. Convolutional
neural networks can be widely used as a powerful classifi-
cation model for image recognition problems [7]. .ese
studies have improved the effective reference for this study,
but due to the limitations of related experiments, such as
data sources and too many variables in the experiment
process, the results of the experiment are questionable.

Compared with the total score of the FMS test, there is
no significant difference in the total score of the FMS test of
athletes with different competitive abilities, training years,
and BMI. Feature action recognition methods based on
gesture selection, most human action recognition

algorithms contain many parameters that need to be
manually adjusted, which seriously affects the realization of
the algorithm’s real-time function. In this study, the LSTM
recurrent neural network is used to extract the features of
the human body. It solves the problem of traditional feature
extraction. .e clustered keyframes are used as the hidden
state, and the parameters are initialized to enhance the
applicability of the algorithm. It is helpful to take differ-
entiated processing according to the weight of the infor-
mation contained in the subsequent recognition work,
focusing on the recognition and calculation of those ges-
tures of great significance, which helps to improve the
degree of automatic analysis and reduce the complexity of
analysis. Guided by the theory of sports injury risk as-
sessment, combined with the results of expert interviews,
the indicators were designed to form the screening indi-
cators and methods for the risk of sports injuries in youth;
the scientificity of the screening indicators for the risk of
sports injuries in adolescents was verified, and the evalu-
ation standards were established.

2. Judgment Method of Operation Safety

2.1. LSTM Recurrent Neural Network. An artificial neural
network is a system that intelligently processes input in-
formation by imitating the functions of the human brain.
.e basic processing unit of a neural network is a neuron,
which is often called a “processing unit” [8, 9]. Artificial
neuron abstracts the process of biological neuron processing
information and then describes it in mathematical language.
It is a simulation of the structure and function of the bio-
logical neuron and finally expressed by a model [10].

.e LSTM transforms the skeleton into another coor-
dinate system, replacing the original skeleton as input, to
gain robustness to scale, rotation, and translation, and then
extracts salient motion features from them. .e sigmoid
forget gate in LSTM determines whether the information is
retained during the process of information transmission
between neurons. As shown in Figures 1–5, the dots rep-
resent allowed information transmission, and the crosses
represent information truncation [11]. If allowed, the in-
formation will continue to be passed to the next node or the
next hidden layer; if not allowed, the information will be
ignored. In LSTM, the truncated information will not affect
the calculation of subsequent neurons, and the released
information will affect the subsequent calculations. It is
through these switches that we can decide whether to pass on
the influence of previous information. .e LSTM memory
valve is shown in Figure 6:

.e advantages of the Kohonen network: the Kohonen
network can map the human input pattern into a one-di-
mensional or two-dimensional graph at the output layer and
keep its topology unchanged; the network can make the
weight vector space and the probability of the input pattern
through repeated learning of the input pattern. .e distri-
bution area is consistent, that is, probability retention. Each
neuron in the input layer sends the input information to
each neuron in the output layer through the weight coef-
ficient vector. .e neural network through repeated self-
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organization learning of the input layer mode connects the
spatial distribution density of the weight coefficient with the
input mode. .e probability distribution tends to be the
same. At this time, the spatial distribution density distri-
bution of the connection weight coefficient can reflect the
characteristics of the input mode [12, 13].

.is study uses the sigmoid function. According to the
characteristics of the sigmoid function, the value is between
0 and 1. g is the input function of the unit, and h is the
output function of the unit. .ey usually use the tanh
function or the sigmoid function%. .e tanh function is
generally used in the state and output, which is the pro-
cessing of data. .e multiplication gate will provide the
output value to the nodes in the other network of the
memory block. .e activation functions of the input gate,
output gate, and forget gate all use the sigmoid function to
generate values between 0 and 1..e internal structure of the
memory block of LSTM is shown in Figure 1:

We can regard the basic processing unit of the LSMT
recurrent neural network as a neuron. For an n-dimensional
input pattern, then, there are n input neurons. .ese neu-
rons are connected to the output neurons to a certain degree,
and the degree of weighting varies. .e connection, that is,
the connection right, is different. .e output layer is a two-
layer neural network structure, the neurons in the output
layer are also connected to each other, and these connections
have a certain weight [14].

One mode pk among the M learning modes is randomly
selected as the input layer of the network, and the input
mode is normalized.
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At the same time, the connection weight vector is
normalized, and then, the Euclidean distance between Pk

and Wj is calculated as follows:
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After all the N inputs are calculated, the minimum
Euclidean distance dk is found to determine the optimal
matching neuron g. .e calculation formula is as follows:

Initialize, establish the initial
winning field

Input normalized sample

Calculate the dot product and select the winning node
with the largest dot product

Defining the winning
neighborhood

Whether the number of learning
reaches the total number of learning

End

YES

NO

Figure 2: Kohonen neural network algorithm flow.
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Figure 1: .e internal structure of the LSTM memory block.
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dg � min dj , j � 1, 2, ..., M. (3)

.e connection weights are adjusted, and the connection
weights between all neurons Ng(t) in the neighborhood of
the output layer and the neurons in the input layer are
modified.

Wji(t + 1) � Wji(t) + η(t)∗ P
k

i − Wji(t) . (4)

Correspondingly, η(t) and Ng(t) are updated, that is,
the learning rate and neighborhood range are updated.

η(t) � η(0) 1 −
t

T
 . (5)

Among them, η(0) is the initial learning rate, t is the
number of learning, and T is the total number of learning.

.e correction formula of the neighborhood function is
as follows:

Ng(t) � INT Ng(0) 1 −
t

T
  . (6)

.is kind of network simulates the function of self-
organizing feature mapping of the brain nervous system. It
is a kind of competitive learning network, which can
conduct unsupervised self-organizing learning in learn-
ing. .e role is played by the neighborhood and its ad-
justment. In the SOM network, the neighborhood defines
the range of neurons that can adjust the connection weight
at the same time as the winning neuron. In the initial stage
of learning, the range covered by the neighborhood is
relatively large, generally within the amplitude of the
output layer array, or it can cover the entire output layer
[15]. As the learning progresses further, the range of the
neighborhood gradually Ng(t) becomes smaller, eventu-
ally reaching the expected range. .e algorithm flow is
shown in Figure 2:

At present, the traditional moving image collection or
feature extraction method generally uses a horizontal
camera or an overhead camera to collect video images with
moving actions. Since the horizontal camera detects the
moving image of a target above a certain height in the
horizontal direction, there will be many interference images,
so it is difficult to set a clear detection area. .e input of the
system training data is X, the expected output is Y, and then,
the general input of each neuron in the hidden layer is as
follows:

Hj � 
n

i�1
ϕijxi. (7)

In order to simplify the calculation, the output results of
each hidden node can be obtained:

netj � f Hj , j � 1, 2, ..., l. (8)

.e input of each output node is as follows:

Ok � 
1

j�1
Hjwjk k � 1, 2, ..., m . (9)

Suppose we expect the value of the i-th output neuron to
be di, then, the prediction error of the i-th neuron is
ei � di − yi, and then, the error function of the output layer
is as follows:

E �
1
2
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e
2
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2
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2
. (10)

For each input X(k), the output Y(k) of each layer is
calculated:
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.erefore, the general situation can be obtained, that is,
for any i-th layer, there is the following:

Δwl
ji(k) � δl

j(k)y
l−1
i (k). (12)

.erefore, the error data transfer equation between the
input layer and the hidden layer is as follows:

Δϕij � −η
zE

zϕij

i � 1, 2, ..., n . (13)

Because of the sigmoid function f′(x) � f(x)

(1 − f(x)), the result obtained is as follows:

Δwjk � −η di − yi( yi 1 − yi( netj. (14)

Also because
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�
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�
znetj
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� netj 1 − netj wj.

(15)

.en, the formula can be further expressed as follows:

wij(t + 1) � wij(t) + η 

m

k�1
dk − yk( ykukneti 1 − neti( xj.

(16)

.e neural network is used to train the data according to
the above steps. Due to the characteristic that errors can be
transmitted backward, in the process of using data to train
the network, the weights between each layer are continu-
ously adjusted until the obtained data are close to the ex-
pected result. .e centroid of the variables of the samples
corresponding to each neuron after classification is calcu-
lated, the median of the variables of the corresponding

4 Mathematical Problems in Engineering



samples is used as the centroids, and the centroids of the
variables of the corresponding samples are used to update
the connection weights of each neuron.

2.2. SportsActionSafety. Usually due to irregular movement,
adverse climate factors, or sudden environmental factors,
such as wet road after rain, insufficient light, high or low
temperature, jet lag factors, and altitude changes, sports
safety is threatened. As an important part of human life,
sports become one of the values pursued by human society
because it can meet the different needs of human society
[16, 17]. Sports competition is a basic form of sports, which
is determined by the competitive nature of sports and sports
competition as a social and cultural system. All practical
activities of competitive sports are guided by competitive
competitions. .e selection and training of athletes must be
based on the requirements of modern sports competitions
for the intensity of competitive competitions, determine the
direction and standards of selection and training, and form
sports teams through competitive sports. .e role of sports
competitions in various sports academies is very common.
With the rapid development of sports, many competitions
also appear from time to time.

At present, the distribution of sports injuries in track and
field events is mainly on the limbs and trunk, and soft tissue
injuries are more common. Lack of knowledge of sports
healthcare and insufficient attention to the prevention of
sports injuries are the potential factors causing sports in-
juries [18]. Sports specialty students’ training time is short,
the training system is not strong, coupled with factors such
as unreasonable training arrangements, improper prepara-
tion activities, poor physical fitness, and movement skills,
and difficult training environments, and they are prone to
sports injuries. Without adequate rest and treatment,
training with injuries is more likely to lead to aggravation of
injuries or induce new injuries. .erefore, the prevention of
sports injuries and the treatment and recovery after sports
injuries are particularly important for sports specialties [19].
In addition to the above points, the reasons for athletes’
sports injuries are the movement problems that this study
wants to discuss. Sports movements are generally divided
into regular movements, unconventional movements, and
wrong movements. Conventional actions generally refer to
standard actions. Unconventional technical actions are
different from wrong actions. Unconventional technical
actions are a kind of performance in the game, and wrong
actions are contrary to the standard of action and are easily
injured by athletes [20].

As the main body of competitive sports, the country has
invested a lot of mental, human, and financial resources to
train an outstanding athlete. Athletes have invested precious
youth and hard work to achieve good results and reflect their
social value by virtue of their own competitive ability. .e
development of competitive sports athletes and the im-
provement of competitive sports levels may be restricted due
to sports injuries, hindering the career development of
athletes. .erefore, having a healthy body is one of the
important reasons for athletes to extend their sports career

life, and the prevention and rehabilitation of sports injuries
are very important [21]. .erefore, the research of sports
movements also appears to be particularly critical.

In recent years, more and more attention has been paid
to the training of sports injury prevention and treatment
personnel, but the injury protection system of athletes has
not been perfected. At this time, athletes’ own sports injury
prevention is more important. Athletes’ awareness of sports
injury prevention may affect their time and method of
medical treatment and their attitude toward treatment,
which in turn affects their recovery speed after injury.
.erefore, understanding athletes’ cognition of sports injury
knowledge and discussing related influencing factors can
provide important information for coaches or people in-
volved in sports injury protection.

2.3. Action Feature Extraction. .e current action feature
extraction methods can be roughly divided into two cate-
gories: (1) extraction based on feature parameters; (2) ex-
traction methods based on model measurement [22]. .e
basis of this classification is whether they used the model,
and the model is equivalent to the advanced processing
products after feature parameter extraction, so the model
method obviously has higher reliability based on the feature
parameter method, but the corresponding processing cal-
culation method is more complex, so which feature ex-
traction method should also be selected according to the
specific situation of the studied problem [23].

.e feature-based extraction method is a relatively basic
extraction method that has been studied for a long time and
is relatively mature and simple. .is extraction method does
not involve the establishment of a human body model, so the
amount of calculation is usually much smaller than that of
model-based extraction methods. Because of the nature of
the extracted feature parameters, the apparent features are
usually extracted from the area of the moving human body,
usually some two-dimensional information such as con-
tours, colors, heights and widths, and perimeters [24]. .en,
these characteristic parameters are used to match with the
human body movement to achieve the purpose of recog-
nition and analysis.

In the feature-based extraction method, various appar-
ent feature parameters are extracted, and the contour feature
is one of several important ones. Although the methods are
different, their steps are relatively similar. .ey can usually
be divided into background subtraction, human body
monitoring, processing to eliminate noise, and feature
extraction.

For video information, color information occupies a very
important role as one of the information. .e information
contained in color information when information is usually
obtained through human vision occupies a large proportion
of the total amount of information obtained from video.
.erefore, in the research of automatic recognition of action
behavior, color is often selected as the characteristic pa-
rameter because of its characteristics [25]. .e application of
color in the research is diverse. Researchers have set up
human bodies and backgrounds with large color differences
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to more highly extract human bodies from video. .is ideal
situation is relatively rare in reality. .erefore, in order to
solve the problem of complex background colors, methods
for marking colors in images were proposed. For example,
based on RGB and HSV color space and grayscale-based
colors are two more popular marking methods.

.ere are significant differences in the FMS test scores of
athletes of different genders, age-groups, with or without
injury history, and training bases. .ere are significant
differences in the patterns. Based on the model method to
identify the characteristic information of the moving human
body, the first step is to establish a human body model. .e
establishment of this model requires a lot of preliminary
work. It needs to use human body structure and a large
number of examples to verify to establish a human body
model. .e second part is to extract feature parameters from
the underlying features to match this model to drive this
model, so as to obtain various information that was about
the moving human body. .is model can be used to
characterize any individual, so it has a better recognition
effect than the feature method for humans with different
shapes, and even if the feature acquisition is inaccurate and it
is difficult to match the model, the motion law can be made
according to the estimation of the human body posture. .e
real human movement is restored to the greatest extent.
.ese advantages are also the reason why the model method
is becoming more and more common and gradually be-
coming the main direction of the development of human
movement consciousness.

3. Judgment Experiment and Results of
Action Safety

3.1. Database. Functional movement screening is a
screening system that predicts exercise risk based on the
basic movement patterns of the body. It is widely used in
various fields due to its easy operation and remarkable
screening effect. In the database conceptual design stage, it
considers the constraints and processing requirements of the
data in the position of all participants in the competition and
designs a data model based on the concept of system par-
ticipants—a conceptual model. .e conceptual model is
concretized to refine the requirements analysis. .e con-
ceptual structure abstracts the real world. By abstracting
things in reality into an information structure independent
of specific machines, the tasks at each stage are single, re-
duced in complexity, and independent of a certain DBMS.
We use the statistics of student athletes in a middle school in
this city, combined with the widely used humanmotion data
in human motion recognition. .e database service can
record and alert database risk operation behaviors such as
database injection and risk operation. .e athlete action
database and ECS self-built database are supported and
provide security diagnosis, maintenance, and management
capabilities for the action database. .e motion database is
shown in Figure 3:

Let us take a basketball player as an example. We use
sensors to analyze the player’s movements. .e experiment
starts at an angle of 0 degrees and continues to rotate the

sensor node at an angle of 1,080 degrees, sampling data every
90 degrees. .e experiment is divided into two groups. In
order to compare the compensation effect of the Kalman filter
on the angle calculation, the first group of the experiment
does not use any compensation method and directly obtains
the rotation angle of the sensor through the angular velocity
integration; the second group uses the extended Kalman. .e
filtering method compensates for the angle output of the
sensor node. .e compensation results are shown in Table 1.

.e comparison of the error data before and after
compensation is shown in the table. After rotating by 1,080
degrees, the angle calculation error without any compensation
method has reached 10 degrees, while the compensated angle
calculation error is only 0.37 degrees. It can be seen that the
algorithm can effectively compensate for the error caused by
the angular velocity integral and improve the human body.

Some athletes have weak shoulder and hip flexibility,
stability and core strength, poor coordination, and serious
body asymmetry. In the process of data collection, the
tester’s 9 types of actions such as walking, running, jumping
without the ball, standing dribbling, walking dribbling,
running dribbling, shooting, passing, and receiving the ball
when the tester is without the ball are collected. .e bas-
ketball action is shown in Figure 4:

As the basketball action progresses, the aspect ratio of the
moving human body in the image sequence will also change.
.ese changes in the aspect ratio can reflect information such
as the speed of movement outside of the contour feature, and
the human body in action can be drawn according to the
amount of change. .e result is shown in Figure 5:

In the data collection process, according to the different
placement positions of the sensor nodes on the body, the
collected upper limb movement and lower limb movement
data will be separately discussed and identified. .erefore,
for upper and lower extremity movements, classifiers are
separately constructed for recognition. .rough the com-
bination of upper and lower extremity movements, the
movements made by athletes can be determined. In this
study, the classification characteristics of different classifiers
are analyzed and the basketball gesture recognition of dif-
ferent classifiers is compared. For classification perfor-
mance, according to the movement data of different limbs,
the corresponding classification algorithm is constructed for
training, and the recognition effect is analyzed from the
accuracy rate and recall rate. .e upper and lower limb
movement test results are shown in Tables 2 and 3:

It can be seen from the table that the recognition effect
achieved by the LSTM cyclic neural network is better for the
classification of different limb movements. .e average
accuracy rate of upper limb movements reaches 93%, the
average recall rate reaches 92.1%, the average accuracy rate
of lower limb movements reaches 98.1. %, and the average
recall rate reaches 99%.

3.2. Action Comparison. We express the recognition result
in the form of a confusion matrix graph, where the diagonal
line is the correct recognition rate of the corresponding
category, and the off-diagonal line is the recognition rate of
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the wrong category. From the comparison of the two
confusion matrix diagrams, it can be seen that the recog-
nition result using only static features is significantly lower
than the recognition result of combining static features and
dynamic features. .e addition of dynamic features can
improve the recognition effect, and the combination of
dynamic features and static features can improve the rec-
ognition effect. Strong ability to characterize actions is more
suitable for action recognition, as shown in Figure 7:

We compare the recognition results without frame se-
lection and after frame selection, where the abscissa is the
specific eight types of actions, and the ordinate is the rec-
ognition rate. .e result is shown in Figure 8:

Due to the different levels of exercise, the sports skills
they accept are also different, the injuries caused and the
number of injured parts experienced are also different, and
there are obvious differences in the recognition of sports
injury names. Figure 9 shows the analysis of differences in
cognition of injury names among physical education stu-
dents of different specialties:

It can be seen that there is little difference in the scores of
sports majors of different specialties for injury names. .e
highest score is 4.90 for “basketball”; the lowest score is 4.81
for “wushu.” .e one-way analysis of variance on the
cognitive differences of sports majors in different specialties
showed that there was no significant difference between the
groups.

For basketballs that are prone to action safety, we sur-
veyed professional athletes and counted the training they
believe can effectively prevent related work. .e results are
shown in Figure 10:

It can be seen that most athletes believe that the pre-
vention of physical factors such as strengthening strength
training and agility training is very important. Among them,
41.9% felt that strengthening strength training had a great
effect on preventing injury, 35.3% felt that the effect was
large, and 21.1% felt that the effect was general. From the
aspect of project characteristics, the prerequisite for suc-
cessfully completing difficult movements is to ensure suf-
ficient muscle strength and good physical agility, which
requires strengthening of strength and agility.

4. Discuss

With the rapid development of the electronic information
industry today, artificial intelligence has been greatly im-
proved compared to the past. With the popularization of
video capture equipment and the improvement of computer
performance, computer vision technology has also ushered
in a rapid development period. At the same time, human
body action recognition is closely related to our lives and has
huge potential value. Human action recognition technology
based on computer technology and image recognition
technology is also a hot field of research today. .e appli-
cation of the LSTM recurrent neural network to the safety
recognition of sports actions has also become a trend.

.is study selects a segmentation method of continuous
motion human motion in video based on human motion

Figure 3: Movement database.

Table 1: Error before and after output angle compensation.

Rotation angle Error after compensation Error before
compensation

0 0.24 0.01
90 0.31 0.03
180 −0.01 −0.51
270 −0.03 −0.07
360 −0.43 2.69
450 0.14 2.02
540 −0.03 3.02
630 0 3.51
720 −0.04 8.27
810 −0.01 9.13
900 −0.69 7.89
990 −0.03 8.85
1080 0.36 9.15
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feature parameters to realize a sports motion recognition
method with simple calculation and better real-time per-
formance. In order to reduce the workload and improve the
real-time performance during the video processing and
analysis, the noncritical gestures can be eliminated for the

key gestures. .rough the analysis of the specific actions of
the moving human body, the extraction method based on
the motion feature parameters is adopted. It is different from
the model method in that it does not need to build a human
body model, usually the calculation complexity is relatively

Figure 4: Basketball action collection diagram.
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low, and the motion feature can carry enough parameters
that can be used for the recognition and analysis of the
moving human body. Due to the serious jump problem
when extracting the feature parameters, the method of

increasing the dimension to reduce the sensitivity of the
vector modulus is used for optimization.

For sports, it is necessary to establish a sound compe-
tition operation mechanism. .e operation mechanism
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Figure 5: Basketball action speed curve.
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Figure 6: LSTM memory valve.

Table 2: Basketball upper limb movement test.

Action
C4.5 SVM BN LSTM

Recall rate Accuracy Recall rate Accuracy Recall rate Accuracy Recall rate Accuracy
Catch the ball 0.928 0.943 0.954 0.965 0.884 0.918 0.954 0.967
Pass 0.909 0.921 0.965 0.989 0.925 0.945 0.972 0.971
Shot 0.914 0.908 0.977 0.983 0.947 0.904 0.968 0.971
Walking dribble 0.876 0.852 0.921 0.907 0.789 0.934 0.922 0.907
Standing dribble 0.775 0.756 0.806 0.548 0.768 0.702 0.894 0.866
Running dribble 0.771 0.811 0.681 0.851 0.803 0.746 0.864 0.886
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refers to a mechanism in that people try to establish a certain
goal and realize a certain desire and demand as the starting
point and ending point. .e national sports academies’
competition operation mechanism is the process in which
the various constituent factors have an impact and play a
role in the process of completing the development goals of
the cooperative association competition. .e development
of national sports college competition activities meets the
needs of three different levels: one is the highest level, that is,

it meets the needs of the country’s education and sports
development; the other is the need for the middle level, that
is, the development of each cooperative unit, the need for
mutual communication to promote and improve; the third is
the need for microlevel, that is, to meet the personal de-
velopment needs of participating athletes and coaches..ese
three different levels of needs that constitute the needs of the
development of competition activities in national sports
colleges and universities and are the power source to

Table 3: Lower limb movement test results.

Action
C4.5 SVM BN LSTM

Recall rate Accuracy Recall rate Accuracy Recall rate Accuracy Recall rate Accuracy
Jump 0.986 0.983 0.972 0.988 0.968 0.965 0.974 0.988
Run 0.972 0.971 0.987 0.968 0.944 0.964 0.986 0.974
Walk 0.969 0.965 0.977 0.985 0.979 0.947 0.992 0.983
Average 0.973 0.973 0.989 0.987 0.971 0.969 0.981 0.989
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promote their development. Only by meeting the needs of
these three levels and integrating them, the operation of
national sports colleges and universities can be unblocked
and the competition development goal of national sports
colleges and universities can be realized.

In terms of the implementation of corrective training,
due to the influence of competition, technical, and tactical
training content, athletes cannot complete corrective
training content in quality and quantity during the cor-
rection period and are affected by various objective fac-
tors, so they should pay attention to the preparation work
before class, competition, and activities. Sports equipment
is complete, and physical condition is good. Establishing a
reasonable competition operation mechanism is a guar-
antee system for the development of competition activities

in sports colleges across the country. .e further im-
provement of the competition system is to fully mobilize
the enthusiasm of schools, society, and the country to
participate, improve the level of competition, make the
competition better serve education and sports, and serve
the development of individuals and society. .erefore, the
arrangement of competition activities should be scientific
and reasonable, and the needs of systematic teaching and
training should be met to the greatest extent. At the same
time, multiperiod competition activities should be de-
veloped to meet the needs of different levels and different
levels of competition teams, and necessary single com-
petitions should be carried out. .e reform meets the
needs of market competition and makes the development
of the project realize a virtuous cycle. .rough the
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continuous improvement of the competition system, the
competition management goal of conforming to the
market and serving teaching, scientific research, and
training is achieved.

For athletes, attention should be paid to body relax-
ation and physical recovery after exercise. .e study of
professional courses for undergraduates majoring in
physical education is particularly important, but the study
of technical courses cannot be ignored. .e level of
physical fitness of students greatly varies. For students
with average physical fitness, thin or obese students, they
should pay attention to relaxation after class and physical
recovery to ensure the normal progress of the next class to
avoid excessive fatigue and cause sports injuries. A good
job of self-monitoring is done. Before class, before the
game, before the activity need to check whether the sports
equipment is complete, whether the physical condition is
good (no discomfort symptoms, injury recovery), and
whether the warm-up activity is sufficient. If you realize
that your current physical condition is not able to com-
plete the task, you must not force yourself instead of
making self-adjustment and consulting a teacher or see a
doctor in time.

5. Conclusions

Due to the limitation of monitoring and correction training
time, only one training base was selected for intervention,
and the sample size was too small. In addition, this study
only compared a single group of experiments before and
after, and no control group was designed, which could not
prove the effect of the correction training program to a
certain extent. Human action recognition is a research
direction that combines computer vision and artificial
intelligence. Kohonen neural network has been applied in
the fields of abnormal human behavior recognition, in-
telligent nursing, and action comparison. It is one of the
important technologies for the intelligent development of
people’s lives and has great practical significance. From the
experiments in this study, it can also be seen that the LSTM
recurrent neural network can play an important role in
sports action recognition..e recognition of simple actions
has obtained good results, but the recognition of actions in
complex environments, complex interactive actions, and
group action recognition still faces many difficulties and
challenges. .ere is still a lot of room for improvement in
the recognition rate. .e deep features of the Kohonen
neural network alone cannot accurately identify the
movements of the human body. Combining the extracted
human body features with the surrounding environment
can eliminate ambiguity and more accurately recognize
complex scenes and human body movements. In addition,
in many real scenes, it is the interaction of multiple people.
How to track and recognize the actions of multiple people
still face great challenges.
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grained sport action recognition with Twin spatio-temporal
convolutional neural networks,” Multimedia Tools and Ap-
plications, vol. 79, no. 27, pp. 20429–20447, 2020.

[5] H. Xu and R. Yan, “Research on sports action recognition
system based on cluster regression and improved ISA deep
network,” Journal of Intelligent and Fuzzy Systems, vol. 39,
no. 4, pp. 5871–5881, 2020.

[6] Y.-L. Shih and C.-Y. Lin, “.e relationship between action
anticipation and emotion recognition in athletes of open skill
sports,” Cognitive Processing, vol. 17, no. 3, pp. 259–268, 2016.

[7] M. Ramesh and K. Mahesh, “Sports video classification with
deep convolution neural network: a test on UCF101 dataset,”
International Journal of Engineering and Advanced Technol-
ogy, vol. 8, no. 4S2, pp. 2249–8958, 2019.

[8] K. S. Koltai and K. R. Fleischmann, “Questioning science with
science: the evolution of the vaccine safety movement,” in
Proceedings of the Association for Information Science and
Technology, vol. 54, no. 1, pp. 232–240, 2017.

[9] M. Seo, T. G. Gweon, C. W. Huh, J. S. Ji, and H. Choi,
“Comparison of bowel cleansing efficacy, safety, bowel
movement kinetics, and patient tolerability of same-day and
split-dose bowel preparation using 4L of polyethylene glycol:
A prospective randomized study,” Diseases of the Colon &
Rectum, vol. 62, no. 12, pp. 1518–1527, 2019.

[10] A. Ananenkov, A. Konovaltsev, V. Nuzhdin, V. Rastorguev,
and P. Sokolov, “Radio vision systems ensuring movement
safety for ground, airborne and sea vehicles,” Journal of
Telecommunications and Information Technology, vol. 8, no. 4,
pp. 54–63, 2019.
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*e cross-regional spread of COVID-19 had a huge impact on the normal global social order. *is paper aims to build an
improved dynamic transmission rate model based on the conjugate gradient neural network predicting and analyzing the global
COVID-19 epidemic. First, we conduct an exploratory analysis of the COVID-19 epidemic from Canada, Germany, France, the
United States, South Korea, Iran, Spain, and Italy. Second, a two-parameter power function is used for the nonlinear fitting of the
dynamic transmission rate on account of data-driven approaches. *ird, we correct the residual error and construct an improved
nonlinear dynamic transmission rate model utilizing the conjugate gradient neural network. Finally, the inflection points of the
global COVID-19 epidemic and new outbreaks, as well as the corresponding existing cases are predicted under the optimal sliding
window period. *e experimental results show that the model presented in this paper has higher prediction accuracy and
robustness than some other existing methods.

1. Introduction

With the acceleration of globalization and the development
of science and technology, the population is moving rapidly,
and the world has become interdependent and inter-
connected, making it possible for infectious diseases to
spread rapidly. In early December 2019, the first case of a
new type of coronavirus was reported in Wuhan, China, and
it was named corona virus disease 2019 (COVID-19) on
February 11, 2020. Subsequently, the COVID-19 epidemic
spread rapidly from Hubei Province to many provinces
across China and brought serious harm to the lives and
health of Chinese, as well as to social and economic de-
velopment. Until late February 2020, the COVID-19 epi-
demic prevention and control work in China had achieved a
phased victory. Unfortunately, due to the lack of awareness
regarding the COVID-19 epidemic in many overseas
countries and inadequate prevention and control measures,
the COVID-19 epidemic began to spread rapidly in Asia, the

Middle East, Europe, and North America in late February
and early March of 2020. In particular, the introduction of
the concept of “herd immunity” by the British government
has exacerbated the spread of the COVID-19 epidemic in
Europe. Ferguson et al. [1] pointed out that if the British
government does not change the current situation with
respect to “herd immunity” approach, this wave of the
COVID-19 epidemic will even cause 510,000 British deaths,
and the number of deaths in the United States will be even
greater, with possibly 2.2 million deaths. According to a
report from Johns Hopkins University, as of January 24,
2022 (Beijing time), there were 351,983,072 confirmed cases
and 5,614,569 deaths from the COVID-19 worldwide. More
than 200 countries and regions in the world have confirmed
the presence of the COVID-19 epidemic. More seriously,
there have been 71,925,931 confirmed cases and 889197
deaths in the United States (USA). *e top ten countries in
terms of cumulative confirmed cases and deaths are shown
in Figure 1.
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Figure 1 shows that the United States is the country with
the largest cumulative number of confirmed cases and
deaths, accounting for approximately 20.4% and 15.9% of
the global totals, respectively.

Statistics from Johns Hopkins University show that the
cumulative number of confirmed cases worldwide exceeded
100 million cases on January 26, 2021, more than 200 million
cases on August 4, 2021, more than 300 million cases on
January 7, 2022. It is notable that it took 370 days from January
20, 2020 to reached 100 million cases. However, the increase
rate of cumulative confirmed cases of the global COVID-19
epidemic has accelerated since Octobers 2020. It took 190 days
to increase from 100 million to 200 million cases. More se-
riously, it only took 156days to go from 200 million cases to
300 million cases. *e details is displayed in Figure 2.

From Figure 2, it takes about 10–25 days for every 10
million increase from October 18, 2020, to December 12,
2021. Recently, with the newOmicron variant of COVID-19,
the global spread of the COVID-19 epidemic has once again
set a new record. It only took 14 days to increase from 270
million to 280 million cases, 7 days to increase from 280
million to 290 million cases, 4 days to increase from 290
million to 300 million cases, 4 days to increase from 300
million to 310 million cases, 3 days to increase from 310
million to 320 million cases, 4 days to increase from 320
million to 330 million cases, 3 days to increase from 330
million to 340 million cases, and 3 days to increase from 340
million to 350 million cases. However, there is no sign of
improvement at present.

*ere are a lot of work have been studied on the
transmission mechanism and prediction models of the
COVID-19 epidemic, with the aim revealing the governing
law of the epidemic, predicting changes and developmental
trends, analyzing the causes and key factors of the epidemic,
and seeking the best strategy for prevention and control. In
particular, the SEIRmodel and its extensions are favoured by
researchers. Wu et al. [2] used the SEIR model to predict the
domestic and international spread of the COVID-19 epi-
demic in the short-term and long-term. *e numerical re-
sults show that in order to avoid outbreaks in large cities
with strong transport links in China, a large number of

public health interventions must be implemented imme-
diately at the population and individual levels. Caetano et al.
[3] used an age-structured SEIR model to determine the
impact of the implementation of past non-pharmaceutical
interventions on the COVID-19 epidemic. Ghostine et al. [4]
achieved encouraging results in small-scale short-term
predictions by an extended SEIR model.

Based on the SEIR model, Wang et al. [5] constructed a
complex network model for the spread of the COVID-19
epidemic in 15 cities with severe epidemics inWuhan and the
surrounding areas, focusing on the analysis of the possible
time points at which the resumption of work in Wuhan and
the surrounding areas could occur and the impact of re-
sumption on the risk of secondary outbreaks. Yang et al. [6]
used a modified SEIR model to predict the trend of the
COVID-19 epidemic in China under public health inter-
ventions. Li et al. [7] studied the estimation of the scale of the
COVID-19 epidemic in the United States based on air travel
data fromWuhan. Liu et al. [8] used mathematical models to
analyze the developmental trends of the COVID-19 epidemic
in South Korea, Italy, France, and Germany. Hermanowicz
[9] used a logistic model to conduct a systematic evaluation
for predicting the growth of the COVID-19 epidemic in the
United States based on 87-day data from China as of March
13, 2020 and 70-day data from the United States as of March
31, 2020. In the meantime, models based on data-driven
statistics have also been widely used for the prediction and
analysis of the COVID-19 epidemic, including function fitting
[10, 11], machine learning [12–15], deep learning [16–18] and
time series models [19, 20].

In particular, in view of the difficulty of accurately es-
timating the basic infection number R0 in traditional in-
fectious disease epidemiology, Huang et al. [21] proposed a
data-driven concise and practical method for calculating the
dynamic transmission rate of an epidemic to replace the
basic infection number. Subsequently, Hu et al. [22, 23] used
dynamic transmission rate model (DTRM) and dynamic
growth rate model (DGRM) to predict and empirically
analyze the domestic and global COVID-19 epidemics,
respectively, and the experimental results show that the
prediction accuracies of both models were greatly improved.
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Figure 1: Top ten countries with cumulative confirmed cases and deaths.
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Compared with the SIR model [24], the SEIR model [2] and
their extensions [5, 6], the DTRM based on a data-driven
approach has a wider application range, higher prediction
accuracy and stronger robustness. Xie et al. [25] used an
nonlinear combinational DTRM (NCDTRM) based on
support vector regression (SVR) to predict the COVID-19
epidemic in China. *e experimental results demonstrate
that NCDTRM effectively overcomes the shortcomings of
insufficient information extraction and insufficient predic-
tion accuracy of the single model. Xie et al. [26] presented an
improved NCDTRM (INCDTRM) based on forecasting
effective measure and SVR for analyzing and predicting the
COVID-19 pandemic in eight countries. *e experimental
results reveal that INCDTRM has smaller prediction error
and stronger generalization ability than the single prediction
models, DGRM and NCDTRM that have been used
previously.

Undoubtedly, the COVID-19 epidemic is a major public
health emergency, that poses major challenge to the medical
and health systems of all countries in the world and has a
major impact on the global economic order. However,
people are only concerned about the source, host, and spread
of the COVID-19 epidemic, but themethod of spreading, the
pathogenic mechanism, the harmfulness, the lethality, the
diagnosis and treatment plan, the treatment drugs, whether a
given patient has sequelae after recovery, etc. have not been
fully understood [27]. *erefore, in the face of the global
COVID-19 epidemic, how to construct an effective and
reasonable mathematical model for quickly, accurately and
quantitatively evaluating the current stage of the epidemic,
determining the effects of control measures, predicting fu-
ture trends, and controlling the spread of the epidemic to
avoid the collapse of the medical system has become a major

issue and an urgent task for the government, the scientific
community, and the public.

Existing research results show that when the sample size
is not large enough, the DTRM model estimation parameter
method has a large deviation [28]. *erefore, the paper aims
to build an improved DTRM based on the conjugate gra-
dient neural network (CGNN) (abbreviated as IDTRM-
CGNN) to predict the inflection point of the COVID-19
epidemic in Canada, Germany, France, the United States,
South Korea, Iran, Spain and Italy. *e corresponding
existing confirmed cases are also reported. *e core idea of
the IDTRM-CGNN is to use the CGNN to correct the re-
siduals for improving the prediction accuracy.*e empirical
results show that our model has higher prediction accuracy
and robustness than some other existing methods, and can
provide scientific decision-making for the prevention and
control of the global COVID-19 epidemic. Furthermore,
these results can also provide a study and judgement of the
effects of the epidemic control measures employed in dif-
ferent countries.

*e rest of this paper is organized as follows: Section 2
briefly recalls some well-known results on the dynamic
transmission rate, the inflection point of the COVID-19
epidemic, and the neural network based on the conjugate
gradient method. Section 3, the IDTRM-CGNN is proposed
to predict and analyze the global COVID-19 epidemic.
Conclusions and remarks are made in Section 4.

2. Preliminary Knowledge

2.1. Dynamic Transmission Rate. In this subsection, we in-
troduce the basic idea of the dynamic transmission rate,
which plays an important role in the COVID-19 epidemic
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Figure 2: Global COVID-19 epidemic.
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predictions and analysis. For the details can be referred to
[21–23, 25, 26].

Let N(t) be the number of existing confirmed cases at
time t. *en,

N(t) � L(t) − K(t) − D(t), (1)

where L(t), K(t), and D(t) are the numbers of cumulative
confirmed cases, cumulative deaths and cumulative cures at
time t, respectively.

It is well-known that the natural growth model is defined
by

dN(t)

dt
� q(t)N(t), (2)

where q(t)≥ 0 is the growth rate of the number of existing
confirmed cases at time t.

Let

q(t) � g(t) − 1. (3)

It follows from (2) and (3) that

lnN(t) − lnN t0(  � 
t

t0

g(x)dx − t − t0( . (4)

*en, the number of existing confirmed cases is obtained
by

N(t) � N t0( exp at t − t0(  , (5)

where

at �


t

t0
g(x)dx

t − t0(  − 1
. (6)

For the sake of analysis, we introduce the dynamic
transmission rate, i.e.,

ct � 1 + at, (7)

which was first studied in [21]. *en, we have

ct � 1 +
1

t − t0
ln

N(t)

N t0( 
. (8)

*is implies that

ct � 1 +
1
k
ln

N(t)

N(t − k)
, (9)

where k � t − t0 represents the sliding window period, see
[22, 23, 25, 26] or Section 3.3 for details.

2.2. Inflection Point of the COVID-19 Epidemic. *e inflec-
tion point of the COVID-19 epidemic in this paper refers to
the moment when the number of existing confirmed cases
reaches a peak within a certain period of time [22]. *erefore,
the inflection point of the COVID-19 epidemic is the key
point for the prevention and control of the COVID-19 epi-
demic, so it is an important factor for measuring whether the
COVID-19 epidemic is under control. *e following are the
trend charts of the numbers of existing confirmed cases in

Canada, Germany, France, the United States, South Korea,
Iran, Spain and Italy from the outbreak of the COVID-19
epidemic to April 7, 2020, as shown in Figure 3.

Figure 3 shows that the first wave of the COVID-19
epidemic inflection point in South Korea arrived on March
12, 2020. *is means that South Korea has achieved good
momentum with regard to the prevention and control of the
first wave of the COVID-19 epidemic. However, the
numbers of existing confirmed cases in other countries are
still increasing, and the first wave of the COVID-19 epidemic
was not effectively controlled before April 7, 2020; that is,
there was no inflection point in the COVID-19 epidemic.

2.3. Neural Network Based on Conjugate Gradient Method.
Artificial neural networks (ANNs), also known as neural
networks, are mathematical models that imitate the be-
haviour characteristics of animal neural networks and
perform distributed parallel information processing. *ey
are widely used in pattern recognition, signal processing,
knowledge engineering, expert systems, robot control and
other fields [29]. In view of the local convergence of neural
networks and the difficulty of slow convergence speeds, the
study of the CGNN has attracted the attention of many
scholars [30]. In what follows, we briefly introduce the basic
idea of the CGNN, which updates the weight and bias values
according to the scaled conjugate gradient method.

Considering the neural networks were composed of an
input layer, (L − 1) hidden layers, and an output layer. Let
x ∈ Rn and y ∈ Rm be the input and output of the given
neural network, respectively. Furthermore, we denote
x(0) ∈ Rn be the initial input of the neural network. *en the
output of the k-th hidden layer of the neural network is
obtained from

u
(k)

� W
(k)

x
(k− 1)

+ b
(k)

,

x
(k)

� fk u
(k)

 , k � 1, 2, . . . , L,

⎧⎨

⎩ (10)

where fk(·) is the activation function of the k-th hidden
layer, x(k− 1) ∈ RNk− 1 is the output of the (k − 1)-th hidden
layer, also is the input of the k-th hidden layer, W(k) �

(w
(k)
ij ) ∈ RNj×Ni is the weight matrix between the (k − 1)-th

hidden layer and the k-th hidden layer, in whose w
(k)
ij is the

weight from the j-th neuron in the (k − 1)-th hidden layer to
the i-th neuron in the k-th hidden layer and Nk is the
number of the neurons in the k-th hidden layers, b(k) is the
bias vector of the k-th hidden layer.

*e basic block diagram of the neural network is shown
in Figure 4.

Suppose there are n train samples (xi, yi), where xi ∈ Rn

and yi ∈ Rm are the input vector and the label vector, re-
spectively. For the given neural network, the global error
function, i.e., the sum of the squared differences of all the
training samples, is defined by

E(w) ≔ E W
(k)

, b
(k)

  �
1
2n



n

i�1
x

(L)
i − yi

�����

�����
2
, (11)
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Figure 3: Trends of the numbers of existing confirmed cases in eight countries. (a) Canada (b) Germany (c) France (d)*e United States (e)
South Korea (f ) Iran (g) Spain and (h) Italy.
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where w is the set of all parameters of the neural network,
including the weight matrix W(k) and biases b(k) are
attached to the neural network, x

(L)
i is the actual output in

the output layer associated with the input vector xi.
Mathematically, the problem of training a neural net-

work can be expressed as finding the minimum w∗ to
minimize the global error function E(w), that is,

minE(w) � E W
(k)

, b
(k)

 . (12)

Unfortunately, there is no guarantee that the objective
function E(w) is convex function with respect to W(k) and
b(k). *is easily leads to the risk of falling into local minima.

In general, one can apply the gradient descent method or
other optimization methods to minimize the objective
function. *e conjugate gradient method is an efficient
gradient descent algorithm for solving large-scale linear
equations and nonlinear optimization problems [31]. It not
only uses the first derivative information, but also overcomes
the slow convergence of the steepest descent method and
avoids the need to store and calculate the Hesse matrix for
the Newton method for calculating its inverse matrix.

In this paper, we consider the neural network based on
the scaled conjugate gradient method [30]. For the given
neural network, the scaled conjugate gradient method
generates a sequence of weights wk  from the following
iterative formula, i.e.,

wk+1 � wk + ηkdk, k � 0, 1, . . . , (13)

wherew0 is a given initial weight vector, ηk > 0 is the learning
rate, and dk is the descent search direction of the k th it-
eration defined by

dk �
− gk, k � 0,

− gk + βk− 1dk− 1, k≥ 1,
 (14)

where gk � ∇E(wk) and βk− 1 ∈ R. In the literature, there
have been proposed several choices for βk which give rise to
distinct conjugate gradient methods with quite different
computational efficiency and theoretical properties [31].

*e search direction of each iteration of the CGNN is the
conjugate combination of the negative gradient direction
and the search direction of the previous iteration, and it
therefore has the advantages of low storage, few calculations,

and high stability. *e choice for βk used in the scaled
conjugate gradient is given by

βk− 1 �
− gk



2

− gkgk− 1

d
T
k− 1gk− 1

. (15)

For a more detailed discussion of the CGNN, we refer to
[30, 32–35] and the references within.

3. Global COVID-19 Epidemic Prediction
and Analysis

*e algorithms and models used in this paper are developed
inWindows 10 with Python 3.6.0 and MATLAB R2018a, the
SVR regression model, and Least Absolute Shrinkage and
Selection Operator (LASSO) model are imported from the
SVM class of sklearn python library and LASSO class of
sklearn python library, respectively. *e fitting methods and
CGNN model are developed in MATLAB.

3.1. Optimal Fitting Function. It is well-known that the
fitting function plays an important role in the accuracy of
prediction. Some well-known fitting functions have been
considered in the literature, including the four-parameter
polynomial function, the normal distribution function, the
three-parameter exponential function, the three-parameter
hyperbolic function, the two-parameter power function and
the four-parameter logical function [11, 22, 23, 25]. *e
details can be found in Table 1.

*rough observation and experimentation, we finally
choose the two-parameter power function f5(t) as the
fitting function for fitting ct. It is the same fitting function to
the fitting function considered in [22].

3.2.Dataset. *eCOVID-19 data repository (https://github.
com/CSSEGISandData/COVID-19, accessed on 24 January
2022) used in the study was obtained from the Johns
Hopkins University Center for Systems Science and Engi-
neering. In this paper, we consider the COVID-19 epidemic
data from eight countries including Canada, Germany,
France, the United States, South Korea, Iran, Spain and Italy.
*e starting and ending dates are shown in Table 2.
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Figure 4: Diagram of the neural network.
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3.3. Optimal Sliding Window Period. To avoid inflection
point prediction lag due to an excessively large sliding
window period, we choose the optimal sliding window
period from the integer set 1, . . . , 7{ }, i.e., the maximum
sliding window period does not exceed one week [22]. Based
on the available global COVID-19 epidemic data, we cal-
culate the dynamic transmission rate every k days, and use
this value to replace the dynamic transmission rate for these
k days. *is strategy can reduce the volatility of the data, and
overcome the lack of training data.

In this paper, we use the MAE and RMSE as the eval-
uation indicators for selecting the best sliding window pe-
riod, and they are defined by

MAE �
1
N



N

t�1
ct − ct


. (16)

and

RMSE �
1
N



N

t�1
ct − ct( 

2⎡⎣ ⎤⎦

(1/2)

, (17)

respectively, where ct is the predictive value of the dynamic
transmission rate at time t, and N is the length of the time
series of the predictive value.

*e steps for selecting the optimal sliding window period
are provided as follows:

Input: numbers of cumulative confirmed cases L(t),
cumulative deaths D(t), and cumulative cures K(t),
t � 1, 2, . . . , N

Output: optimal sliding window period k

Step 1: calculate the number of existing cases from
Equation (1), t � 1, . . . , N.
Step 2: calculate the dynamic transmission rate ct using

ct � 1 +
1
k
ln

N(T)

N(T − k)
, (18)

under different values of k, where t ∈ [T − k, T − 1],
T � sk, s � 1, 2, . . . , k ∈ 1, 2, . . . , 7{ }.
Step 3: divide the data set ct into the training data set
and the testing data set, and the ratio of the training set
to the testing set is 7 : 3.
Step 4: fit the training data set based on f5(t) under
different sliding window periods k, k � 1, 2, . . . , 7.
Step 5: calculate the predicted values obtained different
sliding window periods k, k � 1, 2, . . . , 7.
Step 6: calculate the MAE and RMSE of each predicted
value under different sliding window periods
k, k � 1, 2, . . . , 7.
Step 7: calculate the average MAE and RMSE under
different sliding window periods, and then select the
optimal sliding window period k. Connect the training
set and testing set to make it a fitting set, and refit the
fitting set under the selected optimal sliding window
period.

In what follows, we list the optimal fitting parameters of
the fitting function f5(t), the optimal sliding window period
and its evaluation indicators in eight countries as shown in
Table 3.

3.4. Global COVID-19 Epidemic Prediction and Analysis
Based on IDTRM. In order to better reveal the trend of ct

crossing the sliding window period, we consider the so-
called IDTRM proposed in [22]. *e calculation method of
ct in this paper is improved, as shown in (18). *e value of
the fitting parameter of the two-parameter power function
f5(t) can reflect the severity of the epidemic in a given
country to a certain extent, and can reflect the effect of the
development and control of the COVID-19 epidemic [22].
According to the fitting curve expression obtained based on
the optimal sliding window period, the solution of f5(t) � 1
is the inflection point of the COVID-19 epidemic.

*e estimated inflection points of the global COVID-19
epidemic based on IDTRM with the improved dynamic
transmission rate ct calculated from (18) is shown in Table 4.

From Table 4, through a comparison with the actual
inflection point, the predicted result shows that the calcu-
lated dynamic transmission rate in this paper is suitable for
the real situation, but the accuracy rate still needs to be
improved.

For this purpose, we will use the CGNN to correct the
residuals for improving the predictions accuracy, and to
make the model more practical and instructive for the
prediction of the global COVID-19 epidemic and new waves
of the outbreaks. *e details see the below.

3.5. Global COVID-19 Epidemic Prediction and Analysis
Based on IDTRM_CGNN. To improve the prediction ac-
curacy of IDTRM, we use IDTRM_CGNN to predict the
global COVID-19 epidemic. In view of the good self-
learning abilities of neural networks, we choose the CGNN
to train the early residual set for obtaining the calibrated and
predicted residual sets.

Table 2: Date of COVID-19 outbreak data start and end.

Country Start of dataset End of dataset
Canada 2020/01/28 2020/04/07
Germany 2020/01/28 2020/04/07
France 2020/01/28 2020/04/07
*e United States 2020/01/28 2020/04/07
South Korea 2020/01/28 2020/04/07
Iran 2020/02/19 2020/04/07
Spain 2020/02/01 2020/04/07
Italy 2020/01/31 2020/04/07

Table 1: Fitting functions.

Fitting function References
f1(t) � α1 + α2t + α3t2 + α4t3 [23]
f2(t) � (1/

���
2π

√
σ)exp(− ((t − μ)2/2σ2)) New

f3(t) � α1 exp(α2t) + α3 [23]
f4(t) � (α1 + t/α2 + α3t) [25]
f5(t) � utv− 1 [22]
f6(t) � (α1/(1 − α2 exp(− α3t)) + α4) [11]
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*e main steps of IDTRM_CGNN are as follows:

Input: numbers of cumulative confirmed cases L(t),
cumulative deaths D(t), and cumulative cures K(t),
t � 1, 2, . . . , N

Output: estimated inflection points and their corre-
sponding existing confirmed cases
Step 1: calculate the number of existing confirmed cases
N(t) from equation (1), t � 1, . . . , N.
Step 2: choose f5(t) as the optimal fitting function, see
Section 3.1.
Step 3: calculate the dynamic transmission rate ct using
equation (18)
Step 4: choose the optimal sliding window period k∗,
see Section 3.3.
Step 5: calculate the dynamic transmission rate ct by
means of f5(t).
Step 6: calculate the residual of the dynamic trans-
mission rate ct from

δt � ct − ct, t � 1, 2, . . . , N. (19)

Step 7: predict the residual of the dynamic transmission
rate δt
′ by means of the CGNN.

*e residual sequence δt  of the dynamic transmis-
sion rate is divided into the training set and the test set
as the input layer variables of the neural network
according to a ratio of 7 : 3; the hidden layer contains 2
layers in our experiments; the initial weight vector w0
in the scaled conjugate gradient method is randomly
initialized; the hidden layer activation function of the
neural network selects the double curve tangent
function, i.e.,

tan hx �
sin hx

cos hx
�

e
x

− e
− x

e
x

+ e
− x , (20)

*e activation function of the output layer is an
identity; the modified residual sequence δt

′  and the
predicted residual sequence of the dynamic transmis-
sion rate are output. All the experiments are repeated
100 times to demonstrate the robustness of the method.
Step 8: calculate the corrected dynamic transmission
rate using

ct
′ � ct + δt

′, (21)

which is equivalents to
f5′(t) � f5(t) + δt

′. (22)

Step 9: predict the inflection point t∗ using f5′(t) � 1.
Step 10: predict the number of existing confirmed cases
at time t(t � N + 1, N + 2, . . .) using

N(t) �
1
k



k

i�1

N(t − i)exp i ct
′ − 1(  , (23)

where N(t) represents the estimated numbers of
existing confirmed cases at time t. When N(t − i) is
unknown, N(t − i) is used to instead of it [22].

To verify the robustness and generalization ability of the
model, the residuals of the fitted curve and the dynamic
transmission rate obtained are used to correct and predict
the residuals in combination with the CGNN.*e prediction
results of the inflection point of the global COVID-19 ep-
idemic based on IDTRM_CGNN are shown in Figure 5.

Figure 5 compares the prediction results regarding the
inflection point of the COVID-19 epidemic before and after

Table 4: Actual and estimated inflection points.

Country Actual inflection point (A.I.P) Estimated inflection point (E.I.P)
Canada 2020/05/31 2020/08/01
Germany 2020/04/08 2020/04/17
France 2020/04/16 2020/04/26
*e United States 2020/05/31 2020/05/27
South Korea 2020/03/12 2020/03/19
Iran 2020/04/05 2020/04/16
Spain 2020/04/26 2020/04/08
Italy 2020/04/20 2020/04/07

Table 3: Fitting parameters, optimal sliding window period and evaluation indicators.

Country u v k MAE RMSE
Canada 1.3241 0.941 3 0.0241 0.0246
Germany 1.9939 0.8325 2 0.0450 0.0526
France 1.8440 0.8519 6 0.0115 0.0138
*e United States 1.4116 0.926 4 5 0.0363 0.0376
South Korea 1.8040 0.8288 4 0.0220 0.0239
Iran 1.8880 0.8426 5 0.0228 0.0255
Spain 2.3148 0.7770 1 0.0150 0.0201
Italy 2.1015 0.8060 5 0.0182 0.0195
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using the CGNN in Canada, Germany, France, the United
States, South Korea, Iran, Spain and Italy. *e overall
prediction effect of the new model is better than those of
some other existing methods, and it can effectively capture
the fitting curve with smaller errors while maintaining the
original trend. In order to demonstrate the advantages of the
model, we use LASSO [36], SVR [37] and DTRM [22] to

process the residuals, In addition, we also add the sliding
window period steps to DTRM considered in [22], other
unchanged, and the date of inflection point is calculated.

Table 5 provides the predictive inflection point of the
COVID-19 epidemic based on LASSO, SVR, DTRM and
IDTRM_CGNN. As can be seen from Table 5, our model has a
good correction effect on the original curve which deviates
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Figure 5: Prediction results based on IDTRM_CGNN. (a) Canada (b) Germany (c) France (d)*eUnited States (e) South Korea (f ) Iran (g)
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greatly. For example, the error of the inflection point of the
COVID-19 epidemic in Canada has been corrected by half a
month. In addition, other curves that deviated less sharply were
also corrected to varying degrees, most of which were closer to
the true inflection point. Compared with those of DTRM and
other statistical models, the predicted inflection points of the
COVID-19 epidemic based on IDTRM_CGNN in most
countries are closer to reality, indicating that IDTRM after
residual correction has higher accuracy and robustness.

In the meantime, IDTRM_CGNN is used to predict the
daily number of confirmed cases for 7 days after April 7,
2020 (2020/04/08–2020/04/15), and the mean absolute
percentage error (MAPE) is used as the performance index,
which is defined by

MAPE �
1
N



N

t�1

|N(t) − N(t)|

N(t)
× 100%. (24)

In general, we can divide the predictive ability of the
model into four levels: high prediction (the error rate is
between 0%–10%), good prediction (the error rate is be-
tween 10%–20%), feasible prediction (the error rate is be-
tween 20%–50%) and poor prediction accuracy (the error
rate > 50%).

*e real number of existing confirmed cases accu-
mulated (ALL(RECC)) in 7 days, the predicted value of
the number of existing confirmed cases (ALL(PECC)) in
7 days and the corresponding MAPE are shown in
Table 6.

Table 6 shows that all MAPEs are within a suitable ac-
curacy range. It is worth mentioning that our model achieves
high prediction accuracies for Canada, the United States,
Spain and Italy, in which their MAPEs are 8.62%, 7.11%,
0.99% and 8.40%, respectively. In addition, the averageMAPE
for the epidemic prediction in all countries is 10.81 %. *is
further validates the effectiveness of IDTRM_CGNN.

4. Conclusions and remarks

Aiming at the shortcomings of the traditional SIR and SEIR
models in which the basic infection number is difficult to
accurately estimate, this paper constructs IDTRM_CGNN to
predict the inflection points and the corresponding number
of existing confirmed cases of the COVID-19 epidemic in
eight countries. *e numerical results show that the model
proposed in this paper has higher prediction accuracy and
robustness. Furthermore, our model can also provide a
certain reference value for countries around the world to
effectively predict and grasp the development trend of the
upcoming wave of the global COVID-19 epidemic.

However, the treatment of various complex influencing
factors in this paper is relatively weak, and it is only ap-
plicable to countries with a monotonically decreasing trend
of the dynamic transmission rate. Due to the characteristics
of the fitting function, in cases with few data,
IDTRM_CGNN is prone to overfitting.

*e future research direction of this paper: Whether
IDTRM_CGNN is universal for other infectious diseases is a
topic worthy of continuing research. In addition, studying the
use of rolling prediction technology to characterize the epidemic
in real time, and performing online correction and updating of
the dynamic transmission rate with the help of data assimilation
methods are also future research directions of this article.
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Table 5: *e inflection point.

Country A.I.P IDTRM_CGNN LASSO SVR DTRM [22]
Canada 2020/05/31 2020/07/16 2020/08/04 2020/07/26 2020/06/14
Germany 2020/04/08 2020/04/14 2020/04/17 2020/04/17 2020/04/21
France 2020/04/16 2020/04/22 2020/04/25 2020/04/24 2020/05/29
*e United States 2020/05/31 2020/05/17 2020/05/27 2020/05/21 2020/05/08
South Korea 2020/03/12 2020/03/14 2020/03/18 2020/03/14 2020/03/20
Iran 2020/04/05 2020/04/16 2020/04/09 2020/04/17 2020/04/15
Spain 2020/04/26 2020/04/11 2020/04/13 2020/04/09 2020/04/16
Italy 2020/04/20 2020/04/10 2020/04/07 2020/04/07 2020/04/20

Table 6: Existing confirmed cases accumulated in 7 days.

Country ALL(RECC) ALL(PECC) MAPE
Canada 108211 117414 8.62 %
Germany 451867 501200 11.42 %
France 608544 522295 14.06 %
*e United States 3123671 2902818 7.11 %
South Korea 21416 18928 11.58 %
Iran 183693 247453 37.85 %
Spain 601975 599185 0.99 %
Italy 690617 631831 8.40 %
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+ere are many factors that affect a player’s overall basketball ability, and different factors will have different effects. +e effect is
mainly manifested in the difference of offensive and defensive data of basketball players in basketball games. In the basketball field,
the formulation of existing training plans mainly relies on the manual observation and personal experience of coaches. +is
method is inevitably subjective. +e pattern recognition of dribbling tactics is one of the important factors. A proper dribbling
tactic can make the team achieve better results. In order to discover different dribbling characteristics, reanalyze the connotation
and manifestation of basketball speed and strive to analyze the factors that affect basketball speed reasonably and accurately. +e
deep learning algorithm simulates the thinking process of the human brain neurons through the computer method and then
realizes the function of the computer to automatically learn the data characteristics and complete the complex data analysis task.
We use artificial intelligence and deep learning to simulate various dribbling tactics of players and find out the rules to improve
players’ abilities. +e results of the study prove that developing a suitable dribbling tactical model for basketball players can
increase their competitive ability by more than 10%, reduce the damage to players, and prolong their careers. Generally speaking,
athletes’ injuries can be reduced bymore than 15%.+is shows that the pattern recognition characteristics and neural mechanisms
of dribbling tactics are extremely important to basketball players.

1. Introduction

With the rapid developments of economic globalization and
the expanding exchanges between countries, the level of
development of sports has become an important indicia to
measure the social development of a country or region and
the progress of human civilization [1].+ere are many forms
of sports classification, which can be broadly divided and
classified into mass sports and voluntary sports, mainly
including sports culture, sports education, sports-related
activities, sports competitions, sports infrastructure, sports
organizations, sports technology, and many other elements
[2].

By being part of the social infrastructure, the sports
business is an important part of the modern service business.

+e high-speed development of the sports sector is a new
economic and employment driver for the socioeconomic
growth of the region [3]. It is now the pillar for developed
economic world. In North America, Western Europe, and
Japan, the industrial value of sports and its related industries
has been located among the top ten of the national industries
in terms of years of production. Under the environment of
sustained and stable development of our country’s macro-
economic economy, with the increase in per capita income
of residents, the substantial improvement of people’s living
standards and people’s growing spiritual, cultural, and
material needs will continue to promote the development of
sports in the country. +e dribbling tactics pattern recog-
nition feature can provide suitable training methods
according to the individual characteristics of the athletes,
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improve the training level of basketball players, and provide
support for high-level basketball games [4]. Scholars at home
and abroad have related research on the pattern recognition
characteristics and neural mechanisms of athletes’ dribbling
tactics; Taniguchi fixed a type of sensor equipment on the
back of a player’s hand in basketball to collect accumulative
and angular accelerations data of the player’s hand over the
jump shot process. +e jump throw process is divided into a
four phase process, and the pitch position of each phase is
analyzed and remedied by voice feedback to help the athlete
correct his shooting posture. However, the jump shot
posture of the athlete is reflected by the motion of his arm
and leg postures [5]. Paul compared the physical perfor-
mance of performers in different forms of competition and
training, proving that wearables are effective. +e quanti-
fication of basketball is very helpful but does not involve
specific basketball quantification studies [6]. Nguyen and
Yang used acceleration sensors to construct a basketball
gesture recognition system, collected the lower limb data of
basketball players, and completed the basketball movement.
For the recognition of 8 kinds of actions, the article only uses
acceleration data as a reference, the constructed data set has
a single feature, and its average recognition accuracy is less
than 70% [7].

Deep learning is not originally a stand-alone learning
method but itself uses both supervised and unsupervised
learning methods to train deep neural networks. However,
due to the rapid development of the field in recent years and
the introduction of specific learning tools (such as residual
networks), it is increasingly seen as a separate learning
method. Initially, deep learning was a learning process that
used deep neural networks to solve feature representations.
Deep neural networks themselves are not a completely new
concept and can be broadly understood as a neural network
structure containing multiple hidden layers. In order to
improve the training of deep neural networks, adjustments
have been made to aspects such as the method of connecting
neurons and the activation function. Many of these ideas
have been developed in the early years, but due to the lack of
training data and computational power at the time, the
results were not as good as they could have been. Deep
learning has decimated a wide range of tasks, making
seemingly every machine-assisted function possible. Driv-
erless cars, preventative healthcare, and even better movie
recommendations are all close at hand, or on the horizon.

+is article aims to study some of the ideas that we have
generated based on previous research results. In recent
studies at home and abroad, few have included the dribbling
mode of basketball players into the comprehensive evalu-
ation of players. +is article highlights the role of players’
dribbling patterns in the comprehensive evaluation. When
evaluating the offensive and defensive abilities of players,
some new variables are also added to replace outdated
variables. +is paper analyses the characteristics of basket-
ball players’ technical and tactical use, particularly in relation
to key games and key points, in order to discover the
common characteristics of basketball players’ technical and
tactical use. +rough comprehensive and detailed research
and analysis, the future directions are drawn in the

conclusion part, a new method of comprehensive evaluation
of basketball players is drawn, and the structural equation of
comprehensive evaluation constructed is used to analyze the
relative importance of various indicators of players and
conclude the determinants of player value. Cluster analysis
was used to calculate the dribbling patterns of the athletes
and a new cluster evaluation function was added to guide the
cluster analysis process. +e scientific validity of the ex-
perimental protocol was verified by comparing the experi-
mental group with the control group.

2. Dribbling Tactics Pattern Recognition
Characteristics and Neural Mechanism
Research Methods

2.1. Basketball. Sports itself has its own unique character-
istics: physical activity is used as a means to exercise the
body. In basketball training, the basic skills training mainly
includes technical training such as ball control, dribbling,
passing, catching, shooting, and step adjustment [8, 9]. In
specific training, the coaches need to carefully explain the
basic movements and demonstrate the correct technical
movements and promptly correct various problems that
arise during the training of the athletes, so as to encourage
the athletes to master the correct and standardized technical
movements [10]. In the training practice of basketball
shooting techniques, many athletes often have irregular
technical movements during the training process due to
their own movement habits and do not fully respect the
objectiveness of basketball shooting. +e law cannot realize
the reasonable control of the ball by the body, thus affecting
the improvement of basketball technical training results and
the improvement of shooting percentage. In order to ensure
that athletes are proficient in basic basketball movements,
athletes spend most of their training time on repetitive
training of single movements [11].

Sport is about developing healthy behaviours, appreci-
ating the spirit of sport, and regulating the rhythm of the
mind and body. Sport is a behavioural activity involving a set
of rules, bound by habits, involving physical strength and
skill, often of a competitive nature. Whether you are a
professional athlete or an ordinary person, a certain amount
of daily exercise is good for your physical and mental health
and relaxes you.

It is very important to make sure that the cardinal action
is performed with standard accuracy. In the training practice
of basketball shooting techniques, many athletes often have
irregular technical movements during the training process
due to their own movement habits and do not fully respect
the objectiveness of basketball shooting. +e law cannot
realize the reasonable control of the ball by the body, thus
affecting the improvement of basketball technical training
results and the improvement of shooting percentage. In
order to ensure that athletes are proficient in basic basketball
movements, athletes spend most of their training time on
repetitive training of individual movements. For the spec-
ification of basic movements, it is a necessity to have the
supervision and tutorials of a coach to provide real-time
guidance and advice to the athletes [12]. +is manmade
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guidance requires a lot of time and is a complex work for the
coaches. Basketball players have great training intensity. A
reasonable intensity is conducive to improving the athlete’s
competitive ability. However, too high intensity can easily
cause damage to the athletes:

One-handed approach: take a right-handed in situ one-
handed over-the-shoulder shot as an example. Start by
holding the ball with both hands; then, lead the ball
over the front of the right shoulder with the right arm
bent at the elbow, the elbow joint slightly inward, the
upper arm about level with the shoulder joint and the
forearm about 90 degrees to the upper arm. +e five
fingers of the right hand are naturally open, the wrist is
bent back, the palm is free, the outer edge of the palm
and the part above the root of the fingers are used to
hold the ball at the bottom of the back, and the left hand
holds the left side of the ball.
How to hold the ball with both hands: take a two-
handed chest shot in situ as an example.+e five fingers
of both hands are naturally open, and the ball is held by
the back side of the ball above the root of the fingers,
with the two thumbs forming a figure of eight opposite
each other and the palm hollowed out. Both elbows are
naturally down and the shoulders are relaxed, placing
the ball between the chest and jaw.
Direct hit aiming point: usually aim for the point of the
basketball rim closest to you. +is method aims at a
solid target and is suitable for shooting hollow-point
baskets from any position on the court. It is also ad-
vocated to aim at the centre of the rim, a target that is
consistent with where the ball will land and facilitates
force.
+e aiming point for a touchboard shot: this is the point
at which the ball is thrown at the rim to make it re-
bound into the basket. If the shooter is located in an
area with an angle of 15 to 45 degrees to the rim, the
effect of the touchboard shot is better, especially in
areas close to the 30 degree angle. +e aiming point of
the touchboard shot should be reasonably chosen
according to the angle, distance, and curvature of the
shot. +e general rule is that the smaller the angle, the
further the distance and the higher the arc and the
further and higher the touchboard point is from the
rim; conversely, the closer and lower it is.
Low arc: the ball’s flight path is short and the power is
easy to control, but because the flight path is low and
flat, the basketball rim is exposed to a small area under
the ball and it is not easy to shoot. Medium arc: the
highest point of the ball’s flight arc is roughly on a
horizontal line with the top edge of the rim, with most
of the basket exposed underneath the ball, making it a
more suitable throw. High arc: the ball falls close to
vertical direction, the area of the rim is almost com-
pletely exposed underneath the ball, and the ball can
easily get into the basket. However, the flight path of the
ball is too long and not easily controlled, which can
actually reduce the hitting rate.

2.2. Basketball Player Injury Detection. Various injuries that
occur in sports are called sports injuries. Basketball is a high-
frequency sports event with sports injuries due to its mul-
tiple physical contact, fast speed, and strong antagonism
[13]. However, there are many reasons for sports injuries,
such as an insufficient sense of self-protection, preparatory
activities, incorrect technical movements, and poor physical
condition. Among them, there are reasons that account for a
larger number of factors. Whether in an incidental move-
ment in training or competition, most sports injuries are so
unpredictable that it becomes crucial to reduce them. Action
patterning is the process by which the muscles, fascia, and
histotoconia execute the corresponding action program
stored in the brain under the control of the mesocortical
system. +is executed process takes part in certain temporal
and spatial steps [14].

+ere are many actions to prevent basketball sports
impairment. Traditional preventions of basketball sports
injuries mainly be concentrated on pregame warm-up,
postgame relaxation, and flexibility and strength training;
however, the appearances of functional exercise have
brought new ideas and functions to the prevention of sports
and athletic injuries. Training is stressed on the importance
of movement, that is “space is movement,” and the correct
movement pattern is the key to the prevention of sports
injury. From this perspectival point of view, simply
stretching and strengthening muscles do not change their
original mis-sporting habits. Wrong motion habits are the
key culprit of sports injuries. +erefore, in athletic injury
prevention, it is necessary to improve the nerves. Further
correction of faulty motor patterns or habits based on
flexibility and stability can truly reduce the odds of sports
injuries [15].

Current procedures for measuring body mass include
overall body mass measurement and select body mass
measurement. Among them, the measurement the whole
body composition includes measurement methods of bio-
resistance resistance, total potassium estimation algorithm,
body water treatment, DXA method, and a submersible
weighing method.

Bioresistance immunoassay: it is a method to deter-
mine the fat content of the human body that is derived
from the electrical resistivity of the human body. Its
basic approach is to use the electrical resistance of
human cells and the organization to determine the
electrical conductivity of the human body components
and then test its resistance level; the more the water
from the organization, the stronger its electrical con-
ductivity and the lower its resistivity, and conversely,
the less the water from the organization, the weaker its
electrical conductivity and the higher its electrical re-
sistivity. For example, the fatter the body’s tissue with a
low water concentration, the lower its conductive
properties and the higher the electric resistivity. +e
higher the water content of music muscles, the more
conductive they are and the lower their resistivity
[16, 17]. +e fat mass of the body is then estimated by
inference. +is method is in an economic and practical
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way and is widely used in various medical institutions
and in general for households.
Total potassium algorithm for calculation: this method
focuses on determining the body fat levels and lean
body masses based on the total potassium content of
the body. It is generally accepted that the potassium
content in the fat-free body weight of the human body
is constant, so that the body fat content and lean
weight can be calculated by calculating the total po-
tassium in the body (mainly by having measured the
40k content in the body; this is in view of the fact that
40k represents 0.00118% of the total potassium
composition) [18]:

q � β∗ z∗
t1

100
 

4
−

t2

100
 

4
 . (1)

Body water technique: this is a procedure to estimate
both the body’s lean body mass and body fat by a
measurement of the total amount of body water. +e
reason for this has been that the water content is stable
for lean body mass. By delivering certain chemicals
(bilin, ethanol, etc.) to the body, the degree of dilution
of these chemicals can be used to estimate the total
amount of volume of fluid in the body and then the
body fat weight and slender body mass of the body can
be also to be calculated [19].

Q �
c

t
An Tm − Tn( . (2)

+e DXA is the method of calculating the body
component (bone mineral content, body fat, muscle,
etc.) by an absorption measurement of X-rays. +e
basic technique is to use high and low with low-energy
X-rays to determine the absorption of human and fatty
tissues, including dual-energy X-ray absorptiometry
and spectroscopic photon assays [20].

α �
2.057f∗ (v∗p)

0.8

d
0.2 . (3)

Underwater weighing method: use water as a medium
to measure the body’s volume and body density and
then calculate the proportion of body fat to calculate
the body fat and lean body weight.+is is a more classic
body composition method [21].

T �

������������������������������������

ax1 − ax−1( 
2

+ ay1 − ay−1 
2

+ az1 − az−1( 
2

100



. (4)

Sports can improve body composition and reduce
body fat. Especially for people who often insist on physical
exercises, not only can their various functions of the body
be greatly improved but their athletic ability can also be
significantly improved, so athletic ability and body
composition can influence and promote each other,
thereby improving people’s good health and physical
fitness.

2.3.NeuralMechanism. +e concept of neural mechanism is
opposite of biological neural network. People are inspired by
the organization of biological neurons and build artificial
neural networks. +erefore, there are similarities in the
organization of the entire network from the most basic unit
neuron. A neuron receives different signals from different
neurons from several dendrites and performs a complex
summation process in the cell body.+e output of neurons is

y � f 
n

i�1
wixi − δ⎛⎝ ⎞⎠, (5)

where δ represents the threshold, assuming that there are q
pairs of samples; for the p-th sample, the error is defined as

J(W, b)p�
1
2

y
n

− y
����

����
2
. (6)

Find the average loss for the entire sample set, and then
perform a uniform gradient descent:

J(W, b) �
1
q



q

p�1
J(W, b). (7)

Find the partial derivatives and find out their respective
contributions to the final error. +is process can be
expressed by the following formula:

w

(l)

ij

� w

(l)

ij

− lr
z(j(W, b))

zw
(l)
ij

. (8)

+e convolutional layer is different from the ordinary
fully connected layer in that it uses the method of local
connection and weight sharing.

2.4. Model Recognition. For athletes’ dribbling patterns, we
can calculate them through cluster analysis. In general
cluster analysis, because the distribution characteristics of
the clustered data sets are unknown, the limitations of in-
dividual cluster evaluations make the calculation results
unclear. Ideally, usually the function that guides the trend of
clustering results or the evaluation function of clustering
results is often only one; that is, the analysis process is
actually a single-objective optimization process, and the
clustering results obtained often depend on an evaluation
index. Its distribution characteristics are not known in
advance, so the evaluation mechanism for clustering pro-
cessing should not be determined and the applicability of the
clustering algorithm is not high. +e intraclass distance and
the interclass distance of each cluster can be considered at
the same time as the evaluation mechanism of clustering.
+erefore, this paper adds a new cluster evaluation function
to guide the cluster analysis process. It can be processed with
the following functions:

F(u) �  |Du|dxdy +
1
2
λ u − u0
����

����
2
. (9)

+e corresponding equation is
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−div
∇u

|∇u|
  − λ u0 − u(  � 0. (10)

An optimization problem can be transformed into a
function; let the error function be

E(x, y) � div
∇u

|∇u|
  − λ u − u0( . (11)

Assuming that the final output is an ideal model, we can
get

u(x, y) � N u0(x, y), w( ,

t(s) � exp − 

s

0

κ(t)dt⎛⎜⎜⎝ ⎞⎟⎟⎠.
(12)

From it, we see that

z � 1 − t(s) � 1 − exp − 

s

0

κ(t)dt⎛⎜⎜⎝ ⎞⎟⎟⎠. (13)

When Δs approaches zero, use the following differential
equation to illustrate the change:

dI

ds
� T(s)∗ ρ(s)∗A � T(s)∗ κ(s). (14)

We used generally the following equations:

x(k + 1) � Ix(k) + Jv(k), k � 1, 2, .. (15)

+e two-party group has the following targets for per-
forming the test:

K � 
∞

k�1
x

i
(k)Jx(k) + r

i
(k)cJ , (16)

where the weighting matrix Q is

Q �
1

2a
2
r
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2b2
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2
r
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t
2

+ 2 1 − b
2

 t . (17)

Clustering is an important technique and method in the
process of data mining and is a crucial part of the data
mining process, which makes it an important research
direction in the field of data mining. +e process of
clustering means that objects are grouped into a certain
category or objects with similar properties are grouped
together according to their characteristics. +e essence of
cluster analysis is to use an effective clustering algorithm to
obtain classes of data and to group the data with large
differences into different clusters, so that the resulting
clusters are a collection of data objects. Cluster analysis
does not require knowledge guidance, and it obtains
meaningful data classification directly from the data and is
a form of unsupervised learning. Clustering techniques
generally start from the data, and there is no fixed classi-
fication standard. Clustering results usually vary depending
on the clustering method, and the same data set may show
different clustering results if different clustering methods
are used.

+e difference between clustering and classification is
that the classes required for clustering are unknown. Cluster
analysis is very rich and includes systematic clustering,
ordered sample clustering, dynamic clustering, fuzzy clus-
tering, graphical clustering, and cluster forecasting. Classi-
fication refers to the grouping of species, classes, or
properties.

Characteristics of clustering methods: cluster analysis is
simple and intuitive. Cluster analysis is mainly used in
exploratory research, the results of its analysis can provide
several possible solutions, and the selection of the final
solution requires the subjective judgment of the researcher
and subsequent analysis; regardless of whether there are
really different categories in the actual data, using cluster
analysis can obtain a solution divided into several categories;
the solution of cluster analysis depends entirely on the
clustering variables selected by the researcher, and adding or
deleting some variables may have a substantial impact on the
final solution.+e researcher should pay particular attention
to the various factors that may affect the results when using
cluster analysis. Outliers and special variables have a large
impact on clustering .When categorical variables are mea-
sured on inconsistent scales, prior standardisation is
required.

In general, the clustering analysis algorithm is divided
into the following steps: data preprocessing including data
standardisation, data denoising, data feature selection, etc.
+e main role is to transform the original data into a form
of data that can be easily processed, so as to improve the
quality of the clustering results. +is process gives the data
new features by extracting the data features, selecting a
suitable feature set, effectively removing isolated points,
and preparing the groundwork for subsequent processing.
Definition of data similarity: the measure of similarity
between different data objects in the same feature space has
a great impact on clustering, and due to the diversity of data
features and types, similarity must be defined carefully.
Typically, differences between data are assessed by defining
a distance measure in the feature space, with Euclidean
distance being the most commonly used method. Clus-
tering or grouping: this step is used to group data objects
into classes, commonly used in division-based and hier-
archical methods.+is step is the core of the cluster analysis
process, and the choice of cluster analysis algorithm is
crucial. In addition to the two clustering methods men-
tioned above, there are model-based clustering algorithms,
density-based clustering algorithms, and grid-based clus-
tering algorithms. +e data stream clustering analysis al-
gorithm studied in this paper is the grid density-based data
stream clustering algorithm. Output and evaluation of
results: after the above steps, the results are output and
evaluated, i.e., the evaluation of the quality of clustering,
and the results are analysed according to certain evaluation
rules, which is also the process of measuring the merits of
clustering algorithms. +e output of the results is generally
presented to the user certain clustering results, including
clustering accuracy, clustering efficiency, clustering results
shape, etc., and different clustering analysis algorithms play
to present different forms.
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3. Athletes’ Dribbling Tactics Pattern
Recognition Characteristics and Neural
Mechanism Experiments

3.1. Subject. +is article first randomly selects 5 members of
the school team as the experimental group and the
remaining 5 members of the school team as the control
group. Combined with the current level of players’ dribbling,
a three-week experiment was conducted using the developed
training plan. +e training plan was developed by the same
coach, and the training and testing were carried out in their
respective training venues. +e experimental group used
new indicators for intervention training. Its difference and
effectiveness are compared, and they are analyzed with
reference to the coach’s observation and evaluation of the
athletes. +e control group adopts traditional training
methods, strictly controls the entire experimental process,
and allocates phase tasks reasonably. After the third week of
training, the experimental subjects will be tested on all in-
dicators again, and the experimental group and the control
will be compared qualitatively through the athletes’ per-
formance in the competition. Differences between groups
are used to verify the scientific nature of the experimental
program.

3.2. Data Collection. +e data were collected by E-Prime
software, and the analysis index is the reaction time and
accuracy rate of sports decision-making. +e data obtained
in the formal experiment only are analyzed. Data (1.5%) for
which decision-making response time and correct response
time were greater than or less than three standard deviations
were excluded. Due to the “biological wall” time of simple
visual reaction, the limit time of reaction was 220ms.
+erefore, the data that were less than 220ms in response
time (accounting for 2.51%) were removed. SPSS17.0 sta-
tistical software package was used to perform repeated
measures analysis of variance on behavioral data. We will
display some of the collected data, as shown in Figure 1.

3.3. Experimental Purpose. +is study uses general situa-
tional decision-making tasks to explore the behavioral
characteristics and cognitive mechanisms of high-level
basketball players in colleges and universities.

4. Athletes’ Dribbling Tactics Pattern
Recognition Characteristics and Neural
Mechanism Experimental Analysis

4.1. Status of Players. We first make statistics on the current
basketball level of the two groups of players in order to
compare the changes in various data after receiving the
dribbling pattern and tactical recognition, as shown in
Table 1.

As shown in Figure 2, before the athletes selected in our
school undergo separate training, although there is a certain
gap in the parameters of their dribbling, in general, the gap is
not obvious. +e athletes dribble on the spot and turn

around to dribble. Such skill levels are basically around 2.
We also conduct statistics on the physical fitness of these
athletes and compare their changes before and after tactical
pattern recognition. +e details are shown in Table 2.

As shown in Figure 3, the physical fitness of basketball
players is higher than the average level of the average person.
+ere is not much difference between the players selected
this time, and the contrast changes are more representative.
In general, the players maintain a good level of physique and
muscles, the value is basically around 2.2, the performance of
the lower limbs is not very satisfactory, and the score is only
about 1.9 and needs to be strengthened.

4.2. Data Preprocessing. In the data acquisition stage, the
data signals collected by the sensor equipment are usually
affected by external or own interference. +ese interferences
include jitter generated by the body during human move-
ment or irregular signals generated by the peripheral en-
vironment; the signal acquisition equipment itself having
measurement errors; and the signal being inaccurate due to
the displacement of the node position during the movement.
In practical applications, the collected raw data cannot be
directly used for analysis and calculation. In order to obtain a
more accurate signal, it needs to be preprocessed after the
signal is collected. +e collected data required for basketball
are shown in Figure 4.

As for the dribbling mode, generally speaking, it can be
divided into five types, namely, high dribble, low dribble,
emergency stop dribble, reverse dribble, and turn dribble.
Statistics of skills and difficulty are shown in Table 3.

As shown in Figure 5, different dribbling methods have
different requirements and the physical needs of athletes are
also different. We can see that in turn dribble, the skills and
physical fitness required by athletes are the highest overall,
more than 15% higher than other dribbling methods. +e
high and low dribble requires the least, so the high and low
dribble is the most common dribbling method in basketball.
We make statistics on the mastery of each dribbling mode of
the school basketball team members, as shown in Table 4.

As shown in Figure 6, in the two groups of athletes
tested, people have the best mastery of the simplest high and
low dribble, with an average of about 2.2, and the mastery of
stopping dribbling and turning dribbling is also about 2,
reaching the passing line. +e higher the overall strength of
the player, the higher the overall level of the player and even
the overall level of the team.

4.3. Changes after Training. We divided the players into
groups and trained for 3 weeks. We tested the indicators of
the two groups of players again and compared the changes of
the two groups of players, as shown in Table 5.

After group training, the players using the traditional
training method have little improvement in various indi-
cators, only less than 20%, while the training indicators of
the players after the dribble tactical pattern recognition are
of quality. +e improvement of dribbling tactics by more
than 50% shows that pattern recognition of dribbling tactics
can have a huge effect on the competitiveness of players.
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Figure 1: Part of the collected data.

Table 1: Current level of athletes.

Test group Control group
1 2 3 4 5 1 2 3 4 5

Dribble 2.38 2.06 1.92 1.81 2.08 2.48 2.08 2 2.43 1.89
Travel height 2.02 1.99 1.92 1.93 2.4 2.35 2.09 1.98 2.42 2.48
Low dribble 2.41 2.13 1.98 1.82 2.25 2.17 2.05 2.16 1.91 2.36
Dribble 1.86 1.85 2.18 2.25 1.96 2.32 1.83 1.83 2.14 2.01
Turn dribble 2.5 2.18 2.48 2.5 2.26 2.47 2.25 2.15 2.27 2.28

1.5

1.7

1.9
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Figure 2: Athlete level test.

Table 2: Physical fitness of basketball players.

Test group Control group
1 2 3 4 5 1 2 3 4 5

Muscle 2.27 2.28 2.13 1.89 1.92 2.03 2.28 1.83 1.97 1.96
Fascia 1.89 2.09 1.81 1.91 2.34 2.21 1.88 2 2.18 1.81
Joint 2.39 2.42 1.84 2.14 2.24 2.29 1.98 2.24 2.01 2.23
Body fat 1.97 2.24 2.12 2.25 1.92 2.16 1.82 1.96 2.26 1.84
Lower limb ability 1.86 2.23 2.42 2.49 1.86 2.39 2.2 2.25 1.92 2.1
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Figure 3: Physical fitness statistics of athletes.
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Figure 4: Basketball gesture recognition.

Table 3: Ways of dribbling.

Skill Training time Lower limb ability Physical coordination Difficulty
High dribble 4.56 4.35 4.96 4.34 4.89
Low dribble 5.38 4.96 4.74 5.15 5.21
Emergency stop dribble 5.77 5.3 5.57 5.19 5.35
Reverse dribble 6.16 6.2 6.18 6.3 6.03
Turn dribble 6.45 6.68 7 6.42 6.89
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Figure 5: Skills required for different dribbling methods.
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And, after finding a suitable dribbling method for the player,
the player’s injury was also effectively contained, as shown in
Table 6.

From Figure 7, we can see that after the training of two
groups, the physical injury indicators of the players using
the traditional training method are much higher than

those of the players after the tactical pattern recognition.
+is is because after the dribble, there is pattern recog-
nition. According to the athlete’s own situation, the coach
allows the players to adopt a suitable dribbling method,
which improves training efficiency and reduces physical
injury.

Table 4: Players’ mastery of dribbling methods.

Test group Control group
1 2 3 4 5 1 2 3 4 5

High dribble 2.24 1.99 2.1 2.16 2.01 2 2.13 1.88 2.28 2.01
Low dribble 1.93 2.47 2.21 2.27 1.94 2.09 1.81 2.15 1.85 2.21
Emergency stop dribble 1.97 2 2.13 2.5 2.24 2.48 2.18 1.94 2.35 2.43
Reverse dribble 1.92 2.09 1.98 2.17 2.33 1.97 2 1.89 2.38 2.44
Turn dribble 1.95 2.37 1.89 2.41 2.03 2.46 2.26 2.21 2.32 2.26
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Figure 6: Players’ mastery of different dribbling methods.

Table 5: Changes in players after training.

Test group Control group
1 2 3 4 5 1 2 3 4 5

Dribble 2.29 2.28 1.85 2.33 2.05 4.74 5.15 5.21 5.14 5.33
Travel height 2.88 2.53 2.7 2.53 2.95 5.57 5.19 5.35 5.55 5.69
Low dribble 3.16 3.47 3.21 3.42 3.59 6.18 6.3 6.03 5.86 4.27
Dribble 3.85 3.41 3.77 3.86 3.34 5.12 4.42 4.89 4.47 4.51
Turn dribble 3.14 3.31 3.28 3.07 3.18 5.52 5.85 5.21 5.72 5.82

Table 6: Injury degree of different groups of players after training.

Test group Control group
1 2 3 4 5 1 2 3 4 5

Muscle 4.7 5.37 5.12 5.38 4.96 2.08 1.83 2.01 2.02 2.35
Fascia 5.81 5.16 5.95 5.77 5.3 2.03 2.28 1.83 1.97 1.96
Joint 5.78 5.82 6.07 6.16 6.2 2.21 1.88 2 2.18 1.81
Body fat 6.78 6.47 6.88 6.45 6.68 2.29 1.98 2.24 2.01 2.23
Lower limb ability 7.62 7.98 7.93 7.7 7.68 2.16 1.82 1.96 2.26 1.84
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5. Conclusion

In recent years, with the development of wireless sensor
network and microelectronic equipment technology, body
area network technology has been extensively developed and
human body recognition has attracted much attention in
various fields, such as medical treatment, sports, games,
movies, etc. Based on the human body gesture recognition,
this paper studies and analyzes the movement gesture
recognition of athletes in the field of basketball sports. By
detecting the movement state information of the human
arms and legs, the recognition of basketball dribbling pat-
terns is completed, a method of basketball gesture recog-
nition based on unit action division.

+e analysis done in this paper is just for posing, and there
are many shortcomings in the evaluation of players’ overall
ability. For example, the valuation of potential influencing
factors is incomplete, and three factors are initially selected
for such evaluation. In this way, the evaluation is rather single
and incomplete in consideration of the player’s overall ability.
+ere may be some potential factors that are worth noting
here. +e acquisition of data for measurable variables is not
comprehensive, and the measured variables identified for the
relevant latent polarities are not comprehensive enough to
fully reflect the meaning of the latent variables. +e obtain
analysis results are not very satisfactory. +ere is still a lot of
work waiting for us to do, which needs to be continued by the
latecomers. We hope that the research results of this paper
can enlighten the later ones and better contribute to the game
development of basketball. Future research should refine the
assessment of athletes’ overall ability, with comprehensive
data collection on measurable variables.
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With the rapid development of the related computer industry, the use of computer-related technologies has become more and
more frequent. ,emusic industry is no exception.,e research and analysis of music emotions has been a problem since ancient
times. Due to the diversification of music emotions, people with different music in the same piece of music will have different
feelings. ,e research topic of this article is to make a comprehensive analysis of the computer’s automatic identification
technology, combined with the powerful subcapacity of the computer, so that the research on music emotion can be developed
rapidly. ,e article analyzes the technical research of the automatic recognition and analysis of music emotion in the computer,
and conducts a comprehensive analysis of the music emotion through the research of the computer-related automatic recognition
technology. ,is paper focuses on the computer automatic recognition model of music emotion, and successfully realizes the
design and simulation of the automatic recognition system based on the MATLAB platform. An automatic identification model
using BP neural network algorithm is proposed. By comparing it with the statistical classification algorithm, the experimental
results verify the effectiveness of the designed BP network in music emotion recognition.

1. Introduction

Different from the traditional media, the core of new media
is the digital media using digital technology, Music plays an
important connecting role in emotional communication in
different cultural contexts such as age, ethnicity, music,
cultural experience, etc. [1]. With its massive information,
wide coverage, fast speed, and strong interaction [2, 3], new
media has become a carrier for more and more audiences to
receive information [4]. Nowadays, digital technology has
irresistibly penetrated into every corner of life [5, 6], making
people equal between extremely low cost and huge amount
of information [7]. ,e achievements of digital revolution
such as digital television and digital CD-ROM enable in-
formation to be disseminated in a simple way, accessed in a
larger capacity, and communicated with recipients in a more
personalized way [8]. Simple interpersonal relationship is
being replaced by two-way communication between people,
people and groups, so that people can selectively obtain the
information they need [9].

At present, the traditional media is gradually becoming
digital, and the information exchange between media is
more and more accomplished by digital. Internet music
relies on new media to quickly become a unique cultural
landscape [10]. Numerous netizens forget to return and get
their own place in the creation and sharing of “grassroots”
music art. Bukharin’s ,eory of Historical Materialism
regards art as the result of reflection of social life, a special
“spiritual” activity and spiritual production [11]. It holds
that science is the result of systematization of people’s
thoughts and art is the result of systematization of emotions
in images. Art is a means of transferring feelings, and its
direct function is to promote emotional socialization. Art is
an activity that expresses emotion by artistic image and
words, sound, action or other means [12]. It has great vitality
and potential, and has become an important means of the
development of today’s music art, and has a far-reaching
impact on music creation, dissemination, appreciation and
even the whole music culture [13]. Digital network provides
a new way of music creation, production, dissemination and

Hindawi
Mathematical Problems in Engineering
Volume 2022, Article ID 3145785, 9 pages
https://doi.org/10.1155/2022/3145785

mailto:xyh10070207@163.com
https://orcid.org/0000-0002-9153-4002
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/3145785


communication, which deeply influences the way of music
creation, performance and its existence in society, and forms
a unique aesthetic culture [14]. Even people’s ideas and
attitudes towards music art are changing quietly [15]. ,e
support of high-tech means of new media culture meets the
sensory needs of human beings. ,e creative impulse of
creators can be accurately expressed.,e online music world
is connected with the imaginary world and the real world. At
this time, the form of music art is more perceptual products,
and the appreciation activities are more perceptual. Enter-
tainment has become the first demand of network music.

,e use of computer’s automatic identification tech-
nology can well promote the development of human music.
Music is a special way of expressing emotions, and his
communication method must be highly consistent with the
way that humans can accept. And no matter what kind of
music, what era of music, his development cannot be sep-
arated from technological innovation, especially in this era
of rapid technological development, once the development
of music and high-tech technology are out of track, it will
definitely be Leading to the backwardness of music.,rough
the rational use of computers, this article promotes the
innovation and development of music on the one hand, and
hopes to have a systematic understanding of the expression
of music emotions on the other. ,e relationship between
new media and computer network is very close, and the two
influence each other and promote each other. From a
technical point of view, computer network applications
provide technological impetus for new media, and take the
characteristics of new media technology as the research and
development point. For example, the most popular new
media software WeChat, Weibo, official account, etc. of new
media technology. Although the emergence of these new
media platforms has brought a huge impact on traditional
media, they can still play a relatively positive role in guiding
social public opinion. From the perspective of application
promotion, new media has a large number of audiences in
the Internet environment, and these audiences are the re-
cipients of computer networks, prompting new media to
innovate in promoting computer network technology and
promoting computer network applications. And under the
interaction and feedback mechanism of new media, it
provides reference for the realization of technological reform
of computer network applications.

2. The Present Situation of Music
Communication in the New Media Age

(1) In this age, the use of mobile phones is becoming
more and more frequent, and this has also led to
mobile phones becoming an important carrier of
music expression. Music, as one of the carriers rich in
emotions, has always been. It is highly valued by
people from all walks of life, especially for artists.
Since music was invented, people’s research on him
has not been interrupted. As of 2018, the penetration
rate of smartphone users in China has reached about
70%, and this has further promoted the development
of music. Among them, the music media in the new

media era is shown in Figure 1. According to the
Expressway Research Institute’s Mobile Music
Market Report 2018, music applications ranked
fourth with 77.2% usage in all kinds of applications,
and first in leisure and entertainment software. In
addition to the basic needs of netizens such as in-
teraction and information acquisition on the mobile
Internet, netizens have a higher demand for music.
Users’ music listening habits are gradually shifting to
the mobile end. From network statistics, we can
know that 56.6% of users are used to listening to
music on the mobile end, while only 22.4% are used
to listening to music on the PC side. 17.3% of users
use mixed music on the mobile end and the PC side.
3.7% of users say they don’t listen to music very
much. ,e statistics of the specific situation are
shown in Table 1.

Combining with the development trend of mobile In-
ternet users and their strong demand for music, mobile
music has broad prospects for development in the future. In
addition, with the development of APP application of smart
phone, which matches the music playing software of smart
phone, there will always be a music app playing software in
every mobile phone, no matter whether the audience is a
music enthusiast or not, such as Cool Dog Music, Cool Me
Music, Daily Beauty, NetEasy Cloud Music, QQ Music, and
so on. Mi Music, Baidu Music, etc. ,e market share survey
of major apps is shown in Table 2.

Music APP broadcasting software has various functions,
including original music (Domi music), music + social
networking (NetEase cloud music), original + voice music (5
sing mobile client) and other different types, which indicates
that “everyone can have a microphone, everyone can have
their own music media communication platform, and ev-
eryone can interact with music.” ,e era of mobile Internet,
a new media of communication, has begun to mature day by
day. ,e melody of music is also called tune, which is or-
ganized by a series of notes that can reflect the theme of the
music according to a certain mode relationship and rhythm-
rhythm relationship. Melody is the foundation and soul of
music, especially the main melody, which embodies the
main ideas contained in music and the main emotional
information that music wants to express. But for computer-
aided sentiment analysis, these sentiment information
cannot be obtained directly, and can only be represented by
the melody characteristic parameters of the musical work
itself. ,erefore, the research on the characteristics of the
main theme of music is an important prerequisite for
sentiment analysis.

(2) Digital control and processing capabilities make
communication terminals gradually accepted by
people, and can become human-computer interac-
tive media; third, the rich music resources in the
Internet are very cheap and even free. Self-media
refers to the media form in which information
publishers use intelligent terminal devices to dis-
seminate microinformation to the social units, social
groups and public users with specific symbols
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through the Internet channels, thus enabling the re-
dissemination of microinformation among these
audiences. Information disseminated by self-Media
includes text, pictures, audio and video. From the
point of view of its dissemination technology, self-
Media dissemination has the convenience that tra-
ditional network media does not have. ,at is, ev-
eryone can register self-Media platform to achieve
point-to-point and point-to-point interactive

dissemination of music information. Table 3 shows
the amount of music reposted on major platforms.

For the user, sharing his favorite music through his
mobile phone is a happy thing for him, and he can do it very
happily. While the utilization rate of mobile phones con-
tinues to increase, there are more and more listeners to
online music. ,e emergence of a large number of music
software has deepened this situation. People have also begun
to use various channels to learn about their favorite music.
To listen. ,e development of computer technology is also
one of the reasons to promote the development of this
convenient thing. People can more conveniently listen to
their favorite music accurately and share it with their friends.
It is also better for the development of music. Great effect. At
the same time, the application field of music is also relatively
extensive, as shown in Figure 2:

3. Characteristics of Music Communication in
the New Media Era

In the new media era, the form of music information dis-
semination represented by WeChat media can be summa-
rized and analyzed according to the “five W″” model of the
famous American scholar Lasswell. ,e new media music

Figure 1: Music media in the new media age.

Table 1: Music listening habits of users.

Male (%) Female (%) Total (%)
PC side 18.4 4 22.4
Mobile 21.4 35.2 56.6
Don’t listen to music 15 6 21

Table 2: Market share of major apps.

Downloads Percentage (%)
qq music 460 million 27.4
NetEase cloud music 570 million 31.9
Kugou music 120 million 8.2
Mobile phone users 560 million 65
PC users 320 million 35
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dissemination gradually presents the following main fea-
tures. 1. ,e diversity of music communicators. In the new
media communication environment, the source of music has
begun to present a variety of characteristics of network
interlacing. First, the traditional singularity of music com-
munication sources has gradually disappeared. New media
music is transmitted through smart client update. ,e rate
has been greatly improved, and the content of music in-
formation has shown a quantitative upward trend. Just
taking the original Chinese music base website as an ex-
ample, as of now, there are more than 30 million registered
users, including more than 200,000 original artists; 15,000
new songs are uploaded every day, includingmore than 2000
original songs; original cover accompaniment content li-
brary More than 10 million, including more than 1 million
original works; more than 1.5 million uniquely accessed
music users per day, more than 6 million page views, music
information in both content and form, showing a quanti-
tative feature.In addition to the mainstream primary colors,
the live light color can also be matched with a virtual studio
software system to control the lighting parameters, which
can be adjusted in the software environment according to
changes in music rhythm, timbre, speed and other elements.
It enables the on-site comprehensive effects such as lighting
projection to undertake the task of expressing the emotion of
music, expressing the emotion, and rendering and em-
phasizing it, so as to better convey it to the audience and

achieve a better audio-visual effect.,e survey of uploading
songs on various platforms is shown in Table 4:

(3) With the rapid development of music, the devel-
opment method of music has also undergone tre-
mendous changes. From the original word of mouth
to the current record, MP3, mobile phone listening
to music, various methods of listening to music
emerge in endlessly. People can choose the way they
like to listen to their favorite music as they like, so as
to enrich their emotions and cultivate their senti-
ment. ,e changes in the way of listening to music
have also led to more and more accurate music that
people can listen to, and they can accurately find the
yinyue that suits their tastes. ,e characteristics of
music communication in the new era are shown in
Figure 3.

It is also a business model that currently dominates the
mainstream market. However, due to the low stickiness of
this type of service users, its future business development
needs further observation. Typical representatives such as
Cool Dog, Cool Me, QQMusic, BaiduMusic, etc.;,emain
feature is that the user actively listens to passive listening.
With the increasing content of music, in order to better
meet the user’s preferences, the life cycle of the product is
specifically compressed, typical representatives such as
Jing.FM, Douban FM, etc.; Fourth, in the music store

Music application

bar movies

shopping mall treat

Figure 2: Application areas of music.

Table 3: ,e amount of music reprinted on each platform.

Reprint Frequency Percentage (%)
WeChat 3500million 2–3 31
Weibo 4821million 5–8 42
Blog 891million 1–2 11
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category, users are still accustomed to using pirated copies
when piracy is not well contained. Such models have a high
threshold in terms of user scale expansion and revenue
growth. Domestic typical enterprises include Jingdong
Mall, Amazon China, Taobao, etc. Class operators, mainly
refers to the operator’s music-related products, including
ring tones, ring, etc., as well as the operator’s music client
software products. Typical products of operators include
Mi Mi music, Wo music, and love music. Second, in the
form of music dissemination, there is a diversified trend.
,e spread of music is no longer a “point-to-face”
broadcast, but an “peer-to-peer” interactive spread. For
example, in terms of music socialization, Domi music and
singer are the first to make breakthroughs: Domi music is
on the basic needs of listening, allowing users to freely
create song lists and share them interactively around songs,
through users and users. Communication, to help users
find better music; singing to meet the needs of users to
practice songs through mobile phones, through the form of
community, let users interact, become an interactive
platform to show personal charm. 5. ,e intelligence of
music communication effects. In the “music cloud” era,
audiences only need to use smart mobile terminals through
the Internet, and a huge amount of music information is at
your fingertips.

4. The Change of Music Communication in the
New Media Age

At present, the development of new media technology has
not only changed the form of music information received by
audiences, but also exerted a subtle change on the devel-
opment of music communication. Understanding the
changing trend of music communication in the new media
era will certainly play a deeper role in promoting the
prosperity and development of China’s music industry.

(1) ,e change of the environment of music media. As
McLuhan said, “Media is the extension of human
beings.” People’s expression in the new media envi-
ronment has the characteristics of “transmission-re-
ception” integration. Intrahuman communication,
interpersonal communication, organizational com-
munication and mass communication all have new
characteristics: the “one-to-one” and “one-to-many”
expression forms of instant messaging, the most typical
of which are Wechat and Wechat. QQ and other
products, their expression and communication can be
“one-to-one” or “group” group discussed by many
people. ,erefore, with the change of media envi-
ronment, the environment of music communication
should also change accordingly. First, music com-
municators should not only consider creating better
works, but also consider how to use the current media
environment to disseminate their own works. Sec-
ondly, we should make good use of new social media
such asWeChat, QQ, blog and so on. Music creation is
disseminated through social media. Its effect is very
remarkable. Music audiences use WeChat, QQ, blog,
microblog, and other platforms to comment, forward
and share newworks.Music works can quickly become
popular works of the times through the spread of “one-
to-one” and “one-to-many” by countless dissemina-
tors. For example, the popular chopsticks brothers’
Little Apple in 2014 has become a Divine Song widely
sung by online and offline audiences with the help of
the promotion of the newmedia environment.,irdly,
we should make good use of smart mobile phone
platform.Mobile media has become a new platform for
music creation, appreciation and communication. In
the future, music audio-visual has changed from the
fixed mode to the mobile mode, and the new mode of
music communication, channel and industry has
gradually become perfect. ,e proportion of music

Characteristics of Music 
Transmission in the New 

Media Era

Diversified 
communication 

subjects

Rich music
products 

Communication 
channel 

interaction

Demand
segmentation 

Figure 3: Characteristics of music communication in the new era.

Table 4: Status of uploaded songs.

Upload song Original song Percentage (%)
WeChat 210000 12000 29.4
Weibo 360000 70000 47.1
Blog 80000 11000 2.9

Mathematical Problems in Engineering 5



media and the trend of music communication are
shown in Figures 4 and 5.

(2) ,e change of music communication platform.
Music communication platform began to change
from a single platform to amultimedia, multichannel
composite platform. First of all, new media and
traditional media platform began to gradually in-
tegrate. Taking music communication on TV plat-
form as an example, a large number of music
programs such as “Good Voice of China,” “China
Dream Show,” and “Most Beautiful Harmony” have
been closely integrated with the mobile network,
thus constantly refreshing the ratings and improving
the effect of music transmission. Secondly, self-
Media has gradually become a new platform for
music communication. With the continuous im-
provement of the functions of smartphone Wechat
and APP, newmedia clients have moved from simple
content packages to “content + interactive services”.
,e content of music communication is not limited
to content-based state. Self-media music commu-
nication should redefine the relationship between
audiences and media, change the relationship chain
of music communication from music audiences to
music users, and on the basis of the new commu-
nication relationship, introduce music products that
meet the requirements of the industry. Finally, all
media platforms should be integrated. In the new
communication environment, music communica-
tion platform still exists. How to effectively integrate
the new platform with the old platform has become
the key to expand the effect of music communica-
tion. ,erefore, the new platform gradually deter-
mines the direction of future music communication
development with the idea of “Internet +.” ,rough
the effective means of “Internet + newspapers and
magazines” and “Internet + Radio and television
media,” we will identify new ideas for the develop-
ment of music communication platform.

(3) ,e transformation of the mode of music commu-
nication industry. From the perspective of the model
of the music communication industry, domestic
streaming music still cannot escape the curse of
genuine free. In this mode, streaming media pro-
viders cannot get compensation from users. ,ere-
fore, the new media platform will encounter a series
of problems such as how to protect music copyright.
,erefore, in the mode of music communication
industry, first of all, the state should amend the
Copyright Law and other relevant laws in time to
promote the transformation of illegal music websites
and P2P websites to the mode of music genuine fees.
Secondly, music industry practitioners should sys-
tematically safeguard their legitimate rights and
interests, and promote the closed-loop of music
copyright to gradually take shape. Finally, in the level
of payment mode, we need to form a closed-loop
payment system for genuine online music. In the

period of digital music development, online music
payment in China develops slowly, and online music
matching payment channels are absent. ,e survey
on music copyright awareness is shown in Table 5:

,ere is no significant difference in user experience
between genuine and pirated music. Even genuine paid
music products are more troublesome to use. ,ese three
closed-loops well explain the historical reasons for the lag of
the construction of the genuine music system in China, and
they are also a lesson to be added to the development of the
genuine music business model in the newmedia era. Like the
passive old media and interactive new media mentioned by
Nicolas Nigroponte in Digital Survival, interaction is the
most essential feature of the new media.

,e influence of digital networking on music is pro-
found, and music has become unprecedented open. Music
under the influence of new media has the following char-
acteristics: Virtualization makes the global dissemination of
art products inevitable. From the creator’s point of view,
professional creators are subject to such restrictions as re-
cord companies or media. ,ere are restrictions on their
publication of their works. In contrast, individual composers
are free to publish their works on the Internet as long as they
want, as long as there are certain groups of people to vis-
it.,e survey on music dissemination trends is shown in
Table 6:

Hegel believes that the initial need of art is to embody the
ideas or ideas produced by the spirit in his works. On the one
hand, the works of art presented in the sense organs should
have an inherent meaning. On the other hand, they should
express the content meaning and its image as the products of
artistic activities of thought and spirit, rather than the real
things that exist directly. In the face of the audience, the new
media directly removes the utilitarian content and moves
towards the natural transmission. ,e creators and appre-
ciators regard the creation, dissemination and appreciation
of music as a pure artistic act, full of artistic creativity and
vitality. Where possible, people with the same interest
orientation can establish their own ideological community
in the virtual community and exchange ideas with voice and
color. 2. Timeliness and popularity as far as the timeliness of
music communication is concerned. ,e new media makes
the network music free from space restriction and content
updating without fixed cycle, which is extremely easy to
operate. Many network music itself is not a professional
music creation. New media can quickly transmit the music,
sound and image of netizens by means of “always ready”
transmission, which is not limited by cost, technology and
distribution. ,e widespread popularity of grassroots music
on the Internet is the embodiment of this phenomenon. ,e
great increase of individualized artistic creators will inevi-
tably make the world colorful and dazzling. 3. ,e inter-
action and synthesis of music and personalized products
appear simultaneously. Multimedia music is a challenge to
the puremusic form.,e involvement of visual mediamakes
the pure music form which requires high quality of the
audience develop towards multilevel and planar direction.
,e deep meaning of music is often expressed directly by
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means of visual aids. In the way of multimedia appreciation,
appreciation changes from simple audio-visual to compre-
hensive audio-visual acceptance, and then expresses feelings
freely on the information platform. ,e perfection of audio-
visual experience is the need of people to accept network
music. In the creation and appreciation of the popularity of
network music, the creator only experiences the pleasure of
existence of “I speak therefore I am,” and the audience does
not need to think about the subtle meaning of the works.

Network music creators often use humorous and person-
alized language to construct works with lively rhythm and
clear structure. Most of the audience and audience want to
vent their emotions, relax their body and mind in a limited
time, and get aesthetic pleasure that makes them happy. As a
result, online browsing provides them with a pleasant aes-
thetic experience, which is easy to appreciate without burden
and pressure. Network music uses frank, perceptual and
fragmentary voices to dispel the existing discourse authority
in the field of aesthetics, bringing people into the virtual
aesthetic space the simplest pleasant aesthetic experience.
Some people think that this kind of appreciation pleasure is
low-level, not aesthetic. However, there is no difference
between pleasure and aesthetic feeling. ,e real aesthetic
feeling is the aesthetic feeling after blending all kinds of
complex aesthetic psychological pleasure. It brings people a
kind of spiritual intoxication. ,e virtuality, timeliness and
interaction of new media music communication are shown
in Figure 6.

In terms of the timeliness of music dissemination, tra-
ditional media can hardly compare with new media. Due to
the influence of many factors such as cost, technology and
mainstream ideology, the timeliness of traditional music
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Figure 5: ,e trend of music communication.

Table 5: Survey of music copyright awareness.

Gender Genuine (%) Piracy (%) Total (%)
Male 64 36 100
Female 28 72 100
Total 92 108 200

Table 6: Survey results of music dissemination trends.

2016 2017 2018
New media 77 72 75
Old media 62 42 26
Other 53 38 35
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media is restricted. ,e new media makes online music not
limited by space, and the content update does not have a
fixed period. It is extremely easy to operate. Many online
music itself is not a professional music creation, and new
media quickly transmits the music, sound and image of
netizens in the way of “always ready”, which is not limited by
cost, technology and distribution. ,e widespread popu-
larity of grassroots music on the Internet is a manifestation
of this phenomenon. ,e popularity of many Internet songs
and the overnight fame of Internet singers are closely related
to the timeliness and popularity of new media. ,e devel-
opment of the network enables people to get the latest in-
formation as long as they are connected to the network, and
virtualizationmakes the global dissemination of art products
inevitable. From the creator’s point of view, professional
creators are subject to restrictions such as record companies
or media, and they are restricted in publishing their own
works. Compared with individual composers, they can freely
publish their works on the Internet. As long as he wants, as
long as there is a certain crowd to visit. Hegel believed that
the original need of art is that people should embody the
concepts or ideas generated by the spirit in his works, just as
people use language to convey ideas, so that others can
understand. On the one hand, a work of art presented to the
senses should contain an inner meaning, and on the other
hand, it should express this content meaning and its image as
something that appears to be not just a directly existing
reality, but a mental and spiritual thing. Products for artistic
activities: what emerges with personalized products is the
vividness and synthesis of music. Multimedia music is a
challenge to the pure music form. ,e intervention of visual
media makes the pure music form, which has high re-
quirements on the appreciator’s own quality, develop to-
wards a multilevel plane, and the deep meaning of music is
often expressed directly with the aid of visual aids. In the
multimedia joyful way, appreciation changes from simple
listening to a comprehensive acceptance of audio-visual

integration, and then freely expresses feelings on the in-
formation platform. ,is interaction and comprehensive-
ness are also the characteristics of new media
communication methods. Mature composing techniques
and omnipotent digital means make the concept and lis-
tening habits of the Voice of Entertainment deeply affect all
people who come into contact with digital life. ,e perfect
audio-visual experience is what people need to accept online
music.

5. Conclusions

,e emergence of new media has greatly promoted the
spread and development of music culture. ,e influence of
the media on music culture is firstly manifested in the way in
which the works exist, and then expands its scope of in-
fluence, eventually expanding to the whole field of music
culture. ,roughout the development process of music
culture, it is actually a process to meet people’s changing
perceptual needs, so music culture must put people’s aes-
thetic needs first. ,e emergence of new media provides a
platform for the spread and development of network music,
meets the aesthetic needs of people, and is an indispensable
important carrier in the process of the spread of network
music culture. As ameans of communication, the newmedia
has a tremendous impact on music and its culture. ,e
process of research on the development of music emotion is
also relatively difficult. Countless people have invested in
this research.,e research onmusic emotion in this article is
also a new way, through the use of high-tech technology,
such as computer analysis technology and automatic
identification technology. Use it to automatically research
and recognize music emotions. ,e changes of the media
first affect the way music works exist, and then expand to the
whole field of music culture, forming a new way of music
interpretation. From this point of view, themodernization of
the means of music communication is carried out on the
premise of the development of human social science and
technology, and is a clear representation of human devel-
opment. Network music pays more attention to people’s
livelihood, people’s cultural and aesthetic needs. In fact, the
development of the whole music culture is aimed at satis-
fying the human perceptual needs. ,e human musical
aesthetic needs are always the first and unconditional. ,e
arrival of the newmedia era greatly meets the needs of music
perceptual aesthetics in new ways. Any music works or even
related cultures are used materials. People who live in such
media have few burdens left by history because they firmly
believe that only aesthetics and perception are always right.
Artists use certain material materials and tools, and use their
own aesthetic ability and skills to express their worship
emotions. ,en, art appreciators feel the author’s adoration
from the works of art. ,is kind of worship emotion
combined with the appreciator’s own understanding con-
stitutes the appreciator’s own unique interpretation and
evaluation. How we judge a work of art comes from whether
we feel what the author wants to express in it. Everyone is
more or less adored. ,is is a deeply rooted tradition that we
have inherited from time immemorial. Artists use this
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Figure 6: ,e virtual, timeliness and interaction of music com-
munication in new media operations.
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adoration as a bridge for emotional transmission. Based on
the worship of something, the author’s thoughts and
emotions are extended. ,e research focus is on the music
emotion recognition system, and the melody feature space
for emotion is based on the selection of relatively simple
MIDI music. However, a large number of existing music
forms are audio files such as MP3 and CD, so this is lacking
in practical application. ,e research method of this paper
can be applied to music types such as MP3, the only dif-
ference is that it needs to use signal processing, spectral
analysis and other means to extract music features, which is
also an important direction for further research.
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*e research on the users’ continuance intention behavior of online learning platforms is not a new topic. In the past, more studies
were conducted on users of MOOC online learning platforms, which are based on symmetric causality. *is study adopts the
qualitative comparison analysis method to build configuration model by combining platforms, students, parents, teachers (4 level
seven elements) with middle school students’ continuance intention. *e configuration analysis identifies the user’ retention path
of middle school students on online learning platform under the collaborative influence of multi-level elements, summarizes the
online learning platform of continuance intention mechanism and implementation path for middle school students and reveals
that the users of online learning platform for middle school students keep clear of the mechanism of action and realistic choice. In
the end, the user retention mechanism of middle school students’ online learning platform is summarized, including platform
quality orientation, platform interaction orientation, and “parent-teacher” dual drive.

1. Introduction

With the development of information technology, especially
the popularity of mobile Internet terminal devices, and the
spread of COVID-19, online learning has become one of the
common learning methods for middle school students. In
the past, most studies focused on the influencing factors of
single-level users. In fact, for middle school students’ online
learning, its continuance intention are affected by many level
factors. *e research of single-level elements often follows
deductive logic and hypothesis test, which is suitable for the
analysis of net effect relationship at the variable level. *e
research on the continuance intention of multi-level ele-
ments for middle school students is based on abduction logic
to identify the configuration causes of specific results (such
as continuance intention), which is suitable for the research
on the complex relationship of hierarchical configuration
shaping continuance intention behavior [1]. Based on the
perspective of level-element configuration, combined with

Fs-QCA (fuzzy set Qualitative Comparative Analysis)
method, this paper analyzes the necessary and sufficient
causal relationships [2], explores the causes of level con-
figuration of results (continuance intention) according to
abduction logic, and then obtains the path of middle school
students’ continuance intention behavior.

2. Research Basis

2.1. Community of Inquiry. Community of Inquiry (CoI), is
a valid theoretical framework for the study of online
learning cocreated by Garrison and Arbaugh [3]. *is
theory mainly emphasizes the importance of interaction
between teachers and students or between students and
students in the process of online learning, and aims to
promote the construction of students’ knowledge, the
discovery of students’ ability and the cultivation of stu-
dents’ skills under the teachers’ feedback when students
learn online. *e theory can be divided into cognitive
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presence, social presence and teaching presence. Cognitive
presence which considers students as the main object, takes
advantage of their own learning efficiency and learning
engagement to explore learning tasks, to integrate the
application of solving problems, thus obtaining the ac-
quisition and application of advanced knowledge. Social
presence means students display their personal charac-
teristics in the trustworthy inquiry learning community
through communication media, so as to interact with
others, realize the purpose of developing interpersonal
relationships, and enrich their social interaction experi-
ence. Teaching presence is the design, promotion and
guidance of students’ cognitive processes, including cur-
riculum design and organization, facilitating dialogue and
direct teaching, in order to achieve personally meaningful
learning results. In the theory, the main subject of cognitive
presence is students, while parents only participate in
online learning process as supporters and supervisors,
mainly to check the completion of its task. Social presence
and teaching presence both require parents to guide and
help students in family education environment. *e sig-
nificance of the above theory for this study mainly lies in
students’ self-learning efficacy and the performance of
observing students’ perception of parental involvement in
online learning.

2.2. Overlapping Spheres of Influence. *e theory of Over-
lapping Spheres of Influence was proposed by Epstein
based on the ecological theory of school-family rela-
tionship, to establish family-school partnership, mainly
the one between school, family and community [4]. In this
study, the theory of community is defined as the online
learning platform, on which the collaborative relationship
is expected to be based on. *rough the method of online
study, the family, school, and platform establish the same
goal for the children’s occupational planning, undertake
the common task and establish a new type of cooperative
relationship between the student, family and school. To
sum up, users’ continuance intention of using online
learning platforms is a dynamic process that covers
multiple factors such as macro environment and micro-
individual characteristics, and this process is affected by
many precursors, including family, school, platform and
individual characteristics [5–7]. In particular, compared
with adults, there exists a realistic situation of “middle
school students-parents” role separation. However,
existing studies are often limited to a certain level, which
ignores the possible influence of multiple factors con-
currency on users’ continuance intention behavior in the
context of role separation, leading to the inconsistency of
existing conclusions [8]. *e internal mechanism of
multi-level synergy affecting users’ continuance intention
of online learning platform remains unclear. In view of
this, this study integrated four levels to explore the
multiple concurrent factors and causal complex
mechanism.

3. Relationship and Research Model between
Level Factors and Continuance Intention

3.1. Relationship between Student-Level Factors and
Continuance Intention

3.1.1. Relationship between Online Learning Self-Efficacy and
Continuance Intentio. *e concept of “online learning self-
efficacy” is derived from the concept of “self-efficacy”
proposed by Bandura. From the perspective of its devel-
opment, this concept has gone through the process of “self-
efficacy,” “learning self-efficacy,” and then “online learning
self-efficacy” [9]. It can be seen that he regarded it as a
subjective cognitive variable of people’s ability to complete a
certain task. He regarded it as a key factor of human mo-
tivation system and explored its influence mechanism on
individual behavior. With the deepening of research, many
studies have clarified and expanded the role of self-efficacy as
the basic mechanism for the change, maintenance and
generalization of individual actions. *e concept of “self-
efficacy in learning” is just the application and development
of “self-efficacy” in the field of learning. At the same time, he
discussed the operation mechanism of self-efficacy in the
process of learning, pointing out that learning motivation is
discussed according to self-efficacy, that is, learners’ judg-
ment of their ability to perform specific learning behaviors.
With the rapid development of information technology and
the deepening of research, the study of “learning self-effi-
cacy” has been gradually extended to the field of online
learning, resulting in the concept of “online learning self-
efficacy.” In 2006, Pituch defined self-efficacy in the context
of e-learning as learners’ confidence in their ability to
perform specific learning tasks using e-learning systems.
Chinese researcher Guo Li et al. described it as “Learners’
subjective judgment of their own network learning ability”
[10]. Based on this, this study believes that the self-efficacy of
online learning of middle school students will affect their
continuance intention.

3.1.2. Reationship between Online Learning Engagement and
Middle School Students’ Continuance Intention. *e word
“input” originates from the research on input in the field of
work. *e researchers regard employees’ engagement in the
work environment as an internal psychological structure,
and “engagement” refers to employees’ total commitment to
work. Although the environments and places where em-
ployees perform tasks are different, their underlying psy-
chological structures are similar to some extent. *erefore,
this paper introduces the concept of work engagement into
the field of learning, resulting in the concept of “learning
engagement.” “Learning engagement” is described as
“learners show an active and persistent state in the learning
process, as well as a universal and persistent state.” With the
rapid development of online learning, the effect of middle
school students’ online learning has aroused widespread
concern and discussion among researchers. More and more
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researchers regard the level of learning engagement as an
important indicator to measure the quality of online
learning process, and a large number of studies have been
carried out. As the online learning of middle school students
is characterized by the situation of role separation, the
importance of learning engagement for middle school
students online learning is self-evident. Whether online
learning can happen, whether it can be persevered and
focused, and whether it can achieve good learning results is
worth discussing. Based on previous research results, this
study defined the concept of “online learning engagement”
as “whether the online learning of middle school students
can be sustained and focused is the performance of the
online learning process of middle school students.” *ere-
fore, online learning involvement of middle school students
will definitely affect their continuance intention behavior.

3.2. Relationship between Parent-Level Factors and Contin-
uance Intention. *e parents mentioned in this study refer to
the parents of middle school students, or a small number of
them are other guardians in addition to their parents. Parental
participation means that parents pay attention to the learning
process of middle school students, participate in the learning
style of middle school students, affect the choice of learning
style of middle school students, and then affect the learning
effect. Parents’ participation can be divided into in school
educational activities and out of school educational activities
according to their behavior. Parents’ participation in school
educational activities can be divided into direct participation
and indirect participation. Direct participation refers to
guiding students’ after-school learning, assisting students to
complete their homework, paying attention to students’
psychological changes, providing material support and en-
suring the learning environment. Indirect participation refers
to understanding children’s learning status through inter-
action and communication with teachers and other teaching
staff, feeding back students’ learning status to teachers, and
helping children make progress in quality, study, behavior
and so on. Parents’ participation in extracurricular educa-
tional activities includes learning habit formation, learning
method training, quality improvement etc. *e behavior of
participation can be divided into direct participation and
indirect participation. Direct participation refers to parents’
tutoring their children’s homework at home; indirect par-
ticipation means that parents provide conditional support for
their children’s learning, including high-quality learning re-
sources and valuable guidance. In this study, parents’ par-
ticipation in children’s online learning mainly refers to
parents’ support or involvement in the learning process of
middle school students, which affects the learning effect.
Participation usually includes time companionship, necessary
supervision, material supply and emotional encouragement
and support. *erefore, parental participation will certainly
affect the continuance intention of middle school students.

3.3. Relationship between Teacher-Level Factors and Contin-
uance Intention. As a specific professional role behavior,
teacher behavior not only has the common characteristics of

human behavior, but also has the unique characteristics of
teacher role. From the perspective of teacher quality,
scholars Lin and others believe that teacher behavior is the
external embodiment of a comprehensive quality such as
teaching philosophy, teaching by example and teaching
ability in specific teaching. *e teacher behavior understood
by Bai is sometimes called teacher performance [11].
*erefore, whether expressed by teacher behavior or dis-
cussed by teacher performance, they all express the implicit
concept of teachers’ internal quality through explicit be-
havior. *e relativity of teacher behavior determines that
whether they experience from the perspective of explicit
behavior or from the perspective of implicit behavior, their
object is always learners, which needs learners’ real expe-
rience and perception to judge. *e teacher behavior in this
study is mostly replaced by teacher support behavior, which
can better highlight the directivity and purpose of teaching
behavior. In order to further standardize the research,
teacher support behavior is defined as: Based on their own
teaching ideas, teaching ideas, teaching experience and in-
dividual level, and with the support of external educational
environment (including teaching materials, teaching tools,
physical environment, etc.), teachers carry out teaching
design and teaching management. A series of teaching ac-
tivities, such as teaching evaluation, expressed through
words, actions and expressions, which have an impact on
students’ instrumental guidance, knowledge guidance,
emotional help and social interaction. It can be seen that the
continuance intention of middle school students’ online
learning, if supported by teachers, will inevitably encourage
students to continue to use it.*erefore, teacher support will
affect the continuance intention of middle school students.

3.4. Relationship between Platform-Level Factors and
Continuance Intention

3.4.1. Relationship between Platform Interaction and Middle
School Students’ Continuance Intention. In traditional
communication and cybernetics, interaction refers to a
process in which the receiver reads, understands, processes
and gives feedback to the information obtained [12].
Nowadays, the concept of interactivity has been gradually
used by other disciplines, and its meaning has also been
more extensive. For the interaction, the current academic
community has not given a unified definition. After close
scrutiny and research, Cho and Leckenby believes that these
interactions should be summarized as follows: there are
three types of interaction: user-machine, user-user, and
user-message.*e interaction between users and devices was
the research field that early scholars paid more attention to,
which emphasized the human-computer interaction process
[13]. In this study, it refers to the user’s perceived satisfaction
of teacher-student interaction and student-student inter-
action when using online learning platforms. In the tradi-
tional school-based education mode, teachers’ attention and
communication to students will positively affect personal
learning effect to a certain extent. *e higher the user’s
awareness of platform interaction, the problems will be

Mathematical Problems in Engineering 3



solved in time.When they have ideas, they can communicate
happily. At the same time, their needs will be better met.
*erefore, the interaction of the platform will definitely
affect the continuance intention of middle school students.

3.4.2. Relationship between Platform Service Quality and
Middle School Students’ Continuance Intention. Service
quality is also an important variable in the success model of
information system. Initially, it refers to the speed and effect
of relevant operation and maintenance personnel to solve
problems in the event of operation problems of information
system. Combined with the actual situational characteristics
of students using online learning platforms, this paper thinks
that service quality means that when online learning plat-
forms provide matched platform support (such as the timely
response of the customer service, teaching assistant of the
work on teaching etc.) for learning products (such as
courses) and when the technical problems arise in the
process of using the platform, the speed and quality of
solving problems will affect middle school students’ con-
tinuance intention. *erefore, the service quality of the
platform will definitely affect middle school students’ con-
tinuance intention.

3.4.3. Relationship between Content Quality of Platforms and
Middle School Students’ Continuance Intention. In this
study, quality of content refers to the adequacy of learning
resources on online learning platforms, the rationality of
course arrangement, and the quality of relevant videos and
materials. Related scholars have carried out studies in this
field. Zhang et al. confirms that content quality can positively
affect the expectation confirmation of users of online
learning platform [14], while Yang points out that the more
satisfied MOOC users are with course quality and auxiliary
effect, the higher users’ perceived ease of use and expected
confirmation are [15]. Rich content quality can better meet
the expected needs of users, while reasonable course ar-
rangement and high-quality audio auxiliary materials can
enable users to better experience the information system,
that is, users’ perception of the content quality of the
platform can affect users’ continuous use. *erefore, the
quality of the platform content will definitely affect middle
school students’ continuance intention.

3.5. Research Model. *e middle school students’ contin-
uance intention on online learning platforms is not a single
and direct influence, but the result of many causal con-
ditions. *erefore, this paper uses Qualitative comparative
analysis (QCA) to conduct in-depth research and discus-
sion on this issue. *e QCA method proposed by Ragin, an
American scholar, in the 1980s, explored how the com-
bination paths of different antecedent variables affect the
outcome variables, based on the cross-case comparison
between qualitative and quantitative methods of Boolean
algebra and set theory [16]. *erefore, it is of good ap-
plicability and scientific to apply the configuration view
and holistic view of QCA analysis method to the research of

students’ continuance intention on online learning plat-
forms. *e relationship mechanism between antecedent
variables and outcome variables is explored through
analysis from a configuration perspective. *e specific
configuration analysis research model in this chapter is
shown in Figure 1.

4. Research Design and Data Collection

4.1. Research Design. *e subjects of this study are paired
(parent-student). According to the characteristics of the
research problem and the three characteristics of qualitative
comparative analysis: conjectural causation, equifinality and
causal asymmetry, fuzzy set qualitative comparative analysis
(Fs-QCA) is chosen as the main research method in this
study. In this study, semistructured interview and fuzzy set
qualitative comparative analysis are used to determine the
conditional variables and outcome variables of the config-
uration response. First of all, interviews are conducted with
middle school students and parents who use online learning
platforms, and the obtained data are analyzed to further
summarize and refine their respective influencing factors.
Secondly, interviews are conducted with middle school
students and their parents who frequently used online
learning platforms in the past 12 months. Finally, based on
the interview results, the Fs-QCA3.0 software is used for
configuration, and the configuration analysis model of high
continuance intention is constructed.

4.2. Research Method. Qualitative Comparative Analysis
(QCA) was first proposed by Ragin, an American social
scientist, in the 1980s, and is a research method combining
Qualitative and quantitative Analysis [17]. *e basic idea of
qualitative comparative analysis method is to apply set
theory and Boolean to explore how the combination of
antecedent conditions affects the results, aiming at solving
the phenomenon with complex causal relationship.

Different from the traditional quantitative analysis
method, the qualitative comparative analysis method thinks
whether the result occurs is the result of the comprehensive
action of different factors on the basis of examining the net
effect of factors, and calls the combination of various factors
“configuration.” As the cornerstone of QCA method, con-
figuration thinking is used to analyze results along the whole
and system approach, that is, case-level configuration is
adopted instead of single independent variables. QCA in-
tegrates the advantages of qualitative analysis and quanti-
tative analysis to some extent. QCA solves causal complexity
problems that large sample analysis cannot solve through
overall configuration analysis. It is not only suitable for small
sample studies with less than 15 cases, but also suitable for
large samples with more than 100 cases. As a research
method different from quantitative and qualitative research,
QCA has gradually been recognized by economic man-
agement scholars at home and abroad [2].

Qualitative comparative analysis methods generally in-
clude several steps: calibrating variables, generating matrix,
essential analysis, counterfactual analysis, and solution.
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(1) Calibrate variables: QCA uses direct or indirect
calibration to transform antecedent factors and
interpreted results into aggregate data. Fs-QCA
adjusts fuzzy set variables to be assigned to the closed
interval from 0 to 1 by calibration. In Fs-QCA,
calibration needs to set three critical values
according to the actual needs, namely, the complete
membership point, the complete nonmembership
point and the crossing point, according to which to
calibrate the antecedent conditions and the stan-
dards of the interpreted results in each set.

(2) Generating matrix: according to the “set-subset”
relationship, the relationship between antecedent
factors and explained results is explored and ana-
lyzed to find the corresponding combination of
antecedent conditions and generate matrix. *e
combination of antecedent conditions for the
explicitable results in the matrix of all potential
configurations is analyzed based on set consistency
and case frequency.

(3) Essential analysis: to determine the extent to which
the configuration is a sufficient and necessary con-
dition for the result variable, and to explain the
explained result, QCA reflects through consistency
and coverage. Generally, the consistency is greater
than or equal to 0.75 and the coverage value is be-
tween 0 and 1, which is considered acceptable.

(4) Counterfactual analysis and solution: in order to
avoid possible complex solutions, QCA also needs to
conduct counterfactual analysis on the configuration
to arrive at parsimonious and intermediate solutions.
Among them, the antecedent conditions involved in
both the reductive and intermediate solutions are the
core conditions, and only the antecedent conditions
in the intermediate solutions are the auxiliary con-
ditions. In the current research on QCA method,
Marx and Dusa stipulated the relationship between
the number of influencing factors and the number of
samples of Cs-QCA based on data simulation [16].

4.3. Data Collection. *e data collection of this study was
completed from September 2020 to February in 2021. *e
respondents of semistructured interviews were middle
school students and parents who frequently used online
learning platform products in the last 12 months. Firstly, the
author and the research group selected 4 middle schools in

Zhongshan District, Xigang District, Ganjingzi District and
high-tech zone of Dalian, and randomly selected 10 pairs of
students and parents who kept using the online learning
platform. Among them, students, as actual users of online
learning platform, have personal experience and feelings
about the use of online learning platforms. Parents, as de-
cision makers and participants of online learning platform,
determine the students’ continuance intention of online
learning platforms. *e author and members of the research
group interviewed these 10 groups from September to
October in 2020. *e average individual interview time
lasted more than 30minutes.*emain information of the 10
groups of respondents is shown in Table 1.

During the interview, the interviewees were asked three
kinds of questions through semistructured interviews: first,
the learning characteristics of the interviewees and their use
of the online learning platform; second, describe the
adoption of online learning platforms, continuance inten-
tion, specific process of continuance intention, and describe
the situation and feelings therein; third, list the factors that
may affect the attitude of middle school students’ parents on
online learning platforms. *e main purpose of asking
questions is to inspire the respondents to describe the factors
that promote the continuous intention of online learning
platform users based on their own actual experience and
feelings.

In terms of students, the interview content mainly in-
cludes four aspects: (1) middle school students themselves. It
mainly includes their learning attitude, self-confidence,
ability and time invested; (2) platform. Because middle
school students have been using it for 12 months or more,
the interview questions mainly focus on the content and
service quality of the platform and the real-time interaction
of the platform; (3) parents. *e interview content is about
whether online learning needs the company of parents and
whether parents can provide help in case of problems etc.;
(4) Schools. Considering that the teachers have a great
impact on middle school students’ online learning, the in-
terview focuses on whether they need teachers’ encour-
agement, help and support for online learning. Finally, the
research group collected and sorted out 20 descriptive data.

Twenty valid descriptive data were processed. *e data
processing process is mainly divided into the following steps:
first, sort out 20 descriptive data into text format and import
it into NVivo system to start text processing of the data;
Second, make use of the different node types provided by
NVivo to create nodes, tree nodes, cases and relationships
with different levels and connotations, and merge the

Parent
level

Student
level

Synergy effect

Teacher
level

Platform
level

Configuration
reaction

Students’ continuance intention

Figure 1: Configuration analysis model.
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description data with similar content to form data fragments
for further analysis; *ird, through the query function of
NVivo, find the frequency and source of text data, count the
material source value and reference point value, and filter
and retain the data with material source value greater than 3;
Fourth, the group function of NVivo is used to induce and
refine the retained data. After many times of induction and
refinement, the causal factors of multi-level factors and high
continuance intention behavior of online learning platforms
are finally obtained, including learning self-efficacy (SE),
learning engagement (LE), interactivity quality (IQ), service
quality (SQ), content quality (CQ), parental participation
(PP), teacher influence (TI), and continuance intention (CI).

After the preliminary survey and interview, the large
sample case survey of this study was concentrated between
October 2020 and February 2021. In the formal case study,
due to the epidemic situation, all data were collected by
telephone and network, including semistructured inter-
view by telephone and questionnaire distribution by
network. In order to avoid the influence of common
method bias, this study carried out program control in the
questionnaire design and distribution: on the one hand,
the anonymity and confidentiality commitment to the
respondents were marked in bold on the questionnaire,
and the psychological pressure of the respondents was
reduced and the social approval deviation of the re-
spondents is minimized by covering up stories when the
questionnaire is distributed; On the other hand, in ad-
dition to Likert’s five level measurement model, judgment
questions and semantic difference questions were added
in the questionnaire design to reduce the consistency
motivation of the respondents.

A total of 400 groups were entrusted to contact students
and parents through their head teachers. 400 groups of
students and parents were interviewed separately by tele-
phone, and 400 sets of questionnaires were distributed.
Based on the combination of telephone interview records
and manual screening of returned questionnaires, unqual-
ified questionnaires with too many missed answers, non-
standard answers and obviously halfhearted answers were
deleted. Finally, 300 groups of valid samples were obtained,
and the effective rate of data collection was 75%. After
sorting out interview records and questionnaires, they were
marked and sorted for relevance. Firstly, independent
sample T-test was performed on the data and the results
showed no significant difference (P> 0.050). Secondly,
Harman single-factor method was used to test the common
method bias. It was found that the variance explanation rate
of the first factor was 21.93% (lower than 50%), which
verified that there was no significant common method bias
in this study.

4.4. Data Calibration and Configuration Construction.
*e data analysis process of this study is mainly divided into
two stages: data calibration and configuration construction.

*e first stage: data calibration. Based on the calibration
method suggested by Rihoux and Ragin [17] and Fiss et al.
[18], the influencing factors of each sample and the attri-
bution degree of the interpreted results are calibrated. In this
study, the causal factors of continuance intention and an-
tecedent conditions of middle school students on online
learning platforms are measured by 5-point Likert method.
*e fuzzy data set adopted in this paper, referring to the
practice of Jia and Du [1], takes the upper quartile, the mean
of the upper quartile and the lower quartile, and the lower
quartile of the data of 7 antecedents and 1 outcome variable
as the complete membership, intersection and complete
nonmembership of the data set.

*e second stage: configuration construction. Fs-
QCA3.0 software is used to analyze the calibrated data. First
of all, the necessary conditions of causal factors are tested.
When the necessity of the current cause condition exceeds
0.9, the core condition is formed, indicating that the ex-
planatory power of the result variable is strong and should be
taken into account in the subsequent analysis. Secondly,
Ragin’s suggestions are taken into account in the selection of
the threshold value of the consistency rate, and the threshold
value of the consistency rate is set at 0.8. Finally, Fs-QCA3.0
software gives the solution based on Boolean algebra and set
analysis operation, and draws the corresponding configu-
ration table.

In order to ensure the robustness of the results, following
the suggestion of Epstein [4], the consistency rate threshold
is lowered to 0.75 in Fs-QCA3.0 software and the config-
uration construction is carried out again. *ree new con-
figurations are obtained, but the consistency rates of the
three new configurations are all lower than 0.75, and there is
no fundamental change in the interpretation of the results,
so the configurations obtained in this study are credible. In
addition, in view of the high proportion of female parents in
246 pairs of respondents (82.3%), in order to ensure that the
conclusions of this study are not affected by parental gender,
two samples with male parents (n� 54) and female parents
(n� 246) are constructed respectively, and there is no sig-
nificant difference in the results in terms of factors.
*erefore, the configuration obtained in this study is not
affected by the factor of parental gender.

5. Sample Description and Data Processing

5.1. Descriptive Statistics of Data. In this study, Fs-QCA
method is used to analyze the combination of antecedent
conditions of students’ continuance intention. Fs-QCA is

Table 1: Main information of the interviewee.S

Data number Middle school (abbreviation) Area Number of interviews Role/identity
001-006 ZXJNM Zhongshan district 6 Student, parent
007-010 XGYHJ Xigang district 4 Student, parent
011-016 GZZJEJ Ganjingzi district 6 Student, parent
017-020 GXXYY High-tech zone 4 Student, parent
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suitable for explaining which combination of conditions
causes occurrence of consequences and which condition
configuration causes lack of consequences. *ere are many
antecedent conditions of students’ continuance intention,
and the causality of various antecedent conditions is com-
plex, so it is suitable to use Fs-QCAmethod to study it. Based
on a configuration perspective in this study, antecedent
variables are selected from four aspects: student charac-
teristics, platform characteristics, teacher influence and
parent involvement, that is, learning self-efficacy (SE), online
learning investment (LE), platform service quality (SQ),
platform content quality (CQ), interactivity quality (IQ),
teachers influence (TI) and parents participation (PP). *e
study variables included 300 cases. First, descriptive statis-
tical analysis of variables conducted in this study to calculate
the mean, standard deviation, maximum and minimum
values of each variable. *e above statistical indicators are
shown in Table 2.

In addition, although the robustness of the analysis
results of the QCA method has nothing to do with sample
size, Rihoux and Ragin also suggest that “a good balance
must be reached between the number of cases and the
number of conditions, and the ideal balance state has no
absolute numerical range and is mostly obtained through
trial and error” [17]. However, there is still a lack of similar
research on Fs-QCA. When the final sample size is 300, the
probability of the results being affected by random data is
1%, which can clearly distinguish random data from real
data and ensure the accuracy of the analysis results.

5.2. Data Calibration. Following the steps of the Fs-QCA
method, first, we transform the values of the set consisting of
antecedent variables and outcome variables, and set 3 critical
values based on the actual conditions: complete member-
ship, intersection, and complete nonmembership. After the
transformation, the collective value is introduced between 0
and 1.With reference to previous studies, set 3 anchor points
as the upper quartile of the sample data, the mean of the
upper and lower quartiles, and the lower quartile. *e
calibration anchor points of the research variables are shown
in Table 3.

Secondly, we constructed a truth table, and 7 antecedent
conditions constituted 128 antecedent condition combina-
tions. Since the combinations are only theoretically all
possible solutions, we further determine which antecedent
combinations are subsets of the results by evaluating the
consistency of the combinations and the number of cases.
According to Ragin [2], we set the original consistency score
to 0.8 and the case frequency threshold to 1. PRI consistency
threshold is set as 0.70 [19]. *e combination consistency
score above or equal to the critical value is indeed defined as
fuzzy subset and coded as 1, while the combination below
the critical value does not constitute fuzzy subset and coded
as 0.

5.3. Antecedent Condition Necessity Test. A necessary con-
dition is a condition that must exist to cause the result to
occur. If the necessary condition does not exist in the

configuration, the corresponding result will not happen, and
other conditions cannot make up for the influence of the
nonexistence of the necessary condition. However, the ex-
istence of necessary conditions does not guarantee the in-
evitable occurrence of the result. It still needs to be combined
with other factors to produce a corresponding result. Before
fuzzy qualitative comparative analysis, necessity analysis
should be conducted on each antecedent variable. If the
necessity is greater than 0.9, it is the core condition, indi-
cating strong explanatory power for the result variable and
should be taken into consideration in subsequent analysis.
*e necessity analysis of each antecedent condition is shown
in Table 4. *e necessity of each antecedent variable studied
in this paper is less than 0.9, indicating that a single ante-
cedent variable cannot explain the formation mechanism of
each high-outcome variable. *erefore, fuzzy qualitative
comparative analysis is needed to further explore its for-
mation mechanism.

6. Configuration Result and Analysis

6.1. Configuration Result. Simplify the truth table and get the
configuration of the outcome variable. For the study of high
school students’ continuance intention, no logical remainder
is used, and the complex solution of the outcome variable is
directly obtained. On this basis, the logical remainder is in-
troduced to simplify the truth table, and the logical remainder
is “IQ∗CQ∗SE∗LE∼PP” and “IQ∗CQ∗SE∗LE∗TI∗PP” to ob-
tain a simple solution. *en the logical remainders
“∼PP∗TI∗LE∗SE∗CQ∗IQ” and “PP∗TI∗LE∗SE∗CQ∗IQ” are
added based on theory and practical knowledge to obtain
intermediate solutions. For the study of nonsenior students’
continuance intention, the logical remainder is not used, and
the complex solution of the result variable is directly obtained.
On this basis, the logic remainder is introduced to simplify the
truth table, and the logic remainder is
“∼TI∗∼LE∗∼SE∗∼SQ∗∼CQ∗∼TP” to obtain a simple solution.
*en the logical remainders “PP∗∼LE∗SE∼CQ∗∼IQ” and
“PP∗∼LE∗∼SE∗∼SQ∗∼CQ∗∼IQ” is added based on theory
and practical knowledge to obtain intermediate solutions.
*rough the comparison of the nested relationship between
the intermediate solution and the reduced solution, the core
condition of each solution is identified: the condition that
appears in the intermediate solution and the reduced solution
at the same time is the core condition of the solution, and the
condition that only appears in the intermediate solution is the
edge condition.

In this study, Fs-QCA3.0 software is used to process and
analyze the data according to the above steps. After passing
the necessity test, the consistency threshold is set as 0.8, PRI
consistency threshold is set as 0.75, and case threshold is set
as 1. Among them, there are 4 configurations with high
continuance intention, and the consistency of each con-
figuration is 0.902, 0.920, 0.908 and 0.900 respectively. *e
overall consistency reaches 0.901, and the overall coverage
reaches 0.457 shown in Table 5.

*is study follows the configuration representation
method in Fiss et al. [20] and subsequent studies. ●and •

indicate that the condition exists while ⊗ and ⊗ indicate that
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Table 4: Necessity test of students’ continuous learning intention.

Condition variable High continuance intention Non-high continuance intention

Student level

SE 0.839 0.413
∽SE 0.344 0.771
LE 0.678 0.383
∽LE 0.415 0.710

Platform level

SQ 0.692 0.431
∽SQ 0.416 0.677
CQ 0.658 0.314
∽CQ 0.445 0.789
IQ 0.743 0.432
∽IQ 0.438 0.749

Teacher level TI 0.470 0.511
∽TI 0.598 0.557

Parent level PP 0.532 0.562
∽PP 0.593 0.563

Table 2: Descriptive statistical analysis results of research variables.

Statistical indicator
Condition variable

Result variableStudent level Platform level School level Parent level
SE LE SQ CQ IQ TI PP CI

Mean 3.101 3.491 3.552 3.277 2.891 3.602 3.854 3.012
Standard deviation 0.930 0.914 0.770 0.866 0.931 0.991 1.019 0.973
Minimum 1 1 1 1 1 1 1 1
Maximum 5 5 5 5 5 5 5 5

Table 3: Calibration anchor points for each variable.

Research variable Anchor point
Complete membership Intersection Complete nonmembership

Condition variable

Student level SE 3.67 3 2.67
LE 4 3.67 3

Platform level
SQ 4 3.5 3
CQ 4 3.33 3
IQ 3.33 3 2.33

Teacher level TI 4.33 3.67 3
Parent level PP 5 4 3

Outcome variable CI 3.67 3 2.33

Table 5: Configuration analysis of continuance intention.

High and medium continuance intention Non-high continuance intention
Condition
variable S1a S1b S2 S3 H1a H1b H1c H1d H2

SE ● ● ● • ⊗ ⊗ ⊗ ⊗ ⊗
LE • ● ● ⊗ ⊗ ⊗ ⊗
CQ ● ● ⊗ ⊗ ⊗ ●
SQ ● ● ● ● ⊗ ⊗
IQ ● ● ⊗ ⊗ ⊗ ⊗ ⊗
TI ⊗ ⊗ • ● ⊗ ⊗ • ⊗ •

PP ⊗ ⊗ ● ⊗ ⊗ • ●
Consistency 0.902 0.920 0.908 0.900 0.927 0.959 0.938 0.936 0.932
Coverage scale 0.269 0.268 0.228 0.184 0.256 0.228 0.223 0.122 0.247
Unique coverage 0.037 0.029 0.018 0.133 0.033 0.008 0.129 0.055 0.021
Overall consistency 0.901 0.924
Overall coverage 0.457 0.504
Note. ●and • indicate that condition exists, ⊗ and ⊗ indicate that condition does not exist; ● and ⊗ indicate core condition,• and ⊗ indicate edge condition.
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the condition does not exist. ● And ⊗ indicate the core
condition w • and ⊗ indicate the edge condition. And
“blank” indicates whether the condition exists or not in the
configuration (there is no direct causal relationship with the
result). *e coverage in the table indicates the proportion of
all samples that can be explained by this configuration. It
should be noted that some samples can also be explained by
other configurations. Net coverage indicates the proportion
of the number of samples explained by a single configuration
to the total number of samples. *erefore, net coverage is
usually far less than the coverage, but it can more intuitively
reflect the importance of a single configuration. As the
research object of this study is individual, in order to fa-
cilitate analysis and discussion, Fs-QCA3.0 software is used
to analyze the configurations leading to high and low
continuance intention respectively. Different configurations
represent different environmental ecology that achieves the
same result (high or low continuance intention).

Qualitative comparison and analysis of fuzzy sets will get
three types of solutions: complex solution (without logical
residual term), reduced solution (including logical residual
term, but without evaluating its rationality), and interme-
diate solution (only including the logical residual term
consistent with theoretical and practical knowledge into the
solution). An important advantage of intermediate solutions
is that they do not allow the elimination of necessary
conditions. In general, intermediate solutions are superior to
the other two solutions. *e core condition and edge
condition of grouping states are distinguished according to
the reduced solution and the intermediate solution. If an
antecedent condition occurs in both the reduced solution
and the intermediate solution, it is the core condition, which
has an important influence on the results. If this condition
only appears in the intermediate solution, it will be recorded
as the edge condition, which is the condition of auxiliary
contribution [1]. *e middle solution is obtained through
counterfactual analysis, that is, assuming that the presence of
each condition variable (present) is likely to promote the
continuance intention of middle school students, fuzzy set
analysis shows that there are four configurations (paths) to
produce the continuance intention of middle school stu-
dents (as shown in Table 5). *e consistency indexes of the
four configurations are 0.902, 0.920, 0.908 and 0.900 re-
spectively, indicating that the four configurations are suf-
ficient conditions for the continuance intention of high
school students. *e overall consistency index is 0.901,
which further indicates that the four configurations covering
most cases are also sufficient conditions for the continuance
intention of high school students.*e overall coverage of the
model is 0.497, indicating that the four configurations ex-
plain about 50% of the high persistence. At the same time,
assuming that each condition variable (absent) may result in
the high continuance intention, fuzzy set analysis shows that
there are 5 configurations (paths) that produce high school
students’ non-high continuance intention, which covers the
vast majority of cases, not only constitute the noncontinuous
intention of sufficient condition, and explain about 50% of
the causes of the high continuance intention.

6.2. High Persistence Path Analysis. In view of various core
conditions involved in each group, in order to better
compare the differences of different configurations, this
paper summarizes the following four configurations (paths)
that middle school students’ continuance intention, shown
in Table 5: Service quality and content quality of platforms
and self-learning efficacy of middle school students are
dominant; Service quality and content quality of platforms
and self-learning efficacy of middle school students are
dominant while learning engagement is auxiliary; Interac-
tion between students and teachers and platforms is dom-
inant while the service quality is auxiliary; Parents’
participation, platform interaction and platform service
quality are dominant while teachers’ support is auxiliary.

(1) Service quality and content quality of platforms
and self-learning efficacy of middle school students
are dominant. S1a shows that middle school stu-
dents with strong learning self-efficacy will con-
tinue to use online learning platforms as long as
the content quality and service quality of online
learning platform are high, no matter whether the
platform has good interaction or not, whether
parents participate in it or not and whether
teachers support it or not. Specifically, when
middle school students with high learning self-
efficacy find the content and quality of online
learning platform are good, they will continue to
use it. In fact, if middle school students want to
continue to use online learning platform, they will
also be affected by the factors such as parental
participation, teacher support and self-learning
investment. When these factors are available, the
continuance intention will be constantly
strengthened, thus driving continuance intention
behavior. *is path can also be used to explain that
middle school students with strong self-learning
efficiency pay more attention to the content and
services of platforms when they use online learning
platforms, which is also the same reason that we
usually see that students with strong ability knows
how to study. *ese students have their own
evaluation criteria when choosing online learning
platforms. *ey can decide their own learning
problems without asking parents or teachers. But
this type of middle school students, in real life is
rare. *is paper verifies the positive effects of the
platform content quality and service quality on
middle school students’ continuance intention,
and also shows that the platform content quality,
service quality and learning self-efficacy have
synergistic effects on middle school students’
continuance intention. *e typical case of this
configuration is Beijing No. 4 Online School. Since
it was founded in 2001, the online learning plat-
form with the purpose of “’let more children get
better education,” has constantly strengthened the
platform content and at the same time set up more
than 100 branch offices all over the country, which
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can quickly provide online and offline integrated
services for local online learning students.
It should be noted that this configuration also shows
that when the content quality and service quality of
online learning platforms promote the continuance
intention of middle school students, the interaction
of the platform has nothing to do with the high
continuance intention of middle students. Specifi-
cally, when the content quality and service quality of
platforms can meet the learning needs of middle
school students, those with learning self-efficacy will
choose the online learning platform for continuous
learning. When they have puzzles, technical prob-
lems or other problems related to learning and life in
other aspects, users of online learning platforms can
solve problems in time through online and offline
services. To some extent, this service replaces par-
ents’ participation and teachers’ support. On the
contrary, if the online learning platform can not
provide timely and high-quality services, teacher
support and parent participation may be more
important.

(2) Service quality and content quality of platforms and
self-learning efficacy of middle school students are
dominant while learning engagement is auxiliary.
S1b and S1a are basically the same. *e two paths
only differ in the learning input elements of middle
school students. Learning input belongs to the edge
core condition element in this path, which plays an
auxiliary role.*is is because, in a broad way, the two
paths can be regarded as the same path, because the
element of learning engagement only appears in the
intermediate solution and reduced solution of the
two paths. *erefore, in this paper, S1A and S1b are
used to represent the two paths, and there is not too
much explanation here.*e author collectively refers
to S1A and S1b as S1 path below. *rough the above
comprehensive analysis of configuration, S1 path is
the type that service quality and content quality of
platforms and middle school students’ self-learning
efficacy are dominant.

(3) Interaction between students and teachers and
platforms is dominant while the service quality is
auxiliary. S2 shows that the middle school students’
continuance intention of online learning platforms
not only requires strong learning self-efficacy, but
also requires a lot of learning engagement. At the
same time, middle school students prefer to interact
with online teachers on the platform to obtain the
learning support from online teachers. However,
when middle school students study online, *e
length of time teachers spend online is limited.
Specifically, online teachers leave the platform after
online teaching, but the support students need to get
exists for a long time, which leads to the contra-
diction that students and teachers cannot be online
at the same time. *erefore, the service of the online
learning platform is particularly important. *is

service can resolve the contradiction that teachers
and students can not communicate online at the
same time, which is the reason why the service
quality of platforms plays a major role in the S2 path.
On the other hand, S2 path also shows that no matter
what the content quality of online learning platforms
is, whether parents participate or not, and whether
school teachers give offline support, it will not affect
the use of the online learning platforms by middle
school students. *is is because the participation of
parents is mainly in the period of after-school ed-
ucation and students’ independent learning. Parents
only provide necessary material guarantee and su-
pervision for students, while the offline support of
school teachers is replaced by the online interaction
with teachers in S2 configuration. Andmiddle school
students in this path devote more time to online
learning. *erefore, they have more opportunities to
communicate with online teachers, so as to solve
some puzzles in learning.
In addition, students do not care about content
quality of online platforms a lot, because the inter-
action of online learning platforms is strong, which
allows students to more focus on the communication
and exchange with online teachers, thus solving the
learning problems in class. At the same time, if the
problems are not solved in class, students can always
turn to the service department provided by the
platform for help at any time. *erefore, parental
involvement and content quality of the platform
have no impact on the continuance intention of their
online learning platform. *is paper verifies the
positive effects of platform interaction and platform
service quality on students’ continuance intention of
online learning platforms, and also shows that there
is synergistic effect of platform interaction, platform
service quality and online learning investment on
students’ continuance intention. *e typical case of
this configuration is Intelligent Practice System
Online School. *is online learning platform, with
live teaching method is given priority to, emphasizes
more on the digestion of knowledge in class, so more
attention is paid to the interaction. *is will allow
students to ask questions at any time, and get on-site
solution. At the same time, the platform also pro-
vides a large number of platform customer service,
which can answer and solve students’ difficulties in
time, providing a powerful aid to online learning.

(4) Parents’ participation, platform interaction and
platform service quality are dominant while teachers’
support is auxiliary. *e S3 path shows that even
when middle school students are more engaged in
learning, their continuance intention is also affected
by both parental involvement and teacher support,
which is particularly important in this path. To be
specific, although such students have more en-
gagement in online learning, their learning self-ef-
ficacy is not prominent, so they need more
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participation of parents in online learning, and
parents play a role of companionship, supervision
and encouragement in the whole process. *ese
middle school students have correct learning attitude
and average ability, and they need more interaction
and offline communication with teachers in online
learning to complete their learning tasks. *ey are
also more dependent on the services provided by the
platform and always want help in the first place when
they encounter problems.

It is worth noting that the S3 path also shows that the
quality of platform content has nothing to do with the
middle school students’ continuance intention of online
learning platforms. As long as online interaction and pa-
rental supervision are well created, and teachers can support
and help offline, middle school students’ continuance in-
tention of online learning platforms will be affected. To be
specific, if online learning can be interactive in a timely
manner, teachers can provide strong support offline, and
service departments of platforms can be supplemented in
time, these factors can synergistically affect the middle
school students’ continuance intention of online learning
platform. *erefore, the content quality of online learning
platform is not so important. On the other hand, if the
platform is not interactive enough, parents cannot partici-
pate in it and teachers do not support it, no matter how high
the content quality of platforms is, it will not motivate
middle school students to continue to use the online learning
platform. *e typical case of this configuration is New
Oriental Online School, which has launched a dual-teacher
class—there are two classroom situations in one cour-
se—Teachers of New Oriental Headquarters use online
learning platform as the main teacher; students of the same
grade and subject are required to study in the same class-
room, where auxiliary teachers are equipped to maintain
classroom discipline. If students have any questions in the
learning process, first of all, the auxiliary teacher can make
records and sort them out. After sorting them out, the
teacher can use the network to transfer them to the lecturer,
who can then answer the students’ questions. Auxiliary
teachers in dual-teacher classes play both the role of plat-
form service and parental participation.

By comparing the three configuration paths (S1a and S1b
have been mentioned in the above analysis: S1a and S1b can
be regarded as one path S1), according to the coverage index,
the coverage of S1 and S2 reaches about 77%, which explains
77% of the outcome variable and covers about 230 cases. On
the whole, a majority of middle school students have the
willingness of high continuance intention through S1 and S2
paths. *is fully shows that online learning platforms should
not only have good interaction, high-quality platform
content and high-quality services, but also adopt the inte-
gration of online and offline development and school
teachers’ support, so as to have a deep and powerful in-
fluence on the middle school students’ continuance inten-
tion. By comparing the three configurations, it is also found
that S3 path is different from SI and S2. S3 path requires
more roles to participate at the same time, especially teachers

and parents, with relatively high requirements. For most
families, the time for parents to accompany their children to
study is also “relatively” limited. Especially at the middle
school stage, children’s learning time is long and the number
of subjects is large, which makes it difficult for parents to
meet their children’s requirements. Whether teachers can
support students’ online learning depends on the specific
situation. Most online learning is carried out after class.
Whether teachers have enough practical support for stu-
dents after class needs more discussion. *e low coverage
and interpretation rate of S3 paths is also the reason.

7. Conclusion

*e research analyzes the configuration of middle school
students’ continuance intention from the student level,
parent level, teacher level and platform level. Based on the
configuration analysis model, by comparing the configu-
ration analysis data and the configuration path of middle
school students’ willingness of continuance intention, the
user retention mechanism of online learning platform under
the collaborative influence of multi-level elements is finally
identified and summarized.

*e main conclusions are as follows:

(1) *rough data analysis, this paper finds that a single
element at each level does not constitute a necessary
condition for the middle school students’ continu-
ance intention.
*e data analysis structure shows that the necessary
condition analysis results of each antecedent variable
studied in this paper do not exceed 0.9, indicating
that a single antecedent variable cannot explain the
formation mechanism of high outcome variables.
*e necessary condition is the one that must exist to
cause the result. If the necessary condition does not
exist in the configuration, the corresponding result
will not occur, and other conditions cannot make up
for the impact of the absence of necessary conditions.
However, even if the existence of the necessary
conditions does not guarantee the inevitable oc-
currence of the results, it still needs to be combined
with other factors to produce the corresponding
results. *erefore, this paper takes four levels and
multiple elements as antecedent variables for con-
figuration analysis.

(2) *is paper adopts the configuration perspective and
Fs-QCA method to analyze the configuration of 7
factors from 4 levels of students, parents, teachers
and platforms respectively, and obtains 3
configurations.

① Service quality and content quality of platforms
and self-learning efficacy of middle school stu-
dents are dominant

② Service quality and content quality of platforms
and self-learning efficacy of middle school stu-
dents are dominant while learning engagement is
auxiliary
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③ Parents’ participation, platform interaction and
platform service quality are dominant while
teachers’ support is auxiliary

(3) Based on the configuration analysis model, three
kinds of student user retentionmechanisms of online
learning platforms are finally identified and sum-
marized by comparing the configuration analysis
data table in this paper.

① Middle school student user retention mechanism
based on online learning platforms dominated by
platform quality.
*is user retention mechanism is suitable for
middle school students with strong self-learning
efficiency and independent learning ability, so the
online platform only needs to consider the content
quality and service quality of the platform.

② Middle school student user retention mechanism
based on online learning platforms dominated by
platform interaction.
*e user retention mechanism is suitable for
middle school students who have strong self-
learning efficiency and are willing to devote more
time and energy to online learning.*erefore, the
online learning platform only needs to consider
the interactivity of the platform and take the
service quality into account.

③ Middle school student user retention mechanism
based on online learning platforms dominated by
“Parent-teacher” dual drive, platform interaction
and service quality.

*e user retention mechanism is suitable for middle
school students with weak self-learning efficiency but correct
learning attitude and willing to devote themselves to
learning. *ese middle school students attach great im-
portance to the platform’s interactivity, service quality and
parents’ participation, and are also concerned about whether
school teachers support them.

Data Availability

Data sharing is not applicable to this article as no new data
were created or analyzed in this study.

Conflicts of Interest

*e authors declare that they have no conflicts of interest.

References

[1] Y. Du and L. Jia, “QCA: a new approach to management
research,” Management World, vol. 6, pp. 155–167, 2017.

[2] C. C. Ragin, “Qualitative comparative analysis using fuzzy sets
(Fs QCA),” Configurational Comparative Methods: Qualita-
tive Comparative Analysis (QCA) and Related Techniques,
vol. 51, pp. 87–121, 2009.

[3] D. R. Garrison and J. B. Arbaugh, “Researching the com-
munity of inquiry framework: review, issues, and future di-
rections,” �e Internet and Higher Education, vol. 10, no. 3,
pp. 157–172, 2007.

[4] J. L. Epstein, School, Family, and Community Partnerships:
Preparing Educators and Improving schools[M], Routledge,
New York, 2018.

[5] X. Li and X. Xiao, “Institutional Escape or Innovation
Drive? Institutional constraints and foreign direct in-
vestment by private enterprises,” Management World,
vol. 10, pp. 99–112, 2017.

[6] X. Zhao and H. Li, “National differences in entrepreneurial
activities: the interaction between culture and national eco-
nomic development level,” Management World, vol. 8,
pp. 78–90, 2012.

[7] X. Zheng, X. Zhou, and L. Zhang, “Social norms and en-
trepreneurship: an analysis based on entrepreneurship data
from 62 countries,” Economic Research Journal, vol. 52, no. 11,
pp. 59–73, 2017.

[8] A. N. Kiss, W. M. Danis, and S. T. Cavusgil, “International
entrepreneurship research in emerging economies: a critical
review and research agenda,” Journal of Business Venturing,
vol. 27, no. 2, pp. 266–290, 2012.

[9] Y. J. Wong, K. A. Pituch, and A. B. Rochlen, “Men’s restrictive
emotionality: an investigation of associations with other
emotion-related constructs, anxiety, and underlying dimen-
sions,” Psychology of Men & Masculinity, vol. 7, no. 2,
pp. 113–126, 2006.

[10] L. Guo, Y. Wang, L. Fan, and Y. Li, “Research on cultivation
strategies of self-efficacy of Network learners in online
education,” China Education Informatization, vol. 5,
pp. 18–21, 2016.

[11] Y. Bai, “Research on the behavioral characteristics of highly
effective Teachers,” Educational Research and Experiment,
vol. 4, pp. 33–39, 2000.

[12] N. Wiener, “Contributions aux problèmes de L’intégration
sensorio motrice et de La cybernétique: some maxims for
biologists and psychologists,” Dialectica, vol. 4, no. 3,
pp. 186–191, 1950.

[13] C. H. Cho and J. D. Leckenby, “Internet-related programming
technology and advertising,” in Proceedings of the Conference-
American Academy of Advertising, pp. 69–79, St. Louis, MO,
USA, January 1997.

[14] N. Zhang, Q. Yuan, andQ. Zhu, “*e impact of social network
platform management on user perceived information quality:
an empirical study from Research Gate,” Journal of infor-
mation science, vol. 39, no. 8, pp. 829–844, 2020.

[15] G. Yang, “Research on the influencing factors ofMOOC users’
continuous use behavior,” Open Education Research, vol. 1,
pp. 100–111, 2016.

[16] A. Marx and A. Dusa, “Crisp-set qualitative comparative
analysis (csQCA), contradictions and consistency bench-
marks for model specification,” Methodological Innovations
Online, vol. 6, no. 2, pp. 103–148, 2011.

[17] B. Rihoux and C. C. Ragin, Configurational Comparative
Methods: Qualitative Comparative Analysis (QCA) and
Related techniques, Sage Publications, Los Angeles, Lon-
don, 2008.

[18] P. C. Fiss, D. Sharapov, and L. Cronqvist, “Opposites attract?
Opportunities and challenges for integrating large-N QCA
and econometric analysis,” Political Research Quarterly,
vol. 66, no. 1, pp. 191–198, 2013.

[19] Y. Du, Q. Liu, and J. Cheng, “What kind of business envi-
ronment ecology produces high entrepreneurial activity in
cities?” Management World, vol. 36, no. 9, pp. 141–155, 2020.

[20] P. C. Fiss, A. Marx, and B. Rihoux, “Comment,” Sociological
Methodology, vol. 44, no. 1, pp. 95–100, 2014.

12 Mathematical Problems in Engineering


