
Wireless Communications and Mobile Computing

Scalable and Robust Optimization
Techniques for Multidimensional
Signal Processing

Lead Guest Editor: Xianpeng Wang
Guest Editors: Qi Liu, Bin Zhang, and Wei Liu

 



Scalable and Robust Optimization Techniques
for Multidimensional Signal Processing



Wireless Communications and Mobile Computing

Scalable and Robust Optimization
Techniques for Multidimensional Signal
Processing

Lead Guest Editor: Xianpeng Wang
Guest Editors: Qi Liu, Bin Zhang, and Wei Liu



Copyright © 2022 Hindawi Limited. All rights reserved.

is is a special issue published in “Wireless Communications and Mobile Computing.” All articles are open access articles distributed
under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium,
provided the original work is properly cited.



Chief Editor
Zhipeng Cai  , USA

Associate Editors
Ke Guan  , China
Jaime Lloret  , Spain
Maode Ma  , Singapore

Academic Editors
Muhammad Inam Abbasi, Malaysia
Ghufran Ahmed  , Pakistan
Hamza Mohammed Ridha Al-Khafaji  ,
Iraq
Abdullah Alamoodi  , Malaysia
Marica Amadeo, Italy
Sandhya Aneja, USA
Mohd Dilshad Ansari, India
Eva Antonino-Daviu  , Spain
Mehmet Emin Aydin, United Kingdom
Parameshachari B. D.  , India
Kalapraveen Bagadi  , India
Ashish Bagwari  , India
Dr. Abdul Basit  , Pakistan
Alessandro Bazzi  , Italy
Zdenek Becvar  , Czech Republic
Nabil Benamar  , Morocco
Olivier Berder, France
Petros S. Bithas, Greece
Dario Bruneo  , Italy
Jun Cai, Canada
Xuesong Cai, Denmark
Gerardo Canfora  , Italy
Rolando Carrasco, United Kingdom
Vicente Casares-Giner  , Spain
Brijesh Chaurasia, India
Lin Chen  , France
Xianfu Chen  , Finland
Hui Cheng  , United Kingdom
Hsin-Hung Cho, Taiwan
Ernestina Cianca  , Italy
Marta Cimitile  , Italy
Riccardo Colella  , Italy
Mario Collotta  , Italy
Massimo Condoluci  , Sweden
Antonino Crivello  , Italy
Antonio De Domenico  , France
Floriano De Rango  , Italy

Antonio De la Oliva  , Spain
Margot Deruyck, Belgium
Liang Dong  , USA
Praveen Kumar Donta, Austria
Zhuojun Duan, USA
Mohammed El-Hajjar  , United Kingdom
Oscar Esparza  , Spain
Maria Fazio  , Italy
Mauro Femminella  , Italy
Manuel Fernandez-Veiga  , Spain
Gianluigi Ferrari  , Italy
Luca Foschini  , Italy
Alexandros G. Fragkiadakis  , Greece
Ivan Ganchev  , Bulgaria
Óscar García, Spain
Manuel García Sánchez  , Spain
L. J. García Villalba  , Spain
Miguel Garcia-Pineda  , Spain
Piedad Garrido  , Spain
Michele Girolami, Italy
Mariusz Glabowski  , Poland
Carles Gomez  , Spain
Antonio Guerrieri  , Italy
Barbara Guidi  , Italy
Rami Hamdi, Qatar
Tao Han, USA
Sherief Hashima  , Egypt
Mahmoud Hassaballah  , Egypt
Yejun He  , China
Yixin He, China
Andrej Hrovat  , Slovenia
Chunqiang Hu  , China
Xuexian Hu  , China
Zhenghua Huang  , China
Xiaohong Jiang  , Japan
Vicente Julian  , Spain
Rajesh Kaluri  , India
Dimitrios Katsaros, Greece
Muhammad Asghar Khan, Pakistan
Rahim Khan  , Pakistan
Ahmed Khattab, Egypt
Hasan Ali Khattak, Pakistan
Mario Kolberg  , United Kingdom
Meet Kumari, India
Wen-Cheng Lai  , Taiwan

https://orcid.org/0000-0001-6017-975X
https://orcid.org/0000-0001-7229-7446
https://orcid.org/0000-0002-0862-0533
https://orcid.org/0000-0003-1438-7018
https://orcid.org/0000-0002-0077-9638
https://orcid.org/0000-0003-3620-581X
https://orcid.org/0000-0003-4393-5570
https://orcid.org/0000-0002-0163-4561
https://orcid.org/0000-0002-3997-5070
https://orcid.org/0000-0003-1082-1972
https://orcid.org/0000-0002-6232-2772
https://orcid.org/0000-0001-7361-8985
https://orcid.org/0000-0003-3500-1997
https://orcid.org/0000-0001-5155-8192
https://orcid.org/0000-0002-1804-6977
https://orcid.org/0000-0002-6080-9077
https://orcid.org/0000-0003-0049-1279
https://orcid.org/0000-0002-6947-8470
https://orcid.org/0000-0001-7943-3172
https://orcid.org/0000-0002-9453-4200
https://orcid.org/0000-0001-9315-9878
https://orcid.org/0000-0002-0337-8354
https://orcid.org/0000-0003-2403-8313
https://orcid.org/0000-0001-9764-5179
https://orcid.org/0000-0003-0207-9966
https://orcid.org/0000-0003-4996-6263
https://orcid.org/0000-0001-7238-2181
https://orcid.org/0000-0003-1229-4045
https://orcid.org/0000-0003-4901-6233
https://orcid.org/0000-0002-2510-6632
https://orcid.org/0000-0002-8585-1087
https://orcid.org/0000-0002-7987-1401
https://orcid.org/0000-0002-2593-0162
https://orcid.org/0000-0003-3574-1848
https://orcid.org/0000-0002-6695-5956
https://orcid.org/0000-0002-5088-0881
https://orcid.org/0000-0001-6688-0934
https://orcid.org/0000-0001-9062-3647
https://orcid.org/0000-0003-2657-9164
https://orcid.org/0000-0003-0535-7087
https://orcid.org/0000-0003-1881-681X
https://orcid.org/0000-0001-7573-6272
https://orcid.org/0000-0003-2590-6370
https://orcid.org/0000-0002-1750-7225
https://orcid.org/0000-0003-2451-2708
https://orcid.org/0000-0002-4186-8418
https://orcid.org/0000-0003-1469-9484
https://orcid.org/0000-0002-0151-6469
https://orcid.org/0000-0002-4443-7066
https://orcid.org/0000-0001-5655-8511
https://orcid.org/0000-0002-8564-5355
https://orcid.org/0000-0001-5220-875X
https://orcid.org/0000-0001-5825-2241
https://orcid.org/0000-0001-9778-9463
https://orcid.org/0000-0002-3128-2405
https://orcid.org/0000-0001-9739-1930
https://orcid.org/0000-0002-2743-6037
https://orcid.org/0000-0003-2073-9833
https://orcid.org/0000-0003-1631-6483
https://orcid.org/0000-0002-0930-2385
https://orcid.org/0000-0002-8778-9336


Jose M. Lanza-Gutierrez, Spain
Pavlos I. Lazaridis  , United Kingdom
Kim-Hung Le  , Vietnam
Tuan Anh Le  , United Kingdom
Xianfu Lei, China
Jianfeng Li  , China
Xiangxue Li  , China
Yaguang Lin  , China
Zhi Lin  , China
Liu Liu  , China
Mingqian Liu  , China
Zhi Liu, Japan
Miguel López-Benítez  , United Kingdom
Chuanwen Luo  , China
Lu Lv, China
Basem M. ElHalawany  , Egypt
Imadeldin Mahgoub  , USA
Rajesh Manoharan  , India
Davide Mattera  , Italy
Michael McGuire  , Canada
Weizhi Meng  , Denmark
Klaus Moessner  , United Kingdom
Simone Morosi  , Italy
Amrit Mukherjee, Czech Republic
Shahid Mumtaz  , Portugal
Giovanni Nardini  , Italy
Tuan M. Nguyen  , Vietnam
Petros Nicopolitidis  , Greece
Rajendran Parthiban  , Malaysia
Giovanni Pau  , Italy
Matteo Petracca  , Italy
Marco Picone  , Italy
Daniele Pinchera  , Italy
Giuseppe Piro  , Italy
Javier Prieto  , Spain
Umair Rafique, Finland
Maheswar Rajagopal  , India
Sujan Rajbhandari  , United Kingdom
Rajib Rana, Australia
Luca Reggiani  , Italy
Daniel G. Reina  , Spain
Bo Rong  , Canada
Mangal Sain  , Republic of Korea
Praneet Saurabh  , India

Hans Schotten, Germany
Patrick Seeling  , USA
Muhammad Shafiq  , China
Zaffar Ahmed Shaikh  , Pakistan
Vishal Sharma  , United Kingdom
Kaize Shi  , Australia
Chakchai So-In, ailand
Enrique Stevens-Navarro  , Mexico
Sangeetha Subbaraj  , India
Tien-Wen Sung, Taiwan
Suhua Tang  , Japan
Pan Tang   , China
Pierre-Martin Tardif  , Canada
Sreenath Reddy ummaluru, India
Tran Trung Duy  , Vietnam
Fan-Hsun Tseng, Taiwan
S Velliangiri  , India
Quoc-Tuan Vien  , United Kingdom
Enrico M. Vitucci  , Italy
Shaohua Wan  , China
Dawei Wang, China
Huaqun Wang  , China
Pengfei Wang  , China
Dapeng Wu  , China
Huaming Wu  , China
Ding Xu  , China
YAN YAO  , China
Jie Yang, USA
Long Yang  , China
Qiang Ye  , Canada
Changyan Yi  , China
Ya-Ju Yu  , Taiwan
Marat V. Yuldashev  , Finland
Sherali Zeadally, USA
Hong-Hai Zhang, USA
Jiliang Zhang, China
Lei Zhang, Spain
Wence Zhang  , China
Yushu Zhang, China
Kechen Zheng, China
Fuhui Zhou  , USA
Meiling Zhu, United Kingdom
Zhengyu Zhu  , China

https://orcid.org/0000-0001-5091-2567
https://orcid.org/0000-0002-2781-8043
https://orcid.org/0000-0003-0612-3717
https://orcid.org/0000-0003-4055-7017
https://orcid.org/0000-0002-1779-6178
https://orcid.org/0000-0002-6469-4609
https://orcid.org/0000-0003-0011-7383
https://orcid.org/0000-0002-2044-3795
https://orcid.org/0000-0001-9872-9710
https://orcid.org/0000-0003-0526-6687
https://orcid.org/0000-0003-1363-0581
https://orcid.org/0000-0002-5900-6541
https://orcid.org/0000-0002-4461-7307
https://orcid.org/0000-0003-0003-473X
https://orcid.org/0000-0001-6179-0155
https://orcid.org/0000-0002-0751-515X
https://orcid.org/0000-0003-4384-5786
https://orcid.org/0000-0002-0629-7998
https://orcid.org/0000-0002-0145-8406
https://orcid.org/0000-0001-6364-6149
https://orcid.org/0000-0001-9796-6378
https://orcid.org/0000-0002-7034-5544
https://orcid.org/0000-0002-5059-3145
https://orcid.org/0000-0003-0983-9796
https://orcid.org/0000-0002-5798-398X
https://orcid.org/0000-0002-0893-7493
https://orcid.org/0000-0001-8902-6909
https://orcid.org/0000-0002-6615-6425
https://orcid.org/0000-0003-3783-5565
https://orcid.org/0000-0001-8175-2201
https://orcid.org/0000-0001-7977-4751
https://orcid.org/0000-0001-8742-118X
https://orcid.org/0000-0003-0417-9266
https://orcid.org/0000-0002-2481-5058
https://orcid.org/0000-0003-3529-6510
https://orcid.org/0000-0001-7298-7930
https://orcid.org/0000-0002-3782-4279
https://orcid.org/0000-0003-2770-0675
https://orcid.org/0000-0001-9929-3744
https://orcid.org/0000-0003-0323-2061
https://orcid.org/0000-0001-7470-6506
https://orcid.org/0000-0003-3561-3627
https://orcid.org/0000-0001-7274-2677
https://orcid.org/0000-0001-8335-9761
https://orcid.org/0000-0002-5784-8411
https://orcid.org/0000-0003-0432-7361
https://orcid.org/0000-0002-7413-6897
https://orcid.org/0000-0002-3947-2174
https://orcid.org/0000-0001-9273-8181
https://orcid.org/0000-0001-5490-904X
https://orcid.org/0000-0003-4582-0953
https://orcid.org/0000-0001-7013-9081
https://orcid.org/0000-0001-7254-6465
https://orcid.org/0000-0002-0906-4217
https://orcid.org/0000-0003-2105-9418
https://orcid.org/0000-0002-4761-9973
https://orcid.org/0000-0002-3759-4805
https://orcid.org/0000-0002-0115-7996
https://orcid.org/0000-0002-9363-2044
https://orcid.org/0000-0001-6711-7818
https://orcid.org/0000-0002-3467-0710
https://orcid.org/0000-0003-1639-3403
https://orcid.org/0000-0002-4922-4043
https://orcid.org/0000-0002-0160-7803
https://orcid.org/0000-0001-6880-6244
https://orcid.org/0000-0001-6562-8243


Contents

Fault Diagnosis Algorithm of Gearbox Based on NAPSO-VMD Self-Adaptive Noise Reduction and
Dual-Sensor Feature Fusion
Yangshuo Liu  , Jianshe Kang  , Chiming Guo  , Yunjie Bai, and Shuo Meng
Research Article (22 pages), Article ID 7674421, Volume 2022 (2022)

Amplitude-Based Smoothed Sparse Phase Retrieval Algorithm
Zhuolei Xiao   and Zhengyan Liu
Research Article (12 pages), Article ID 7012261, Volume 2022 (2022)

Fast and Accurate Approach for DOA Estimation of Coherent Signals
Yuhong Liu  , Hui Cao  , Yuntao Wu  , and Kehao Wang 

Research Article (7 pages), Article ID 3652936, Volume 2022 (2022)

https://orcid.org/0000-0002-3156-0735
https://orcid.org/0000-0002-7969-2040
https://orcid.org/0000-0002-3614-6453
https://orcid.org/0000-0002-0038-2737
https://orcid.org/0000-0003-3915-7884
https://orcid.org/0000-0002-3085-204X
https://orcid.org/0000-0001-7911-4104
https://orcid.org/0000-0001-9843-8104


Research Article
Fault Diagnosis Algorithm of Gearbox Based on NAPSO-VMD
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Condition monitoring plays a very important role in equipment fault diagnosis technology. However, existing monitoring
methods often collect equipment fault signals from a single dimension, resulting in a major lack of fault information. To
improve the problem, we built a gearbox preset fault test bench and constructed a dual-sensor acquisition system to realize the
multiple dimensions of vibration signal acquisition in the horizontal and vertical directions of the gearbox. At the same time,
given the poor adaptability of most current signal preprocessing methods, the improved nonlinear adaptive inertial weight
particle swarm optimization algorithm (NAPSO) and variational modal decomposition (VMD) are combined to optimize the
key parameters in VMD with the maximum correlation kurtosis convolution (MCKD) as the fitness function. Further, after
extracting fault features from the intrinsic mode functions (IMFS) decomposed by VMD, the single-layer sparse autoencoder
network (SAE) and the double-layer stacked sparse autoencoder network (SSAE) with different structures are used to realize an
effective fusion of multidimensional information and deep feature extraction. Finally, the hybrid fault diagnosis of gearboxes is
realized by using the random forest algorithm (RF) as the classifier. The experimental results show that the accuracy of the
method proposed in this paper can reach 96.0%, and the accuracy can be improved by 3.0% and 4.0%, respectively, when
compared with a single horizontal or vertical sensor signal input.

1. Introduction

The health management of equipment plays an important
role and significance in maintaining the reliability of the
equipment. Among them, fault diagnosis technology, as a
key technology for monitoring and judging equipment sta-
tus, has long received extensive attention from industrial
managers and researchers [1–3]. At present, the research
on fault diagnosis mode based on the combination of equip-
ment fault signal data-driven and deep learning has reached
a relatively mature stage. Wang et al. [4] used the synchro-
nous extraction transformation to convert the gearbox vibra-
tion signal into a time-frequency map of uniform size and
finally learned the optimal classification strategy automati-
cally under the framework of deep reinforcement learning.
Y. Wang and S. Wang [5] used variable-parameter time-
frequency analysis to expand the number of bearing abnor-
mal samples to address the imbalance between normal and

abnormal samples and then rebalanced the dataset to train
a convolutional neural network (CNN) to classify bearing
health. Deng et al. [6] first performed a continuous wavelet
transform (CWT) on the vibration signal of the rolling bear-
ing to obtain a time-frequency map and then input the time-
frequency map as a feature map to the BP neural network
and CNN to compare the feature extraction and classifica-
tion effects of different networks. Bai et al. [7] used a multi-
scale crop fusion data enhancement method to enhance the
rolling bearing fault signal before converting it into a
short-time Fourier time-frequency image; following these
steps, a multichannel deep network (DNN) was then used
to fuse multisensor-derived image data for feature extraction
and failure mode classification.

Although the above fault diagnosis algorithms based on
deep learning have achieved good classification results, they
only consider the single-dimensional signal of the equip-
ment. When a device fails, it will generate fault excitations
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in multiple directions. Only collecting signals from a single
dimension of the device will undoubtedly result in the lack
of important device failure information. In this regard, this
paper builds a gearbox preset fault test bench and builds a
dual-sensor acquisition system to realize the vibration signal
acquisition in the horizontal and vertical directions of the
gearbox, to ensure that there are sufficient multidimensional
data for monitoring and judging the equipment operation
status. Further, although deep learning methods can auton-
omously learn deep features from the raw signals of the
device, they cannot effectively integrate the information of
multisource signals. In addition, the signal preprocessing
analysis technology can describe the fault state of the equip-
ment from the perspective of the fault mechanism, which
has its irreplaceable advantages. In this regard, Shao et al.
[8] proposed a stacked wavelet autoencoder structure with
a Morlet wavelet function for multisensory data fusion and
a flexible weighted assignment of fusion strategies, which
realized the effective extraction and fusion of multichannel
sensor fault features. Aiming at the problem that the fault
detection results of the vibration signal of a single sensor
may be unreliable and unstable, Liu et al. [9] proposed an
intelligent multisensor data fusion method based on the
ant colony optimization algorithm and correlation vector
machine (RVM) for gearbox faults detection. The method
removes a large amount of redundant information in the
features and improves the accuracy of fault diagnosis; Cheng
et al. [10] combined wavelet correlation scale entropy
(WCFSE) and Dempster-Shafer (DS) evidence theory algo-
rithm and proposed a new method for gear fault diagnosis
under strong noise conditions based on multisensor infor-
mation fusion. The introduction of multisensor fusion tech-
nology eliminates the uncertainty and defects of single
sensor identification and improves the accuracy of fault diag-
nosis. On the other hand, shallow classifiers often show better
accuracy and stability than deep networks in discriminating
fault mechanism features. Han et al. [11] compared the dis-
criminative accuracy of random forest (RF), extreme learning
machine (ELM), probabilistic neural network (PNN), and
support vector machine (SVM) on different time-frequency
domain features. Experimental results show that RF outper-
forms comparative classifiers in terms of recognition accuracy,
stability, and robustness to features, especially when the train-
ing set is small; Yang et al. [12] proposed a fault diagnosis
scheme based on a hierarchically structured ELM. Representa-
tion learning based on multilayer ELM covers functions such
as data preprocessing, feature extraction, and dimensionality
reduction; each ELM layer is processed independently for its
corresponding role, thereby realizing data representation fea-
ture learning and fault classification. Compared with deep
learning (DL) based on backpropagation, iterative fine-
tuning of parameters is omitted and the efficiency of diagnosis
is improved; Cerrada et al. [13] established a robust multilevel
fault diagnosis system for gearboxes. The optimal set of condi-
tional parameters in time, frequency, and time-frequency
domains is extracted from vibration signals, and data classifi-
cation is performed in a supervised environment using genetic
algorithms and RF-based classifiers. High-efficiency fault diag-
nosis under variable working conditions of the gearbox is real-

ized. It can be seen from the above research that the method of
combining signal preprocessing and the shallow classifier can
accurately and stably realize the fault diagnosis of equipment.

However, there are still some problems that can be
improved. On the one hand, various types of fault signals
of equipment will produce nonlinear fluctuations with
changes in the external environment such as working condi-
tions and operating time. However, in most cases, different
types of signals have not been adaptively analyzed and pre-
processed, and the differences between the data have not
been further highlighted. In this regard, Wang et al. [14] first
used ensemble empirical mode decomposition (EEMD) to
decompose the signal and then used the kurtosis spectral
entropy as the objective function to search for the filter
length of multipoint optimal minimum entropy deconvolu-
tion adjusted (MOMEDA) in a grid format, which is used
for searching complex fault pulse signal in strong noise envi-
ronment; a comparative study of adaptive algorithms
derived from empirical mode decomposition (EMD), empir-
ical wavelet transform (EWT), variational mode decomposi-
tion (VMD), and Vold-Kalman filter order tracking was
conducted by Liu et al. [15], and the improvement and
application of these methods in dynamic analysis and fault
diagnosis of the mechanical transmission system are elabo-
rated; Ni et al. [16] proposed a fault information-guided
VMD (FIVMD) method for extracting the weak bearing
repetitive transient. Two nested statistical models based on
the fault cyclic information, incorporated with the statistical
threshold at a specific significance level, are used to approx-
imately determine the mode number of VMD; then, the ratio
of fault characteristic amplitude (RFCA) is defined and uti-
lized to identify the optimal bandwidth control parameter
of VMD, which enables the decomposed BLIMF to be sensi-
tive to the bearing fault signature and less affected by the
abnormal impulses and vibrations from other components.
Cheng et al. [17] proposed an adaptive weighted symplectic
geometric distribution (AWSGD) method, which can
adaptively adjust the algorithm parameters according to
periodic kurtosis (CK) and periodic impact intensity (PII)
to effectively denoise gear signals. The above self-adaptive
algorithm can perform self-adaptive preprocessing on the
equipment fault signal according to different sensitive indi-
cators, which can effectively improve the accuracy and effect
of the diagnosis algorithm. However, based on the standard
of adaptive preprocessing, the adjustment of the parameters
of the above algorithm is still carried out using empirical
values or grid traversal search, which is less efficient. In this
regard, a method combining the population optimization
algorithm with the adaptive optimization objective is pro-
posed to efficiently process the effective fault information
in the signal. In addition, the selection of signal adaptive
optimization criteria is also very important. Feng et al. [18]
used the vibration cyclostationarity index (CS) to track the
wear evolution of the equipment and studied the relation-
ship between the tribological characteristics of the two wear
phenomena, fatigue pitting and abrasive wear, and
gearmesh-modulated second-order cyclostationary (CS2)
properties of the vibration signal. As a result, the mechanism
recognition of the gearbox wear is implemented. Fan et al.
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[19] proposed a sparse representation-based transient fea-
ture extraction technique for gearbox fault diagnosis. The
method can effectively identify the transient pulse time and
period based on wavelet, to extract transient features. The
effectiveness of the proposed method is verified by simula-
tion signals and actual gearbox vibration signals. Since the
fault pulses in the vibration signal of rotating machinery
often appear in a periodic form, how to extract and separate
the fault pulse characteristics is a problem that needs to be
focused on. Traditional time-domain features such as kurto-
sis can more sensitively detect pulse components in signals,
but they cannot distinguish noise components from periodic
components; although the minimum entropy deconvolution
method (MED) can make the signal after filtering through
the inverse filter, it prefers to deconvolve a single pulse or
group of pulses rather than the expected periodic pulses that
recur during the fault period [20]. To this end, Zhang et al.
[21] proposed a new method called maximum correlation
kurtosis deconvolution (MCKD). This method optimizes
the correlation kurtosis of the signal by finding the optimal
filter, which can more effectively extract the periodic pulse
component of the signal and restrain the noise influence of
the signal compared with the MED method. Therefore, this
paper combines the good noise reduction performance of
variational modal decomposition for mechanical equipment
vibration signals and the optimization performance of a typ-
ical swarm optimization algorithm—particle swarm optimi-
zation (PSO)—and takes the MCKD value of the signal as
the fitness function, so as to adaptively optimize the key
parameters in VMD. The decomposed modal component
(IMF) matrix retains the periodic fault pulse components
in the equipment vibration signal. Further in terms of fea-
ture extraction, the time-frequency domain signal analysis
method can accurately describe and cover the fault informa-
tion of the signal from the perspective of the fault mecha-
nism [22, 23]; therefore, this paper extracts the MCKD
value, 14 common time-domain features, and wavelet packet
decompose energy scale features from the IMF matrix
decomposed by VMD to construct the feature matrix of
the signal [24]. At the same time, to improve the global opti-
mization ability of the PSO algorithm, the inertia weight in
the PSO algorithm is nonlinearly improved (NAPSO).

On the other hand, there is redundant information
between multisensor signals, and the accuracy and effect of
equipment fault diagnosis can be improved through effective
information fusion. In this regard, Xie et al. [25] used
principal component analysis (PCA) to fuse and convert
multisensor signal features into RGB images, and then, the
image samples are input into a convolutional neural network
(CNN) with residuals for further extraction of deep features;
Li et al. [26] proposed an adaptive channel weighted neural
network to study the importance of different sensor signals
in the feature fusion method while maximizing the mining
of the deep fault feature information of each sensor and
finally realized the condition monitoring of the gearbox
transmission system and the helicopter transmission system;
Cao and Yunusa-Kaltungo [27] proposed a gearbox fault
classification framework for the automatic fusion ofmultisensor
data, generating features through coherent composite spectros-

copy (CCS) and using PCA for data dimensionality reduction.
The final diagnosis results were obtained from artificial neural
network training feature samples. Although the above informa-
tion fusion method has played a role in reducing the dimension
of the data and extracting features, it still cannot achieve the
effect of deep fusion and high-dimensional fault feature extrac-
tion for the effective information of the sensor; in addition,
combined with the actual situation of this paper, the signal
decomposed by adaptive VMD will have different feature
dimensions due to the different decomposition layers. There-
fore, aligning the feature dimensions of the fault data of differ-
ent channels is also a key step in the diagnosis process; and
while aligning the features, maintaining the original compo-
nents and information of the signal is also an aspect that needs
to be considered. Sparse autoencoder (SAE) is one of the impor-
tant structures in deep networks. It adds sparsity constraints to
traditional autoencoders and has powerful data reconstruction
and feature reexpression capabilities, so it is widely used in var-
ious fields of production and life (pattern recognition, target
detection, and natural language processing) [28–30]. Therefore,
this paper uses a single-layer SAE to align data of different
dimensions; at the same time, for the problem that the signals
collected by multiple sensors may contain redundant informa-
tion, this paper builds a two-layer stacked sparse autoencoder.
In this way, the features of the dual sensors are fused to achieve
the purpose of data compression and feature extraction. Finally,
the random forest algorithm (RF), as an emerging and highly
flexible machine learning algorithm, integrates the decision
value of each decision tree into the final classification result
through the idea of ensemble learning [31, 32]. Therefore, the
fused feature samples are input into the RF classifier to realize
the hybrid fault diagnosis under the variable working condi-
tions of the gearbox. Experiments show that the fault diagnosis
algorithm proposed in this paper can obtain a good classifica-
tion effect for the mixed faults of the gearbox under variable
working conditions, and the classification accuracy is improved
compared with the single sensor signal input.

In summary, a hybrid fault diagnosis method for gear-
boxes based on NAPSO-VMD adaptive noise reduction of
vibration signals and multitype sparse autoencoder dual-
channel sensor feature alignment and fusion is proposed in
this article. Experiments and diagnostic algorithms are verified
on the gearbox preset fault test bench, and the experimental
results demonstrate the effectiveness of the proposed dual-
channel sensor data fusion diagnostic algorithm. The work
in the rest of this paper is described as follows. Section 2 intro-
duces the theory and the process of the fault diagnosis algo-
rithm. Section 3 provides the experiment and data
preparation process for the mixed failure of the gearbox under
variable operating conditions. Section 4 analyzes and discusses
the experimental results. Section 5 discusses the effectiveness
of the diagnosis algorithm. Finally, the conclusions of the
paper will be summarized in Section 6.

2. Methodology

2.1. Adaptive Noise Reduction of Signals. When using VMD
decomposition and noise reduction, the noise reduction
effect of the signal is more sensitive to the decomposition
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layers K and the penalty factor alpha [33]; in addition, a
unified decomposition parameter cannot be used for the
vibration data of different types of gearbox faults. In this
paper, the improved adaptive weight particle swarm optimi-
zation algorithm is used to optimize the parameters of the
signal-to-VMD with the maximum correlation kurtosis
deconvolution value of the signal as the optimization objec-
tive, so that each type of fault data can obtain appropriate
decomposition parameters and adaptive noise reduction.

2.1.1. Maximum Correlation Kurtosis Deconvolution
(MCKD). The maximum correlation kurtosis deconvolution
is a new method that is extremely sensitive to the expected
periodic pulses that recur during the fault cycle, and its pur-
pose is to deconvolve the periodic fault pulses from the
vibration signal of the equipment. The following is the prin-
ciple and algorithm flow of MCKD [34], assuming that the
input signal and the system are in the form of convolution,
which is

x nð Þ = h nð Þ ∗ y nð Þ + e nð Þ: ð1Þ

In the case of ignoring noise, the purpose is to find an
optimal filter f = ½ f1 f2 ⋯ f L�T to solve yðnÞ, that is,

y nð Þ = f nð Þ ∗ x nð Þ = 〠
L

k=1
f kxn−k+1: ð2Þ

Among them, xðnÞ and yðnÞ are the input signal and
output signal, respectively, and f , L, and N are the filter coef-
ficient, filter length, and sampling times, respectively. Then,
the concept of correlation kurtosis (CK) is introduced, which
is defined as

CKM Tsð Þ =
∑N

n=1
QM

m=0yn−mTs

� �2
∑N

n=1yn
2

� �M+1 : ð3Þ

Among them, M is the shift number, and Ts is the sam-
pling point corresponding to the iterative update period,
which can be expressed as

Ts = f s ⋅ T , ð4Þ

where f s is the sampling frequency and T is the epoch of
fault feature detection. The entire MCKD algorithm adopts
the objective function method; that is, a finite impulse
response filter is selected iteratively to maximize the correla-
tion kurtosis value of the filtered signal, and its expression is

maxfCKM Tsð Þ =max f
∑N

n=1
QM

m=0yn−mTs

� �2
∑N

n=1yn
2

� �M+1 : ð5Þ

Among them, the general value range of M is 1 to 7, and
if it is greater than 7, the precision will be reduced. Then,
take the derivative of the objective function:

d
df k

CKM Tsð Þ = 0 k = 1, 2,⋯, L: ð6Þ

Finally, the expression form of the matrix is obtained by
derivation as

f =
y2
�� ��

M + 1ð Þ βk k2
X0X0

T� �−1 〠M
m=0

XmTαm, ð7Þ

where X0X0
T is the Toeplitz autocorrelation matrix of the

original signal xðnÞ, assuming that ðX0X0
TÞ−1 exists; the

superscript T denotes the transpose operation; in addition,

Xr =

x1−r x1−r x1−r ⋯ x1−r

0 x1−r x1−r ⋯ x1−r

0 0 x1−r ⋯ x1−r

⋯ ⋯ ⋯ ⋯ ⋯

0 0 0 ⋯ x1−r

2
666666664

3
777777775
LbyN

,

r =mTs,m = 1, 2,⋯,M,

ð8Þ

αm =

y−11−mTs
y1

2y21−Ts
⋯ y21−MTs

� �
y−12−mTs

y2
2y22−Ts

⋯ y22−MTs

� �
⋯

y−1N−mTs
yN

2y2N−Ts
⋯ y2N−MTs

� �

2
66666664

3
77777775
,

β =

y1y1−Ts
⋯ y1−MTs

y2y2−Ts
⋯ y2−MTs

⋯

yNyN−Ts
⋯ yN−MTs

2
666664

3
777775:

ð9Þ

2.1.2. Adaptive Variational Mode Decomposition. Particle
swarm optimization (PSO) is a swarm evolutionary comput-
ing technology derived from the study of predation behavior
of bird flocks; its basic idea is to design a massless particle
with only two properties—speed and position—to simulate
the birds in the flock. The optimal solution is found through
cooperation and information sharing among particle indi-
viduals [35]. For an optimization problem with n dimen-
sions x1, x2 ⋯ , xn, xi and vi are used to represent the
position and velocity of the i -th particle, respectively, and
the expressions are as follows:

xi = xi
1, xi2⋯,xin

� �
,

vi = vi
1, vi2⋯,vin

� �
:

ð10Þ

The particles in the population find the optimal param-
eter value corresponding to the objective function by
iteratively updating the position and velocity. At the time
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t + Δt, the particle velocity and position update formula
are as follows:

vi t + Δtð Þ = ωvi tð Þ + c1r1 xi − xið Þ + c2r2 xg − xi
� �

, ð11Þ

xi t + Δtð Þ = xi tð Þ + vi t + Δtð ÞΔt, Δt = 1: ð12Þ
t in the formula represents the current number of itera-

tions, c1, c2 is a positive acceleration factor, usually taken as 2;

r1, r2 is a random number between [0,1]; xi, xg represents the
historical optimal position of the i-th particle and the entire
population, respectively; ω is the inertia weight, which changes
linearly with the increase of the number of iterations to update
the speed of the particle [36]. The basic expression of ω is

ω = ωmax − ωmax − ωminð Þ × a = ωmax − ωmax − ωminð Þ × t
T
:

ð13Þ

Table 2: Average fitness of different inertia weights.

Inertia weight Index
Test function

f1 f2 f3

Linear weight

BE 6.49010-7 3:773 × 10−7 1:072 × 10−3

WE 27.00 3.215 3:725 × 10−2

AE 0.271 4:249 × 10−1 1:127 × 10−2

Log weight

BE 1:510 × 10−6 5:275 × 10−7 3:860 × 10−3

WE 0.301 2.308 4:595 × 10−2

AE 4:866 × 10−2 2:311 × 10−2 1:622 × 10−2

Square weight

BE 1:151 × 10−6 3:686 × 10−7 3:301 × 10−5

WE 3:957 × 10−2 6:171 × 10−4 9:716 × 10−3

AE 2:342 × 10−3 1:880 × 10−4 7:199 × 10−3

Exponential weight

BE 1:337 × 10−8 2:295 × 10−7 0

WE 0.144 5:217 × 10−4 0

AE 1:759 × 10−3 1:009 × 10−4 0

Initialize the particle population.

Update the maximum MCKD value

Maximum number of iterations?
No Yes

Calculate the initial fitness of the IMF matrix
(sum of MCKD)

END

IMF1 IMF2

VMD decomposition of signal with optimized parameters

Optimal parameters Alpha and K

IMF3 IMFk

Initialization parameter VMD decomposition

START

Figure 1: Parameter alpha and K value optimization process.
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In the formula, a is the weight decay method, and linear
decay is the most commonly used method of the standard par-
ticle swarm algorithm. ωmax, ωmin are the maximum and min-
imum values of the inertia weight, usually taken as 0.9 and 0.4,
and T is the maximum number of iterations. In recent years,
with the deepening and diversification of research problems,
the two biggest problems faced by the PSO algorithm are the
speed of convergence and falling into a local minimum. Given

this situation, some scholars have improved PSO from the
aspects of evolution state evaluation, elite learning strategy,
and system adaptive parameters. Among them, the method
based on system adaptive parameters increases the diversity
of particle swarms and accelerates the convergence speed by
giving the inertial weight ω adaptiveness or controlling the
acceleration factor [37]; in this paper, by changing the original
linear inertia weight ω to exponential decay weight ω1, it is

Input

x2

x3

x4

xm

encoder Sf

Encoder: ξ = Sf (b + Wx)

Decoder: y = Sg (b + W'h)

decoder Sg

ξs

ξ2

ξ1

+1

+1

x1 y1

y2

y3

y4

ym

Output
Hidden

Figure 2: Structure of SAE.

Sensor 1 Feature matrix

Feature matrix

SAE1
Feature alignment Feature fusion

Two-channel
fusion feature

SAE2 SAE3

Sensor 2 Vibration
signal

Vibration
signal

Figure 3: Feature fusion process.

Feature samples

Decision tree 1 Decision tree 2

Category A Category B

Decision tree N

Category N

Majority vote

Classification
result

Figure 4: Schematic diagram of random forest algorithm.

7Wireless Communications and Mobile Computing



ensured that inertia weight has a larger value in the exploration
stage, which is beneficial to the global search of the algorithm;
in the development stage, a smaller value is beneficial to the
local search of the algorithm and reduces fluctuations. At the
same time, to compare with the weight values of other attenu-
ation methods, this paper also lists two nonlinear weights
besides linear weights: logarithmic attenuation weight ω2 and
square attenuation weight ω3. Equation (14) lists the expres-
sions of the four inertia weights.

ω = ωmax − ωmax − ωminð Þ × t
T
,

ω1 = ωmax − ωmax − ωminð Þ × et/T − 1
et − 1

,

ω2 = ωmax − ωmax − ωminð Þ × ln
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
T + 1 − t

p

ln
ffiffiffiffiffiffiffiffiffiffiffi
T + 1

p ,

ω3 = ωmax − ωmax − ωminð Þ × t2

T2 :

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

ð14Þ

To obtain more accurate results, this paper compares the
optimization performance of different inertia weights through
simulation experiments. The performance test function of the
intelligent optimization algorithm used is shown in Table 1
[38, 39]. These test functions are complex and nonlinear,
including multiple peaks and valleys, and there are a large
number of local extreme points, which can be used to detect
the global search performance, local optimization performance,
and stability of the algorithm.

Taking the function value as the fitness of the PSO
algorithm, the number of particles is set to 100, the
maximum number of iterations is 500, and each test func-
tion is optimized 100 times. The performance of each opti-
mization algorithm is measured by indicators such as the
minimum error BE =min ðFiÞ − Fto, the maximum error
WE =max ðFiÞ − Fto, and the average error AE =meanðFiÞ
− Fto. The smaller the minimum error, the better the local
optimization ability of the optimization algorithm. The
larger the maximum error, the worse the antipremature abil-
ity of the optimization algorithm (ability to resist premature
convergence). The smaller the average error, the more stable
the optimization performance of the optimization algorithm.
In short, the smaller the value of these three indicators, the
better the performance of the optimization algorithm, and
the average fitness is shown in Table 2.

It can be seen from the overall test results that the three
indicators of the nonlinear weight are smaller than those of
the linear weight. Then comparing the test results of differ-
ent nonlinear weights, it can be found that the square weight
is not as effective as the other two types of weights in other
test functions except that the maximum error WE corre-
sponding to the test function f 1 is smaller; in addition, the
indicators of exponential weight are further reduced as a
whole compared with the logarithmic weight. Therefore,
among the four types of inertia weights, the exponential
weight has the best comprehensive optimization perfor-
mance. In this paper, the exponential weight is used to
replace the linear weight of the PSO algorithm to obtain a

nonlinear adaptive inertia weight particle swarm optimiza-
tion (NAPSO). Further, the MCKD value of the signal is
used as the fitness function to optimize the parameters in
the VMD. The specific steps are shown in Figure 1.

2.2. Applications of Multitype Sparse Autoencoders. In this
section, a single-layer SAE and a two-layer stacked sparse
autoencoder (SSAE) are used to align and fuse the data of
dual-channel sensors, using the powerful data depth recon-
struction and feature extraction capabilities of the sparse
autoencoder (SAE).

2.2.1. Autoencoder (AE). Autoencoder (AE), as one of the
most typical unsupervised learning deep networks, its main
role is to reconstruct the input data and learn its features
and make the output data as equal to the input as possible.
Its structure mainly includes input, hidden, and output

Feature
matrix 1

Feature extraction

Feature alignment Feature alignment
and fusion

Feature fusion

SAE

SSAE

Test
samples

Training
samples

RF Train and test

Diagnostic
result

SAE

Data preprocessing
and feature extraction

Data 2Data 1

Horizontal sensor Vertical sensor

Gearbox equipment
Data

collection

NAPSO-VMD

Feature
matrix 2

Figure 5: Diagnostic strategy flowchart.
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layers (Figure 2); and its network learning includes encoding
and decoding two processes. The data is encoded and recon-
structed in the hidden layer to obtain a deep representation
of the features [40–42].

2.2.2. Sparse Autoencoder (SAE). SAE is the same as AE in
structure, including output layer, hidden layer, and output
layer. The improvement is that SAE increases the sparsity
limit based on AE. By constraining part of the network acti-
vation state in the hidden layer, the neuron nodes related to
the input data are made active. On this basis, KL dispersion
is introduced to measure the similarity between the average
activation output of a hidden layer node and the sparse ρ
we set. Therefore, SAE can learn more effective feature
expressions and improve the efficiency of feature extraction.
The training is achieved by minimizing the error as a loss
function. Determine whether the error converges by calcu-
lating the output of SAE; the SAE networks are trained until
the error converges [43, 44].

2.2.3. SAE-Based Feature Dimension Alignment. Based on
the good data reconstruction ability of SAE, this paper uses
a single-layer SAE as a feature dimension alignment tool.
Firstly, the MCKD value feature, 14 commonly used time-
domain features, and 8 energy scale features after 3-layer
wavelet packet decomposition are extracted from the dual-
channel samples after adaptive noise reduction, a total of
23 category features. Among them, time-domain features
include dimensional features (mean, root mean square, root
square amplitude, absolute mean, skewness, kurtosis, vari-
ance, maximum value, minimum value, and peak-to-peak
value) and dimensionless features (shape factor, crest factor,
margin factor, and impulse factor) [45, 46]; the “db3” wave-
let basis is used in the wavelet packet decomposition [47]. In
this way, after further feature extraction, a K × 23-dimen-
sional feature vector can finally be obtained.

However, since different decomposition level K values
may be obtained, this paper uses the above SAE to align fea-
tures of different data in each channel, so that the feature
dimensions of data in the same channel are kept consistent.

2.2.4. SSAE-Based Deep Feature Fusion. In this section, two
layers of SAE are stacked to form an SSAE network, which
is used as a deep feature fusion network (DFFN). In the net-
work, the output features of the hidden layer of the first SAE
are input to the second SAE, and the deep feature extraction
and fusion of multichannel data are realized through multi-
ple unsupervised training of SSAE. For example, in Section
2.2.3, the data features of the horizontal channel sensor are
unified to K1 × 23, and the data features of the vertical chan-
nel sensor are unified to K2 × 23; then, the features of the
two channels are concatenated into a ðK1 + K2Þ × 23 vector
and input to the DFFN network for feature fusion. The
concatenated features are first input to the first layer of
SAE in the DFFN network, and the output features of the
hidden layer are used as the input of the second layer of
SAE, and the final output of the second layer of SAE hidden
layer is the dual-channel fusion feature. The process of fea-
ture fusion is shown in Figure 3.

2.3. Random Forest Algorithm (RF). Random forest is a
machine learning algorithm based on the idea of ensemble
learning. The basic unit of a random forest is a decision tree,
and a random forest is formed by integrating multiple
decision trees. For classification problems, first, use each
decision tree in the random forest to classify the sample,
each decision tree will randomly select some features of the
sample, and make classification decisions based on them;
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Figure 6: Structure diagram of the experimental platform.

Vertical acceleration sensor

Horizontal acceleration sensor

Figure 7: Two-channel sensor installation diagram.
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these classification decisions are finally integrated to form
the classification result. Figure 4 visually shows how random
forests work [13, 48].

The random forest has two main elements: “random”
and “forest.” “Forest” is easy to understand, that is, multiple
decision trees constitute a forest, which reflects the integra-
tion idea of a random forest. And “random” refers to the
random selection of samples and the random selection of
features to be selected. In recent years, random forests have
been widely used in various fields because random forests
have the following advantages [49]:

(1) It can run effectively on large datasets

(2) It can process input samples with high-dimensional
features without dimensionality reduction

(3) Since each tree selects some samples and some fea-
tures, overfitting can be avoided to a certain extent,
and the performance is stable

In Section 2.2, the two-channel sensor fault samples have
large dimensions after feature extraction and deep fusion, so
random forest is selected as the classifier of the fault diagno-
sis method. The specific implementation process of random
forest is as follows [50, 51]:

(1) Build a decision tree. Assume that the number of
samples to be classified is N , and the number of fea-
tures of the samples is U ; when the decision tree ana-
lyzes and decides the samples, it needs to randomly
extract u sample features, where u is much smaller
than U , and then determines the decision result of
a node on the decision tree according to the attri-
butes of the selected features. After that, all samples
are randomly sampled with a replacement for N
times (that is, bootstrap sampling), thus forming a
training sample set. The samples that are not drawn
from the sample population are used as the test set to
evaluate the error of the decision tree. So far, for all
nodes in the decision tree, repeat the aforementioned
analysis and decision-making process; that is, each
node randomly selects u features. According to these

u features, calculate the best splitting method; in
addition, each decision tree will grow completely
without being pruned

(2) Select important features. Among the randomly
selected features in a tree, the importance of each
feature is different, so it is necessary to select more
important features. Arbitrarily take one of u features
of a tree and randomly change the feature value,
compare the error rate of the test set before and after
the change, and the test set is the remaining samples
after sampling. Then, calculate the error rate of the
features of a tree, then calculate the importance of

Figure 8: Data acquisition board and acquisition software.

BearingBearing
Input shaft

Intermediate shaft

Box

Output shaft

Gear 2

Gear 4

Gear 1

Gear 3

Figure 9: Internal structure diagram of experimental gearbox.

Table 3: The parameters of gears of the experimental gearbox.

Gear shaft
Gear

number
Modulus

Number of
teeth

Hub diameter
(mm)

Input shaft Gear 1 1.5 41 45

Intermediate
shaft

Gear 2 1.5 79 60

Intermediate
shaft

Gear 3 1.5 36 45

Output shaft Gear 4 1.5 90 60
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the features in all trees in their respective trees, and
finally calculate the mean of the importance of this fea-
ture value in multiple trees. This gives the importance
of all features in the forest. Sort all the features accord-
ing to their importance, remove some features with low
importance in the forest, and get a new feature set

(3) Follow the above steps for multiple iterations, gradu-
ally remove features with relatively low importance,
and generate a new forest each time until the num-
ber of remaining features is u. After each iteration
of the forest, the out-of-bag error rate is also calcu-
lated to evaluate the performance of the forest, and
the forest with the smallest out-of-bag error rate is
selected as the final random forest model. The out-
of-bag error rate is mainly calculated in the following
ways: first, a sample is used as a decision tree of the
test set to classify the sample, and the final result is
obtained through the voting classification of multiple
decision trees. Then, perform the first step on all
samples, and finally, calculate the ratio of the num-
ber of misclassified samples to the total number of
samples as the out-of-bag error rate

2.4. Fault Diagnosis Algorithm Flow. The dual-channel
fusion feature samples obtained in Section 2.2 are input into
the random forest classifier for training, to realize the fault
diagnosis of the mixed fault of the gearbox. So far, the com-
plete diagnosis process of this paper is shown in Figure 5.

(1) Install two accelerometers in different directions on
the gearbox test bench to perform multichannel
acquisition of vibration signals

(2) Perform adaptive VMD on the dual-channel fault
vibration signal of the gearbox

(3) Fault features are extracted from the denoised signal;
then use single-layer sparse autoencoder and double-
layer stacked sparse autoencoder to align and fuse
the features, respectively

(4) Use the RF classifier to train and test the feature
samples to realize the fault diagnosis of the gearbox

3. Data Preparation

To research the hybrid fault diagnosis method of the
gearbox, the preset hybrid fault experiment is carried out
by relying on the simulation fault test bench of the general
components of the mechanical transmission system. The
simulation failure test bench for the general components of
the mechanical transmission system is composed of gear-
boxes, bearings, motors, magnetic powder brakes, and sen-
sors. The specific structure of the test bench is shown in
Figure 6. The components corresponding to the numbers
in the figure are as follows: 1, test bench foundation lifting
ear; 2, motor; 3, motor frequency conversion controller; 4,
speed sensor display table; 5, test bench foundation; 6, speed
sensor; 7, coupling; 8, safety cover; 9, centering adjustment
code disc (2 axial and 4 horizontal); 10, split rolling (sliding)
bearing seat (2); 11, safety cover support; 12, rotor system
base; 13, intermediate positioning device (for sliding bear-
ings); 14, mechanical friction device; 15, rotors with evenly
distributed screw holes (2); 16, rotor shaft (20mm); 17, rotor
shaft and gearbox connection coupling; 18, parallel gearbox
(two-stage); 19, magnetic powder brake; and 20, gearbox
support bearing seat (including rolling bearings).

Wear Broken Missing

(a)

Inner ring failure Rolling element failureOuter ring failure

(b)

Figure 10: Preset failure experiments of (a) gears and (b) bearing.
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The power of the test bench is provided by the motor,
the magnetic powder brake is used to provide variable load,
and the gearbox used in the experiment is a two-stage paral-
lel shaft gearbox To realize the dual-channel vibration data
acquisition, two acceleration vibration sensors are installed
in the vertical and horizontal directions of the bearing hous-
ing of the preset fault bearing in the gearbox, respectively
(Figure 7); the data acquisition board and data acquisition
software interface are shown in Figure 8.

In this paper, a preset fault experiment is carried out on
the gears and bearings in the gearbox. The gearbox used in
the experiment is a two-stage parallel shaft gearbox. The
internal structure diagram is shown in Figure 9, and the spe-
cific parameters of the gear are shown in Table 3. The preset
faulty gear is the pinion of the intermediate shaft (gear 3 in
Table 3). The preset faults of gears are set as gear wear, gear
broken teeth, and gear missing teeth, as shown in
Figure 10(a). Among them, the gear wear fault is that the
upper and lower tooth surfaces of the gear teeth are ground
equidistantly inward by 0.2mm; the gear broken tooth fault
is the removal of half of one of the gear teeth; the missing
tooth fault is that one of the gear teeth is completely
removed. The rolling bearing model of the gearbox used in
the experiment is ER-16K, and its specific parameters are
shown in Table 4. The bearing with the preset fault in the
experiment is the bearing of the intermediate shaft close to
the gear 3. The preset faults of the bearing mainly include
outer ring fault, inner ring fault, and rolling element fault.
The faulty bearing is shown in Figure 10(b). The outer ring

fault is to machine a 0.5mm deep groove at the center of
the outer ring; the inner ring fault is to machine a 0.5mm
deep groove at the center of the inner ring; the rolling
element fault is to machine a groove on one of the rolling
elements 0.5mm deep groove.

Assembling the failure parts described above into the
gearbox constitutes different mixed failure modes. A total
of 9 mixed fault states and normal state data were collected
in the experiment, of which 9 mixed fault states include bro-
ken gear teeth and bearing rolling element fault (hereinafter
referred to as F1 for simplification, other fault forms are

Table 4: The parameters of bearings of the experimental gearbox.

Bearing pitch
diameter
D (mm)

Rolling body
diameter
d (mm)

Number of
rolling elements

Z/piece

Contact
angle
α (°)

38.5 7.9 9 0

Table 5: Details of 12 test working conditions.

Condition number Rotating speed Load current

1 1200 rpm (constant) 0.1 A

2 1500 rpm (constant) 0.1 A

3 1800 rpm (constant) 0.1 A

4
600 rpm~1200 rpm
(even speed change)

0.1 A

5 1200 rpm (constant) 0.2 A

6 1500 rpm (constant) 0.2 A

7 1800 rpm (constant) 0.2 A

8
600 rpm~1200 rpm
(even speed change)

0.2 A

9 1200 rpm (constant) 0.3 A

10 1500 rpm (constant) 0.3 A

11 1800 rpm (constant) 0.3 A

12
600 rpm~1200 rpm
(even speed change)

0.3 A

Table 6: Data category and operating condition information for
fault diagnosis.

Fault type Condition number

F1 4

F2 9

F3 5

F4 5

F5 4

F6 6

F7 10

F8 8

F9 2

F10 6

Table 7: Optimization results of parameters.

Type Channel Alpha value K value MCKD

F1
Horizontal 9016 6 2.88e-04

Vertical 9082 5 5.62e-04

F2
Horizontal 9892 4 3.66e-05

Vertical 9003 4 2.56e-05

F3
Horizontal 7629 3 3.41e-07

Vertical 7682 4 2.57e-04

F4
Horizontal 9973 4 4.04e-04

Vertical 9928 4 5.71e-05

F5
Horizontal 7839 4 3.86e-04

Vertical 9374 3 3.44e-06

F6
Horizontal 7914 4 6.09e-05

Vertical 7762 4 6.07e-04

F7
Horizontal 8538 4 6.33e-05

Vertical 9714 5 2.81e-04

F8
Horizontal 8167 4 3.94e-05

Vertical 8831 5 3.14e-04

F9
Horizontal 9416 5 3.05e-04

Vertical 8801 5 1.99e-05

F10
Horizontal 8983 6 3.00e-06

Vertical 9786 4 1.56e-06
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simplified in this way), gear broken teeth and bearing inner
ring fault (F2), gear broken teeth and bearing outer ring fault
(F3), gear wear and bearing rolling element fault (F4), gear
wear and bearing inner ring fault (F5), gear wear and bear-
ing outer ring fault (F6), gear missing teeth and bearing roll-
ing element fault (F7), gear missing teeth and bearing inner
ring fault (F8), and gear missing teeth and bearing outer ring
fault (F9), and the data in the normal state is expressed as
F10. To more comprehensively diagnose different faults
under the mixed working conditions of shaft teeth, mixed
fault experiments under different working conditions were
carried out. The specific working conditions are set as shown
in Table 5, in which the speed of 600 rpm~1200 rpm
(uniform speed change) means that the speed is increased
uniformly from 600 rpm to 1200 rpm within 10 seconds,
and changing the current simulates different loads.

In this paper, the data under a certain working condition
is randomly selected from the 10 types of experimental data
to realize the fault diagnosis under the mixed working con-

dition of shaft teeth. Table 6 lists the working condition
information of the selected data. The sampling frequency
of the vibration signal is 20.48 kHz, the sampling length of
each group of data is 49.6 s, 5000 points are taken as a
sample, and each type of data of the two channels is taken
60 samples.

After the data samples are collected, adaptive VMD
noise reduction is performed on them, the number of parti-
cles is set to 100, and the number of iterations is set to 50.
Table 7 lists the average value of 10 calculations. It can be
seen from the MCKD calculation of the two channels of F3
type data and the iterative process of the NAPSO algorithm
shown in Figures 11 and 12 that after updating the iterative
filter many times, each IMF component of the signal has
obtained the MCKD value. This means that after the adap-
tive VMD decomposition, the signal retains a sufficient
number of periodic fault pulses, which is conducive to fea-
ture extraction and fault classification. In terms of NAPSO
iteration, on the one hand, with each fitness update, the
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Figure 11: MCKD calculation of F3 fault horizontal channel signal (a–c) and iterative diagram of NAPSO algorithm (d).
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MCKD of the signal is iteratively computed; on the other
hand, the horizontal signal and vertical signal reach the
maximum MCKD value at the 11th and 9th iterations,
respectively, and in the subsequent iterations, the MCKD

value remains around the maximum value (iterative results
overlap).

After extracting features and unifying dimensions, the
feature dimension of the horizontal channel is unified to
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Figure 12: MCKD calculation of F3 fault vertical channel signal (a–d) and iterative diagram of NAPSO algorithm (e).
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Table 8: Parameter settings of sparse autoencoders with different functions.

Parameter SAE1 SAE2 SAE3

Hidden layer node number 69/92 100 30

L2 regularization weight decay coefficient 0.002 0.001 0.001

Sparse penalty weight 0.003 0.002 0.002

Sparsity parameter 0.0001 0.0001 0.0001

Decoder transfer function Purelin Purelin Purelin

The maximum number of iterations 100 100 100
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Figure 13: Confusion matrix of fault diagnosis results for different channels: (a) fusion features, (b) horizontal data features, and (c) vertical
data features.
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3 × 23 dimensions, and the feature dimension of the vertical
channel is unified to 4 × 23 dimensions; that is, the hidden
layer node number of the single-layer sparse autoencoder is
set to 69 and 92, respectively, and they can be connected in
series to form 7 × 23-dimensional feature samples; then, the
series feature samples are normalized by Z-score and input
into the DFFN network for feature fusion, and hidden layer
node number of the two-layer sparse autoencoder in the
DFFN network is 100 and 30, respectively. The final fault data
can get a total of 600 30-dimensional feature samples of 10
types. Among them, the settings of the parameter of the
three-layer sparse autoencoder are shown in Table 8 [52].

4. Fault Diagnosis Using Random
Forest Classifiers

First, the samples are divided into two parts according to the
ratio of 5 : 1, the training set, and the test set. The number of
decision trees of the RF classifier is set to 1000, and the num-
ber of features randomly selected for each decision tree is set
to 3; after training the training set with the RF classifier, the
test set was input into the model, and the diagnostic accu-
racy was 96.00% (Figure 13(a)). At the same time, the feature
matrices of the horizontal and vertical channels are input
into RF for training and testing, and the diagnostic accuracy
of the horizontal data is 93.00% (Figure 13(b)), and the diag-
nostic accuracy of the vertical data is 92.00% (Figure 13(c)).
The diagnostic accuracy was 3% and 4% lower than that of
fusion features, respectively. The out-of-bag error rates of
the three types of features in RF are shown in Figure 14. It
can be seen from the figure that the out-of-bag error rate
of the fusion feature is significantly lower than that of the
other two-directional sensor data features. The above exper-
imental results demonstrate the effectiveness of the dual-
channel feature fusion method in this paper.

5. Model Analysis

5.1. Effectiveness Analysis of Dual-Channel Fusion Features.
To observe the fusion feature matrix extracted in this paper
more intuitively, the data visualization method t-distributed
stochastic neighborhood embedding (t-SNE) is used to visu-
alize the fusion feature matrix and the feature matrix of the
sensor data in the vertical and horizontal directions, and the
results are shown in Figure 15. It can be seen from the figure
that the fused feature scattergram can completely distinguish
different fault states, while the data feature scattergram
collected from the sensors in the vertical and horizontal
directions cannot clearly distinguish some fault states.
Therefore, the t-SNE analysis results intuitively show that
the fused features perform better than the unfused features
in distinguishing different mixed fault states. It also further
illustrates the effectiveness of the feature extraction method
in this paper.

5.2. Parameter Sensitivity Analysis of Sparse Autoencoder.
The data reconstruction ability of SAE is closely related to
the L2 regularization weight decay coefficient, sparse penalty
weight, sparsity parameter, and other parameter values.

Therefore, to analyze the robustness of the diagnosis algorithm
to the above parameters, this paper adjusts the above parame-
ters of the sparse autoencoder in the DFNN network and
calculates the final fault accuracy as shown in Tables 9–11
(when adjusting each parameter, the rest of the parameters
remain unchanged).

It can be seen from Table 9 that when the L2 regulariza-
tion weight decay coefficient is 3e-01 and 3e-02, the diagnos-
tic accuracy is very low; when it is 1e-03 or even smaller, the
diagnostic accuracy is basically consistent with the original
accuracy, both of which are about 96.00%, indicating that
the value of the L2 regularization weight decay coefficient
should not be too large. Observing Tables 10 and 11, it is
found that the diagnostic results corresponding to sparse
penalty weight and sparsity parameters of different orders
of magnitude are not much different, indicating that the
diagnostic method in this paper is not sensitive to the
changes in these two parameters. Based on the above analy-
sis, the method in this paper has better robustness to sparse
penalty weight and sparsity parameters, while the L2 decay
coefficient should not be set too large, otherwise, the diagno-
sis effect will be affected.

5.3. Performance Comparison Analysis. To further prove the
effectiveness of the fault diagnosis algorithm in this paper,
this section first adopts different adaptive preprocessing
methods to analyze the signal, including only VMD decom-
position is performed on the signal; only empirical mode
decomposition (EMD) is performed on the signal [53]; the
particle swarm optimization algorithm is combined with
VMD to decompose the signal, and the adaptive decomposi-
tion standard is the signal power spectrum entropy widely
used in current research. It is noted as PSO-VMD-DE [54].
The particle swarm optimization algorithm is still combined
with VMD, but the adaptive decomposition standard is con-
sistent with the method in this paper, which is the MCKD
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value of the signal, which is recorded as PSO-VMD-MCKD;
this method is denoted as NAPSO-VMD-MCKD. In
addition, when the modal decomposition of the signal is per-
formed directly, the parameter values such as the decompo-
sition layers are taken as empirical values [55, 56]. The
feature extraction and fusion steps are the same as those in
Section 2.2, the classifier still uses RF, and the parameter set-
tings are the same as the previous ones. The mean values of
the multiple experimental results are shown in Table 12.

It can be seen from the above results that the VMD
method has a better diagnosis effect than the EMD method
because VMD effectively solves the modal aliasing problem
in signal decomposition to a certain extent. However, since
the signal is not decomposed adaptively, the diagnostic effect
of the VMD method is lower than that of the PSO-VMD-DE
and PSO-VMD-MCKD methods; the diagnostic effect of the
PSO-VMD-MCKD method is higher than that of the PSO-
VMD-DE method, which shows that in the fault diagnosis

of the gearbox, compared with the power spectrum entropy,
it is better to perform adaptive decomposition based on the
MCKD value of the signal. It retains the fault information
of the signal, thereby improving the accuracy of fault diag-
nosis. Finally, because the NAPSO algorithm has a stronger
optimization ability than PSO, the NAPSO-VMD-MCKD
method obtains more adaptive decomposition parameter
values than the PSO-VMD-MCKD method, and thus, the
diagnosis effect is better. The above experimental results
demonstrate the effectiveness of the NAPSO-VMD-MCKD
signal adaptive decomposition method in this paper. And
on the whole, no matter which adaptive processing method
is used, the accuracy of dual-channel data is higher than that
of single-channel data. The validity of the establishment of
the dual-channel sensor information acquisition system in
this paper has been proved again.

On the other hand, this section adopts several typical
feature fusion methods to fuse the channel feature data
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Figure 15: Feature visualization processing results: (a) fusion features, (b) horizontal data features, and (c) vertical data features.
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before alignment in Section 3 to verify the effectiveness of
feature alignment and feature fusion methods based on mul-
titype SAE. The methods mainly include kernel principal
component analysis (KPCA), factor analysis (FA), linear dis-
criminant analysis (LDA), and multidimensional scaling
(MDS) [57–60]. The kernel function used in KPCA is the
Gaussian kernel function. The method in this paper is
denoted as multitype sparse autoencoder (MT-SAE). To
maintain the principle of invariance, the classifier still uses
RF, and the parameter settings are the same as the previous
ones. The specific diagnosis results are shown in Table 13. It
can be seen from the table that the KPCA method is higher
than FA, LDA, and MDS. This is because the nonlinear
mapping component is introduced in KPCA, which is more
suitable for dimension reduction and fusion of nonstation-
ary signal features. The accuracy of the MT-SAE method is
still higher than that of KPCA because the data feature align-
ment and feature fusion based on MT-SAE can reexpress the
data features while minimizing the data reconstruction
error. The feature information of the data is nonlinearly
reconstructed, and the deep-level features of the data will
be further extracted, fully retaining the individual character-

istics of the data, and the differences between different types
of data will be effectively highlighted. Therefore, the effec-
tiveness and superiority of the MT-SAE data feature fusion
method have been proved.

Finally, different fault diagnosis methods are used to
diagnose the fault of the gearbox to verify the superiority
of the diagnosis algorithm proposed in this paper. These
methods include inputting the raw vibration signal into a
one-dimensional convolutional network (1D-CNN) and
inputting the feature samples used in this paper into the
SVM and Softmax classifiers, respectively [61–63]. In the
training process of SVM, its two key parameters, the penalty
parameter C and the kernel function parameter g, have been
optimized by the NAPSO algorithm, and the objective func-
tion is the accuracy of fault diagnosis. The experimental
results are shown in Table 14. It can be concluded that
SVM cannot solve the multiclassification problem well, and
the diagnosis result of dual-channel data only reaches
84.67%. In addition, although the diagnostic accuracy of
1D-CNN and Softmax classifiers can reach more than 90%,
the accuracy of the two is still lower than that of RF classi-
fiers because they have not been trained with sufficient data.

Table 9: Fault diagnosis accuracy of methods with different L2 regularization weight decay coefficient.

L2 regularization weight decay coefficient 3e-01 3e-02 1e-03 1e-05 3e-06

Diagnostic accuracy (%) 55.23 62.64 96.00 95.33 96.00

Table 10: Fault diagnosis accuracy of methods with different sparse penalty weight.

Sparse penalty weight 2e-01 2e-02 2e-03 1e-05 2e-06

Diagnostic accuracy (%) 95.33 96.00 96.00 95.33 95.33

Table 11: Fault diagnosis accuracy of methods with different sparsity parameters.

Sparsity parameter 1e-01 1e-02 1e-04 1e-05 1e-06

Diagnostic accuracy (%) 96.00 96.00 96.00 95.33 96.00

Table 12: Fault diagnosis accuracy of the different adaptive preprocessing methods.

Method VMD EMD PSO-VMD-DE PSO-VMD-MCKD NAPSO-VMD-MCKD

Horizontal data accuracy (%) 78.23 73.20 88.00 90.03 93.00

Vertical data accuracy (%) 74.00 73.00 89.30 90.20 92.00

Dual-channel data accuracy (%) 89.35 85.30 91.32 94.23 96.00

Table 13: Fault diagnosis accuracy of different feature fusion methods.

Method KPCA FA LDA MDS MT-SAE

Horizontal data accuracy (%) 88.86 82.02 75.00 85.92 93.00

Vertical data accuracy (%) 89.02 83.00 76.23 86.50 92.00

Dual-channel data accuracy (%) 93.57 87.33 81.00 91.33 96.00
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The above experimental results demonstrate the effective-
ness of the proposed algorithm for the gearbox hybrid fault
classification problem.

In summary, the algorithm proposed in this paper can
not only adaptively decompose and denoise various types
of fault signals of the gearbox but also effectively and deeply
fuse the data features of the dual-channel sensor. Finally, the
hybrid fault diagnosis under variable working conditions of
the gearbox is realized with high precision.

6. Conclusion

The condition monitoring is of great significance to the
healthy and smooth operation of the equipment. A novel
fault diagnosis algorithm of gearbox based on NAPSO-
VMD self-adaptive noise reduction and dual-sensor feature
fusion is proposed to solve the problem that adaptive noise
reduction of the vibration signal of the equipment and the
single-channel information cannot completely cover the sig-
nal fault information. Through the experimental verification
of the gearbox, the following conclusions are obtained.

(1) By combining the nonlinear adaptive weight particle
swarm algorithm and the variational mode decom-
position method, the deconvolution of the maxi-
mum correlation spectrum kurtosis of the signal is
used as the fitness function to perform adaptive
VMD decomposition and noise reduction of the sig-
nal. The decomposed IMF matrix retains the peri-
odic fault pulse components in the signal, which is
very beneficial to the extraction and discrimination
of fault features. In addition, after the inertia weight
in particle swarm optimization is improved to expo-
nential nonlinear weight, the optimization ability of
the algorithm has been greatly improved

(2) In this paper, MCKD and common time-frequency
domain features are extracted for the dual-channel
signal, and the feature matrix can describe the fault
feature performance from the original point of view
of the signal. And when the time-frequency features
of the signal are reconstructed and fused by multi-
layer sparse autoencoders and then output, the fault
features are deeply expressed, which is very benefi-
cial to the diagnosis of fault data

(3) In the process of method verification, on the one
hand, this paper compares and analyzes the fault
diagnosis results of fusion features and single sensor
signal features, which proves that fusion features can
cover and describe the fault features of signals more

comprehensively and have higher diagnostic accu-
racy; on the other hand, the influence of the sensitiv-
ity parameters of SAE in the DFFN network on the
diagnosis results is analyzed, and it is concluded that
the robustness of the diagnostic algorithm in this
paper to sparse penalty weight and sparsity parame-
ter is better, but the diagnostic accuracy will be
reduced if L2 regularization weight decay coefficient
is set too large

(4) Sparse autoencoders have very powerful data feature
reexpression capabilities. In this paper, two different
sparse autoencoders, single-layer SAE and double-
stacked SAE, are used to achieve the alignment and
fusion of two-channel data features, respectively.
Verified by RF classification experiments and com-
pared with other common feature fusion methods,
it is proved that the feature fusion method of DFFN
in this paper is higher than other methods, and the
effectiveness of the RF algorithm in classifying
high-dimensional and multiclass samples has also
been proved. To sum up, the fault diagnosis algo-
rithm proposed in this paper can well realize the
mixed fault diagnosis of gearbox equipment under
variable working conditions

Effective fault diagnosis is of great significance to the
smooth operation of equipment. In future work, further
research will be done on the effective standard of adaptive
preprocessing standard of the signal, the improvement of
the optimization ability of the group optimization algorithm,
the efficient fusion of multichannel signal features, and the
improvement of the learning performance of the classifier.
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Table 14: Fault diagnosis accuracy of different classifiers.

Method 1D-CNN SVM Softmax RF

Horizontal data accuracy (%) 85.36 79.32 89.00 93.00

Vertical data accuracy (%) 86.01 80.54 90.11 92.00

Dual-channel data accuracy (%) 91.22 84.67 93.21 96.00
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Sparse phase retrieval mainly solves nonconvex and nonsmooth problems. Aiming at the nonsmooth problem in sparse phase
retrieval, we propose a smoothing algorithm which is called sparse smoothed amplitude flow (SPSAF). The proposed SPSAF
algorithm is an amplitude-based nonconvex sparse smoothing phase retrieval algorithm. First, the original phase retrieval loss
function is smoothed without modifying the gradient in the gradient refinement stage, thereby reducing the computational
complexity of the overall algorithm. Secondly, the support of the original signal is estimated by differential analysis of the gaps,
and the initialization can be obtained through a carefully designed method based on this support. Finally, we get sparse
estimates by gradient descent based on hard thresholding. Numerical experiments show that the proposed SPSAF algorithm
has significant improvements in recovery performance, convergence speed, and sampling complexity. Further, the SPSAF
algorithm is stable in noisy environments.

1. Introduction

In real-world applications, especially in the field of channel
estimation and image processing, the primary signal is natu-
rally sparse or accepts sparse representation after some
known deterministic linear transformations [1–5]. When
the measurements are undersampled, phase retrieval will
introduce sparse assumption or direct sparse transformation
for the signal [6–11]. For instance, the sparsely distributed
stars observed in astronomy and the sparsely distributed
atoms or distributions observed in crystallography can all
be regarded as applications of sparse phase retrieval. This
recovery method for solving sparse signals is called sparse
phase retrieval or compressed phase retrieval, which has
fundamental significance in signal recovery and reconstruc-
tion [12, 13].

Sparse prior is essential for solving sparse phase retrieval
problems, and many methods for sparse phase retrieval have
been developed. Based on the PhaseLift algorithm, the CPRL
algorithm [14] is designed by utilizing the ℓ1-norm regular-
ization term, which improves the one-dimensional (1D) sig-
nal to N ×N matrix, and finally obtains the sparse solution.
Aiming at the application problem of the PhaseMax algo-

rithm under sparse conditions, the SparsePhaseMax algo-
rithm was proposed in [15, 16] by utilizing ℓ1-norm
regularization. Based on the alternating minimization algo-
rithm, [17] proposed the Sparse AltMinPhase algorithm,
which solves the sparse solution of the equation by alternat-
ing between the missing phase information and the candi-
date solution. [18] developed a probabilistic phase retrieval
algorithm based on generalized approximate message pass-
ing. [19] proposed a greedy sparse phase retrieval algorithm
(GESPAR) by combining the damped Gauss-Newton
method with the two-element optimization method. It
dynamically updated the support of the signal by using the
two-element optimization method and solved the optimal
value of the current support by using the damped Gauss-
Newton method. [20] proposed a soft threshold TWF algo-
rithm for sparse phase retrieval. Qiu and Palomar developed
C-PRIME and SC-PRIME algorithms based on the
majorization-minimization method [21]. They replaced the
objective function approximately with the convex function.
[22] proposed the sparse truncated amplitude flow algo-
rithm (SPARTA), a sparse phase retrieval algorithm based
on the TAF algorithm. The SPARTA algorithm improves
the performance of sparse phase retrieval by introducing
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truncation procedures. Zhang et al. proposed compressive
reweighted amplitude flow (CRAF) based on the RAF algo-
rithm in [23], making the gradient descent direction of
sparse phase retrieval more effective and accurate by intro-
ducing a weighted program.

When phase retrieval adopts a noise-free Gaussian ran-
dom measurement model, the CPRL algorithm can accu-
rately recover any k-sparse signal from Oðk2 log nÞ
measurements, and the computational complexity is Oðn3Þ
[24]. Sparse AltMinPhase and soft threshold TWF algorithm
need at least Oðk2 log nÞ measurements, and the computa-
tional complexity is Oðk2n log nÞ. The SPARTA algorithm
accurately recovers the signal from about Oðk2 log nÞ ran-
dom Gaussian measurements with a computational com-

plexity of about Oðk2n log nÞ, and the total running time is
a positive correlation to the time required to read the data.
The CRAF algorithm can accurately recover the signal from
Oðk2 log mnÞ random Gaussian measurements.

The performance of the amplitude-based phase retrieval
method is better than that of the intensity-based phase
retrieval algorithm in both numerical and experimental ver-
ification, which is the same in a sparse environment [25, 26].
The soft threshold TWF algorithm in [20] solves the
smoothing problem in the sparse phase retrieval model

based on the intensity fyi = jaTi zj2g
m

i=1. It adopts the adaptive
hard threshold iterative algorithm based on compressed
sensing. In the gradient optimization stage, each iteration
only retains some maximum indexes.

On the other hand, the Sparse AltMinPhase algorithm in
[17] estimates the support of the original signal and solves
the k-sparse phase retrieval problem. The Sparse AltMin-
Phase algorithm solves the sparse phase retrieval problem
by alternating minimization and resampling conditions
and performs matrix inversion in each iteration. Numerical
experiments show that resampling is a necessary condition
for the Sparse AltMinPhase algorithm; that is, many mea-
surements are needed to estimate the support accurately,
and the importance of the recovery of the support for signal
recovery and even the whole phase retrieval is self-evident.

Among the above methods, the illustrious amplitude-
based sparse phase retrieval algorithms include the SPARTA
algorithm [22] and CRAF algorithm [23]. The SPARTA
algorithm applies the TAF algorithm in a sparse environ-
ment, divided into two stages: initialization and gradient
refinement. Firstly, a reasonable rule is used to solve the sup-
port, and some simple power iterations are used to solve the
initialization problem to obtain the sparse initialization.
Through a series of truncated gradient iterations and the
hard threshold of each iteration, all indexes except k

1. Input: Data fðai, ψiÞgmi=1 and sparsity k; learning rate μ; the maximum number of iterations T ; subset cardinality jJj≔ b3m/13c;
adaptive smoothing factor p ; smoothing vector εi ≔ τψi, and τ is a constant;
2. Construct the support index set ~S, which includes the index corresponding to the largest k in

f~Zi,jg
m

i=1 ≔ f1/m∑m
i=1ψ

2
i a

2
i,jgmi=1 ;

3. Calculate the sparse initial estimate
~z0~S ≔ arg max

kzk=1
zTð1/jJj∑i∈J riai,~SaTi,~SÞz,

where the weighting factor ri = ψ1/2
i ;

4. Initialize
z0 =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑m

i=1ψ
2
i /m

p
~z0

where ~z0 is obtained by zero-filling ~z0~S ;
5. fort = 0toT − 1do

zt+1 ≔H kðzt − μ∇ℓε,pðztÞÞ
where H kð·Þ is the hard threshold operator, and the gradient

∇ℓε,pðzÞ = 1/m∑m
i=1

½ðjaTi zjp + εpi Þ
1/p

− ðψp
i + εpi Þ

1/p�
ðjaTi zjp + εpi Þ

1/p−1jaTi zjp−1ai sgn ðaTi zÞ
6. end for
7. Output: zT .

Algorithm 1: The proposed SPSAF algorithm.
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Figure 1: The success rate of signal recovery with sparsity k = 30
and estimated sparsity ~k = 55 in the real case.
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maximum values are set to zero to realize the continuous
update of the initial value, where k refers to the signal spar-
sity. The CRAF algorithm further considers the structured
sparsity pattern based on the SPARTA and RAF algorithms.
It proposes the amplitude-based (block) sparse phase
retrieval problem. The CRAF algorithm developed a new
sparse spectrum initialization method in the initialization
phase, wisely assigning negative or positive weights to each
sample. By this method, the mean value of the initialization
matrix obtained by the CRAF algorithm has improved per-
formance. Then, the CRAF algorithm uses the reweighted
gradient in the gradient refinement stage to gradually
improve the initialization of the hard threshold iteration.

Based on the SAFPR algorithm and CRAF algorithm, we
propose a new sparse phase retrieval algorithm, called sparse
smoothed amplitude flow (SPSAF). The SPSAF algorithm is
an amplitude-based nonconvex sparse smoothing phase

retrieval algorithm with two stages: initialization and gradi-
ent refinement. In the initialization stage, we estimate the
support by a reasonable rule. Then, the initial estimation is
obtained by a carefully designed initialization method based
on the support. The gradient descent method updates the
initialization estimate based on the hard threshold in the
gradient refinement stage. Numerical experiments show that
the SPSAF algorithm is robust to additional noise in the
finite support. Compared with the existing typical algo-
rithms, the recovery performance and speed of the SPSAF
algorithm are significantly improved.

The rest of this paper is organized as follows. In Section
2, the sparse smoothing phase retrieval problem is formu-
lated. Section 3 introduces the SPSAF algorithm in initializa-
tion and gradient refinement two stages, respectively.
Numerical experiments are provided in Section 4. Finally,
Section 5 summarizes this paper.

2. Sparse Phase Retrieval Problem

2.1. Amplitude-Based Sparse Phase Retrieval. The amplitude-
based sparse phase retrieval problem is a kind of problem to
reconstruct the sparse signal from the phaseless measure-
ments [19, 20, 22]. Mathematically, we can describe the
sparse phase retrieval problem as a set of phaseless quadratic
equations, namely,

ψi = aTi x
�� ��, 1 ≤ i ≤m subject to xk k0 ≤ k, ð1Þ

where k represents the level of sparsity. k·k0 express a zero-
norm operator, that is, the number of nonzero elements. The
signal x is k-sparse, consisting of up to k nonzero elements
and n − k zero elements. The goal of amplitude-based sparse
phase retrieval is to reconstruct the sparse signal x ∈ℝn or
ℂn based on the given measurements ψi.

For theoretical analysis, suppose sparsity k is prior
known. In the real case, the number of measurements
required to the k-sparse signal x recovery is at least m ≥
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Figure 2: The success rate of signal recovery with sparsity k = 30
and estimated sparsity ~k = 55 in the complex case.
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Figure 3: The success rate of signal recovery with prior sparsity k
= 30 in the real case.
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Figure 4: The success rate of signal recovery with prior sparsity k
= 30 in the complex case.
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min f2k, 2n − 1g. [27] pointed out that k-sparse signals can
be reconstructed by selecting m ≥min f2k, 2n − 1gmeasure-
ments on general positions in real number space ℝn. Simi-
larly, in the complex cases, the number of measurements
required for k-sparse phase retrieval is at least m ≥ 4k − 2
[28]. Due to the lack of more phase information in the noise
environment, stable sparse or compressed phase retrieval
needs as many measurements as the relevant compressed
sensing problem. Therefore, as with compressed sensing,
stable sparse phase retrieval requires at least Oðk log ðn/kÞÞ
measurements [29]. [30] proves that sparse phase retrieval
requires Oðk log ðn/kÞÞ measurements to recover sparse sig-
nals stably in the real case.

We adopt a real-valued Gaussian model to analyze
sparse phase retrieval in this paper. The model assumes
sparse signal x ∈ℝn and i.i.d. standard Gaussian sensing vec-
tor ai ~N ð0, InÞ, i = 1,⋯,m. Nevertheless, the proposed
algorithm is also applicable to the complex-valued Gaussian

phase retrieval model, namely, signal x ∈ℂn and i.i.d. stan-
dard Gaussian sensing vector ai ~CN ð0, InÞ =N ð0, In/2Þ
+ jN ð0, In/2Þ, i = 1,⋯,m. Given the data fðai, ψiÞgmi=1 and
assuming that the equation has a unique k-sparse solution,
our goal is to develop a simple and efficient algorithm that
can recover any k-sparse n-dimensional signal x from as
few amplitude measurements as possible in (1).

Using the least square criterion, the problem of recon-
structing k-sparse solution from phaseless quadratic equa-
tion (1) can be naturally transformed into the problem of
minimizing the amplitude-based empirical loss function:

min
z

ℓ zð Þ∶ = 1
2m〠

m

i=1
ψi − aTi z

�� ��� �2
s:t: zk k0 ≤ k

S zð Þ ⊆ n½ �≔ 1, 2,⋯, nf g
z ∈ℝn,

ð2Þ

where SðzÞ represents the support of z and k is the signal
sparsity. The objective function ℓðzÞ in (2) is nonconvex
and nonsmooth, which is subject to the combined constraint
of zero norm kzk0 ≤ k. Therefore, the sparse phase retrieval
optimization problem is NP-hard, which is difficult to solve
in the calculation [31–33]. The methods to solve these prob-
lems include the following:

(1) In the initialization stage, the support of the signal
needs to be accurately estimated, and the accurate
support information can correctly restore the origi-
nal sparse signal. The selection of initialization
methods is also critical. At present, there are many
initialization methods, including spectral initializa-
tion, orthogonal promotion initialization, and
reweighted maximum correlation initialization,
which can be applied to nonconvex sparse phase
retrieval models
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Figure 5: Comparison of signal recovery success rate under
different sparsity k selection.
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Figure 6: Comparison of convergence rate in the real case.
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(2) In the gradient refinement stage, inspired by the iter-
ative hard threshold algorithm of compressed sens-
ing [34, 35], in the descent process, the adaptive
hard threshold process that only retains some maxi-
mum indexes in each iteration is proved to be
effective

2.2. Smoothing Scheme of Sparse Phase Retrieval. Due to the
existence of modulus in the sparse phase retrieval objective
function (2), there will be dramatic changes and discontinu-
ous changes in the gradient function at point z when aTi z = 0,
which makes the normal gradient descent method ineffec-
tive. Therefore, the sparse optimization problem in (2) is
nonconvex and nonsmooth. Usually, the way to solve this
kind of nonsmooth function is to bypass this nonsmooth
function, such as the SPARTA or CRAF algorithm. [22]
points out that if jaTi zj/ψi is less than a certain threshold,
the SPARTA algorithm will remove these “bad” gradient
components by the truncation program. The CRAF algo-
rithm [23] is based on the same principle, but it is not a sim-
ple removal of these “bad” gradient components, but
according to the size of jaTi zj/ψi to reweight gradient compo-
nents, the effect is better than the SPARTA algorithm. How-
ever, the above two methods will introduce additional
calculation for the gradient, resulting in changes in the
search direction and thus affecting the update of the entire
gradient direction.

In recent years, there have been many research on the
nonconvex phase retrieval algorithm, among which the opti-
mization of the nonsmooth term in the empirical loss func-
tion has made great progress. [36] proposed a mixed
optimization method to modify the empirical loss function
and solve the nonsmooth problem through the classical
proximal method. Pinilla et al. [37] proposed to smooth
the phase retrieval problem. They introduced a special
smoothing function to replace the nonsmooth term in the
original loss empirical function and solved the related prob-
lems using the projection conjugate gradient method. [38]
adopted the same smoothing strategy. By introducing the
smoothing approximation function, it replaced the non-
smooth term and used the same operation to put forward
a new smoothing loss empirical function. [39] introduced
two smoothing functions for the nonconvex phase retrieval
loss function and proposed two smoothing algorithms. [40]
further improves the smoothing operation for the loss func-
tion and proposes a faster stochastic smoothing phase
retrieval algorithm.

By introducing the smoothing function, we approximate
and replace the absolute value function jaTi xj in (2) to obtain

an approximate sparse smoothing phase retrieval loss empir-
ical function. Therefore, no additional operation on the gra-
dient is needed in the iterative update process, which reduces
the computational complexity. There are many substitution
methods for the absolute value function. We mainly use
the following method to smooth the phase retrieval loss
function (2).

We first define the concept of smoothing function to be
used.

Definition 1. Define the absolute value function f ðuÞ = juj. If
gεðuÞ is smooth for any real constant ε ≥ 0 in ℂn and for any
fixed u ∈ℂn

lim
ε⟶0

gε uð Þ = f uð Þ, ð3Þ

then gεðuÞ: ℂn ×ℝ⟶ℝ is the smoothing function of f ðuÞ.

By Definition 1, the smooth substitution function of the
absolute value function f ðuÞ = juj is defined as

gε,p uð Þ∶ = uj jp + εp
� �1/p, ð4Þ

where the relaxation factor ε ≥ 0 is a real constant and the
smoothing parameter p > 0.

As a smooth approximation function of the absolute
value function f ðuÞ, gε,pðuÞ must have the following
properties:

(1) gε,pðuÞ is a Lipschitz continuous function
(2) gε,pðuÞ is even, namely, gε,pðuÞ = gε,pð−uÞ
(3) gε,pðuÞ uniformly converges to f ðuÞ in ℝ

Proof.

(1) By Definition 1, gε,pðuÞ is smooth for any real con-
stant ε ≥ 0 in ℂn, so we can have

∇gε,p uð Þ = uj jp−1
uj jp + εp
� �1−1/p = uj j

uj jp + εp
� �1/p

 !p−1

: ð5Þ

Since the real constants ε ≥ 0, p > 0, therefore,

uj jp + εp
� �1/p ≥ uj jp� �1/p = uj j: ð6Þ

According to (5) and (6), it can be obtained that

∇gε,p uð Þ
��� ��� = gε,p u1ð Þ − gε,p u2ð Þ

u1 − u2

����
���� ≤ 1: ð7Þ

Therefore, gε,pðuÞ is a Lipschitz continuous function
with bounded first-order function, and its Lipschitz con-
stant is 1.

Table 1: Comparison of convergence speed and time cost.

Algorithms
Real case Complex case

Iterations Time (s) Iterations Time (s)

SPSAF 26 0.1035 75 1.3525

CRAF 64 0.2013 94 1.6509

SPARTA 27 0.1352 96 1.8528
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(2) By definition of the absolute value, it is obvious that

gε,pðuÞ = gε,pð−uÞ = ðjujp + εpÞ1/p

(3) According to Definition 1 and (4), we can have

gε,p uð Þ − f uð Þ
��� ��� = uj jp + εp

� �1/p − uj j
��� ���: ð8Þ

According to the Minkowski inequality, it can be
obtained that

gε,p uð Þ − f uð Þ
��� ��� = uj jp + εp

� �1/p − uj j
��� ��� ≤ uj jp� �1/p + εpð Þ1/p − uj j

��� ��� = ε: ð9Þ

Therefore, gε,pðuÞ can converge uniformly to f ðuÞ and
only depends on the value of ε.

Let u = jaTi zj, according to (2) and (4), the smoothing
sparse phase retrieval loss function can be expressed as

min
z

1
2m〠

m

i=1
ψi − aTi z

�� ��
ε,p

� �2
s:t: zk k0 ≤ k

S zð Þ ⊆ n½ �≔ 1, 2,⋯, nf g
z ∈ℝn:

ð10Þ

To ensure that the introduction of gε,pðjaTi zjÞ does not
affect the global minimum of the original nonconvex loss
function (2), the measurement ψi adopts the same smooth-
ing strategy, i.e.,

ψið Þε,p∶ = ψp
i + εpi

� �1/p
: ð11Þ
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Figure 8: Relative error of additional noise in the real case.
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Figure 9: Relationship between relative error and SNR.
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Due to the fact that smoothing vector εi is a positive cor-
relation to the amplitude ψi of signal x, we approximate it as

εi∶ = τψi, ð12Þ

where the coefficient τ is a constant.
Combining (10) and (11), we can obtain the amplitude-

based sparse smoothing phase retrieval least-square optimi-
zation problem:

min
z

ℓε,p zð Þ∶ = 1
2m〠

m

i=1
aTi z
�� ��p + εpi

� �1/p
− ψp

i + εpi
� �1/p� 	2

s:t: zk k0 ≤ k

S zð Þ ⊆ n½ �≔ 1, 2,⋯, nf g
z ∈ℝn:

ð13Þ

Function ℓε,pðzÞ is an approximate smoothing function
of the original loss function ℓðzÞ. Both of ℓε,pðzÞ and ℓðzÞ
have the same global minimum. When the smoothing relax-
ation factor εi ⟶ 0 or the smoothing parameter p⟶ 1,
ℓε,pðzÞ will be reduced to the original function ℓðzÞ.

3. The Proposed SPSAF Algorithm

To solve the smoothing sparse phase retrieval least-square
optimization problem (13), we propose a new smoothing
sparse phase retrieval algorithm, named SPSAF. It can be
classified into two periods: initialization and gradient refine-
ment, which are described in detail.

3.1. Sparse Weighted Spectrum Initialization. Based on the
weighted initialization method proposed in [41], the SPSAF
algorithm proposes an improved sparse weighted initializa-
tion estimation method. Compared with the orthogonal pro-
motion initialization method used in the SPARTA
algorithm, this method abandons the truncation procedure.
It adopts the reweighted strategy so that the information of
all samples is effectively applied. We divide the initialization
algorithm of SPSAF into three parts, including the general
initialization method, support recovery method, and sparse
initialization method.

3.1.1. General Initialization Method. First of all, assume kx
k = 1 without loss of generality. It can be seen from [25,
41] that there is a certain correlation between ai and x.
The larger the amplitude ψi = jaTi zj of the inner product of
ai and x is, the higher the correlation between ai and the
unknown solution x is, so it carries more profitable direction
information of signal x. Similar to the weighted maximum
correlation method in [41], the corresponding sequence of
ai can be obtained by sorting the amplitude ψi, and then,
the unknown solution x can be estimated.

Let set J ≔ f1, 2,⋯,mg denote the set of indexes that par-
ticipate in the calculation initialization of the picking sensing
vector ai. The vector ai corresponding to the largest jJj mea-

surements fψ½i�g1≤i≤jJj have the largest correlation with the

real solution x, where jJj is an integer of m. Therefore, we
can estimate the real solution x by indexing ai with jJj, that
is,

~z0 ≔ arg max
zk k=1

1
Jj j〠i∈J

aTi z
�� ��2 = arg max

zk k=1
zT 1

Jj j〠i∈J
aiaTi

 !
z:

ð14Þ

Secondly, to further strengthen the ability of ai to point
to the real solution x, the initialization method uses the
reweighted strategy to add weights to different faigi∈J . Sort-
ing index set J according to the size of fψ½i�g1≤i≤jJj. The larger
J corresponds to the larger weight, and the smaller index
corresponds to the smaller weight or even negative weight,
namely,

~z0 ≔ arg max
zk k=1

zT 1
Jj j〠i∈J

riaiaTi

 !
z, ð15Þ

where ri ∈ℝ is the weight corresponding to different
indexes. According to the size of ψi, we define the weight

ri = ψ1/2
i : ð16Þ

When kxk ≠ 1, utilizing the strong law of large numbers
and rotation invariance of Gaussian sampling vector ai, we
can get the initiation

z0 =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
m
〠
m

i=1
ψ2
i

s
~z0: ð17Þ

From Theorem 1 in [23], we can see that given a con-
stant δ0 ∈ ð0, 1Þ, there exist constants c0 > 0 and C0, and
when m ≥ C0n, the error distðz0, xÞ between the initial esti-
mate z0 and the real solution x meets

dist z0, xð Þ ≤ δ0 xk k2, ð18Þ

with probability exceeding 1 − 10 exp ð−c0mÞ.
Finally, it is worth emphasizing that since the signal x is

k-sparse and k≪ n, the initialization method in (15)
becomes

~z0 ≔ arg max
zk k=1

zT 1
Jj j〠i∈J

riaiaTi

 !
z

s:t: zk k0 ≤ k,
ð19Þ

by utilizing ℓ0 regularization to represent sparse prior
information.

3.1.2. Accurate Support Recovery. When the measurements
are undersampled, the number of measurements is less than
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the dimension of the signal; that is, m < n. At this time, the
sparse assumption of the signal needs to be introduced.

Without loss of generality, we set the support S ⊆ ½n�≔
f1,⋯,ng of unknown k-sparse solution x, and jSj = k≪ n.
According to [22], we define random variables:

Zi,j∶ = ψ2
i a

2
i,j, j = 1,⋯, n: ð20Þ

For the normalized Gaussian sensing vector ai ∼N ð0,
InÞ, let p be a positive integer; we can get

E a2pi,j
� �

= 2p − 1ð Þ!!, ð21Þ

where !! denotes two-order multiplication. According to the
rotation invariance of Gaussian distribution, it can be
proved that for all 1 ≤ j ≤ n,

E Zi,j
� �

= E aTi x
� �2

a2i,j
� �

= E a4i,jx
2
j + aTi,/jx/j
� �2

a2i,j

� 	
= 3x2j + x/j



 

2
2 = 2x2j + xk k22,

ð22Þ

where aTi,/j, x/j ∈ℝn−1 is aTi , x ∈ℝn after removing the jth
element.

If index j ∈ S which means the corresponding x j is a non-
zero term, that is, x j ≠ 0, then (22) can be converted to

E Zi,j
� �

= 2x2j + xk k22, j ∈ S: ð23Þ

Conversely, if j ∉ S which means x j = 0, we can get

Zi,j
� �

= xk k22, j ∉ S: ð24Þ

According to formulas (23) and (24), we can find that for
j ∉ S and j ∉ S, the expected value of Zi,j has at least 2x2j inter-
vals, which we call the gap. As long as the gap 2x2j is large
enough, the support S can be restored accurately in this
way [22]. That is, the index set corresponding to kmaximum
EðZi,jÞ can restore the support S of the original signal x.
However, since fEðZi,jÞg is actually unavailable, it is
replaced by their independent implementation. At the same
time, following the law of strong numbers, the sample mean
should approach a whole ~Zi,j.

To estimate the support S of the original signal x, we first
calculate the empirical estimate of the so-called sample mean

~Zi,j∶ =
1
m
〠
m

i=1
Zi,j =

1
m
〠
m

i=1
ψ2
i a

2
i,j ð25Þ

as the expected EðZi,jÞ. The larger ~Zi,j, the greater probability
of nonzero the corresponding element xj is. Therefore, we

need to collect indexes corresponding to k maximums in f
~Zi,jg, which form an estimated support ~S that can be

expressed as

~S∶ = j ∈ n½ �jindexes corresponding to kmaximums in ~Zi,j
n on o

:

ð26Þ

[22] proves that to improve the probability of accurately
recovering the support S, Oðk2 log nÞ measurements are
needed. At the same time, in order to ensure the separation
of the index of the support, the smallest nonzero item

xmin∶ =min
j∈S

x j
�� �� ð27Þ

of the signal is approximately 1/
ffiffiffi
k

p kxk2; that is, for some
constants C0 > 0, there are

xmin =
C0ffiffiffi
k

p xk k2: ð28Þ

3.1.3. Sparse Initialization Method. After obtaining the sup-
port domain estimate ~S of the original signal, we can esti-
mate the initialization according to ~S. Specifically, for all
1 ≤ i ≤m, we rewrite the measurements ψi as

ψi = aTi x
�� �� = aTi,~Sx~S

��� ���, ð29Þ

where ai,~S includes the element of ai,j whose index j ∈ ~S, and
x~S is the element of x whose index j ∈ ~S.

Apply the general weighted initialization method in (19)
to the reduced data fai,~S, ψigmi=1, that is,

~z0~S ≔ arg max
zk k=1

zT 1
Jj j〠i∈J

riai,~SaTi,~S

 !
z

s:t: zk k0 ≤ k:

ð30Þ

By zero-filling the element corresponding to the index j
∉ ~S of ~z0~S, we can construct k-sparse n-dimensional initializa-
tion ~z0. When kxk ≠ 1, the final k-sparse initialization z0 can
be obtained through the norm estimation of x in (17).

3.2. Thresholded Gradient Stage. After obtaining an accurate
k-sparse initialization z0, we put it into the gradient iteration
for continuous refinement. Our SPSAF algorithm introduces
a smoothing strategy for the amplitude-based phase retrieval
loss function, avoiding the nondifferentiable objective func-
tion. It significantly simplifies the convergence analysis of
SPSAF, eliminating the need to perform other operations
on the gradient like other algorithms.

The method we adopt is to iteratively refine through a
series of gradient iterations based on the k-sparse hard
threshold, that is,

zt+1∶ =H k zt − μ∇ℓε,p ztð Þ� �
, ð31Þ

where t is the number of iterations and constant μ is the step
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size. H kðuÞ denotes the k-sparse hard threshold operator,
which can transform all elements except k largest elements
in u into zero, thus transforming n-dimensional vector u
into k-sparse n-dimensional vector �u, i.e.,

�uj =
uj, if j ∈ S,
0, if j ∉ S:

(
ð32Þ

Combining (13), the Wirtinger gradient ∇ℓε,pðzÞ of the
SPSAF algorithm can be expressed as

∇ℓε,p zð Þ = 1
m
〠
m

i=1

aTi z
�� ��p + εpi

� �1/p
− ψp

i + εpi
� �1/p� �

aTi z
�� ��p + εpi

� �1/p−1
aTi z
�� ��p−1ai sgn aTi z

� � :
ð33Þ

It is worth emphasizing that for the smoothed sparse
phase retrieval model, the selection of different p will affect
the recovery performance and calculated efficiency of the
algorithm. Specifically, the larger the p value, the better the
restore performance of the algorithm, but the convergence
rate will slow down; the smaller the p value, the faster the
algorithm converges, but the recovery performance
decreases. We set the p value selection according to the ratio
of measurements to sparsity m/k. When the ratio m/k is less
than 1:9 in the real case or 2:8 in the complex case, p = 2 or 3
; otherwise, p = 4 or 5. The specific SPSAF algorithm is
described as follows.

4. Experimental Results

This section will introduce the relevant numerical results of
the SPSAF algorithm. To reflect the superiority of the SPSAF
algorithm, we compare it with the SPARTA algorithm [16]
and CRAF algorithm [20], which are the latest methods of
sparse phase retrieval. The parameters of all algorithms will
use their recommended values. All simulation experiments
were conducted with 100 independent Monte Carlo experi-
ments. In each experiment, all algorithms’ initialization
power iteration numbers and gradient refinement iteration
numbers are set to 100.

In all experiments, the signal x ∈ℝ3000 or ℂ3000 to be
recovered is k sparse signal in the real or complex case.
When the sparse phase retrieval adopts the real-valued
Gaussian model, the sparse signal is x ~N ð0, I3000Þ and the
sensing vector is ai ∼N ð0, I3000Þ, i = 1,⋯,m. When sparse
phase retrieval adopts the complex Gaussian model, the
sparse signal is x ~CN ð0, I3000Þ =N ð0, 1/2I3000Þ + jN ð0, 1/
2I3000Þ and the sensing vector is ai =N ð0, 1/2I3000Þ + jN ð0
, 1/2I3000Þ, i = 1,⋯,m. In addition, other parameters of the
SPSAF algorithm are selected according to experience: learn-
ing rate μ = 0:8 in the real case or μ = 1 in the complex case,
smoothing parameter p = 2.

We use relative error as our performance index, that is,

Relative error∶ = dist z, xð Þ
xk k2

, ð34Þ

where distðz, xÞ is the Euclidean distance from the estimated
value z to the real solution x. When the relative error is less
than 10−5, it can be considered that the original sparse signal
has been successfully recovered. Namely, the current exper-
iment is successful.

4.1. Recovery Success Rate with Unknown Sparsity k. In some
practical applications, the sparsity k of the signal may be
unknown, so it is necessary to test the running state of the
algorithm in the case of unknown sparsity, namely, the algo-
rithm’s stability. We define ~k as the estimation of sparsity k
and set it to the upper bound of sparsity level in theory. The-
orem 1 in [16] proves that when m is approximately equal to
n, the upper limit of the sparsity level in this paper is about
d ffiffiffi

n
p e = 55.

When the phase retrieval model is in the real case, the
recovery success rates of SPSAF, SPARTA, and CRAF algo-
rithms are compared as shown in Figure 1, where the num-
ber of measurements m increases from 400 to 2400. Notably,
these curves show that SPSAF has higher precision recovery
performance than other comparison algorithms. When the
sparsity k is unknown, the SPSAF algorithm shows higher
stability, and the recovery rate reaches more than 90% when
m = 1000 and achieves accurate recovery when m = 1400.

When the phase retrieval model is in the complex case,
the recovery success rates of SPSAF, SPARTA, and CRAF
algorithms are shown in Figure 2, where the number of mea-
surements m ranges from 800 to 2800. It can be found from
Figure 2 that the SPSAF algorithm has a weak advantage in
recovery ability compared with other algorithms. When the
actual sparsity k = 30, the estimated sparsity ~k = 55; the
SPSAF algorithm is stable. It is worth emphasizing that
when the number of measurements m = 500, the SPSAF
algorithm first reaches more than 80%, showing excellent
recovery ability.

4.2. Recovery Success Rate with Known Sparsity k. In this sec-
tion, we compare the signal recovery success rates of each
algorithm when the sparsity k is known. The comparison
of the algorithms in the real case is shown in Figure 3, where
the number of measurements m increases from 400 to 2400.
It can be seen from Figure 3 that the recovery performance
of the SPSAF algorithm is significantly higher than the other
two algorithms, showing excellent recovery ability. In addi-
tion, it is worth noting that compared with Figures 1 and
3, it can be found that the recovery performance of the
SPSAF algorithm significantly improved when the sparse
prior is known.

Figure 4 depicts the success rate of signal recovery in the
complex case. We set the distribution of the number of mea-
surements m from 800 to 2800, where the prior sparsity k
= 30 is known. It can be seen from Figure 4 that the SPSAF
algorithm is significantly better than the other two algo-
rithms. Moreover, by comparing Figures 2 and 4, we find
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that the recovery degree of the algorithm has been slightly
improved when the sparsity k is known.

Figure 5 depicts the relationship between the success rate
of signal recovery and the sparsity k in the real case, where
the step size parameters of each algorithm take the optimal
value. It can be seen that with the increasing sparsity k, the
SPSAF algorithm can still accurately restore the signal at
the sparsity k = 50 and can still maintain a success rate of
more than 95% at k = 100. In comparison, the success rates
of the CRAF algorithm and SPARTA algorithm with the
same sparsity are reduced to about 80%.

4.3. Comparison of Convergence Consumption. This section
compares the SPSAF algorithm with other algorithms in
terms of convergence speed and time cost. We adopt the real
Gaussian model when the number of measurements is m =
1600 or the complex Gaussian model when m = 2800,
respectively. The prior sparsity of all models is k = 30, and
the relative error of the algorithm is less than 10−15 which
is regarded as an accurate recovery. The convergence curves
in the real or complex case are shown in Figures 6 and 7. It
can be seen from these figures that the number of iterations
required for the convergence of the SPSAF algorithm is sig-
nificantly less than that of the other two algorithms.

On the other hand, Table 1 compares convergence speed
and time cost under the noise-free Gaussian model, where
the coarse font is the current optimal value. It can be seen
from the results that the convergence speed and time cost
of the SPSAF algorithm are better than those of other algo-
rithms in both real and complex cases, which show excellent
performance.

4.4. Noise Robustness. In order to prove the stability of the
SPSAF algorithm in the presence of additional noise, we plot
the relative mean square error (MSE) as a function of the
signal-to-noise ratio (SNR) value in dB. Amplitude measure-
ments with noise can be expressed as

ψi = aTi x
�� �� + ηi, ð35Þ

where the size of ηi ~N ð0, σ2IÞ is given by

SNR∶ = 10 log10 〠
m

i=1

aTi x
�� ��2
mσ2

: ð36Þ

In this section, we adopt m = 1600 real-valued Gaussian
model with sparse prior k = 30. Figure 8 depicts the relation-
ship between the average relative error of the three algo-
rithms when σ2 = 3. It can be seen that the SPSAF
algorithm provides the most accurate estimation under the
noise addition.

We also describe the relative error as a function of SNR
with different m/n to verify the stability of the SPSAF algo-
rithm. Figure 9 depicts the experimental results. We use a
real-valued Gaussian model with sparse prior k = 30, where
SNR is between 5dB and 50dB. It can be seen that the
SPSAF algorithm decreases approximately linearly with the
increase of SNR in both real and complex cases, which

proves that the proposed SPSAF algorithm is stable in noisy
environments.

5. Conclusion

In this paper, we proposed the SPSAF algorithm to solve the
problems of sparse phase retrieval. The proposed SPSAF
algorithm is an amplitude-based nonconvex sparse smooth-
ing phase retrieval algorithm divided into two stages: initial-
ization and gradient refinement. The complexity of our
algorithm is reduced by smoothing the phase retrieval loss
function to avoid the truncation or weighting of the gradi-
ent. The SPSAF algorithm first estimates the support of the
original signal by a reasonable rule, obtains the initial esti-
mation by a carefully designed initialization method based
on the support, and finally obtains the sparse estimation by
a gradient descent method based on the hard threshold.
Numerical experiments show that the SPSAF algorithm has
significantly improved recovery performance and speed
compared with the existing typical algorithms and has good
robustness.
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An algorithm for estimation of direction of arrival (DOA) based on QR decomposition is proposed for coherent signals in this
paper. When coherent is present, the rank of the signal covariance matrix is generally less than the signal number, making the
estimation of the signal or noise subspace inaccurate. Therefore, we need to eliminate the spatial covariance matrix rank loss.
According to the idea of matrix reconstruction, we try to construct three different data matrices, one is the signal covariance
matrix, the other is the eigenvector reconstruction matrix of the signal covariance matrix, and the other is reconstructed matrix
with the addition of spatial smoothing technology. Based on the resulting data matrix, whereafter, QR decomposition with the
iteratively weighted least squares (IWLS) as solver is proposed to reduce the computational complexity of DOA estimation.
Compared with other existing algorithms, the simulation results show that our method has high accuracy and great increase in
the computational efficiency.

1. Introduction

In recent years, people have invested a lot of energy in
researching high-resolution technology to estimate the angle
of arrival of sources on linear arrays in wireless communica-
tions, including astronomy, radar, smart grid, and sonar
[1–7]. Algorithms like MUSIC [8] and ESPRIT [9] are based
on subspace decomposition to solve uncorrelated signals
with good performance. And another classic subspace algo-
rithm propagation operator (propagator method, PM) [10]
used a series of linear operations to obtain a noise subspace
orthogonal to the steering vector. The disadvantage is that
the angle estimation accuracy is relatively poor under low
signal-to-noise ratio (SNR). The prerequisite of these algo-
rithms is incoherent signals. However, as the space environ-
ment becomes more and more complex, the signals received
by the array are often mixed with coherent signals. These
methods will encounter difficulties, such as multi-path prop-
agation signals and co-frequency interference signals.

In response to this problem, scholars have proposed a
series of algorithms, such as forward spatial smooth (FOSS)
algorithm [11] splits the array into sub-arrays, and then
superimposes each other to eliminate the coherence of the
signal. But FOSS algorithm from the structure of the covari-
ance matrix from the above point of view, forward smooth-
ing does not make full use of all the information of the
sample covariance matrix. In order to eliminate this short-
coming, while increasing the information utilization, Pillai
and Kwon [12] proposed forward-backward spatial smooth-
ing (FBSS), ignoring the cross-correlation information at
both ends of the anti-diagonal line. Next, an improved
spatial smoothing technique is proposed in [13] to use the
statistics of the entire sample covariance matrix as much as
possible. Matrix reconstruction technology [14, 15] is
another type of method used to solve the problem of coher-
ent signal sources, [15] proposed an eigenvector method
(EVM), by selecting the largest feature value corresponding
eigenvectors to construct a full-rank forward and backward
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matrix. [16, 17] proposed a singular value decomposition
(SVD) algorithm, while [18, 19] achieved decoherence by
constructing the data receiving matrix into a Toeplitz matrix.

Most of the above methods or methods developed on
this basis to combat the DOA estimation problem of coher-
ent sources are at the expense of array aperture, that is, the
degree of freedom of the array will be reduced. This makes
the performance of the subspace algorithm unable to reach
the Cramer-Rao lower bound even under the condition of
high SNR. In order to remedy the above problems, a method
based on principal-singular-vector utilization for modal
analysis (PUMA) [20–22] was proposed, but when the inci-
dent signal is completely coherent, the performance deterio-
rates severely. The algorithm goal for DOA estimation is
able to provide reliable azimuth information in a limited
sample and low signal-to-noise ratio environment. Many
existing subspace algorithms have severe thresholding effects
under such conditions.

A QR-IWLS method was proposed in [23] by applying
QR decomposition to the parameter estimation of two-
dimensional complex-valued sinusoidal signals under addi-
tive white Gaussian noise with the use of the rank and linear
prediction properties of the noise-free data matrix; then, an
iteratively weighted least squares (IWLS) algorithm is used
to estimate the linear prediction coefficients. On the basis,
[24] proposed a fast rank revealing technique for frequency
estimation of complex sinusoids in a noisy environment,
and a two-stage QR decomposition frequency estimation
method using weighted least squares (WLS) as the solver.

Inspired by the literatures [23, 24], in this paper, we
propose a fast and low-complexity DOA estimation method
based on subspace decomposition. First, the method uses
the steering vector to linearly express and constructs an
equivalent covariance matrix under Gaussian noise based
on the covariance matrix of the received information of
the data. Second, the proposed method uses QR decompo-
sition to replace the computationally intensive EVD/SVD,
and uses the first row of the R matrix to reconstruct the
equivalent covariance matrix Y again. In addition, we also
try to use forward and backward method to construct the
data matrix.

The rest of the paper is organized as follows. In the
Section of System Model, the signal model for DOA estima-
tion of coherent signal is given. The algorithm is proposed
in the Section of Proposed Approach. In the Section of
Simulation Results, we perform the simulation to evaluate
the accuracy and efficiency of the proposed approach.
Finally, conclusions are drawn in the Section of Conclusion.

2. System Model

In this work, we consider P far-field narrow-band sources
from directions θiði = 1, 2,⋯,PÞ impinging on a uniform
linear array (ULA) having MðM > PÞ isotropic sensors with
halfwavelength interspacing as shown in Figure 1 [18].

The first L signals are fully coherent, while the other
P − L signals are uncorrelated and independent of the first
ones. We take s1ðtÞ as a reference, and the lth coherent
signal is:

sl tð Þ = βls1 tð Þ = ρle
jΔϕl s1 tð Þ, l = 1,⋯, L, ð1Þ

where βl = ρle
jΔϕl , ρl is the amplitude fading factor, and

Δϕl denotes the phase difference of slðtÞ related to s1ðtÞ.
Let the sensor 1 be the reference, and the mth array out-
put at time t is:

xm tð Þ = 〠
P

i=1
si tð Þe −j2πmd sin θið Þ/λ + nm tð Þ

= s1 tð Þ〠
L

i=1
βie

−j2πmd sin θið Þ/λ

+ 〠
P

i=L+1
si tð Þe −j2πmd sin θið Þ/λ + nm tð Þ,

ð2Þ

where siðtÞ and nmðtÞ are the complex envelop of the ith
signal and the additive white noise at the mth element
ðm = 1,⋯,MÞ. d = λ/2 is the interspacing, and λ is the carrier
wavelength. The final array received signal vector is:

x tð Þ = x1 tð Þ,⋯,xM tð Þ½ �T =A θð Þs tð Þ + n tð Þ, ð3Þ

where ðtÞ = ½s1ðtÞ,⋯,sPðtÞ�T denotes the source vector. n
ðtÞ = ½n1ðtÞ,⋯,nMðtÞ�T is the complex Gaussian noise vec-
tor. AðθÞ = ½aðθ1Þ,⋯,aðθPÞ� is the array steering matrix

with aðθiÞ = ½e−j2πd sin θi/λ, e−j2π2d sin θi/λ,⋯,e−j2πMd sin θi/λ�T
ð·ÞT is the transpose.

3. Proposed Approach

In the above received signal vector xðtÞ, when the num-
ber of snapshots is N , one can evaluate the output
covariance matrix:

Rxx =
1
N
〠
N

t=1
x tð ÞxH tð Þ, ð4Þ

where ð·ÞH is the conjugate transpose. We can perform
the EVD/SVD on the covariance matrix Rxx to obtain
the signal subspace and use MUSIC or other subspace-
based method to estimate the DOA. However, the sources
are completely coherent, namely, L = P. The rank of
sources covariance matrix is one. After the EVD of Rxx,
the dimension of the signal subspace is less than the rank
of the array manifold AðθÞ, which leads to the conse-
quence that the steering vector is no longer orthogonal
to the noise subspace and makes failure of subspace
algorithm. According to [25], we assume the noise is
temporal white and the noise covariance matrix denoted
by Rn, is full-rank. As the steering vectors span the signal
subspace, so we have linear representation form as:

Rnek = 〠
P

n=1
αk nð Þa θnð Þ, ð5Þ
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where ekð1 ≤ k ≤ KÞ is an eigenvector of the received
signal covariance matrix (the first K eigenvectors corre-
sponding to first eigenvalues in decreasing order), and
αkðnÞ is a linear combination factor. When the noise
covariance is an identity matrix, (5) is simplified as:

ek = 〠
P

n=1
αk nð Þa θnð Þ: ð6Þ

For completely coherent case, namely, K = 1, the
above equation is reduced to:

e1 = 〠
P

n=1
α1 nð Þa θnð Þ: ð7Þ

It indicates that the largest eigenvalue contains all the
signal information. So the vector e1 can be used to recon-
struct an equivalence covariance matrix Y , constructed as:

Y =

e1,1 e1,2 ⋯ e1,g

e1,2 e1,3 ⋯ e1,g+1

⋮ ⋮ ⋱ ⋮

e1,m e1,m+1 ⋯ e1,M

2
666664

3
777775
, ð8Þ

where e1,m is the element of e1, m =M − g + 1,m > P, g > P.
Here, QR decomposition is used instead of EVD/SVD to

reduce the complexity of calculation. Then, the first row of
the matrix R is used to construct a equivalence covariance
matrix Y , and e1,m is the elements of r1, R = ½r1,⋯,rM�T .

Finally, we apply the QR decomposition again to the
constructed matrix Y and estimate the DOA with the use
of the QR-IWLS method [23].

On the other hand, as we know, the performance of the
forward and backward method [12] is much better than that
only using the constructed Y , which can also be used to solve
the coherent situation. So in this paper, we also try this
similar way; the backward matrix is:

Yb = JmY∗Jq, ð9Þ

where both of Jm and Jq are anti-diagonal eye matrices, and
ð·Þ∗ denotes the conjugate operation, then we obtain the
equivalence covariance matrix:

Yr =
1
2 Y + Ybð Þ: ð10Þ

Then, we also perform the QR factorization on Yr to
obtain the signal subspace. And next the QR-IWLS method
is used to estimate the DOA.

For the above analysis, the QR-IWLS algorithm steps are
summarized as follows:

Step 1: Calculate the covariance matrix Rxx of the array
received signal data by (4).

Step 2: Perform QR decomposition on Rxx, take the
eigenvector ek corresponding to the largest eigenvalue.

Step 3: Reconstruction the matrix Y , Yr by (8), (10).
Step 4: Apply the QR decomposition to the Rxx, Y , Y r ,

respectively, to obtain the signal subspace.
Step 5: Use QR-IWLS to estimate DOAs of signal.
To sum up, we construct three different data matrices:

covariance matrix (QR-IWLS-matrix), eigenvector recon-
struction matrix using signal covariance (QR-IWLS-rema-
trix), and reconstruction matrix by applying smoothing
technique (QR-IWLS-fbmatrix); then, we use QR-IWLS
method to estimate DOA. The simulation experiments are
carried out under different SNR, different snapshots, and
different array numbers, as shown in Figures 2–4. The
results show that as the SNR increases, QR-IWLS-rematrix
is better than the other two methods, and QR-IWLS-
fbmatrix performs poorly. So in the next section, we choose
QR-IWLS-matrix and QR-IWLS-rematrix for experiments.

4. Simulation Results

In the simulation part, computer simulations are conducted
to evaluate the performance of the QR-IWLS method in
white Gaussian noise, compared with MUSIC [17] and
PUMA [22] algorithms. In the experiment, we consider a
ULA composed of different numbers of isotropic sensors
and the element spacing is equal to half a wavelength, if
not mentioned, two narrow-band far-field signal sources
with angles of 5∘ and 75∘. Furthermore, all results are aver-
aged after 200 independent Monte Carlo experiments. The
mean square error (MSE) is used to evaluate and analyze
the performance of the algorithm, which is computed by

MSE = 1/200∑G
i=1 ½ðθi − bθ iÞ

2�, where θi is the actual value,

and bθ i is the measured value, respectively. The simulation
is performed on the MATLAB R2019b on a computer with
16GB of RAM and the 64-bit Windows 11 operating system.

In our first test, the number of snapshots N is set to 512,
and the number of sensors M is 18. We investigate the MSE
of the proposed method versus the SNR, as shown in
Figure 5. The proposed method achieves DOA estimation
performance better than the MUSIC method and QR-
IWLS-matrix method, and has comparable performance
with the PUMA algorithm.

In the second test, we set the SNR to 10 dB and the num-
ber of sensors M to 18. We compare the performance of
each method in the case of different snapshots. As seen in
Figure 6, with the number of snapshots increases, the perfor-
mance of MUSIC method is severely damaged due to the

Si (t)

θi

X1 (t) XM (t)

Figure 1: Received signal model of uniform linear array.
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coherent of signals. The figure also confirms that for the QR-
IWLS-matrix method and the QR-IWLS-rematrix method,
the error is much smaller than other methods. Among them,
the QR-IWLS-rematrix method has the best performance.

In the third experiment, the MSE versus the number of
sensors is investigated. The number of sensors M is varied
from 5 to 35, the SNR is 10 dB, and the number of snapshots
is 512. As shown in Figure 7, the proposed method achieves
comparable performance with the PUMA method and it is
superior to the MUSIC algorithms.

Next, we investigate the relationship between success
probability and SNR; the results are plotted in Figure 8,

where the ratio of the number of successful runs to the total
number of independent runs is calculated as the probability
of success. We assumed that the number of DOAs is 2, when
max jθi − bθ ij ≤ jθ2 − θ1j/2. It is concluded that all methods
achieve 100% success at SNR ≥ 5 dB, and our QR-IWLS-
rematrix method and the PUMA method achieve the highest
resolution probability.

Finally, the computational complexity of the algorithm is
compared, where the computer runtime is shown in Figure 9
and the complexity analysis is shown in Table 1. For
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simplicity, we only consider the main complexity of each
method. Both simulation results and the complexity analysis
demonstrate that the QR-IWLS-rematrix method has the
lowest computational complexity among all methods, that
is, under the conditions of corresponding SNR and suffi-
ciently large number of sensors, the proposed method has
a smaller MSE with less complexity compared with other
mentioned methods.

In the above experiments we did, the setting parameters
are large. To further investigate the performances of our
proposed approaches, we simulate another experiment, that
is, turn down the parameter setting. Fix θ1 = 5∘, and ranging
θ2 from 10∘ to 80∘ with M = 10 elements. As shown in
Figure 10, our proposed algorithms have better results than
the other two algorithms, and the performance of MUSIC
algorithm is unstable and even fails when θ2 is larger than
60∘. Thus, our algorithm is persuasive and effective.
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5. Conclusion

In this paper, we proposed a QR decomposition-based
method to handle DOA estimation of coherent signals. The
coherent of the received signal is deduced by the recon-
structing of a data matrix, whose elements come from the
eigenvalues of a covariance matrix. The DOA is then esti-
mated with the use of QR decomposition and IWLS-based
method. The simulation results verify that the proposed
approach has a comparable performance and less complex-
ity compared with other advanced methods.
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