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1. Introduction

Multiphase phase flows include the flow of matter in two or
more than two thermodynamic phases and involve solid-gas
flows, bubbly flows, and sprays.#ey pervaded practically every
feature of human life, and enhanced comprehension of mul-
tiphase flows can play a significant role in ensuring three es-
sential requirements of humans, for instance, sustainable food
production, clean water, and clean air. #e understanding of
multiphase flows is beneficial to examine the key mechanisms
of the natural environment and in man-made systems. Mul-
tiphase flows have numerous applications in nanotechnology,
chemical process, energy, environmentally sustainable tech-
nologies, critical infrastructures, and biological and healthcare
applications, i.e., pharmaceuticals, manufacturing processes,
and design materials. Table 1 shows the various classifications
of multiphase flows. #e examples given in the table are
intended only to show the reader an overview of the appli-
cations and different types of multiphase flows that appear in
various biological, industrial, and diverse natural systems.

Considering the importance of multiphase flows in
engineering, this Special Issue was introduced. In total, 17
papers were submitted to this Special Issue, and out of them,
12 were selected for publication.

2. Recent Advances in Multiphase
Flows in Engineering

Alqahtani et al. [1] discussed the heat and mass transfer
process through a wedge. #e applications of the problems
mainly occur in civil engineering. #e effects of magnetic

field and cross-diffusion gradients are also taken into con-
sideration. According to their results, they found that the
Prandtl number diminishes the temperature profile. How-
ever, mass transport increases due to higher values of Soret
number and the converse effects shown for Schmidt number.

Rashid et al. [2] studied gold nanoparticles suspended in
the water-based nanofluid under heat transfer effects. #ey
contemplated various forms of nanoparticles, including
lamina, hexahedron, column, sphere, and tetrahedron. #e
mathematical formulation is performed via similarity
transformations, and the homotopy analysis method was
used to determine the solutions. According to the results, it
is found that heat transfer is maximum for the lamina shape
nanoparticles and the sphere shape nanoparticles show a
considerable behavior in temperature profile as compared to
other types of nanoparticles.

Chu et al. [3] studied the cross-flow in the streamwise
direction towards a moving surface under viscous dissipa-
tion and magnetic effects. #ey further determined the
stability analysis and presented dual solutions. #ey found
that the velocities in the direction of streamwise in addition
to cross-flow reduces in the upper branch solution; at the
same time, a converse impact is observed for the lower
branch solution. Furthermore, the impact of suction on the
velocities uplifts the solutions in the upper branch and
diminishes the solutions in the lower branch.

Han et al. [4] used the CFD-DEM coupling technique to
set up the simulation model of two-phase flow through a
drill pipe.#ey determined the impact of cutting removal on
air velocity, the mass flow rate of cutting on the flow
properties, the cutting removal impact, and the pressure

Hindawi
Mathematical Problems in Engineering
Volume 2021, Article ID 9825396, 3 pages
https://doi.org/10.1155/2021/9825396

mailto:muhammad09@shu.edu.cn
https://orcid.org/0000-0002-3219-7579
https://orcid.org/0000-0003-1552-3763
https://orcid.org/0000-0002-2641-1575
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/9825396


drop of cutting-gas-two-phase flow. According to their
analysis, they found that the drag force of drilling cuttings
becomes higher with an increment in air velocity. When the
mass flow rate of cutting is constant, it enhances the air
velocity for cutting removal and tends to enhance the
pressure drop in the inner hole of the drill pipe. On the
contrary, when the air velocity of cutting removal is con-
stant, then the mass flow rate of cutting and the pressure
drop in the inner hole of the drill pipe rises.

Gonzalez-Trejo et al. [5] studied fluid dynamics within a
pair of submerged entry nozzle models with a square cross-
section bore. #ey contemplated water as a working fluid
with the Froude similarity criterion. #e proposed model
comprises a square-shaped tube having one inlet and two
lateral squared exits at the bottom; however, the model does
not have exit ports. #e proposed turbulence model is
presented as a large eddy simulation having dynamics k-
equation filtering. According to the results, it is found that
with one large vortex, the flow pattern within the pool nozzle
can be defined, whereas, in the nozzle without the pool, the
flow pattern depicts a complex mechanism distinguished by
two small vortexes.

Yousaf et al. [6] presented a novel method known as the
cubic trigonometric B-spline technique based on the Her-
mite formula. #ey used this method to solve the convec-
tion-diffusion equation. #ey found that the main benefit of
this scheme is that the approximate solution is obtained as a
smooth piecewise continuous function, which enables us to
determine the approximate solution at any point in the
location with higher accuracy.

Basit et al. [7] examined heat transfer with forced
convection from arrays of prolate particles is formulated by
employing the second-order immersed boundary Lattice
Boltzmann technique. #ey found that Reynolds number
and solid volume fraction significantly enhanced the Nusselt
number and Hermans orientation factor. Furthermore, they
noticed that the impact of orientation on Nusselt number is
remarkable.

Irfan et al. [8] examined the theoretical impact of
magnetized stagnation point flow on heat and mass transfer
towards a shrinking and stretching porous surface. Fur-
thermore, they elaborated the behavior of chemical reaction,
thermal radiation, swimming of gyrotactic microorganisms,
and heat source/sink. MATLAB software has been used to
examine the solutions using the bvp4c command. #ey
concluded that the skin friction coefficient increases due to
an increment in porosity and magnetic parameters. More-
over, they discussed that the Peclet number and Lewis
number enhanced the motile microorganism profile.

Arain et al. [9] studied bioconvection flow with nano-
particles under the presence of an induced magnetic field.
#ey have contemplated Carreau fluid which is moving
between a pair of rotating circular plates. Furthermore, they
used the DTM-Pade approximation to determine the nu-
merical solutions. #ey also discussed the effects of shear-
thinning, shear-thickening, and Newtonian fluid models as a
special case of the proposed study.

Song et al. [10] presented a design and implementation
of the array logging tool for horizontal production logging.
#e proposed project has designed a staggered probe array
flowmeter well logging apparatus based on the characteristic
of electromagnetic wave specific retention meter that can
fully cover the wellbore fluid and improve the flow mea-
surement accuracy. According to the application in hori-
zontal wells, the accuracy of this measuring instrument has
been proved to be more than 90%. It can meet the re-
quirements of production logging interpretation in hori-
zontal wells.

Farooq et al. [11] employed a simplified finite difference
technique to examine the nanofluid mechanism through an
exponentially stretching surface under the effects of thermal
radiation. #ey discussed the efficiency of the proposed
scheme by comparing the results with other similar
methods. #eir outcomes found that the Eckert number
enhanced the velocity profile; however, the thermal Grashof
number opposes the temperature profile.

Table 1: Classification of multiphase flows.

Gas-solid flows Liquid-solid flows Gas-liquid flows Liquid-liquid flows Gas-solid
flows

Natural
Sand storms,
volcanoes, and
avalanches

Sediment transport of sand in
rivers and sea, soil erosion,
mud slides, debris flows, and

iceberg formation

Rain droplets, ocean waves,
and mist formation — —

Biological
Aerosols (dust

particles) and smoke
(fine soot particles)

Blood flow Aerosols (liquid droplets) — —

Industrial

Pneumatic
conveyers, dust

collectors, fluidized
beds, and solid

propellant

Slurry transportation,
flotation, fluidized beds,

water jet cutting, and sewage
treatment plants

Boiling water and pressurized
water nuclear reactors,

chemical reactor desalination
systems, boilers, heat
exchangers, internal

combustion engines, liquid
propellant rockets, and fire

sprinkler suppression systems

Emulsifiers, fuel-cell
systems, microchannel

applications, and
extraction systems

Air lift
pumps and
fluidized
bedsRockets, pulverized

solid particles, spray
drying, and spray

casting
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Riaz et al. [12] discussed the entropy mechanism of a
three-dimensional wavy flow using Eyring–Powell nano-
fluid. Mathematical and physical modeling is performed
based on the lubrication approach. Furthermore, they used
the homotopy perturbation approach to solve the coupled
nonlinear differential equations. #ey showed that entropy
generation reduces due to concentration parameters but
upsurges due to viscous dissipation. Moreover, it is pre-
sented that Eyring–Powell depicts the difference in behavior
in the entropy generation and the presence of nanoparticles
due to the significant dissipation effects. In addition, it
travels faster than the viscous fluid. #is study may be
helpful for cancer therapy in biomedicine by nanofluid
properties in multiple drugs contemplated as a non-New-
tonian fluid.
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,e thermal management of a system needs an accurate and efficient measurement of exergy. For optimal performance,
entropy should be minimized. ,is study explores the enhancement of the thermal exchange and entropy in the stream of
Eyring–Powell fluid comprising nanoparticles saturating the vertical oriented dual cylindrical domain with uniform thermal
conductivity and viscous dissipation effects. A symmetrical sine wave over the walls is used to induce the flow. ,e math-
ematical treatment for the conservation laws are described by a set of PDEs, which are, later on, converted to ordinary
differential equations by homotopy deformations and then evaluated on the Mathematica software tool. ,e expression of the
pressure rise term has been handled numerically by using numerical integration by Mathematica through the algorithm of the
Newton–Cotes formula. ,e impact of the various factors on velocity, heat, entropy profile, and the Bejan number are
elaborated pictorially and tabularly.,e entropy generation is enhanced with the variation of viscous dissipation but reduced in
the case of the concentration parameter, but viscous dissipation reveals opposite findings for the Newtonian fluid. From the
abovementioned detailed discussion, it can be concluded that Eyring–Powell shows the difference in behavior in the entropy
generation and in the presence of nanoparticles due to the significant dissipation effects, and also, it travels faster than the
viscous fluid. A comparison between the Eyring-Powell and Newtonian fluid are also made for each pertinent parameter
through special cases. ,is study may be applicable for cancer therapy in biomedicine by nanofluid characteristics in various
drugs considered as a non-Newtonian fluid.

1. Introduction

Nonlinear fluid models are the center of consideration of
several theoretical and experimental evaluations due to
their massive applicability in the engineering sciences,
biomechanics, and mechanical manufacturing such as the
petroleum industry, flow of blood in the body, and
transport of sewage. Working in the domain of nonlinear
fluid flows creates challenges to the mathematician and
simulation engineers with its diversity and complexity. As
the complexity of such fluids offers no unique constitutive
equation which encounters all the properties, for such
fluids, several non-Newtonian models are presented in

[1–4]. ,e polymeric liquids reveal diverse rheological
attributes apparent in the flow, such as polymer accu-
mulation, mechanical mortification, and solvent com-
position. [5]. Kwack [6] explained that all these polymer
properties influence the elasticity of the fluids. Mathe-
matical models such as the Carreau fluid model [7], Ellis
fluid model [8], and Powell–Eyring fluid model [9] ef-
fectively discuss elastic properties of the fluid. Out of these
models, the Powell-Eyring model stands out because of its
fluid elasticity property and ease for its applicability to
both experimental and theoretical studies. ,ese advan-
tages lead many scientists to unveil these hidden prop-
erties of such fluids in different flow situations. Patel and
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Timol [10] found a numerical solution to debate on the
characteristics of the Powell-Eyring type model. ,ey used
the so-called MSABC scheme to find an asymptotically
convergent solution. Hayat et al. [11] found a series so-
lution using the so-called HAM to define the momentum
and heat transfer about the stagnation point for the
Powell-Eyring fluid. ,ey also analyzed melting heat
transfer effects. Jalil et al. [12] discovered self-similar
solutions of parallel free stream flow of this fluid. ,e flow
is considered on a moving plate. Islam et al. [13] con-
sidered the flow of the Powell-Eyring fluid in slider
bearings. ,ey employed HPM to develop the analytic
series solution of the current flow. Hina et al. [14] elab-
orated the study of Powell-Eyring fluids between curved
compliant walls of the channel. ,e effects on temperature
variations are also discussed. Hayat et al. [15] evaluated
MHD Powell-Eyring liquid flow on a radially stretching
cylinder. ,ey exclusively focused on the effects of
Newtonian heating.

In recent times, the study of flows driven by peristaltic
waves has becomemore andmore popular in physiology and
biomedical industry. ,e idea of peristalsis was driven from
the food transport duct in the human body. Other than food
transport from the mouth to stomach, this phenomenon can
be seen in the spermatozoa movement in the male genital
region and ovum in the females and also in urine travelling
and chyme movement through the gastrointestinal tract, etc.
In industry, machine-like rollers and finger pumps and
blood filtration devices in dialysis employ the mechanism of
peristalsis. Shapiro [16] and Latham [17] presented the idea
of peristalsis theoretically and verified experimentally. Ever
since, numerous studies, both theoretically and experi-
mentally, have been published in the domain of nonlinear
fluids [18–20]. ,e peristaltic mechanism of certain elastic
fluids is a matter of great interest. Recent studies are in-
dicative of the importance of these in industrial applications.
Ellahi et al. [21] used 3D analysis of a peristaltic stream of
Carreau fluid in the magnetic environment. Hayat et al. [22]
worked with the Carreau-Yasuda fluid with nanosized
particle theoretically.,ey considered that flow is driven due
to the sinusoidal motion of the wall. Also, they examined
both convective and no-mass flux on the wall. Prakash and
Tripathi [23] examined the effects of the electric double layer
on Williamson ionic liquid with homogeneously distributed
particles of nanosize. ,ey considered a tapered channel
with peristaltic waves on the wall. Effects of thermal radi-
ation are also discovered. Zeeshan et al. [24] focused on the
flow of the bio-Jeffrey fluid and the sustainability character
in the human body. Tanveer et al. [25] checked the flow
through a curved channel. ,ey revealed mixed convection
impacts and elastic properties of the walls on pumping
transport of Eyring-Powell liquid with nanomaterial. Bhatti
et al. [26] presented the effects of the Darcy porous medium
of a two-phase nanofluid in a channel.

,e applications such as paper drying, thermal coat-
ing, hot rolling, and glass fiber stretching divert one’s
focus towards the heat transfer of non-Newtonian fluids.
Motivated by this, it stimulates an extensive literature in
this field [27–30] which includes analysis in flexible

channels. Presence of nanoparticles shows a positive trend
in enhancing the heat transfer of fluid. ,e theme of
nanofluids is the concept of Choi [31]. ,e concept was to
add nanosized particles in a fluid which has low thermal
conductivity. Hence, fluid behavior and metallic con-
ductivity both combine to obtain an enhanced heat
conductor which can be transported like a fluid. It was one
of the promising aspects of such fluids. Many mathe-
matical models using continuum formulation [32] or two-
phase suspension models [33] are developed over the
years now. One such model due to Buongiorno [34] was
developed in many ways. Some researchers [35–39]
revealed the basics of nanofluids’ contribution in different
geometries with the peristaltic wave.

It is essential to generate the systems or the machines
which perform and help in efficient energy transport.
Such a machine is broadly utilized in power plants,
manufacturing plants, and transportation. ,e warm
productivity of the framework relies upon the material
used for thermal vitality. It is fundamental to understand
the factor which diminishes warm proficiency. As in-
dicated by the laws of thermodynamics, vitality of the
framework stays to save, yet can be changed over into
different structures for the utility. All the more regularly,
we state all the energies of the framework are spent in
accomplishing work or to expand the temperature of the
body. Numerous frictional powers emerging from the
attractive field, permeable spaces, and so on are
explained in the improvement of the temperature of the
framework. ,e warm messiness in the framework is
consistently on the ascent. Realizing the elements en-
gaged with entropy rise is consistently imperative to get
ideal warm effectiveness of the framework. Ascend being
used of nanofluids is one approach to decrease the loss of
vitality. Entropy generation and exergy are one of the
most dynamic examination fields in thermodynamics.
Most recently, Naz et al. [40] optimized entropy gen-
erated in the flow of pseudoplastic fluid. ,e fluid also
comprises of microorganisms. Abbas et al. [41] analyzed
the entropy generated theoretically in the stream of
magnetized nanofluid. ,ey use statistical techniques to
get results. Abbas et al. [42] also analyzed entropy for
peristaltic flow of nanofluids. Ellahi et al. [43] extended
the work with a porous medium. Hayat et al. [44] use
modified Darcy’s porous medium and the effects of the
endoscope.

,e limited literature on entropy generation of
nanoelastic fluid, useful characteristics of the Eyring-
Powell model, and the applicability in the industrial usage
of such flows is the main motivation for the current
analysis. With the cited literature in mind, the existing
study designed to investigate the distribution of nano-
particles in a Powell-Eyring viscoelastic fluid having
enhanced elastic properties and viscous dissipation effects
through a cylindrical structure with the peristaltic wave is
focused. Energy loss in the transport is also an area of
interest. ,e observations for the Newtonian fluid are also
taken into consideration as a limiting case of the readings.
,e obtained PDEs are simplified with the help of laminar
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movement of the liquid and small wave amplitude ap-
proximations and then solved analytically. ,e results are
elaborated comprehensively and displayed in the graph-
ical way. Conclusions which highlight the key findings are
placed in the end.

2. Mathematical Treatment

We take the peristaltic flow of an Eyring-Powell liquid
situated in an annular part of two eccentric cylinders by
introducing nanoparticles. We also consider the term of
viscous dissipation and entropy generation occurring
during the process due to the irreversibilities of viscous
factors, thermal analysis, and mass exchanging phe-
nomenon of nanoparticles. ,e geometry is assumed to be
having flexible outer surfaces. ,e flow is taken inside the
annular region of two eccentric annuli with eccentricity ϵ.
Moreover, the inner cylinder is considered as rigid with
radius δ, and the outer cylinder with radius ais producing
a sinusoidal wave propagating along the axial root. ,e
walls of the inner and outer annuli have been described in
[30]. ,e conservation laws for an incompressible and
unsteady flow of non-Newtonian nanofluid are described
in [30, 35]. ,e temperatures and nanoparticle concen-
trations at the inner cylinder are fixed at the amount of
Toand Co, while those of the outer cylinder are maintained
at T1and C1≃accordingly. ,e mathematical model of the
stress matrix representing the Eyring-Powell fluid is de-
scribed as follows [15]:

SLM � μ
zVp

zx
i

+
1
β
Arc sinh c

− 1zVp

zx
i

􏼠 􏼡, (1)

Arc sinh c
−1zVp

zx
i

􏼠 􏼡 ≈ c
−1zVp

zx
i

−
1
6

c
−1zVp

zxi
􏼠 􏼡

3

+ O c
−1zVp

zxi

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

5

,

(2)

where μrepresents the shear viscosity coefficient and βand
care the material constants. Now, we introduce local wave
frame coordinates (r, θ, z) running with the same wave
velocity relative to the fixed frame (x1, x2, x3) through the
following transformations:

z � x
3

− c1t,

r � x
1
,

θ � x
2
,

w � W − c1,

p � P,

u � U,

SLM � slm.

(3)

We use the following dimensionless parameters in the
problem:

p′ �
a
2

μc1λ
p,

w′ �
w

c1
,

u′ �
λ

ac1
u,

V′ �
V

c1
,

z′ �
z

λ
,

r′ �
r

a
,

θ′ � θ,

t′ �
c

λ
t,

ϕ �
b

a
,

ϵ′ �
ϵ
a

,

Re �
ρc1a

μ
,

δ′ �
δ
a

,

θ �
T − To

T1 − To

,

δo �
a

λ
,

r1′ � r1,

r2′ �
r2

a
,

σ �
C − Co

C1 − Co

,

Pr �
μ
ρα

,

Sc �
μ

ρDB

,

αf �
k

(ρc)f

,

τ �
(ρc)p

(ρc)f

,

Br �
ρfgαa

2

μc
T1 − To( 􏼁,

Gr �
ρfgαa

2

μc
C1 − Co( 􏼁,

Nb �
τDB

αf

C1 − Co( 􏼁,
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Nt �
τDT

Toαf

T1 − To( 􏼁,

S
̖
�

a

μc1
S,

Gc �
μc

2

k T1 − To( 􏼁
,

M �
1
βμc

,

K �
Mc

2
1

6c
2
a
2,

(4)

where V, ϕ, Re, δo, Pr, Nb, Nt, Gc, Gr, and Brevaluate the
velocity of the inner rod, amplitude fraction, Reynolds
number factor, nondimensional wave number, the Prandtl
number, the Brownian motion parameter, the thermo-
phoresis constant parameter, Brinkman number, localized
temperature Grashof number, and localized nanoparticles
Grashof number, separately. After employing the above-
mentioned nondimensional parameters and wave frame, we
approach to the following dimensionless form of the
equations of motion defined in [30] under the physiological
limitations of long wavelength (λ⟶∞) and low Reynolds
number (Re⟶ 0):

zu′

zr′
+

zw′

zz′
+

u′

r′
� 0, (5)

0 � −
zp′

zz′
+
1
r′

z r′Srz
′( 􏼁

zr′
+
1
r′

zSθz
′

zθ′
+ Grθ + Brσ, (6)

0 �
z
2θ′

zr′
2 +

1
r′2

z
2θ′

zθ′2
+
1
r′

zθ′
zr′

⎛⎝ ⎞⎠ + Nb

zσ
zr′

zθ′
zr′

+
1

r′
2

zσ
zθ′

zθ′
zθ′

⎛⎝ ⎞⎠ + Nt

zθ′
zr′

⎛⎝ ⎞⎠

2

+
1

r′
2

zθ′
zθ′

⎛⎝ ⎞⎠

2

⎛⎝ ⎞⎠

+ Gc Srz
′ zw′

zr′
+
1
r′

Szθ′
zw′

zθ′
􏼠 􏼡,

(7)

0 �
z
2σ

zr′
2 +

1

r′
2

z
2σ

zθ2
+
1
r′

zσ
zr′

􏼠 􏼡 +
Nt

Nb

z
2θ′

zr′
2 +

1
r′2

z
2θ′

zθ′2
+
1
r′

zθ′
zr′

⎛⎝ ⎞⎠. (8)

,eneeded nondimensional components of stress tensor
SLMcalculated from relation (1) can be collected as follows:

Srz
′ �

zw′

zr′
+ M

zw′

zr′
− K

zw′

zr′
􏼠 􏼡

3

,

Szθ′ �
1
r′

zw′

zθ′
+

M

r′
zw′

zθ′
− K

1
r′

zw′

zθ′
􏼠 􏼡

3

,

Szθ′ � 0.

(9)

Now, we use S’rz, S’θz, and S’zθ in (6) and (7) and also omit
the prime symbols to have the resulting structure as follows:

1
(1 + M)

p′(z) �
z
2
w

zr
2 +

1
r

zw

zr
+
1
r
2

z
2
w

zθ2
−

3K

(1 + M)

zw

zr
􏼠 􏼡

2
z
2
w

zr
2 −

K

r(1 + M)

zw

zr
􏼠 􏼡

3

−
3K

r
4
(1 + M)

zw

zθ
􏼠 􏼡

2
z
2
w

zθ2
+

1
(1 + M)

(Grθ + Brσ),

(10)

0 �
z
2θ

zr
2 +

1
r

zθ
zr

+
1
r
2

z
2θ

zθ2
􏼠 􏼡 + Nb

zσ
zr

zθ
zr

+
1
r
2

zσ
zθ

zθ
zθ

􏼠 􏼡 + Nt

zθ
zr

􏼠 􏼡

2

+
1
r
2

zθ
zθ

􏼠 􏼡

2
⎛⎝ ⎞⎠

+ Gc

zw

zr
􏼠 􏼡

2

+ M
zw

zr
􏼠 􏼡

2

− K
zw

zr
􏼠 􏼡

4
⎛⎝ ⎞⎠,

(11)

4 Mathematical Problems in Engineering



0 �
z
2σ

zr
2 +

1
r

zσ
zr

+
1
r
2

z
2σ

zθ2
􏼠 􏼡 +

Nt

Nb

z
2θ

zr
2 +

1
r

zθ
zr

+
1
r
2

z
2θ

zθ2
􏼠 􏼡. (12)

,e relevant no-slip walls’ conditions in a nondimen-
sional format are described as follows [30]:

w � Vwhen r � r1 � δ + ε cos θ, 0when r � r2 � 1 + ϕ cos 2πz􏼈 􏼉,

(θ, σ) � 0when r � r1 � δ + ε cos θ, 1when r � r2 � 1 + ϕ cos 2πz􏼈 􏼉.
(13)

3. Solution Procedure

,e solutions of the overhead nonlinear partial equations,
(10), (11), and (12), are achieved analytically. ,e

deformation expressions for the considering problems are
evaluated as follows [30, 37]:

1 − q″( 􏼁 L[􏽥w] − L 􏽥wo􏼂 􏼃( 􏼁 + q″

L[􏽥w] +
1
r
2

z
2

􏽥w

zθ2
−

3K

(1 + M)

z􏽥w

zr
􏼠 􏼡

2
z
2

􏽥w

zr
2 −

K

r(1 + M)

z􏽥w

zr
􏼠 􏼡

3

−
3K

r
4
(1 + M)

z􏽥w

zθ
􏼠 􏼡

2
z
2

􏽥w

zθ2

+
1

(1 + M)
GrΘ + BrΩ − p′(z)( 􏼁

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

� 0,

(14)

(1 − q) L[Θ] − L 􏽥θo􏽨 􏽩􏼐 􏼑 + q″

L[Θ] +
1
r
2

z
2Θ

zθ2
+ Nb

zΘ
zr

zΩ
zr

+
1
r
2

zΘ
zθ

zΩ
zθ

􏼠 􏼡

+ Nt

zΘ
zr

􏼠 􏼡

2

+
1
r
2

zΘ
zθ

􏼠 􏼡

2
⎛⎝ ⎞⎠ + Gc

z 􏽥w

zr
􏼠 􏼡

2

+ M
z􏽥w

zr
􏼠 􏼡

2

− K
z􏽥w

zr
􏼠 􏼡

4
⎛⎝ ⎞⎠

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

� 0, (15)

(1 − q)L Ω − 􏽥σo􏼂 􏼃 + q″ L[Ω] +
1
r
2

z
2Ω

zθ2
+

Nt

Nb

z
2Θ

zr
2 +

1
r
2

z
2Θ

zθ2
+
1
r

zΘ
zr

􏼠 􏼡􏼢 􏼣 � 0. (16)

Let us choose the linear operator as L � (z/zr2)+

(1/r)(z/zr). We observe the following initial choices for
w, θ, and σ:

􏽥wo � V log r − log r2( 􏼁 log r1 − log r2( 􏼁
−1

,

θo � σo � log r1 − log r( 􏼁 log r1 − log r2( 􏼁
−1

.
(17)

Now, using the perturbation technique on the parameter
q″, we have

􏽥w r, θ, z, q″( 􏼁 � wo + q″w1 + . . . , (18)

􏽥Θ r, θ, z, q″( 􏼁 � θo + q″θ1 + . . . , (19)

􏽥Ω r, θ, z, q″( 􏼁 � σo + q″σ1 + . . . . (20)

After substituting the abovementioned equations into
equations (14)–(16), the solution of velocity w1 contains a
very large output, so it is not displayed here, and the so-
lutions of θ1 and σ1 are given in Appendix. Now, for
(q″ ⟶ 1), we approach the final solutions. So, from
equations (18)–(20), we get

w(r, θ, z) � wo + w1,

θo(r, θ, z) � θo + θ1,

σ(r, θ, z) � σo + σ1.

(21)

,e instant value of volume rate of flow Q″ is taken by

Q″ � 2π 􏽚
r2

r1

rwdr. (22)

,e periodic mean volumetric rate of stream Q is found
mathematically as follows [30]:

Q″(z, t) �
Q

π
−
ϕ2

2
+ 2ϕ cos[2π(z − t)] + ϕ2cos2[2πz].

(23)

One can get the measure of pressure rate p′(z) by
decoding (22) and (23). ,e dimensionless pressure rise
_Δpis defined as follows [30]:

Δp � 􏽚
1

0
p′(z)dz. (24)

Mathematical Problems in Engineering 5



,e integration is performed numerically by using
Newton–Cotes formulas through the NIntegrate tool on
Mathematica 7.

4. Entropy Measures

,e expression of entropy generation under the irrevers-
ibility of heat exchange, nanoparticles, and viscous effects of
the nanofluid is defined as follows [30]:

Sgen′ �
K

T
2
o

zT

zr
􏼠 􏼡

2

+
1
r
2

zT

zθ
􏼠 􏼡

2
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2
⎛⎝ ⎞⎠ +
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2

+
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⎛⎝ ⎞⎠
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zu
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+
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􏼠 􏼡 +

1
r
Szθ
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+ Szz
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+

u

r
Sθθ􏼠 􏼡.

(25)

,e dimensionless factors used in these equations are
considered as follows:

Ns �
Sgen′

SG

,

SG �
K T1 − To( 􏼁

2

a
2
T
2
o

,

Γ �
DBTo C1 − Co( 􏼁

K T1 − To( 􏼁
,

Λ �
T1 − To

To

,

Ω �
C1 − Co( 􏼁

Co

.

(26)

Now, we substitute the abovementioned manipulated
factors in equation (25); we have

Ns �
zθ
zr′

􏼠 􏼡
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+
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2

zθ
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􏼠 􏼡

2

+ δ2O
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⎛⎝ ⎞⎠ +
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(27)

Incorporating the lubrication strategy in the above-
mentioned equation, it will take the form

Ns �
zθ
zr′

􏼠 􏼡
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2
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(28)
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Now, using the values of Srz
′ and Szθ′ in the above-

mentioned equation,
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(29)

By ignoring the prime symbols of the abovementioned
equation, we obtain
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(30)

Moreover, the Bejan number (Be) is defined as [30]
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(31)

5. Discussion on Results

,is segment is assigned to giving the graphical appearance
dedicating the key features of the study by drawing figures
against the most pertinent parameters by taking the solution
series up to the first two orders of the summation. ,ese
results also reflect the physical logic through a mathematical
model of the real phenomenon. It also helps the engineers
and scientist to work on such problems experimentally. ,e
numerical data of velocity, temperature, entropy, and Bejan
number profiles have been presented in Tables 1–4, re-
spectively. From Tables 1 and 2, one can clarify that this
study reproduces the results of Nadeem et al. [45] which
notify the validity of the current analysis. ,ese tables have
been prepared also to estimate the variations of physical
properties and imagine a difference of the behavior of
Newtonian and non-Newtonian fluids under similar
circumstances.

From here, we can clearly find out the viscous effects on
the different viscosity model which are also manipulated
latterly through graphics. ,e graphs for velocity of the

nanofluid, temperature profile, entropy generation, and
Bejan number have also been invoked in this study. ,e data
for obtained quantities have been collected from the
achieved analytical solutions. ,e main focus is kept on
analyzing the difference of behavior shown by Newtonian
M � K � 0 and the Eyring-Powell fluid model M � K � 0.2
under the variation of different flow factors. ,e velocity
radial component w can be understood diagrammatically
from Figures 1–3. Figures 4–6 exhibit the deportment of
temperature distribution θ. ,e entropy generation analysis
can be perceived from graphs of NS which are placed in
Figures 7–10, and the Bejan number variation has been
offered through Figures 11–14.

5.1. Velocity Profile. It is observed from Figure 1 that the
Eyring-Powell fluid travels faster as compared to the
Newtonian fluid under the variation of the Grashof
numberGr. It is deeply observed that the rise in values of
Grashof number Gr shows that the peak value tends to shift
toward the upper cylinder. It is for the verity that uplift in the

Mathematical Problems in Engineering 7



Table 1: Comparative data of velocity w.

r Nadeem et al. [45] Current study when K � M � 0 Eyring-Powell fluid when K � M � 0.2
0.1 0.93621 0.93621 1.07305
0.2 1.20280 1.20280 1.06557
0.3 1.33809 1.33809 1.23787
0.4 1.36955 1.36955 1.32323
0.5 1.31354 1.31354 1.30876
0.6 1.17896 1.17896 1.20033
0.7 0.97092 0.97092 1.00403
0.8 0.69251 0.69251 0.72443
0.9 0.34569 0.34569 0.36479
1.0 −0.06832 −0.06832 −0.07258
1.1 −0.54873 −0.54873 −0.58602

Table 2: Comparative data of temperature profile θ.

r Nadeem et al. [45] Current study when K � M � 0 Eyring-Powell fluid when K � M � 0.2
0.1 −2.65812 −2.65812 0.29081
0.2 0.00717 0.00717 0.00323
0.3 0.94041 0.94041 0.59033
0.4 1.33187 1.33187 0.95761
0.5 1.48432 1.48432 1.15508
0.6 1.51257 1.51257 1.24405
0.7 1.46984 1.46984 1.26306
0.8 1.38411 1.38411 1.23571
0.9 1.27134 1.27134 1.17683
1.0 1.14125 1.14125 1.09610
1.1 1.00000 1.00000 1.00000

Table 3: Comparative data of entropy generation profile Ns.

r Newtonian fluid when K � M � 0 Eyring-Powell fluid when K � M � 0.2
0.1 50.1938 62.9615
0.2 10.5518 12.1126
0.3 4.34614 4.79125
0.4 2.33529 2.51282
0.5 1.44690 1.53105
0.6 0.97960 1.02353
0.7 0.70457 0.72868
0.8 0.52948 0.54288
0.9 0.41134 0.41857
1.0 0.32800 0.33149
1.1 0.26708 0.26822

Table 4: Comparative data of the Bejan number profile Be.

r Newtonian fluid when K � M � 0 Eyring-Powell fluid when K � M � 0.2
0.1 0.18389 0.15935
0.2 0.33130 0.29225
0.3 0.46349 0.41517
0.4 0.58363 0.53109
0.5 0.69574 0.64370
0.6 0.80377 0.75691
0.7 0.91142 0.87478
0.8 1.02216 1.00175
0.9 1.13951 1.14304
1.0 1.26728 1.30530
1.1 1.40994 1.49768
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values of Gr buoyancy impacts raising the fluid, which
happens to generate free convection. Normally, the density
tends to rise with the reduction in temperature, but in case of
the Newtonian fluid, the uniform viscosity measures the
inverse behavior against the same factor. With the large

value of Br, the energy dissipates due to thermal enhance-
ment and, hence, rises the flow near the outer cylinder which
are observed in Figure 2, and the same observation is re-
ported for viscous and nonlinear fluids. In Figure 3, variation

Red lines→Newtonian fluid
Green lines→Eyring–Powell fluid
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Figure 1: Structure of velocity factor w with Gr for fixed
θ � 0.8, ϕ � 0.1, Br � 1, δ � 0.1, Q � 0.1, K � 2, M � 5.
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Figure 2: Structure of velocity factor w with Br for fixed θ � 0.8,
ϕ � 0.1, δ � 0.1, Gr � 1, Q � 0.1, K � 2, M � 5.
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Figure 3: Structure of velocity factor w with ϵ for fixed θ � 1,ϕ �

0.1, δ � 0.1, Gr � 1, Br � 1, Q � 0.25, K � 0.1, M � 0.1.
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Figure 4: Alteration of heat factor θ for Nb when θ � 0.1Br �

0.5, δ � 0.1,ϕ � 0.5, V � 0.3, K � 1, M � 1, Gc � 1, Nt � 0.2,

ε � 0.1.
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Figure 5: Alteration of heat factor θ for Nt when θ � 0.1, ϕ � 0.5,
Nb � 0.2, δ � 0.1, Br � 0.5, V � 0.3, K � 1, M � 1, Gc � 1, ε �

0.1.
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Figure 6: Alteration of heat factor θ for Gc when θ � 0.1, ϕ � 0.5,
Nt � 0.2, δ � 0.1, Br � 0.5, V � 0.3, K � 1, M � 1, Nb � 1, ε �

0.1.
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Figure 7: For Ns with fixed Gc where δ � 0.01, θ � 0.1,ϕ � 0.8, ε �

0.01, Γ � 0.4, Nb � 0.9, Nt � 0.5, Br � 1, Gr � 1, V � 0.3, K � 2,

M � 1, Q � 1,Λ � 0.1,Ω � 0.3.
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Figure 8: For Ns with fixed Ω where δ � 1.5, θ � 0.1,ϕ � 2, ε �

0.01, Γ � 0.4, Nb � 0.9, Nt � 0.5, Br � 1, Gr � 5, V � 0.3, K �

1, M � 1, Q � 1,Λ � 1, Gc � 0.01.
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Figure 9: For Ns with fixed Γ where δ � 0.01, θ � 0.3,ϕ � 0.8, ϵ �
0.01,Gc � 0.01, Nb � 0.9, Nt � 0.5, Br � 1, Gr � 3, V � 0.3, K �

1, M � 1, Q � 1,Λ � 0.4,Ω � 0.3.
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Figure 10: For Ns with fixed Λ where δ � 0.01,

θ � 0.1,ϕ � 0.8, ϵ � 0.1, Gc � 0.01, Nb � 0.9, Nt � 0.5, Br � 1,

Gr � 3, V � 0.1, K � 1, M � 1, Q � 1, Γ � 0.4,Ω � 0.3.
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Figure 11: For Be, Be with fixed Gc where δ � 0.1, θ � 0.1,ϕ �

0.5, ϵ � 0.01,Λ � 1, Nb � 0.9, Nt � 0.5, Br � 1, Gr � 5, V � 0.3,

K � 1, M � 3, Q � 1, Γ � 0.4, Ω � 0.3.
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Figure 12: For Be, Be with fixed Ω where δ � 0.1, θ � 0.1,ϕ �

0.5, ε � 0.2,Λ � 1, Nb � 0.9, Nt � 0.5, Br � 1, Gr � 5, V � 0.3,

K � 1, M � 3, Q � 1, Γ � 0.4, Gc � 0.01.
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of velocity is observed for the change in eccentricity of the
cylinders. It is observed that velocity declines when the
eccentricity enhanced, whereas it shows the opposite be-
havior for the Newtonian fluid case. It is found due to the
fact that Eyring-Powell fluid is higher in its viscosity with the
detraction of the inner cylinder from the central axis which
was not in the case of a linear model.

5.2. Temperature Dispersion Profile. ,e variation in tem-
perature distribution is observed from Figures 4–6. ,e
parameters of interest are the Brownian motion factor Nb,
thermophoresis coefficient Nt, and nanoparticles Grashof
factor Gc. Examining the results, we observe that a more
parabolic nature is exhibited in case of temperature profile
than velocity curves. With the rise in the value of the
Brownian motion parameter Nb, Brownian motion in-
creases that leads to a rise in temperature of the fluid; it is
validated from Figure 4. In Figure 5, the variation of the
thermophoresis parameter Nt is observed. It is clear from
here that temperature increases in the flow domain since the
rise in thermal diffusion. ,e Brinkman number Gc shows a

reduction in temperature in the flow domain due to the rise
in energy dissipation due to viscosity diffusion which is
contradictory to the Newtonian fluid case where an opposite
behavior is provoked (see Figure 6). In the abovementioned
three discussed results, it is very obvious that temperature
variation for the viscous and nonlinear model of fluid shows
a similar situation against Nb and Nt, but there are inverse
calculations for the two different phases of fluid just because
of the viscosity alteration aspect.

5.3. Entropy Measurements. ,e factor which is the most
important one for thermal analysis of liquid flow is the
dissipation analysis of energy which is defined by the en-
tropy generation parameter (Ns). ,e variation in entropy
generation is graphically displayed for various values
GC,Ω, Γ, and Λ in Figures 7–10, respectively. Entropy
generation decreases for larger values of the Brinkman
number GC since temperature profile shows a rise for Gc

(Figure 7). From Figure 8, the findings made are described as
with the rise in the concentration parameter, entropy de-
creases. An opposite behavior of the temperature parameter
Γ is observed from Figure 9. From Figure 10, it is reflected
that the ratio of the concentration parameterΛ is responsible
for higher entropy generation. From Figures 7–10, the in-
teresting aspect which is pointed out is that only Gcputs
opposite impacts on viscous fluid but other parameters make
no prominent change for the Newtonian fluid, and an
important notable thing is that entropy peaks are measured
in the neighborhood of the inner cylinder which becomes
flat at the surface of the outer one.

5.4. Bejan Number Curves. A graphical representation of
Beis displayed in Figures 11–14. It is defined as the entropy
generation due to heat loss divided by total entropy. It is
observed from Figure 11 that, with a rise in the Brinkman
number Gc, the Bejan Number Be increases due to the in-
crease in thermal entropy for the rise in temperature which
comes from high values of the Brinkman number. It indi-
cates that the contribution of Gc in entropy increases with r

for higher values of Gc. Figure 12 shows a decrease in the
entropy ratio for large values of Ω, which means that an
increase in the concentration parameter produces less en-
tropy due to thermal transfer and more entropy due to
collective aspects generating entropy, whereas the temper-
ature parameter Γ and temperature to concentration pa-
rameter Λ show an opposite behavior than the Brinkman
number as seen from Figures 13 and 14, respectively. On the
parallel side, these plots also investigate that the Bejan
number curves are reflecting similar results for both the
viscous and nonlinear fluids. ,e only thing that is prom-
inent from these graphs is that the thermal entropy is
maximum near the outer cylinder.

6. Concluding Remarks

In the current paper, we have elaborated entropy measures
occurring during the biological movement of a viscoelastic-
type fluid in between an annular region of two cylinders
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Figure 13: For Be with fixed Γ where δ � 0.1, θ � 0.1,ϕ � 0.5, ε �

0.2,Λ � 0.1, Nb � 0.9, Nt � 0.5, Br � 5, Gr � 1, V � 0.2, K � 1, M

� 1, Q � 1,Ω � 0.3, Gc � 0.01.
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Figure 14: For Be with fixed Λ where δ � 0.1, θ � 0.1,ϕ � 0.5, ε �

0.2, Γ � 0.4, Nb � 0.9, Nt � 0.5, Br � 1, Gr � 5, V � 0.3, K � 1, M

� 1, Q � 1,Ω � 0.3, Gc � 0.01.
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having distinct centers. ,e nanoparticles phenomenon is
also taken into consideration. ,e equations have been
assembled in the light of the lubrication strategy and steady
format by transformation used in a newly arranged wave
frame of reference. In terms of solution, expressions have
been analytically gathered with the help of HPM and nu-
merical integration is operated to the expression of pressure
rise on mathematical computing the Mathematica tool. ,e
expressions of the entropy generation factor and Bejan
number are incorporated by obtained data of viscous dis-
sipation, heat, and energy terms. Comparison of two dif-
ferent models of the fluid is kept under key observation in all
figures. ,e final headings extracted from the whole analysis
are reflected in the following:

(i) It is found that the velocity of the substance is
getting lower by increasing eccentricity measures of
the cylinders and the local temperature Grashof
number but higher in front of the local nano-
particles Grashof number. It is also seen that the
Newtonian fluid shows opposite readings against
the eccentricity and local nanoparticles Grashof
number but the same for the temperature Grashof
number

(ii) Temperature of the fluid is enhanced for both of the
factors, the Brownian motion parameter and ther-
mophoresis parameter, but suppressed against the
Brinkman number which is a contradictory result in
the Newtonian fluid

(iii) It is noted that entropy generation gets lowered with
the increase in the concentration parameter, but it is
enhanced under the variation of the Brinkman
number, temperature variance representative, and
the factor showing the ratio of the thermal factor
and concentration factors, but the difference of
variation for the viscous fluid is only reported in the
case of the Brinkman number

(iv) Bejan number curves are showing totally inverse
characteristics than the entropy generation curves

(v) It can be resulted from abovementioned detailed
discussion that the Eyring-Powell fluid shows the
difference of behavior mostly for viscous dissipation
effects in entropy generation and in the presence of
nanoparticles, and it travels faster than the viscous
fluid

(vi) ,is study is validated by the result of Nadeem et al.
[45] and also compares the characteristics of both
the viscous and Eyring-Powell fluid model through
special cases K � M � 0

Abbreviations

SLM: Stress tensor of the Eyring-Powell fluid
μ: Viscosity of the fluid
Vp: Velocity field
xi: Coordinates in fixed frame
β, c: Material constants for the fluid
p: Pressure term

a: Radius of the outer tube
c1: Wave speed
λ: Wavelength
δ: Radius of the inner tube
t: Time factor
u, v, w: Dimensionless velocity components
r, θ, z: Dimensionless cylindrical coordinates
b: Wave amplitude
ϵ: Dimensionless eccentricity factor
Re: Reynolds number
T, T0, T1: Temperature factors
C, C0, C1: Nanoparticles concentration
(ρc)f: Fluid heat capacity
(ρc)p: Nanoparticles heat capacity
Pr: Prandtl number
Sc: Schmidt number
k: ,ermal conductivity of the fluid
Br: Local temperature Grashof number
Gr: Local nanoparticle Grashof number
Nb: Brownian motion parameter
Nt: ,ermophoresis parameter
Gc: Brinkman number
M, K: Eyring-Powell dimensionless factors
V: Velocity of the inner tube
r1, r2: Inner and outer boundary functions
q″: Homotopy parameter
L: Linear operator
θ: Dimensionless temperature
σ: Dimensionless volume fraction.
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In this paper, we turn our attention to the mathematical model to simulate steady, hydromagnetic, and radiating nanofluid flow
past an exponentially stretching sheet. A numerical modeling technique, simplified finite difference method (SFDM), has been
applied to the flow model that is based on partial differential equations (PDEs) which is converted to nonlinear ordinary
differential equations (ODEs) by using similarity variables. For the resultant algebraic system, the SFDM uses the tridiagonal
matrix algorithm (TDMA) in computing the solution. )e effectiveness of numerical scheme is verified by comparing it with
solution from the literature. However, where reference solution is not available, one can compare its numerical results with the
results of MATLAB built-in package bvp4c. )e velocity, temperature, and concentration profiles are graphed for a variety of
parameters, i.e., Prandtl number, Grashof number, thermal radiation parameter, Darcy number, Eckert number, Lewis number,
and Brownian and thermophoresis parameters. )e significant effects of the associated emerging thermophysical parameters, i.e.,
skin friction coefficient, local Nusselt number, and local Sherwood numbers are analyzed and discussed in detail. Numerical
results are compared from the available literature and found a close agreement with each other. It is found that the Eckert number
upsurges the velocity curve. However, the dimensionless temperature declines with the Grashof number. It is also shown that the
SFDM gives good results when compared with the results obtained from bvp4c and results from the literature.

1. Introduction

)e stretching sheet flow has several interesting engineering
applications such as in a chemical engineering plant’s
polymer handling unit and in metallurgy for the metal
working system. Crane [1] researched the continuous two-
dimensional boundary layer flow induced by stretching the
sheet moving in its own plane at a velocity linearly varying
from a fixed point on the sheet. Immediately after Crane [1],
abundant work in this direction is reported and discussed.

Makinde and Aziz [2] explored the effect of boundary
layer flow over linearly stretching nanofluid while Mustafa
et al. [3] concentrated on boundary layer flow for an ex-
ponentially stretching sheet and solved the issue using the

technique of the homotopy analysis method to calculate
analytical solutions. Realistically, as discussed by Gupta and
Gupta [4], stretching a plastic sheet may not necessarily be
linear.

Since Choi and Eastman’s pioneering research [5],
surveys associated to nanofluid dynamics have risen sig-
nificantly in contemporary times due to the low thermal
conductivity of prevalent heat transfer liquids, which causes
the device to function inefficiently and consume additional
energy. A new method has been introduced to optimize
machine operation by dispersing solid particles with a base
fluid. Nanofluid defines the suspension in standard base
liquids such as water, ethylene glycol, andmotor oil of strong
particles of a nanometer size. References from [2, 3, 5] give a
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thorough overview of the nanofluid literature. Innovative
fluid types are needed in these days to achieve more effective
output. Sheikholeslami and Bhatti [6] studied forced con-
vection of nanofluid considering nanoparticles’ shape im-
pacts. )e Brownian motion impact on nanofluid flow
within a porous cavity was recently regarded by Sheikho-
leslami [7]. He found that convective flow enhances with
increase in Darcy number.

)e research of electrically conductive fluid flow has
many applications in engineering issues such as MHD
generators, plasma research, nuclear reactors, geothermal
energy extraction, and aerodynamic boundary layer control
[8]. Reddy et al. [9] studied the effects of frictional and
irregular temperature on non-Newtonian MHD fluid flows
owing to stretched surface.

Mishra and Singh [10] addressed dual solutions of mixed
convection flow with momentum and heat slip over a
permeable shrinking cylinder. When studying the flow
models in nanoscales or microscales, the interaction of the
fluid surface is mostly controlled by models of slip flow.
)ese models were checked from asymptotic solution using
the Boltzmann technique where the internal kinetic solution
matches the outer (i.e., bulk) Navier–Stokes solution, and
matching is only achieved when the slip/jump coefficient is
regarded at the border or surface (Hadjiconstantinou
[11, 12]).)erefore, the slip coefficients are the result of these
assessments. Due to its simplicity, the slip flow phenomenon
is always preferred to no-slip situations. )e Navier–Stokes
equations are still valid here, and only the boundary con-
ditions change in compliance with the slip flow model. With
the newly suggested second-order slip flowmodel, Fang et al.
[13] evaluated the slip flow over a permeable shrinking
surface. Ullah et al. [14] examined the two-dimensional flow
of Reiner–Philippoff fluid thin films over an unstable
stretching sheet in the variable heat distribution and
radiation.

Khan et al. [15] provided thermal radiation and viscous
dissipation impacts on the unstable nanofluid boundary
layer flow over a stretching sheet. In this research, they
accounted for the viscous dissipation impact and discovered
that the heat boundary layer thickness is increased by in-
creasing the values of Eckert number. Ibrahim and Shankar
[16] evaluated the impact of thermophoresis on Brownian
fluid movement owing to stretching sheet.

Several technological systems depend on the impact of
buoyancy. Makinde et al. [17] examined combined impacts
of buoyancy force, convective warming, Brownian move-
ment, thermophoresis, and magnetic field on stagnation
point stream and heat exchange due to nanofluid stream
towards an extending sheet. Ali and Yousef [18] analyzed
laminar mixed convection heat transfer from continuously
stretching vertical surface with energy functional form for
wall temperature by considering the impact of buoyancy.
Mixed convection heat transfer from an exponentially
stretching sheet was explored by Partha et al. [19]. )ey also
analyzed influence of buoyancy along with viscous dissi-
pation, and the flow is governed by the mixed convection
parameter (Gr/Re2). )e effect of viscous dissipation in
natural convection process has been investigated by Gebhart

[20] and Gebhart and Mollendorf [21]. Magyari and Keller
[22] analytically as well as numerically evaluated the con-
tinuous free fluid flow and thermal transfer from an ex-
ponentially stretching vertical surface with an exponential
temperature distribution. Unsteady flow of thermally ra-
diating nanofluid over nonlinearly stretching sheet was
discussed by Seth et al. [23]. )ey noted that the nanofluid’s
velocity curve depends on the unsteadiness, velocity slip, and
stretching velocity nonlinearity. Makinde et al. [24] reported
the two-dimensional unsteady MHD radiating electrically
conducting fluid past a slippery stretching sheet embedded
in a porous medium. Using the explicit finite difference
scheme, they solved the system of higher-order nonlinear
PDEs. Hamid and Khan [25] have discussed the thermo-
physical properties of the flow of Williamson nanofluid and
solved their problem numerically. )ey concluded that the
stronger the magnetic field resulted in decreasing of
boundary layer thickness. Some other references in this
direction can be consulted in [26–28].

Qing et al. [29] researched the entropy generation of
nanofluid owing to a magnetic field over a stretching surface.
Hosseini et al. [30] discussed heat transfer of nanofluid flow in
microchannel heat sink (MCHS) in the presence of a magnetic
field. )e influence of chemical reaction and heat generation/
absorption on mixed convective flow of nanofluid past an
exponentially stretched surface has been examined by Eid [31],
and numerical solutions have been obtained by utilizing the
shooting technique along with the Runge–Kutta–Fehlberg
method. Afify and Elgazery [32] investigated numerically the
boundary layer flow of Maxwell nanofluid with convective
boundary condition and heat absorption. )e result showed
that nanoparticle concentration reduces with higher chemical
reaction parameter whereas a reverse pattern is noted for
temperature. Reviews of viscous fluid flow problems for
nonlinear stretching sheet have been presented by Prasad et al.
[33], Afzal [34], and Nandeppanavar et al. [35]. Nadeem and
Lee [36] studied analytically the problem of steady boundary
layer flow of nanofluid over an exponentially stretching surface
including the effects of Brownian motion and thermophoresis
parameters. )e influence of solar energy radiations in the
time-dependent Hiemenz flow of nanofluid over a wedge was
discussed byMohamad et al. [37]. In [38], Sheikholeslami et al.
discussed natural convection inside a sinusoidal annulus.
Tripathi et al. [39] reported shape effects of nanoparticle on
blood flow in a microvascular flow. Bhatti et al. [40] have
discussed the movement of gyrotactic microorganism in a
magnetized nanofluid over a plate. Ibrahim and Anbessa [41]
discussed Casson nanofluid with Hall and Ion slip effects.
Ibrahim and Negera [42] investigated Williamson nanofluid
over a stretching cylinder with activation energy. For similar
work in this direction, the reader referred to [43].

In all previous studies, a usual course is followed in one way
or the other and discussion is intended towards linearly or
nonlinearly stretching sheets in the absence of some important
emerging parameters.)e aim of this work is to add numerical
methodology, SFDM, in the literature so that it can be ap-
plicable to many problems containing coupled ODEs. To the
best of our knowledge, the current mathematical model along
with numerical consideration has not been discussed before.
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)e paper is planned in the following order. Section 2
commences by laying out the mathematical model of the
physical problem. Numerical procedure is opted and dis-
cussed in Section 3. In the same section, the detailed de-
scription of the SFDM is given. As a consequence of
numerical calculations, results and discussion are followed
in Section 4. At the end of the paper, the conclusions are
presented in Section 5.

2. Mathematical Formulation

We deliberate a two dimensional, steady, incompressible,
laminar, and MHD flow of an electrically conducting

nanofluid occupied over a slippery stretching sheet sub-
merged in a porous medium. )e geometrical description of
fluid flow over a sheet is shown in Figure 1. In the figure,
x-axis has been chosen along the sheet and y-axis normal to
it.

After making use of these assumptions, the set of con-
tinuity, momentum, energy, and concentration equations
incorporating the Buongiorno model is written as follows
[44]:

zx(u) + zy(v) � 0, (1)

uux + vuy � ]uyy −
σB

2
ou

ρ
−
]u

K
+ gβ T − T∞( 􏼁, (2)

uTx + vTy �
k

ρCp

Tyy􏼐 􏼑 +
]

Cp

uy􏼐 􏼑
2

+
σB

2
ou

2

ρCp

+
]u

2

CpK
−

1
ρCp

qr,y +
Q T − T∞( 􏼁

ρCp

+ τ DB CyTy􏼐 􏼑 +
DT

T∞
Ty􏼐 􏼑

2
􏼢 􏼣, (3)

uCx + vCy � DB Cyy􏼐 􏼑 +
DT

T∞
Tyy􏼐 􏼑, (4)

here the velocity components (u, v) are considered along and
normal of the sheet. μ is the coefficient of viscosity, ρ is the
density of the fluid, σ is the electrical conductivity of the fluid,T
is fluid’s temperature, K is the permeability, β is the thermal
expansion coefficient, k is the thermal conductivity, Cp is the
specific heat capacity at constant pressure, qr is the radioactive
heat flux, Q is the heat source coefficient, C is the concen-
tration, and τ � (ρC)p/(ρC)f, where (ρC)p and (ρC)f are
heat capacities of the nanofluid and base fluid, respectively.
Also, DB and DT are Brownian and thermophoretic diffusion
coefficients, respectively. T∞ is the ambient fluid temperature,
and C∞ is the ambient fluid concentration.

2.1. Boundary Conditions. )e preceding mathematical
model allows the following boundary condition:

u(x, 0) � Uw +
μ
L1

uy,

v(x, 0) � 0,

T(x, 0) � Tw,

C(x, 0) � Cw,

u⟶ 0,

T⟶ T∞,

C⟶ C∞, asy⟶∞,

(5)

where L1 is the slip length. Here, Uw � U0e
x/L is the

stretching velocity, where U0 is the reference velocity. And,
Tw � T∞ + T0e

x/(2L) is the variable temperature at the sheet
with T0 being a reference temperature. Also, Cw � C∞ +

C0e
x/(2L) is the variable concentration at the sheet with C0

being a constant.

2.2. Method of Solution. By introducing similarity variables
η, ψ(η), θ(η), and ϕ(η) as dimensionless independent
variable, stream function, temperature and concentration
for the momentum, energy and concentration equations
(1)–(4), and in the boundary conditions (5),

η �

���
U0

2]L

􏽲

e
x/(2L)

y,

ψ(η) �
������
2U0]L

􏽰
e

x/(2L)
f(η),

u � U0f′e
x/L

,

v � −

����
U0]
2L

􏽲

e
x/(2L)

f′η + f( 􏼁,

θ(η) �
T − T∞

T0
e

− x/(2L)
,

ϕ(η) �
C − C∞

C0
e

− x/(2L)
,

(6)

gives the following nonlinear ordinary differential equations:
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f
‴

+ ff″ − 2 f′( 􏼁
2

− M +
1

Da
􏼒 􏼓f′ + 2Grθ � 0, (7)

Pr θf′ − fθ′( 􏼁 − (1 + Nr)θ″ − PrEc f″( 􏼁
2

− PrEc M +
1

Da
􏼒 􏼓 f′( 􏼁

2

− 2PrSθ − PrNbϕ′θ′ − PrNtθ′2 � 0,

(8)

ϕ″ +
Nt

Nb
θ″ + Le fϕ′ − f′ϕ( 􏼁 � 0, (9)

f(η) � 0,

f′(η) � 1 + λf″(η),

θ(η) � 1,

ϕ(η) � 1, as η⟶ 0,

(10)

f′(η)⟶ 0,

θ(η)⟶ 0,

ϕ(η)⟶ 0, as η⟶∞.

(11)

In the above equations, various parameters appear which are
M, Pr,Nt,Nb,Gr,Da,Nr, Ec, S, Le, and λ. In order, these are the
magnetic parameter, Prandtl number, thermophoresis param-
eter, Brownian parameter, Grashof number, Darcy’s number,
thermal radiation effect, heat source or sink, Lewis number, and
the slip parameter. )eir expressions are grouped as follows:

Pr �
μCp

k
,

M �
2LσB

2
0

Uwρ
,

Nt �
τDT Tw − T∞( 􏼁

T∞]
,

Nb �
τDB Cw − C∞( 􏼁

]
,

Le �
]

DB

,

Gr �
βgL Tw − T∞( 􏼁

U
2
w

,

Da �
KUw

2]L
,

Ec �
U

2
w

TwCp

,

S �
QL

UwρCp

.

(12)

2.3. Physical Quantities. Now that the flow equations are
known, the physical quantities that measures roughness,
heat transfer rate, and concentration rate at the sheet can
be obtained. First, the skin friction coefficient Cf is given
by

Cf �
]

U
2
w

zu

zy
􏼠 􏼡

y�0
. (13)

Second, the local Nusselt number Nux is written as

Nux � − (1 + Nr)
x

Tw − T∞( 􏼁

zT

zy
􏼠 􏼡

y�0
. (14)

)ird, the local Sherwood number Shx is defined as

Shx � −
x

Cw − C∞( 􏼁

zC

zy
􏼠 􏼡

y�0
. (15)

After substituting similarity variables in (13)–(15), this
yields the expressions as follows:

Cf �
1

����
2Rex

􏽰 f″(0),

Nux � − (1 + Nr)

�����
xRex

2L

􏽲

θ′(0),

Shx � −

�����
xRex

2L

􏽲

ϕ′(0).

(16)

Here, Rex � Ux/] is a local Reynolds number.

3. Numerical Procedures

In search of solution for the above problem given in
equations (7)–(9), the only plausible way to compute so-
lution is numerically. We find numerical solutions by using

y

v

u T

T∞

B0 (magnetic field)

g

x

U = Uw

T = Tw

Figure 1: Schematic diagram of the problem.
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two numerical techniques. )e first numerical method we
use is the SFDM, and the second one is the famous algorithm
written in MATLAB and commonly known as bvp4c. )us,
due details on the SFDM will be presented first followed by
brief description on bvp4c.

3.1. SFDM. )is work is influenced by Na [45] in which
some numerical results are displayed for linear ODEs. For
coupled nonlinear ODEs, we expand these ideas theoreti-
cally and execute them in MATLAB. )e algorithm with
necessary details for the SFDM is as follows:

(1) Reduce third-order ODEs to a pair of ODEs of the
first and second order

(2) Use Taylor series to linearize the system of nonlinear
ODEs

(3) Substitute finite difference formulas in the
derivatives

(4) Finally, solve the algebraic system by TDMA

)e results are shown for N � 1000 grid points. Gen-
erally, the domain length varies with different parameters.
However, the domain value η � 7 seems enough to show
steady state results. To initiate the SFDM procedure, we
assume f′ � F in equation (7) and we get

d
2
F

dη2
� − f

dF

dη
+ 2F

2
+ M +

1
Da

􏼒 􏼓F − 2Grθ, (17)

Define a new variable as

ξ1 η, F, F′( 􏼁 � − f
dF

dη
+ 2F

2
+ M +

1
Da

􏼒 􏼓F − 2Grθ (18)

and approximate (dF/dη) by forward difference approxi-
mation with constant width h

ξ1 η, F, F′( 􏼁 � − fi

Fi+1 − Fi

h
􏼠 􏼡 + 2F

2
i + M +

1
Da

􏼒 􏼓Fi − 2Grθi.

(19)

)e coefficients are written as

An � −
zf

zF′
� − (− f) � f � fi,

Bn � −
zf

zF
� − 4F − M +

1
Da

􏼒 􏼓,

Bn � − 4Fi − M +
1

Da
􏼒 􏼓,

Dn � ξ1 η, F, F′( 􏼁 + BnFi + An

Fi+1 − Fi

h
.

(20)

Simplifying the above, we reach at

aiFi− 1 + biFi + ciFi+1 � ri, i � 1, 2, 3, . . . , N, (21)

where

ai � 2 − hAn,

bi � 2h
2
Bn − 4,

ci � 2 + hAn,

ri � 2h
2
Dn.

(22)

In the matrix-vector form, it is written in compact as

A F � s, (23)

where

A �

b1 c1

a2 b2 c2

. . . .
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aN− 1 bN− 1
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F1

F2

·
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⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

s �

s1

s2

·

·

sN− 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(24)

)ematrix A is a tridiagonal matrix and is written in LU
factorization as

A � LU, (25)

where

L �

β1
a2 β2

. . . .

aN− 2 βN− 2

aN− 1 βN− 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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U �

1 c1

1 c2

. . . .

1 cN− 2

1
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⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(26)
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where L and U are the lower and upper triangular matrices,
respectively. Here, the unknowns (βi, ci), i � 1, 2, . . . , N − 1
are to be related as

β1 � − 1 −
λ
h

,

c1 �
λ
β1h

,

βi � bi − aici− 1, i � 2, 3, . . . , N − 1,

βici � ci, i � 2, 3, . . . , N − 2.

(27)

After defining these relations, (23) becomes

LUF � s,

UF � z,

Lz � s,

(28)

and we have

β1
a2 β2

. . . .

aN− 2 βN− 2

aN− 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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z1

z2

z3

·

·

·

zN− 2

zN− 1
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�

s1

s2

s3

·

·

·

sN− 2

sN− 1
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.

(29)

)e unknown elements of s are written as

z1 �
s1

β1, si

�
si − aizi− 1

βi

, i � 2, 3, . . . , N − 1,

1 c1

1 c2

. . . .

1 cN− 2

1
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F1

F2

·

·

·

FN− 2

FN− 1
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�

z1

z2

·

·

·

zN− 2

zN− 1
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.

(30)

We get

Fi− 1 � zi− 1,

Fi � zi − ciFi+1, i � N − 2, N − 3, . . . , 3, 2, 1,
(31)

which is a solution of (17). We can easily find f from f′ � F

which is in the discretization form written as follows:

fi+1 − fi

h
� Fi, (32)

which gives a required solution of (7). A similar procedure
can also be opted for solutions θ and ϕ. For the sake of
brevity, we only present coefficients for these ODEs and
leave the details which follows on the same line as presented
above. For example, we have the energy and concentration
equation as follows:
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d
2θ

dη2
�

1
1 + Nr

Pr θF − f
dθ
dη

􏼠 􏼡 − PrEc
dF

dη
􏼠 􏼡

2

− PrEc M +
1

Da
􏼒 􏼓F

2
− 2PrSθ − PrNb

dϕ
dη

dθ
dη

− PrNt
dθ
dη

􏼠 􏼡

2⎧⎨

⎩

⎫⎬

⎭,

ξ2 η, θ, θ′( 􏼁 �
1

1 + Nr

Pr θiFi − fi

θi − θi− 1

h
􏼠 􏼡 − PrEc

Fi − Fi− 1

dη
􏼠 􏼡

2

− PrEc M +
1

Da
􏼒 􏼓F

2
i − 2PrSθi

⎧⎨

⎩

⎫⎬

⎭

−
1

1 + Nr

PrNb
ϕi − ϕi− 1

h

θi − θi− 1

h
− PrNt

θi − θi− 1

dη
􏼠 􏼡

2⎧⎨

⎩

⎫⎬

⎭,

Ann � −
zf

zθ′
� −

1
1 + Nr

− Prf − PrNb
dϕ
dη

− 2PrNt
dθ
dη

􏼨 􏼩,

Ann � −
zf

zθ′
�

1
1 + Nr

Prfi + PrNb
dϕi − ϕi− 1

h
+ 2PrNt

dθi − θi− 1

h
􏼨 􏼩,

Bnn � −
zf

zθ
�

− 1
1 + Nr

PrF − 2PrS􏼈 􏼉,

Bnn � −
zf

zθ
�

− 1
1 + Nr

PrFi − 2PrS􏼈 􏼉,

d
2ϕ

dη2
�

− Nt

Nb

d
2θ

dη2
− Le f

dϕ
dη

− Fϕ􏼠 􏼡,

ξ3 η,ϕ,ϕ′( 􏼁 �
− Nt

Nb

θi− 1 − 2θi + θi+1

dη2
− Le fi

ϕi − ϕi− 1

h
− Fiϕi􏼠 􏼡.

(33)

Similarly, the coefficients for (9) are written as

Annn � Lefi,

Bnnn � − LeFi.
(34)

Boundary conditions are discretized as

F1 � 1 + λ
F2 − F1

h
􏼠 􏼡. (35)

3.2. bvp4c. )is section presents the second numerical
method of the studied problem given in (7)–(9) which
subject to the boundary conditions (10) and (11). We use
MATLAB built-in function bvp4c for this purpose. For

description and details of this method, one can refer to [46].
Let us define the variables as

y1 � f,

y2 � f′,

y3 � f″,

y4 � θ,

y5 � θ′,

y6 � ϕ,

y7 � ϕ′.

(36)
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)e system of first-order equations is given as follows:

y1′ � f′ � y2,

y2′ � f″ � y3,

y3′ � f
‴

� − y1y3 + 2 y2( 􏼁
2

+ M +
1

Da
􏼒 􏼓y2 − 2Gry4,

y4′ � θ′ � y5,

y5′ � θ″ �
1

1 + Nr
Pry4y2 − Pry1y5 − PrEcy

2
3 − M +

1
Da

􏼒 􏼓EcPry2
2 − 2PrSy4 − PrNby7y5 − NtPry2

5􏼒 􏼓,

y6′ � ϕ′ � y7,

y7′ � ϕ″ � Ley6y2 − Ley1y7 −
Nt

Nb
y5′,

(37)

and boundary conditions are given as follows:

y0(1) � 0,

y0(2) − 1 − λy0(3) � 0,

y0(4) − 1 � 0,

y0(6) − 1 � 0,

yinf(2) � 0,

yinf(4) � 0,

yinf(6) � 0.

(38)

4. Results and Discussion

In this section, the focus is to analyze the role of embedded
parameters on the velocity, temperature, and concentration.
Results of the current study are displayed in the tabular as
well as graphical form.

For − f″(0), the results are compared with the solutions
published in the literature, and this comparison is listed in
Table 1.)e results demonstrate that the numerical values of
SFDM are accurate and closely agreed with one another.

In Table 2, when the admissible values of the magnetic
parameter increase resultantly, the skin friction coefficient
also increases. However, reduction in both temperature and
concentration gradients is observed. One can also observe
that the magnitude of the local Nusselt and the local
Sherwood numbers increases and the skin friction coefficient
decreases with the rise of values of Darcy’s number. Grashof
number enhances local Nusselt number and local Sherwood
number whereas this reduces the skin friction coefficient.
However, Lewis number Le causes slight change in skin
friction coefficient while concentration gradient and wall
temperature gradient reduce.

It is also evident from Table 2 that local Sherwood
number increases by increasing Nt, but the effect is seen to
be reverse on skin friction coefficient while local Nusselt

number remains constant. )e skin friction coefficient,
local Nusselt number, and local Sherwood number de-
crease with respect to thermophoretic parameter Nb (see
Table 3). From Table 3, one can observe an increase in
local Sherwood number along the range of Ec. )is also
causes a surge in local Sherwood number whereas its effect
on the skin friction coefficient and local Nusselt number is
opposite.

4.1. Effect of Magnetic Parameter M. Figure 2 shows a de-
creasing trend in velocity profiles against M(2≤M≤ 8)to
the point where η ≈ 2.50. After this point, the boundary
layer thickness demonstrates the opposite behaviour. Fig-
ure 3 illustrates an increase in thermal boundary layer
thickness due to an increase in a magnetic parameter.
However, minor increase in concentration profile is pre-
sented in Figure 4. )e reduction of the momentum
boundary layer is strongly influenced by the magnetic pa-
rameter strength which produces Lorentz force and that
offer resistance to the flow.

4.2. Effects of Darcy Number Da. Darcy number Da char-
acterizes the strength of permeability of the porous medium.
Figures 5 and 6 depict increasing values of Darcy number
(0.5≤Da ≤ 15.5) that increase the velocity profile while
concentration profile decreases. However, the temperature
decreases in the boundary layer region. )us, the thickness
of the thermal boundary layer decreases as shown in
Figure 7.

4.3. Effects of Lewis Number Le. Figure 8 displays the vari-
ations of velocity profiles due to the variations in the values
of Lewis number (0.5≤Le≤ 2). It is observed that the ve-
locity profile decreases with an increase in Le. For Le≥ 1, the
mass transport is dominant that resists the flow. One can
also observe that in Figure 9, the temperature profile as well
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as the thickness of the boundary layer initially increases and
then decreases with an increase due to Lewis number. )is
implies that the momentum boundary layer thickness de-
creases when a ratio of thermal diffusivity to a mass dif-
fusivity increases. Figure 10 demonstrates the nanoparticle
volume fraction for several values of Lewis number Le ac-
companying reduction in concentration boundary layer
thickness.

4.4. Effects of Grashof Number Gr. )e Gr approximates the
ratio of buoyancy to viscous forces and represents how domi-
nant is buoyancy force which is responsible for the conviction
comparing to viscous forces. Either convection or viscous forces
are dominant, and the results are displayed in Figures 11–13. It
can be observed that temperature and concentration decrease
with the Grashof number Gr(3≤Gr≤ 6.5), but there is an
abrupt change in a velocity profile.

Table 1: )e comparison of skin friction coefficient to previous data for λ � S � Ec � Nr � Gr � 0 and Da �∞ and for various values Pr,
M, Nb, Nt, and Le.

Present result
Pr M Nb Nt Le Sharif et al. [47] bvp4c SFDM
0.7 0 0.5 0.5 1 1.28183 1.2818089 1.2646694
— 0.1 — — — 1.32104 1.3210148 1.3030810
— 0.2 — — — 1.35895 1.3589575 1.3402296
— 0.3 — — — 1.39581 1.3957745 1.3762525

Table 2: Results for − f″(0), − θ′(0), and − ϕ′(0) obtained by fixing values of parameters Pr � 6.2, Nt � 2, Ec � 0.2, Nb � 8, S � 0.1, Nr � 5,
and λ � 3.

bvp4c SFDM
M Da Gr Le − f″(0) − θ′(0) − ϕ′(0) − f″(0) − θ′(0) − ϕ′(0)

1 4 0.3 8 0.1945 0.0100 2.2070 0.1945175 0.0099219 2.196740
1.1 — — — 0.1977 0.0094 2.1769 0.1977045 0.0093481 2.1669909
1.2 — — — 0.2008 0.0088 2.1477 0.2007573 0.0087879 2.1380916
1.3 — — — 0.2037 0.0083 2.1193 0.2036818 0.0082440 2.1100172
1 5 0.3 8 0.1929 0.0103 2.2223 0.1928713 0.0102230 2.2119414
— 6 — — 0.1918 0.0105 2.2327 0.1917538 0.010423 2.2221985
— 7 — — 0.1910 0.0106 2.2401 0.1909458 0.0105674 2.2295847
— 8 — — 0.1903 0.0107 2.2458 0.1903340 0.0106763 2.2351598
1 5 0.4 8 0.1754 0.0121 2.3805 0.1753267 0.0121091 2.3689312
− 2 — 0.5 — 0.1592 0.0136 2.5161 0.1591568 0.0136077 2.5033457
— — 0.6 — 0.1441 0.0149 2.6354 0.1440571 0.0148417 2.6216478
— — 0.7 — 0.1299 0.0159 2.7426 0.1298239 0.0158828 2.7277798
1 5 0.7 9 0.1302 0.0159 2.9079 0.1301768 0.0149605 2.8912397
— — — 13 0.1313 0.0124 3.4900 0.1312932 0.0124113 3.4660959
— — — 17 0.1321 0.0108 3.9863 0.1321069 0.0108305 3.9552333
— — — 21 0.1328 0.0097 4.4263 0.1327388 0.0097292 4.3880280

Table 3: Results for − f″(0), − θ′(0), and − ϕ′(0) obtained by various values of parameters Pr � 6.2, M � 2, Da � 5, Gr � 0.7, Nr � 5,
Le � 8, and λ � 3.

bvp4c Simplified FDM
Nb Nt Ec − f″(0) − θ′(0) − ϕ′(0) − f″(0) − θ′(0) − ϕ′(0)

2 2 0.2 0.1660 0.0270 2.4876 0.1682158 0.0746442 2.4973830
6 — — 0.1648 0.0148 2.4800 0.1647564 0.0148202 2.4679691
8 — — 0.1641 0.0104 2.4777 0.1640238 0.0104038 2.4656461
10 — — 0.1636 0.0081 2.4774 0.1635227 0.0081378 2.4652570
10 0.5 0.1 0.1656 0.0106 2.4477 0.1655962 0.0105904 2.4350691
— 1 — 0.1650 0.0106 2.4580 0.1649419 0.0106063 2.4455417
— 1.5 — 0.1644 0.0106 2.4668 0.1643695 0.0106205 2.4546071
— 2 — 0.1639 0.0106 2.4745 0.163872 0.0106326 2.4624605
15 2 0 0.1634 0.0086 2.4739 0.1632997 0.0086251 2.4618319
— — 0.1 0.1631 0.0070 2.4763 0.1630272 0.0069807 2.4641318
— — 0.2 0.1628 0.0053 2.4787 0.1627443 0.0053296 2.4665070
— — 0.3 0.1625 0.0037 2.4812 0.1624500 0.0036714 2.4689664
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4.5. Effects of Nt. Figure 14 shows that the velocity profile
increases with Nt in the range (0.5≤Nt≤ 2). Figure 15 il-
lustrates the variations of thermophoretic parameter on
temperature profile. It validated the fact that thermophoretic
parameter enhances the temperature profile. Since the

thermophoretic phenomenon transferred nanoparticles
from hot surface to the cold region, it resulted in increasing
the temperature of the fluid. Figure 16 suggests that a
stronger thermophoretic parameter produces minor change
in nanoparticle volume fraction.

Pr = 6.2, Da = 5, Gr = 2, Nr = 5, Nb = 2, Nt = 0.5,
Ec = 0.1, Le = 5, λ = 0.5, S = 0.1

M = 2
M = 4

M = 6
M = 8
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Figure 2: Velocity profiles for different M.
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Pr = 6.2, Da = 5, Gr = 2, Nr = 5, Nb = 2, Nt = 0.5,
Ec = 0.1, Le = 5, λ = 3, S = 0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

θ 
(η

)

1 2 3 4 5 6 7 80
η

Figure 3: Temperature profiles for different M.
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Figure 4: Concentration profiles for different M.
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Figure 5: Velocity profiles for different Da.
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4.6. Effects of Nb. Incremental Brownian parameter
Nb(5≤Nb≤ 20) causes slight change in nanoparticles
volume fraction which increases the velocity profile as
presented in Figures 17 and 18. Figure 19 suggests that a
stronger Brownian motion is responsible for an increase in
thermal boundary layer thickness.

4.7. Effects of Eckert Number Ec. Eckert number plays an
important role in high speed flows for which viscous dissi-
pation is significant. It gives relative importance of the kinetic
energy in heat transfer flows. For Ec≪ 1, the energy equation
gives the balance between conduction and convection. From
Figures 20–22, the effects of this dissipation on velocity,
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Figure 6: Concentration profiles for different Da.
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Figure 8: Velocity profiles for different Le.
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Figure 9: Temperature profiles for different Le.
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temperature, and concentration profile have been shown. It
depicts that, in the absence of Ec, the dimensionless velocity is
lowest at the surface and then increases with increasing Ec.)e

dimensionless temperature is lowest inside the thermal
boundary layer and increases with Ec while the effect of a
viscous dissipation is insignificant on concentration profile.
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Figure 10: Concentration profiles for different Le.
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Figure 13: Concentration profiles for different Gr.
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Figure 14: Velocity profiles for different Nt.
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Figure 15: Temperature profiles for different Nt.
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Figure 16: Concentration profiles for different Nt.
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Figure 17: Velocity profiles for different Nb.
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Figure 18: Concentration profiles for different Nb.
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Figure 19: Temperature profiles for different Nb.
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Figure 20: Velocity profiles for different Ec.
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Figure 21: Temperature profiles for different Ec.
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5. Conclusions

)is study focuses on two objectives as follows: (1) to
produce a mathematical model for nanofluid flow consid-
ering MHD, radiation, porosity, and slippery exponentially
stretching sheet which is immersed in a porous medium and
(2) to develop a new numerical scheme for the solution of a
general nonlinear ODEs which is applicable not only for the
current problem but many others. )e key observations of
present work are as follows:

(i) )e skin friction coefficient grows with a rise of the
values of magnetic parameter but local Nusselt and
Sherwood numbers reduces )e rise of magnetic
parameter causes decrease in velocity initially after
that the reverse effects can be seen. It enhances
temperature and nanoparticle concentration of the
boundary layer regime.

(ii) )e Darcy number causes the thermal boundary
layer and solute concentration to reduce whereas it
enhances the momentum boundary layer. )e skin
friction coefficient decreases yet the wall temper-
ature gradient and nanoparticle concentration
increase with an increase in Darcy number.

(iii) )e Grashof number enhances local Nusselt
number and local Sherwood number whereas this
reduces the skin friction coefficient.

(iv) )e Lewis number increases momentum and
concentration boundary layers. Although it causes
a slight change in the skin friction coefficient, wall
temperature gradient and boosts nanoparticle
concentration are reduced.

(v) )e thermophoresis parameter causes both the
thermal and momentum boundary layer to in-
crease while its effect on nanoparticle volume
fraction is insignificant. )e skin friction coeffi-
cient and local Sherwood number increase while
local Nusselt number remains unaltered.

(vi) )e Brownian parameter increases thickness of the
thermal boundary layer and momentum boundary
layer while there is a slight change in the con-
centration boundary layer. It causes a reduction in
wall temperature gradient, the skin friction coef-
ficient, the local Nusselt number, and the local
Sherwood number.

(vii) )e Eckert number Ec reduces the skin friction
coefficient, local Nusselt number, and concentra-
tion boundary layer while momentum boundary
layer, thermal boundary layer, and local Sherwood
number increase.

(viii) )e SFDM has been successfully developed and
applied in the current problem. One can show that
the SFDM is easy to implement and converges
quickly.

(ix) To validate, one compares the SFDM results with
bvp4c and those with the literature which gives a
good account of agreement with each other.
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*ermodynamical attributes of non-Newtonian fluids over stretched surfaces have gained pervasive essence due to extensive
utilization in extruding plastic sheet procedures, liquid film condensation, glass blowing, paper production, biopolymer cylinder
coatings, and so forth. So, currently communication is aimed to candidly explicate flow characteristic of Prandtl fluid generated by
axial stretching of cylindrical surface. Mathematical modelling by using conservation laws of momentum, energy and con-
centration fields containing the aspects of magnetic field, convective heating, and chemical reaction are presented initially in the
form of partial differential expressions. Later on, these attained PDEs are transmuted into nonlinear ordinary differential
equations with implementation of similarity variables. Numerical approach renowned as shooting technique with improved
coefficient of the Runge–Kutta (R–K)method by Cash and Karp is used to access accurate solution. Linear curved fitting analysis is
also performed to analyze results. Influence of flow-controlling parameters on associated profiles is revealed through graphical
visualization. Stream line plots representing flow behavior of Prandtl fluid versus different magnitudes of the curvature parameter
are adorned. Variation in friction drag force at wall, heat flux, and concentration gradient are evaluated through numerical data
and with interpolation of linear curved fittings. It is deduced from results that increasing curvature parameter momentum and
temperature distributions enriches whereas skin-friction coefficient depicts reverse pattern. It is also inferred that temperature
shows incrementing deviation in the absence of chemical reaction whereas concentration profiles exhibit reduction with
consideration of influence of chemical reaction parameter. Magnetic field tends to reduce the velocity and create thinness of
boundary layer thickness.

1. Introduction

Analysis of non-Newtonian fluids has attained superb at-
tention of researchers due to numerous scientific imple-
mentations in multiple fields such as food mixing,
multigrade oils, composition of materials, wire drawing, hot

rolling, petroleum productions, metallurgical procedures,
manufacturing of materials, preventive coating, lubricating
products, polymerization processes, ink-jet printers, geo-
physical flows, liquid crystallizations, and several others.
Taking into consideration the aforementioned extensive
applicability in different technological and industrial
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frameworks, a lot of analysis has been conducted in this
direction in recent years. However,, the complexity about the
non-Newtonian model is its mathematical modelling on
behalf of different rheological features. Hence, there is no
single constitutive mathematical model which is present,
which expresses the fluid characteristics of all non-New-
tonian fluids single handedly. Consequently, non-New-
tonian fluid models are categorized into time-dependent,
time-independent, viscoelastic, and viscoinelastic fluids.
Among these subclasses, the most practicing fluids are
viscoinelastic fluids. Dunn [1] presented pioneering inves-
tigation on the properties of viscoinelastic fluids and
depicted behavior of strain of such fluids against application
of stress. In the literature, a lot of fluid models are presented
to elaborate characteristics of viscoinelastic fluids, but it is
found that Prandtl fluid is the most fittest to explicate
features of viscoinelastic fluids. Peristaltic movement of
Prandtl fluid in endoscope was investigated by Nadeem et al.
[2] by calculating perturbation solution of modelled prob-
lem with implementation of analytical approach. Akbar [3]
considered blood as viscoinelastic fluid and delineated flow
features in stenosed tapered arteries by computing pertur-
bation solution. Jothi et al. [4] discussed the physical aspects
of magnetically effected Prandtl fluid flow in a symmetric
channel. Nazari et al. [5] analyzed convective heat transfer of
Prandtl nanofluid flow saturated in lid-driven enclosure.
Hossainy et al. [6] discussed the influence of yielding stress
on magneto hydrodynamic boundary layer fluid flow of 3D
Casson nanofluid over stretched surface entrenched in a
porous medium. Bilal et al. [7] adumbrated flow features of
the Prandtl fluid model over stretching sheet along with
effectiveness of double-diffusive heating.

*e mass transport phenomenon in many scientific
disciplines involves molecular and convective transport of
atoms and molecules. *e driving force for producing such
type of molecular diffusion is the concentration differences
which can generate to application of chemical reaction
within flow domain. *e process of chemical reaction arises
with addition of multiple dissimilar natured particles, and an
outcome interaction of particles is produced. Mass transport
procedures with effectiveness of chemical reactions have
many practical applications, e.g., combustion system, met-
allurgy, distribution of fertilizers in agriculture field, nuclear
reactor safety, and many more. In view of such extensive
applications several interesting studies are conducted. For
the sake of brevity, some of them are mentioned. Effect of
chemical reactions on viscous fluid flow over horizontal
plate was discussed by Anjalidevi and Kandasamy [8]. Zhang
and Zheng [9] reported influence of chemical reactive
species in thermosolutal Marangoni flow of electrified vis-
cous fluid and predicted reduction in nanoparticle con-
centration with respect to uplift in chemical reaction
magnitude. Chaudhary and Merkin [10] investigated ther-
mophysical attributes of viscous fluid influenced by chemical
reaction effects. Nandkeolyar et al. [11] described stagnant
dissipative nanofluid in the attendance of chemically reac-
tion and magnetic field. Hossainy and Eid [12] analyzed
hydrothermal efficiency of non-Newtonian hybrid nanofluid
in a heat-exchange channel by generation of chemical

reactions in domain. Eid and Makinde [13] studied col-
laborative aspects of radiative heat energy and chemical
reaction on electrically conducting nanofluid flow over a
stretching sheet immersed in a permeable medium. *e
effects of slip velocity and chemical reaction generated in
stagnant flow of nanofluid over a stretching sheet embedded
in a porous medium were studied by Eid [14]. In precise,
investigators are still working to explore hidden features of
chemical reaction on Newtonian and non-Newtonian flows
[7, 15, 16].

In the today technological world, nanotechnology is
considered one of momentous inventions which have
brought advancement in industrial rebellion. Nanotech-
nology based on nanofluids is engineered colloidal sus-
pension of nanometer-sized particles in host fluids. Before
the discovery of nanoparticles, liquids with low thermo-
physical characteristics are capitalized in multiple proce-
dures which produce deficiencies in output. So, Choi [17]
proposed the idea of nanofluids by experimentally mea-
suring their intrinsic features possessed by nanoparticles.
Buongiorno [18] evaluated enhancement in thermal con-
ductance of ordinary fluids with the induction of nano-
particles. Flow analysis of viscous fluid generated by an
exponential stretching of surface by adding nanoparticles
was probed by Nadeem et al. [19]. Reza et al. [20] inter-
rogated influence of carbon nanotubes in peristaltic
movement of water in a permeable channel under the impact
of magnetic field. Peyghambarzadeh et al. [21] disclosed
application of nanofluids in increasing automotive cooling.
In recent years, extensive work on nanofluid flow analysis in
numerical computational domains along with applications
was manifest. So, for interest of readers and getting their
motivation in this work few references are mentioned.
Alaidrous and Eid [22] adumbrated nanofluid flow of non-
Newtonian liquid under impedance of electromagnetic ra-
diations and highly rated reactions. Eid and Mabood [23]
irreversibility entropy generated aspects of carbon nanotube
(CNT) placement in micropolar dusty fluid mixed with
kerosene oil. *e uplift in thermal characteristics of blood
flow with induction of gold plated hybridized nanoparticles
past a stretching sheet was analyzed by Eid [24]. Also,
[25–30] presented the literature discusses by various re-
searchers on nanoliquids.

Analysis of fluid flows under impression of magnetic
field has been demanding research area among researchers
due to overwhelming implications in industry, engineering,
medical technology, and so many. In recent years, magneto
hydrodynamics of electrically conducting flows has been
investigated extensively in multiple physical configurations.
Likewise, Lahmar et al. [31] examined transportation of an
unsteady ferro magnetic nanofluid between two parallel
plates by considering thermal heat conduction as a function
of temperature in the presence of magnetic source. Some
recent investigations in this direction are enclosed in
[32, 33].

*e abovementioned literature survey reflects promi-
nence about thermophysical features of non-Newtonian
fluid flow. However, it is seen that analysis of the Prandtl
fluid model in the presence of chemical reaction and
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magnetic field over melted heating cylinder has not been
scrutinized yet. So, current effort is made to fill this gap. In
this regards, mathematical modelling of the non-Newtonian
fluid rheological model with heat transfer aspects is attained
in the form of partial differential equations by applying
boundary layer approach. Afterwards, suitable scaling
transformations are used for conversion into ordinary dif-
ferential expressions. Improved numerical simulations by
means of the Runge–Kutta method with improved coeffi-
cients presented by Cash and Karp are used. Computed
results are presented through graphical and tabular
manners.

2. Mathematical Formulation

Assume 2-D, in-compressed, time-independent, and elec-
trified Prandtl nanoliquid persuaded by an axially stretch-
able cylinder. Let v and u be the velocity constituents along r
and x directions, respectively, as shown in Figure 1. *e
cylinder is stretched axially with linear velocity. *e mag-
netic field of strength B°is applied perpendicular to cylinder
axis. Furthermore, the generated magnetic field is very small
in comparison with applied one due to low magnetic
Reynolds number assumption.

Prandtl proposed the following rheological model [16]:

S �
A

_c
sin− 1 1

c
_c􏼒 􏼓􏼠 􏼡A1, (1)

where fluid parameters are denoted with A and c, A1 is first
Rivlin–Ericksen tensor, and _c is defined as
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Accompanied to boundary conditions,

u � Uw(x) + L
zu

zr
,

v � 0,

k(T)
zT

zr
� − hw Tw − T􏼂 􏼃,

C � Cm(x), at r � R,

u⟶ 0,

T⟶ T∞(x),

C⟶ C∞, as r⟶∞.

(8)

In the above equations σ is the electrical conductance, κ
is the thermal conductivity, R is the radius of the cylinder,
_α � (υ/ρcp) denotes the thermal diffusivity, cp is the specific
heat at constant pressure, DB is Brownian motion diffusion
coefficient, DT is the thermophoresis diffusion coefficient, K
is chemical reaction rate constant,Uw(x) � ax is linear
stretching velocity, and wall heat flux coefficient is denoted
with hw.

*e stream function which satisfied the continuity
equation is mentioned as follows:

u �
1
r

zψ
zr

,

v �
− 1
r

zψ
zx

.

(9)
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Figure 1: Diagram of physical configuration of problem.
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Equations (4)–(7) can be transformed into nonlinearized
ordinary differential equation by employing the following
transmutations:

η �
r
2

− R
2

2R

Uw

]
􏼒 􏼓

(1/2)

ψ � Uw]x( 􏼁
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After applying the abovementioned transformations, the
governing equations, i.e., equations (4)–(7), are transformed
into following form:
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*e associated boundary conditions take the following
form:

f(η) � 0,

f′(η) � 1 + λf″(0), at η � 0,

f′(η)⟶ 0, at η⟶∞,

θ′(η) � − k(1 − θ(η)), at η � 0,

θ(η)⟶ 0, as η⟶∞,

ϕ(η) � 1, at η � 0,

ϕ(η) � 0, at η⟶∞,

(12)

where αis the fluid parameter, β is the elastic parameter,c is
the curvature parameter, Nb is the Brownian motion pa-
rameter, Mf is the magnetic strength parameter, Pr is the
Prandtl number, Re is the Reynolds number, Le is the Lewis
number, Nt is the thermophoresis parameter, and δc is the
chemical reactive parameter defined as follows:
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*e physical parameters of interest, i.e., coefficients of
wall drag, wall heat flux, and wall mass flux, are defined as
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where τw is the surface drag force, qwis the surface heat flux,
and jw is the surface mass flux given as follows:
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Coefficients of wall drag, thermal flux, and mass flux are
defined as

1
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3. Computational Algorithm

Shooting technique along with the Runge–Kutta–Fehlberg
method (by using Cash and Carp coefficients) is adopted to
solve flow-govern problem (Table 1). For this process, flow-
govern equations are transformed into

f″ �
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By letting a new set of variables,

e1 � f,

e2 � f′,

e3 � f″,

e4 � θ,

e5 � θ′,

e6 � ϕ,

e7 � ϕ′.

(18)

After using new variables, the governing equations take
the following form:
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(25)

along boundary conditions

e1(η) � 0,

e2(η) � 1 + λe3(η),

e4(η) � − (1/k),

e5(η) − 1,

e6(η) � 1, at η⟶ 0,

e2(η)⟶ 0,

e4(η)⟶ 0,

e6(η)⟶ 0, as η⟶∞.

(26)

*e Runge–Kutta–Fehlberg method is applicable on
initial value problem, and in addition, Cash and Karp co-
efficients are used to raise the accuracy of solution. So, the
given boundary conditions are transformed into initial
conditions:

e1(0) � 0,

e2(0) � 1 + λe3(0),

e3(0) � ω1, (unknown initial condition),

e4(0) � −
1
k

􏼒 􏼓e5(0) − 1,

e5(0) � ω2, (unknown initial condition),

e6(0) � 1,

e7(0) � ω3, (unknown initial condition).

(27)

*en, initial value problem is solved and error is
computed by comparing given and calculated boundary
values. If error is larger than tolerance, i.e., 10− 6, then initial
values are modified with Newton’s method and process is
repeated unless differences are less than 10− 6.

4. Graphs and Tables

Impacts and influences of different variables in absence of
δc are shown in Figures 2–14.
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Figure 2: Impacts of α on f′(η)in absence/presence of δc.
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Figure 3: Influence of β on f′(η)in absence/presence of δc.
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Figure 4: c influences on f′(η)in absence/presence of δc.
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Figure 5: Mf impacts on f′(η)in absence/presence of δc.

Table 1: Numerical values of the coefficient given by Cash and Karp.

I Ai Bij Ci Di

1 – – – – – – (37/378) (2825/27648)

2 (1/5) (1/5) – – – – 0 0
3 (3/10) (3/40) (9/40) – – – (250/621) (18575/48384)

4 (3/5) (3/10) (− 9/40) (6/5) – – (125/594) (13525/55296)

5 1 (− 11/54) (5/2) (− 70/27) (35/27) – 0 (277/14336)

6 (7/8) (1631/55296) (175/512) (575/13824) (44275/110592) (253/4096) (512/1771) (1/4)
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5. Straight Line Curve-Fitting Analysis

*ebehavior of wall drag, wall heat flux, and wall mass flux is
analyzed via straight linearized curved fitting for Prandtl
fluid parameter, elastic parameter, curvature parameter,
velocity slip, magnetic field, Prandtl number, thermopho-
retic, Brownian motion, Biot number, Lewis number, and
chemical reactive parameters. *e Guass and Legendre

method was adopted. *e expressions for linear approxi-
mations are defined such as

na0 + a1 􏽘 χi � 􏽘 ξi,

a0 􏽘 χii + a1 􏽘 χ2i � 􏽘 χiξi.
(28)

We trace out linearized fitting for wall drag coefficient
towards Prandtl fluid, elastic, curvature, velocity slip, and
magnetic parameters, i.e., α, β, c, λ, andMf. Let χi � (α)i

and ξi � (αf″(0) + (αβ/3)(f″(0))3)i, then we get
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Figure 6: c impacts on θ(η)in the absence/presence of δc.
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Figure 8: Nb influences on θ(η)in the absence/presence of δc.
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Figure 9: Nt influences on θ(η)in the absence/presence of δc.
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􏽘(α)i � 0.7,

􏽘(α)i
2

� 0.25,

􏽘 αf″(0) +
αβ
3

f″(0)( 􏼁
3

􏼠 􏼡
i

� − 1.3085,

􏽘(α)i αf″(0) +
αβ
3

f″(0)( 􏼁
3

􏼠 􏼡
i

� − 0.4826.

(29)

For straight line approximation, we inserted above ex-
pressions in equation (23) and got

2a0 + 0.7a1 � − 1.3085,

0.7a0 + 0.25a1 � − 0.4826.
(30)

By evaluating systemized expression given by (24), we
get

αf″(0) +
αβ
3

f″(0)( 􏼁
3

� a0 + a1α, (31)

where a0 � 1.0694 and a1 � − 4.9249.

Linearized curve fitting for wall shear stress versus elastic
parameter β is found such as

η
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Figure 10: Nb impacts on ϕ(η)in the absence/presence of δc.

0

0.2

0.4

0.6

0.8

1

φ′
(η

)

η
0 0.5 1 1.5 2 2.5 3 3.5 4

Nt = 0.1
Nt = 0.3

Nt = 0.1
Nt = 0.3

α = 0.3, β = 0.2, λ = 0.1,
Nb = 0.1, Le = 1, Pr = 3.0,
k = 0.5, γ = 0.5, Mf = 0.1.

δc = 0
δc = 1

Figure 11: Nt influences on ϕ(η)in the absence/presence of δc.
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Figure 12: Le influences on ϕ(η)in the absence/presence of δc.
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Figure 13: Pr impacts on θ(η)in the absence/presence of δc.
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􏽘(β)i � 0.7,

􏽘(β)i
2

� 0.29,

􏽘 αf″(0) +
αβ
3

f″(0)( 􏼁
3

􏼠 􏼡
i

� − 1.1708,

􏽘(β)i αf″(0) +
αβ
3

f″(0)( 􏼁
3

􏼠 􏼡
i

� − 0.4632,

2b0 + 0.7b1 � − 1.1708,

0.7b0 + 0.29b1 � − 0.4632.

(32)

*e linearized approximation for fluid elastic variable is
specified by

αf″(0) +
αβ
3

f″(0)( 􏼁
3

� P(β) � b0 + b1β, (33)

where b0 � − 0.1699 and b1 � − 1.1871.

*e straight line-curved fittedmodel for the dragged wall
number for curvature parameter c is disclosed as follows:

􏽘(c)i � 1.5,

􏽘(c)i
2

� 1.25,

􏽘 αf″(0) +
αβ
3

f″(0)( 􏼁
3

􏼠 􏼡
i

� − 1.5347,

􏽘(β)i αf″(0) +
αβ
3

f″(0)( 􏼁
3

􏼠 􏼡
i

� − 1.3299,

2c0 + 1.5c1 � − 1.5347,

1.5c0 + 1.25c1 � − 1.3299.

(34)
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Figure 14: (a) Stream lines against curvature parameter. (b) Stream lines against curvature parameter. (c) Stream lines against curvature parameter.
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*en, the linear approximations for the curvature pa-
rameter are given by

αf″(0) +
αβ
3

f″(0)( 􏼁
3

� P(c) � c0 + c1c, (35)

where c0 � − 0.3059 and c1 � − 1.4310.

Straight line curve fitting for wall drag coefficient against
velocity slip parameter λ is defined as

􏽘(λ)i � 0.4,

􏽘(λ)i
2

� 0.1,

􏽘 αf″(0) +
αβ
3

f″(0)( 􏼁
3

􏼠 􏼡
i

� − 0.6685,

􏽘(λ)i αf″(0) +
αβ
3

f″(0)( 􏼁
3

􏼠 􏼡
i

� − 0.1191,

2d0 + 0.4d1 � − 0.6685,

0.4d0 + 0.1d1 � − 0.1191.

(36)

*en, the straight line curves versus the curvature pa-
rameter are defined as follows:

αf″(0) +
αβ
3

f″(0)( 􏼁
3

� P(λ) � d0 + d1λ, (37)

where d0 � − 0.4802 andd1 � 0.7300.

Straight line curve fitting for skin-friction coefficient
towards velocity slip parameter λ is computed as

􏽘 Mf􏼐 􏼑
i
� 0.4,

􏽘 Mf􏼐 􏼑
i

2
� 0.1,

􏽘 αf″(0) +
αβ
3

f″(0)( 􏼁
3

􏼠 􏼡
i

� − 0.9699,

􏽘 Mf􏼐 􏼑
i
αf″(0) +

αβ
3

f″(0)( 􏼁
3

􏼠 􏼡
i

� − 0.2095,

2e0 + 0.4e1 � − 0.9699,

0.4e0 + 0.1e1 � − 0.2095.

(38)

*en, the straight line approximations towards the
curvature parameter are given by

αf″(0) +
αβ
3

f″(0)( 􏼁
3

� P Mf􏼐 􏼑 � e0 + e1Mf, (39)

where e0 � − 0.3297 and e1 � − 0.7759.

Now, to trace curve-fitted approximation for convec-
tional wall transfer against the curvature parameter, Prandtl

number, thermophoresis parameter, Brownian movement
parameter, and Biot number are calculated as follows:

􏽘(c)i � 1.5,

􏽘(c)i
2

� 1.25,

􏽘 − θ′(0)( 􏼁i � 0.5973,

􏽘(c)i − θ′(0)( 􏼁i � 0.4764,

2f0 + 1.5f1 � 0.5973,

1.5f0 + 1.25f1 � 0.4764.

(40)

After simplifying, we get

− θ′(0) � P(c) � f0 + f1c, (41)

where f0 � 0.1281 andf1 � 0.2274.

Wall heat flux straight line approximation towards the
Prandtl number is assessed as

􏽘(Pr)i � 3,

􏽘(Pr)i
2

� 5,

􏽘 − θ′(0)( 􏼁i � 0.6737,

􏽘(Pr)i − θ′(0)( 􏼁i � 2.8851,

2g0 + 8g1 � 0.6737,

8g0 + 34g1 � 0.4320.

(42)

After computing by usual algebraic practice, we attain

− θ′(0) � P(Pr) � g0 + g1Pr, (43)

where g0 � 4.8624 andg1 � 1.1314.

Linear approximation for heat transferal rate towards the
thermophoresis parameter is calculated by

􏽘(Nt)i � 0.1,

􏽘(Nt)i
2

� 0.2,

􏽘 − θ′(0)( 􏼁i � 0.4558,

􏽘(Nt)i − θ′(0)( 􏼁i � 0.0669,

2h0 + 0.3h1 � 0.4558,

0.3h0 + 0.05h1 � 0.0669.

(44)

After solving by common algebraic practice, we get

− θ′(0) � P(Nt) � h0 + h1Nt, (45)
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where h0 � 4.8624 and h1 � 1.1314.

Straight line approximation by varying thermophoresis
parameter for wall heat flux is found as

􏽘(Nb)i � 0.1,

􏽘(Nb)i
2

� 0.2,

􏽘 − θ′(0)( 􏼁i � 0.2417,

􏽘(Nb)i − θ′(0)( 􏼁i � 0.2212,

2j0 + 0.3j1 � 0.4829,

0.3j0 + 0.05j1 � 0.0644.

(46)

After simplifying, we get

− θ′(0) � P(Nb) � j0 + j1Nb. (47)

where j0 � 0.4825 and j1 � − 1.6070.

Straight line approximations of wall heat flux against the
Biot number are found as

􏽘(k)i � 0.4,

􏽘(k)i
2

� 0.1,

􏽘 − θ′(0)( 􏼁i � 0.2417,

􏽘(Nb)i − θ′(0)( 􏼁i � 0.2212,

2l0 + 0.4l1 � 1.2262,

0.4l0 + 0.1l1 � 0.2257.

(48)

After computing by usual algebraic practice, we attain

− θ′(0) � P(k) � l0 + l1k, (49)

where l0 � 1.0694 and l1 � − 4.9242.

Wall mass flux straight line approximations versus Lewis
number, Prandtl number, thermophoresis parameter,
Brownian motion parameter, and chemical reaction pa-
rameter are examined as follows:

􏽘(Le)i � 1.5,

􏽘(Le)2i � 1.25,

2m0 + 1.5m1 � 1.3397,

1.5m0 + 1.25m1 � 1.0665.

(50)

After simplifying, we get

− ϕ′(0) � P(Le) � m0 + m1k, (51)

where m0 � 0.2995 andm1 � 0.4938.

Straight line approximation for surface mass flux for the
Prandtl number is calculated as

􏽘(Pr)i � 1.5,

􏽘(Pr)i
2

� 1.25,

􏽘 − ϕ′(0)( 􏼁i � 1.1471,

􏽘(Pr)i − ϕ′(0)( 􏼁i � 0.8739,

2n0 + 1.5n1 � 1.2262,

1.5n0 + 0.1n1 � 0.8739.

(52)

After computing by usual algebraic way, we attain

− ϕ′(0) � P(Pr) � n0 + n1Pr, (53)

where n0 � 0.4921 and n1 � 1.0847.

Linear approximation for mass flux towards thermo-
phoresis variable is scrutinized as follows:

􏽘(Nt)i � 0.3,

􏽘(Nt)i
2

� 0.05,

􏽘 − ϕ′(0)( 􏼁i � 1.1587,

􏽘(Nt)i − ϕ′(0)( 􏼁i � 0.1771,

2q0 + 0.3q1 � 1.1587,

0.3q0 + 0.05q1 � 0.1771.

(54)

After computing by usual algebraic way, we attain

− ϕ′(0) � P(Nt) � q0 + q1Nt, (55)

where q0 � 0.4825 and q1 � 0.6589.

Surface mass flux straight line approximation for
chemical reaction parameter is computed as

􏽘 δc( 􏼁i � 0.3,

􏽘 δc( 􏼁i
2

� 0.05,

􏽘 − ϕ′(0)( 􏼁i � 1.1505,

􏽘 δc( 􏼁i − ϕ′(0)( 􏼁i � 0.1754,

2s0 + 0.3s1 � 1.1505,

0.3s0 + 0.05s1 � 0.1754.

(56)

After simplifying, we get

− ϕ′(0) � P δc( 􏼁 � s0 + s1δc, (57)

where s0 � 0.4905 and s1 � 0.5649.

6. Physical Outcomes

*is section is fascinated to examine impact of embedded
parameters on fluid concerning profiles. Moreover, physical
quantities of interest, i.e., coefficients of wall friction, wall
heat flux, and wall mass flux, are reported by means of both
straight line curve fitting and tabular structure. In detail,
impacts of α and β on fluid velocity in the absence/presence
of δc are presented in Figures 1–3, respectively. From
graphical trends, it is seen that both α and β cause decli-
nation in momentum of fluid flow and associated boundary
layer thickness. *e reason behind this variation is that with
increase in α and β, viscosity of fluid increases, and hence,
movement of fluid decays. It is also divulged that flow regime
depicts higher magnitude in the absence of chemical reac-
tion as compared to the presence of chemical reaction.*ese
trends in similar were reported by Eid et al. [14] and Nadeem
and Lee [19]. Figure 4 reveals the variation of fluid velocity
towards c. *e fluid velocity accelerated by increasing c (see
Figure 4) because larger values of c correspond to reduce
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cylindrical radius which in turn reduces surface area; hence,
fluid particles experienced less resistance due to which
motion is accelerated. Figure 5 elucidates the impact of Mf

on velocity. It is clear from these curves that the fluid velocity
shows decline trend because an increase inMf leads to an
increase in Lorentz force and it has tendency to resist the
movement of fluid particles, so that velocity decreases.
Figure 6 interprets the variations in temperature profile by
varyingc. *is figure predicts that the fluid temperature
increases by enlarging the curvature parameter. *is is due
to the fact that when c enlarges, the surface heat flux in-
creases due to which temperature drops adjacent to the
cylindrical surface but temperature away from the cylin-
drical surface enhances. Figure 7 shows impact of Pr on fluid
temperature. *e graphical plotting depicts decrement in
temperature distribution against Pr. It is also noticed that
δc � 0 (in absence of chemical reactions), and fluid tem-
perature declines by enlarging the values of Pr, but for δc > 0,
the decline in fluid temperature is more rapid by enlarging
the values of Pr. Figure 8 deliberates the fluctuations in fluid
temperature by varying Nb in the absence/presence of the
chemical reaction phenomenon. Since Brownian motion
accelerates the particle movement, thus collision process is
expedited and hence produces more thermal energy (which
can be observed from the graph that fluid temperature rises
for larger values of Nb in both cases). On the other hand,
presence of chemical reactive species drops the fluid tem-
perature. Figure 9 shows the temperature profile variations
versus Nt in the absence/presence of chemical reaction.
Temperature profile shows increase versus Nt both zero and
nonzero δc. Figure 10 displays the variations in concen-
tration profile versus combined effect of Nb and δc. *is
graph reveals that the larger values of Nblessen the nano-
particle concentration because enhancement in Nb corre-
sponds to accelerate random motion of nanoparticles.
However, in presence of destructive chemical reaction case,
the concentration profile increases. Figure 11 reveals the
effect of Nt in absence and presence of the chemical reaction
parameter. It is clear from these curves that both parameters
have the same impact on nanoparticle concentration. Fig-
ure 12 divulges the influence of Le on nanoparticle volume
fraction in absence/presence of chemical reaction. *is
figure predicts that the concentration profile enlarges versus
Le irrespective of absence/presence of chemical reaction.
Figure 13 examines the physical significance of Pr on
concentration profile in absence/presence of chemical re-
action. It is evident that by increasing Pr and δc, nanoparticle
volume fraction increases significantly. Figures 14(a)–14(c)
are provided to inspect the flow pattern of Prandtl fluid over
the stretching cylinder by sketching stream lines against
curvature parameter c. From stream line plots, it is seen that
intensification in magnitude of lines is found with increase
in c because as curvature parameter c increases, contact of
fluid particles reduces, and as an outcome, less resistance is
provided. So, rapid movement in fluid is observed versus c.
Furthermore, these curves show that cenhances the fluid
momentum versus positive alteration in velocity. Figure 15
deliberates variation in skin-friction coefficient
againstα, β, c, λ, andMf. It is observed that with increase in

α, β, andMf, wall shear stress increases because all of these
mentioned parameters uplift the viscosity forces for re-
duction in velocity whereas reverse pattern is depicted in
case of λ and c. *e reason behind increase in skin friction is
the uplift of viscosity force in flow domain against these
mentioned parameters. Figure 16 displays fluctuations in
wall heat flux by varying c,Pr while Nt, Nb, and k. It is
found that wall heat flux coefficient increases by enhancing
c,Pr while forNt,Nb and k reduce. *e reason behind
enhancement in temperature gradient at wall against
c andPr is due to the fact that by increasing these param-
eters, resistance is provided by surface to molecules decrease,
and hence, average kinetic energy of molecules increases
which raise thermal flux. Figure 17 explicates variation in
mass flux against Le,Pr,Nt,Nb, and δ c. It is seen that all
mentioned parameters diminish concentration distribution
and create motion in fluid molecules, which raises the mass
flux with in flow domain. Table 2 delineates the variations in
wall friction coefficient versusα, β, c, λ, and,Mf and in-
creasing pattern of wall friction coefficient against α, β, c

while both λ andMf decrease it. Table 3 is designed to
explain the fluctuations in wall heat flux by varying gov-
erning parameters. Wall heat flux coefficient increases by
enhancing c,Pr while Nt, Nb, and k reduce it. Table 4 de-
picts the variations in the local Sherwood number
viaLe,Pr,Nt,Nb, and δ c, and we observed that with respect
to defined parameters, enhancement in the local Sherwood
number is manipulated. Tables 5 and 6 provide comparison
with the previously published literature and given assurance
about collected values in this work.

7. Key Results

*ecurrent study investigates themagnetic field influences on
partial slip flow of Prandtl nanofluid over the stretching
cylinder. *e fluid flow regime is manifested with the
chemical reaction phenomenon. *e modelled mathematical
equations are reduced in terms of the system of ODEs, and
then, the numerical method shooting is implemented to
interpret physical aspects of involved parameters. In the
presence or absence of the chemical reaction phenomenon,
the main findings of present analysis are itemized as follows:

(1) Prandtl fluid velocity reflects an inciting trend to-
wards both Prandtl fluid and elastic parameters

(2) Both fluid velocity and temperature are increasing
function of curvature parameter

(3) Magnetic field parameter declines both fluid velocity
and temperature

(4) Fluid temperature is increasing function of both
Brownian motion and thermophoresis parameters

(5) Nanoparticle concentration shows diminishing
variations towards Brownian motion parameter
while the opposite trend is noticed versus thermo-
phoresis parameter

(6) Nanoparticle concentration remarks inciting values
towards Lewis and Prandtl numbers
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(7) *e skin-friction coefficient shows increasing nature
for α, β, c, but opposite behavior is observed for
λ andMf

(8) Wall heat flux coefficient increases against c, Pr while
it decreases for Nt, Nb, and k

(9) *e local Sherwood number shows an inciting value
via Le, Pr, Nt, Nb, and δc

Nomenclature

Bo: Uniform magnetic field
f′(η): Dimensionless radial velocity profile
Cf: Skin-friction coefficient
θ(η): Dimensionless temperature profile
A and c: Dimensional fluid parameters
ϕ(η): Dimensionless concentration profile
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Figure 15: Straight line curve fitting for wall shear stress.
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Figure 16: Straight line curve fitting for heat transfer rate.
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Figure 17: Straight line curve fitting for wall mass flux.

Table 2: Numerical variation of wall friction coefficient for different parameters.

α β c λ Mf αf″(0) + (αβ/3)[f″(0)]3

0.3 0.2 0.5 0.1 0.1 − 0.4073
0.4 – – – – − 0.9012
0.5 – – – – − 1.4121
0.3 0.2 – – – − 0.4073
– 0.4 – – – − 0.6481
– 0.5 – – – − 0.7635
– 0.2 0.5 – – − 0.4096
– – 1 – – − 1.1251
– – 1.5 – – − 1.7481
– – 0.5 0.1 – − 0.4073
– – – 0.3 – − 0.2612
– – – 0.5 – − 0.1815
– – – 0.1 0.1 − 0.4073
– – – – 0.3 − 0.5626
– – – – 0.7 − 0.2253

Table 3: Numerical variation of HTR for different parameters.

c Pr Nt Nb k − θ′(0)

0.5 3 0.1 0.1 0.5 0.2417
1 – – – – 0.3556
1.5 – – – – 0.4517
0.5 3 – – – 0.2417
– 5 – – – 0.4320
– 7 – – – 0.7121
– 3 0.1 – – 0.2417
– – 0.2 – – 0.2141
– – 0.3 – – 0.1782
– – 0.1 0.1 – 0.2417
– – – 0.2 – 0.2212
– – – 0.3 – 0.2031
– – – 0.1 0.1 0.7104
– – – – 0.3 0.5158
– – – – 0.7 0.1715
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A1: First Rivlin–Ericksen tensor
υ: Kinematic viscosity
M: Magnetic parameter
μ: Dynamic viscosity
Pr: Prandtl number
ρ: Density
r, x: Cylindrical coordinate system
ρCP: Volumetric heat capacity
K: Dimensionless chemical reaction parameter
c: Curvature parameter
α: Fluid parameter
β: Elastic parameter
Nu: Nusselt number
Nb: Brownian motion parameter

Nt: *ermophoresis parameter
δc: Dimensionless chemical reaction parameter

Greek symbols

_α: *ermal diffusivity [m2/s]
η: Independent similarity variable.
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,emeasuring instruments have some errors in the measurement of high water cut production wells, andmany domestic oil fields
are also in high water cut state.,emeasured data from the conventional production logging instrument are all almost inaccurate.
,is project has designed a staggered probe array flowmeter well logging apparatus based on the characteristic of electromagnetic
wave specific retention meter that can fully cover the wellbore fluid and improve flow measurement accuracy. According to the
application in horizontal wells, the accuracy of this measuring instrument now has been proved to be more than 90% and canmeet
the requirements of production logging interpretation in horizontal wells.

1. Introduction

Directional well drilling technology is becoming more and
more perfect. Related completion technology is also con-
stantly improved [1]. ,e number of horizontal wells is also
increasing. Horizontal wells have gradually become one of the
key technologies for high and stable production of various oil
and gas fields. A large number of oil and gas fields have
developed a certain scale of high angle wells and horizontal
wells [2]. But, in production, many horizontal wells have low
production and high water cut. ,e aquifer is located by
production logging technology.,is is very necessary. Several
new horizontal well logging technologies have been devel-
oped by engineering and technical personnel through tech-
nical innovation [3]. For example, positioning and wet cable
head pipe conveyed logging technology. Because the fluid in
horizontal well is affected by gravity, the upper part is light
phase and the lower part is heavy phase [4]. In the lower half,
there is sediment and other phenomena, especially in the
horizontal shaft of the horizontal well. ,is sediment can
cause the measuring instrument not to operate normally [5].

,erefore, the array measurement instrument is used to
reduce the interference of sediment on measurement data.
,is is a better method of measurement. According to this
measurement method, the corresponding interpretation
method and interpretation model are studied. ,is can im-
prove the measurement accuracy of horizontal wells, and can
lay the foundation for accurately finding aquifers [6].

Many oil fields at home and abroad are mining a large
number of highly deviated wells and horizontal wells to
improve the single well production capacity and improve the
recovery of oil and gas [7]. But, in production logging,
conventional measuring instruments cannot carry out the
measurement work for high water cut and low yield hori-
zontal wells. Foreign RAT [8], CAT [9], and other instru-
ments are only suitable for high output of oil wells [10]. As
for the low yield of oil well, the measurement accuracy needs
to be further improved [11]. ,is project has found that
using the 12 packer water holdup meter-combined elec-
tromagnetic wave measuring instruments can improve the
measurement accuracy of a horizontal well through several
experimental studies [12].
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2. The Designing of the Double Array
Logging Tool

,rough the preliminary study, the temperature of fluid in
the horizontal well is not more than 155 degrees Celsius, and
the formation pressure is generally not more than 32MPa
[13]. If the domestic production wells are in high water cut,
the instrument can measure the water holding rate range
between 0∼100%, and the precision should be above 98%.
Moreover, there may be a problem that is not easy to operate
if the 12 holding water rate measuring instrument is in the
same cross section of the array type measuring instrument
[14] because of the limited working space in the production
well [15]. So, here, the structure is designed as shown in
Figures 1 and 2.

As shown in Figure 1, measuring probes are installed on
the two cross section of the measuring instrument [16]. As
shown in Figure 2, 6 water holding capacity measuring
apparatus are distributed on each probe equably [17]. At the
same time, the two cross sections of the probe are required to
be uniformly distributed within the wellbore [18]. As shown
in Figure 3, the effect of the distribution of 12 probes will be
found in the longitudinal direction of the cross section [19].

As shown in Figure 3, probe 1, 3, 5, 7, 9, and 11 are 6
water holding capacity measuring apparatus at the same
cross section, and probe 2, 4, 6, 8, 10, and 12 are another 6
water holding capacity measuring apparatus at another same
cross section [20]. As all these 12 probes are designed like
this, the diameter of the instrument after contraction is
reduced and contributes to the instrument carrying out
survey work in wellbore [21].

Because the measuring instrument is limited by the
diameter of the measuring shaft [22], the length of the probe
is 120mm, the outer radius for the inner conductor is 2mm,
the inner radius of the outer conductor is 7mm, and the
outer radius of the outer conductor is 9mm [23].

According to the transmission theory of electromagnetic
field [24], the highest cutoff frequency or the minimum
cutoff wavelength calculation formula of the transmission of
the TEMwave (Transverse electric andmagnetic field) inside
a detector is

fTEMmax �
300

π(a + b)εm

,

λTEMmin � π
��������

(a + b)εm

􏽱

.

(1)

,e fTEMmax in (1) is the highest cutoff frequency of
the TEMmode with the same axis [25], and the λTEMmim is
the minimum cutoff wavelength of the TEM mode with the
same axis [26]. a is the outer radius for the inner conductor of
the coaxial line [27]. b is the inner radius of the outer con-
ductor of the coaxial line. εm is the dielectric constant of the
medium in the same axis [28]. In the whole water, a� 2mm,
b� 7mm, εm � 80 in(1 in � 2.54 cm), the highest cutoff fre-
quency is 132.7MHz, and the minimum cutoff wavelength
calculation formula is 253mm, as mentioned above [29].
,erefore, the circuit structure of the probe of the 12 holding
water ratemeasuring instruments [30] is as shown in Figure 4.

3. The Realization of theMeasuring Instrument

According to the previously described content, 12 probe
array flowmeter logging apparatus is designed as in Figure 5.

As shown in Figure 5, there two groups of the elec-
tromagnetic wave water holding rate meter measuring in-
strument; each group had 6 measuring probes, and 12
probes are covering the whole wellbore section equably. It is
called the array logging tool.

,ere are 12 probes of the array logging tool in radial
distribution of borehole to measure the accurate local
stalemate rate. ,ese cylindrical probes are 0.157 inches in

Well tube 

6 probe section 1 

6 probe section 2 

Figure 1: ,e instrument is measured in two cross sections in the
wellbore.
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Figure 3: Twelve array probes are evenly distributed within the
instrument.
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diameter and 0.055 inches in length. It is set 0.35 inches away
from the end of the movable support arm. Each probe
resonates at different frequencies in oil [31], gas, and water.
,e tool judges the distribution of oil, gas, and water in the
given area of the well by the difference of frequency reso-
nance in the oil, gas, and water [32].

Corresponding to the capacitance value of the probe
phase, the oscillation circuit produces a lower frequency in
the water, a higher frequency in the oil, and the highest in the
gas [33]. Probe frequency is typically sampled 72 times per
minute. It can be repeated on the ground surface, which can
process data and display the results [34]. ,e probe radius of
each probe is about 0.01 inches. ,e probe can only reflect
the capacitance value of the local environment around it.,e
calibration of the probe response can accurately measure the
holdup of any two-phase mixture [35].

,ere are 6 probes are on the same cross section of the
double array logging tool. ,e array logging tool is suitable for
measuring the cross section holdup near the top and bottom of
the wellbore perpendicular to the shaft [36]. ,e array of probe
provides full coverage of the borehole. It can accurately deter-
mine the fluid in horizontal wells and highly deviated wells [37].

,e probe calibration works are as follows. First, the
borehole fluid is captured, and then, the probe is measured
in the fluid, and the measured value is marked. For example,
probemeasures its value in the produced water andmarks its
measured value. ,e probe measures its value in the

produced oil and marks its measured value. Probe cali-
bration can take into account each probe specific fluid
endpoint value and probe measurements in pure water or
pure oil. For oil and water, these responses do not change
much from the ground to the bottom.,e next, the air point
of each probe is recorded as the calibration value of the gas.
Unlike the fluid, the air point varies with temperature and
pressure. So, if possible, the gas needs to be calibrated on the
spot.

Each probe has its own calibration value relative to oil,
gas, and water [38]. ,erefore, the probe can accurately
measure the values of oil, gas, and water in wellbore [39]. For
all probes, normalization is made so that each probe has the
same measurement value for the same phase. Normalization
allows minimal probe differences to be minimized, allowing
12 probe to achieve consistent response. All probes are
normalized so that each phase has its own response value.
Each probe also has a specific response value to the two-
phase mixture. ,e standardization process is controlled by
borehole fluid and special logging tools used. Calibration
must be performed before logging. ,is requires the use of
collected borehole fluids. If there is no borehole fluid, it
needs to be processed later to correct the logging data [40].

Once the double array logging tool is calibrated and the
data are normalized, an image can be formed by processing
the curves recorded by 12 probe.,e oil, gas, and water have
the corresponding color coding in the image. ,e single-
phase water is blue. Single-phase oil is green. ,e single-
phase gas is red. Bracket arm 1 can be positioned relative to
the upper part of the borehole. So, when drawing a graph, we
can use arm 1 to correct the position.

,e double array logging tool can distinguish oil, gas,
and water three phase. ,erefore, according to the data
measured by the array logging tool, the holdup of oil, gas,
and water phases can be calculated.

,is measuring apparatus has obtained good results in
the process of horizontal well measurement construction
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conducted by a well area of Northwest China which is served
by Shengli Oilfield Logging Company. We got the corre-
sponding measurement data from using the flow meter well
logging apparatus of the staggered probe array to carry out

the production logging task and combined well logging
interpretation software for production logging interpreta-
tion. Also, a set of horizontal well production interpretation
software is developed. It is realized by using VC++ 6.0 as the
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Figure 6: ,e chart of software design.
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development on the basis of FORWARD2.71. ,is software
is designed as in Figure 6.

,e emphasis is the calculation water holdup. ,at is
described in the paper titled ,e Calculation Method of
Production Log Holdup.

We developed a set of horizontal well production in-
terpretation software. It is realized by using VC++ 6.0 as the
development on the basis of FORWARD2.7.,e emphasis is
the calculation water holdup. ,at is described in detail in
the paper titled ,e Calculation Method of Production Log
Holdup about CAT Instrument.

We can use the computer language to achieve the
production log well software and use in the low production
horizontal wells. We input themeasured value of CAT, RAT,
GR, CCL, QP, and ZD.,e software can calculate the liquid-
producing profile map. ,at is shown in Figure 7.

4. The Application in Two-Phase Production
Logging of Horizontal Wells

We can use the computer language to achieve the production
log well software and use in the low-production horizontal
wells. We input the measured value of GR, CCL, QP, ZD,
and 12 measurement of the electromagnetic wave holding
capacity. ,e software can calculate the liquid-producing
profile map.We use the double array logging tool to measure
7 horizontal wells and calculate the water holdup Yw.

,e data of 7 wells are shown in Table 1. Measured value
is the value obtained from the double array logging tool
measurements. Actual value is the actual water cut value of a
well. Relative error is the error between measured value and
actual value. ,rough data analysis, the maximum error is
found to be 9.37%. ,e minimum error is 0.04%. ,e
precision of the double array logging tool is more than 90%.
,is kind of measuring instrument can meet the production
requirement of horizontal well holdup measurement.

It can explain the wellhead metering data and inter-
pretation of results data compared to the results, as shown in
Table 2.

,e production log interpretation is in accordance with
the realistic results. It can measure the moisture content of
the production log well. So, this method can accuracy

calculate the results more than 90%, and it can satisfy the
requirements of production. ,e conclusion shows that this
method has a certain practical value.

5. Conclusions

Because of the gravity factors, the differentiation of fluid in
the horizontal wellbore occurs that the light phase is in the
upper part and the lower part is in the lower part. ,e
traditional production logging instrument cannot truly re-
flect the fluid shape in horizontal wells. So, it must analyze
the flow pattern of multiphase flow in horizontal wells. It
researches the importance of the multiphase flow mecha-
nism in horizontal wells to interpretation of production
profile data.

,e double array logging tool can be designed
according to the flow pattern of multiphase flow in hori-
zontal wells. It can well measure the fluid holdup values in
the horizontal wellbore.,e paper developed the horizontal
section interpretation module for single-phase and two-
phase flow (oil-water two-phase; gas water two-phase)
horizontal well production, according to the research
model, in the Visual C++ compiling environment. Also,
this paper applied the double array logging tool in one
Western China horizontal well. We use the module to
interpretation of actual logging data. ,e interpretation
results are basically consistent with the actual production
situation of the wellhead. It is proved that the developed
double array logging tool and the interpretation model of
the interpretation method are feasible. It can solve the
problem of quantitative interpretation of production
profile logging data in horizontal wells.

,e paper developed the interpretation module of the
array capacitance instrument and array resistance instru-
ment in horizontal well. It can further improve the accuracy
of qualitative interpretation by the double array logging tool,
which accumulated experience for further quantitative in-
terpretation of array data. ,ere are two novelty points in
this study.

First, the design of simulation experiment on the large
diameter used in the actual production logging instrument is
continuous and packer. ,is paper analyzed numerical

Table 1: ,e deviation of calculation and realistic of water holdup Yw.

Well serial number Measured value (%) Actual value (%) Relative error (%)
1 40.2 44 9.37
2 31.7 34.5 9.01
3 90.2 90.2 0.04
4 60.7 64.6 6.49
5 39.2 40.1 2.19
6 62.8 66.1 5.26
7 32.3 30.2 6.54

Table 2: ,e deviation of calculation and realistic results.

Calculation results (square per day) Realistic results (square per day) Variation (square per day) Deviation (%)
Oil production 27.031 25.5 1.531 6
Liquid yield 208.463 201.3 7.163 3.56
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simulation, the flow, fluid flow characteristics, and the re-
sponse of the holdup measurement instrument.

Second, it designed the double array logging tool. Also,
this paper compiled the interpretation module of the hor-
izontal well production section. ,is module is used to
interpret the actual logging data of horizontal wells, and the
interpretation results are basically consistent with the actual
production situation at the wellhead, which indicates that
that the proposed interpretation model is feasible.

,e system has problems and suggestions. First, it will
improve the production logging technique in the horizontal
well and make full use of the existing domestic conventional
production profile measuring instrument. Second, it can
measure multiprobe, multi-instrument integral, and local
combination on the same target parameters and verify the
accuracy of the instrument response. ,ird, we can also
absorb the advanced technology of foreign countries, use the
physical theory of electricity (such as a microrotor flow
meter) and optics (such as GHOST), and constantly develop
new or improved measurement sensor for two-phase flow of
a horizontal well.

6. The Future Work

,e array logging tools will be introduced furthermore, and
the response rules will be clarified. ,en, the cooperative
interpretation of various logging information will be carried
out. Further research on multiphase flow simulation will put
forward the appropriate instrument combination and in-
terpretation model.
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In this study, we aim to deal with the flow behavior betwixt a pair of rotating circular plates filled with Carreau fluid under the
suspension of nanoparticles and motile gyrotactic microorganisms in the presence of generalized magnetic Reynolds number.&e
activation energy is also contemplated with the nanoparticle concentration equation. &e appropriate similarity transformations
are used to formulate the proposed mathematical modeling in the three dimensions. &e outcomes of the torque on both plates,
i.e., the fix and the moving plate, are also contemplated. A well-known differential transform method (DTM) with a combination
of Padé approximation will be implemented to get solutions to the coupled nonlinear ordinary differential equations (ODEs). &e
impact of different nondimensional physical aspects on velocity profile, temperature, concentration, and motile gyrotactic
microorganism functions is discussed. &e shear-thinning fluid viscosity decreases with shear strain due to its high velocity
compared to the Newtonian and shear-thickening case. &e impact of Carreau fluid velocity for shear-thinning (n< 1),
Newtonian case (n � 0), and shear-thickening (n> 1) cases on axial velocity distribution f′(λ) has been discussed in tabular form
and graphical figures. For the validation of the current methodology, a comparison is made between DTM-Padé and the numerical
shooting scheme.

1. Introduction

A nanofluid is a substance that contains nanosized particles
suspended in the base fluid. &ese nanoparticles are usually
made of oxides, metals, carbon nanotubes, or carbides, while
base fluids are often taken as water, oil, and ethylene glycol.
&e potential use of nanofluids can be found in many ap-
plications in industry, i.e., heat transfer, especially in
pharmaceutical processes, microelectronics, engine cooling
(vehicle heat management), hybrid-power engines, chiller,
fuel cells, heat exchanger, grinding, and boiler flue gas
temperature reduction. &e non-Newtonian fluids have
significant applications in science and engineering, such as
coating of wire and blade, textile dying, papers,
manufacturing of plastics, the flow of biological liquids, and
food processing. In industrial applications, the flow of non-

Newtonian viscoelastic Carreau nanofluids is essential to
increase energy performance. For example, it is used to
release polymer sheets from the die or in plastic film
drawing. Non-Newtonian fluids have drawn considerable
interest among researchers and scientists due to their broad
applications. Examples include apple sauce, chyme, pho-
tographic emulsion, dirt, soaps, blood, and shampoos at low
shear stress that may be noted as non-Newtonian fluids. In
the chemical engineering industry, the viscosity of fluid plays
a significant role. Viscosity is dependent on the shear rate in
the case of generalized Newtonian fluids. &e idea of the
generalized non-Newtonian fluid was introduced by Bird
et al. [1]. Fluid flow past a rigid surface has also been in-
vestigated, and literature suggests that the microlevel surface
forces are essential and that fluid layering increases viscosity.
&ey help to increase the viscosity of fluid due to fluid
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coating. In the power-law model, the limitation is that
when the shear rate is extremely low or high, the viscosity
is not adequately addressed. To tackle this problem, the
model of the Carreau fluid model is presented [2]. &e
Carreau fluid model gains the attention of many re-
searchers for several years because of their essential
characteristics. &e flow on the magnetized permeable
shrinking sheet and radiation due to heat was discussed by
Yahya et al. [3]. Eid et al. [4] analyzed flow over a non-
linear permeable stretching sheet due to Carreau fluid
under the influence of chemical reaction. Santoshi et al.
[5] numerically studied the Carreau nanofluids in three
dimensions on a stretching sheet in addition to consid-
ering mass slip and nonlinear thermal radiation. &e
effects of the internal energy in the porous von Karman
model in steady electrical Carreau fluid under ohmic heating
and transverse magnetohydrodynamics were studied by Khan
et al. [6].&ey considered a cylindrical coordinate system, and
similarity transformations are applied to obtain the ordinary
differential equation for the proposed problem and imple-
ment a well-known shooting scheme to achieve the results.
Bilal et al. [7] investigated flow features of Carreau fluid by
conferring the stimulating traits of thermal stratification.
Appropriate use of MHD and infinite shear rate viscosity flow
equation are modeled. &ey concluded that the thermal
stratification characterizes fluid flow’s thermal distribution,
and Carreau fluid acts in a reverse direction for shear-
thickening and shear-thinning liquids. Khan et al. [8] ex-
amined the mass and heat transfer for convection in non-
Newtonian Carreau nanofluid on a cylinder in the presence of
temperature-dependent thermal conductivity. &ey consid-
ered a well-known model, i.e., Buongiorno’s model, which
contains the Brownian and thermophoresis parameters. &e
key finding of this study was that the temperature profile and
concentration of nanoparticle were increasing functions for
the thermophoresis parameter in shear-thickening and shear-
thinning fluids. Some recent critical studies related to the
current topic are given in [9–13].

In previous decades, the study of magnet fields in fluid
flow grabbed substantial attention because magnetohydro-
dynamics (MHD) is frequently used in many areas such as
crystal growth process, pumping, agriculture, and polymer
industry. MHD was recently identified as very useful in
biotechnology as it is used in multiple testing processes for
diseases. Recently, Lu et al. [14] studied mathematical
models for the axisymmetric steady magnetohydrodynamic
flow of Carreau nanofluids across radially stretched surfaces
under nonlinear radiation of heat and chemical reaction.&e
additional feature of the problem, which makes it unique, is
the generation/absorption of heat connected with new ap-
plied zero mass flux conditions. &e flow due to boundary
conditions due to convection with Carreau nanofluid with a
magnetic field is studied by Wakif et al. [15] in addition to
jump and slip conditions on a stretching cylinder. Khan et al.
[16, 17] examined the flow induced by non-Newtonian
Carreau fluid on a stretching cylinder with a magnetic field.

Further, the flow on a stretching cylinder affected by
homogenous and heterogeneous conditions was examined
by them and applied to convective boundary conditions

numerically.&is studymainly aims at the direct influence of
homogenous and different reactions of Carreau fluid on a
stretching cylinder with a magnetic field. A practical method
for two-dimensional Carreau nanofluid for a nonsimilar
solution with a magnetic field (applied) and mixed con-
vection was analyzed by Sardar et al. [18]. &ey showed that
increasing the buoyancy parameter boosts both skin friction
and Nusselt number. In the presence of infinite shear rate
viscosity, the stagnation point and the MHD flow of a
Carreau fluid are also detected. Salahuddin et al. [19] ex-
amined the generalized slip effects of the magnetic field on
Carreau nanofluid for a linear stretching cylinder with re-
active species. Bhatti et al. [20] investigated the peristaltic
motion of small particles suspended in a Carreau nanofluid
with constant density. Laminar flow in two-dimensional past
a stretching cylinder covered with the porous surface was
studied with the effects of the magnetic field by Bovand et al.
[21]. &is article presented the findings of a numerical study
of the circulatory cylindrical fluid flow under the influence of
magnetohydrodynamics. Another numerical analysis is
made by Amanulla et al. [15]. &ey studied the two-di-
mensional steady convective boundary layer flow over the
surface of an isothermal sphere with the radial magnetic field
and slip conditions. &ey perceived that growth in mo-
mentum slip parameters allows the skin friction coefficient
to be reduced. In contrast, the local Nusselt number declined
as the Carreau fluid parameter increases. Rudraswamy et al.
[22] examined the Carreau fluid flow in a two-dimensional
stretchable surface with the magnetic field. &ey concluded
with a statement that when Brownian motion parameter and
thermophoretic parameters are enhanced, the temperature
of the fluid increases. Kumar et al. [23] investigated the
Cattaneo–Christov heat flux model with Carreau fluid under
the magnetic field on a varying thickness of the melting
surface. Akbar et al. [24] investigated the flow of stagnation
point for Carreau fluid on a wrinkled sheet in two di-
mensions. &ey presented a dual solution for the problem
under consideration, and the graphs for various parameters
in the equations are drawn. Shit et al. [25] investigated the
nanofluid flow with MHD and thermal radiation. &ey
studied the system of energy efficiency through the Bejan
number.

Due to the complicated nature of the chemical reactions
system, restricting to binary type alone becomes more
comfortable and straightforward. A chemical reaction re-
quires a quantity of activation energy to start. In the
Arrhenius equation, a reaction’s activation energy is ob-
tained by describing constant rate changes with the tem-
perature. A chemical reaction is a chemical change in which
reactants with varying properties may yield one or more
products. Several industries need chemical reactions as an
essential phase in the manufacturing process. Traditionally
these types of responses occur in chemical reactors and are
generally constrained to mass transfer. &e response is
sufficient when reagent volume and energy inputs enhance,
and waste is reduced; then the optimum product can be
obtained. Bestman [26] applied the model of binary reaction
in the Arrhenius equation to produce a chemical reaction.
&e effects of energy of activation and binary chemical
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change on a two-dimensional radiative magnetohydrody-
namics boundary layer flow for nanofluid on a vertical plate
were discussed by Anuradha and Yegammai [27]. &ey
scrutinized that the temperature distribution was accelera-
ted, and the nanoparticle concentration profile decelerates
under the effects of the heat generation, viscous dissipation,
and MHD. Irfan et al. [28] discussed the Carreau nanofluid
time-dependent flow for Arrhenius activation energy by
using properties of binary chemical reaction with mixed
convection. Khan et al. [29] explored the incompressible
flow past a stretchable sheet of the Carreau–Yasuda model.
Kumar et al. [30] analyzed the effects of nonlinear radiation
with heat transfer attributes and activation energy. Khan
et al. [29] reported a new nanofluid relation which examines
the characteristics of the energy of activation with mixed
convection Carreau nanofluid. &ey studied radiation and
magnetic field parameters on both the entropy generation
and the Bejan number.

Bioconvection flow is the flow of macroscopic convec-
tion of the fluid due to the density gradient generated by the
collective swimming of motile microorganisms. Due to the
swimming of these motile microorganisms in a particular
direction, the density of the fluid increases, which results in
the phenomenon of bioconvection. Slip effects and the
movement of motile gyrotactic microorganisms on an ex-
ponentially stretching sheet were examined by Nayak at el.
[31]. &ey discussed the temperature profile, velocity profile,
nanoparticle concentration profile, and gyrotactic micro-
organism profile associated with different physical param-
eters. &e thermal radiation effects with activation energy
over a stretching cylinder with Oldroyd-B fluid due to the
flow of microorganisms under the impact of the magnetic
field were examined by Tlili et al. [32]. &e thermal de-
velopmental nanofluid flow propagating on an extended
surface was analyzed by Abdelmalek et al. [33] with addi-
tional activation energy characteristics, second-order, and
viscous dissipation slip. Atif et al. [34] inspected the flow of
the stratified micropolar MHD fluid with nanoparticles that
contains gyrotactic microorganisms. &e process of ohmic
heating and radiated heat has also been taken into con-
sideration. Khan et al. [35] determined the suspension of
nanoparticles in Sisko nanofluid, utilizing the idea of mi-
croorganisms with activation energy and chemical reaction.
Bhatti et al. [36] demonstrated the movement of motile
gyrotactic microorganisms past a stretched surface filled
with nanofluid. &ey applied the Successive Local Lineari-
zation Method (SLLM) for solving the modeled formulation
and showed that the current method is stable and gives
excellent results compared with similar methods. Nagen-
dramma et al. [37] developed a mathematical model for
Casson fluid through a slandering sheet in the existence of
microorganisms for Cattaneo–Christov thermal flux and
nonuniform heat source/sink. References [38–42] depict the
flow in different geometries with different fluid models.

After investigating the above literature, it is found that
no efforts are devoted to determining the analysis of acti-
vation energy for the Carreau non-Newtonian nanofluid
with gyrotactic microorganism through a pair of rotating
circular disks with generalized magnetic Reynolds number.

In the present formulation, we considered the induced
magnetic field in the axial and tangential direction. &e
Carreau nanofluid with gyrotactic microorganisms is sus-
pended betwixt the set of rotating circular disks. &e effects
of activation energy are also contemplated with nanoparticle
concentration. A well-known differential transform method
(DTM) with Padé approximant is employed to obtain the
solutions of the given coupled highly nonlinear ordinary
differential equations. &e effects of all the parameters as-
sociated with velocity profile, temperature profile, induced
magnetic field, nanoparticle concentration, and motile mi-
croorganism functions are discussed in detail via graphs and
tables.

2. Mathematical and Physical Modeling

Let us contemplate the flow in three-dimensional axisym-
metry in a squeezed lubricant film of a Carreau nanofluid
betwixt a set of two circular rotating parallel plates with finite
length. &e coordinate system is chosen as cylindrical polar
axis (r, θ, z) with the associated velocity field V � [vr, vθ, vz].
&e heights of two parallel rotating circular plates are
considered and taken as Γ

⌢
(t)[� (− αt + 1)1/2D] at time t. &e

lower disk is stationary and upper disk is moving towards fix
disk. &e velocity of upper disk is denoted by Γ

⌢′(t). &e
z− axis indicates the symmetry axis in which the plates are
rotating. &e external magnetic field on the moving plate is
applied with axial and azimuthal components, i.e.,

H
⌢

θ �
rN0

μ2

����
D

Γ
⌢

(t)

􏽳

,

H
⌢

z � −
αM0D

μ1Γ
⌢

(t)
,
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⎪⎪⎪⎪⎪⎪⎪⎩

(1)

in which M0,N0 are the dimensionless quantities which
make H

⌢

θ, H
⌢

z dimensionless and μ1, μ2 are the magnetic
permeability’s of the squeeze film and the medium external
to the disks, respectively. For the liquid metals, μ2 � μℓ
where μℓ denotes the permeability of free space. Hθ, Hz on
the lower plate is assumed to be zero here. In present in-
vestigation, induced magnetic field B

⌢
(r, θ, z) having the

component B
⌢

r, B
⌢

θ, B
⌢

z is generated by the magnetic field
(applied) in a squeezed film between the plates. Figure 1
shows the geometrical coordinates. &e upper and lower
plate are held at fixed temperature (T0, T1) and concen-
tration (C0, C1). &e fluid is electrically conducting under
the suspension of nanoparticles and gyrotactic
microorganisms.

2.1. Rheological Model for Carreau Fluid. &e Carreau fluid
model is defined as [43]

􏽥τij � μ∞ + μ0 − μ∞( 􏼁 1 +(Γ _c)
2

􏼐 􏼑
(n− 1/2)

􏼔 􏼕􏽢A1, (2)

in which 􏽥τij represents the stress tensor, μ0 represents the
zero shear rate viscosity, μ∞ represents the limiting constant
viscosity at infinite shear rate viscosity, Γ represents the
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constant of time, n represents the power law index, 􏽢A1
represents the first Rivlin–Ericksen tensor, and _c represents
the second invariant rate of strain tensor which is defined as

_c �

�������
1
2

tr 􏽢A1􏼐 􏼑

􏽲

,

􏽢A1 � L + L
T

􏼐 􏼑 � ∇V + ∇VT
􏼐 􏼑􏽨 􏽩.

(3)

Assume that μ∞ is zero, and by using binomial series
approximation of first order of (2), we have

􏽥τij � μ0 1 +
n − 1
2

(Γ _c)
2

􏼒 􏼓􏼔 􏼕􏽢A1. (4)

&e Carreau fluid model in component form is given in
Appendix.

2.2. Problem Formulation. &e governing flow equations by
taking the above assumptions, the MHD squeezed film
regime for Carreau fluid model, the equation of continuity,
and momentum in r, θ, z direction can be read as

1
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where ρ, μ, 􏽥τ, p are denoted by fluid density, viscosity, stress
tensor, and pressure, respectively. &e equation of magnetic
field can be read as

1
r

z

zr
rBr( 􏼁 +

1
r

zBθ

zθ
+

zBz

zz
� 0, (9)

zBr

zt
+ u

zBr

zr
+ v

zBr

zθ
+ w

zBr

zz
� −

z

zz
vrBz − vzBr( 􏼁 +

1
δμ2

z
2
Br

zz
2􏼠 􏼡, (10)

zBθ

zt
+ u

zBθ

zr
+ v

zBθ

zθ
+ w

zBθ

zz
�

z

zr
vrBθ − vθBr( 􏼁 −

z

zz
vθBz − Bθvz( 􏼁 +

1
δμ2

z
2
Bθ

zz
2􏼠 􏼡, (11)

zBz

zt
+ u

zBz

zr
+ v

zBz

zθ
+ w

zBz

zz
�

z

zr
vrBz − vzBr( 􏼁 +

1
δμ2

z
2
Bz

zz
2􏼠 􏼡, (12)

where δ represents the electrical conductivity. &e energy equation for the proposed problem is read as

Circular plate

Circular plate

r, u, Br

v, Bθ

θ

Ω1

Ω2

z = 0

w, Bz

Г′(t) Г′(t)

Nanoparticles

Microorganisms

Figure 1: &e schematic diagram of nanoparticles between parallel
finite plates in the presence of microorganisms.
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zT
⌣

zt
+ vr

zT
⌣

zr
+ vz

zT
⌣

zz
� 􏽥α

z
2
T
⌣

zz
2 + τ DB

zT
⌣

zr

zC
⌣

zr
+

zT
⌣

zz

zC
⌣

zz
⎛⎝ ⎞⎠ +

DT

T∞

zT
⌣

zr
⎛⎝ ⎞⎠

2

+
zT

⌣

zz
⎛⎝ ⎞⎠

2
⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦, (13)

where T
⌣
, C

⌣
, T

⌣

m, DB, τ � (ρc)f/(ρc)p, 􏽥α � k/(ρc)p DT are the
temperature, concentration, mean fluid temperature,
Brownian diffusivity, the proportion of the effected heat
capacitance of the nanoparticle to the base fluid, and
thermophoretic diffusion coefficient, respectively, where k is
the thermal conductivity and (ρc)p is the heat capacity of the
nanofluid.

&e concentration of nanoparticle equation with acti-
vation energy reads

zC
⌣

zt
+ vr

zC
⌣

zr
+ vz

zC
⌣

zz
� DB

z
2
C
⌣

zz
2 +

DT

T
⌣

z
2
T
⌣

zz
2 − k

2
r C − C∞( 􏼁

T
⌣

T
⌣

∞

⎛⎝ ⎞⎠

n

· exp −
Ea

1 + κT
⌣􏼠 􏼡,

(14)

where κ, kr
2, n, and Ea represent the Boltzmann constant,

reaction rate, rate constant, and activation energy,
respectively.

&e conservation of microorganism reads

zn

zt
+ vr

zn

zr
+ vθ

zn

zθ
+ vz

zn

zz
+

bWmo

C∞

z

zz
n

zC
⌣

zz
⎛⎝ ⎞⎠⎡⎢⎢⎣ ⎤⎥⎥⎦

� Dmo

z
2
n

zz
2􏼠 􏼡,

(15)

where chemotaxis constant is combined with maximal speed
of cell swimming and is denoted by bWmo (bWmo is con-
sidered as a constant) and diffusivity of microorganisms is
denoted by Dmo.

&e initial and boundary conditions for (5)–(15) with
our assumptions are the same as considered in [44]

u � 0, v � Ω1r
D

2

Γ
⌢2

(t)

, w � 0, Bz � Bθ � 0, C � C
⌣

l, T � T
⌣

l, n � nl at z � 0, (16)

u � 0, v � Ω2r
D

2

Γ
⌢2

(t)

, Bθ � N0r
D

2

Γ
⌢2

(t)

, Bz � −
βDM0

Γ
⌢

(t)
, w � −

βD
2

2Γ
⌢

(t)
,

T � T
⌣

u, C � C
⌣

u, n � nu,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

at z � Γ
⌢

(t), (17)

2.3. Similarity Transformations. &e set of similarity
transformations are introduced as

vr � r
zF

zz
�
αr

2
D

2

Γ
⌢2

(t)

f′(λ), vθ � rG(z, t) � rΩ1
D

2

Γ
⌢2

(t)

g(λ),

Br � r
zM

zz
�
αr DM0

2Γ
⌢2

(t)

m′(λ), Bθ � rN(z, t) � rN0
D

2

Γ
⌢2

(t)

n(λ),

Bz � − 2M(z, t) � −
αDM0m(λ)

Γ
⌢

(t)
, vz � − 2F(z, t) � −

αD
2
f(λ)

Γ
⌢

(t)
,

ϕ(λ) �
C
⌣

− C
⌣

u

C
⌣

l − C
⌣

u

, χ(λ) �
n − nu

nl − nu

, θ
⌣

�
T
⌣

− T
⌣

u

T
⌣

l − T
⌣

u

, λ �
z

Γ
⌢

(t)
.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(18)

Now substituting the abovementioned similarity trans-
formation in (5)–(15), the following highly coupled

nonlinear ordinary differential equations (ODEs) with unit-
spaced variable λ are obtained as

Mathematical Problems in Engineering 5



f
(iv)

� 8SQ 3f″ − 2
RΩ
SQ

􏼠 􏼡

2

gg′ + 2F
2
T mm

‴
+ m′m″􏼒 􏼓 − (2f − λ)f

‴
+ 2F

2
A

RΩ
SQ

􏼠 􏼡

2

nn′⎡⎣ ⎤⎦

− 4(n − 1)We

1
SQ

2f′g′g″ + f″g′
2

􏼒 􏼓 +
SQ

R
2
Ω

7f′f″f‴ + 3f″
3

+
1
2
f′

2
f

iv
−
3Re
4RΩ

2f″f′′′
2

+ f″
2
f

iv
􏼒 􏼓􏼢 􏼣

−
Re

2RΩSQ

g′f″g‴ + g′f‴g″ + f′′g″
2

􏼒 􏼓 −
1
4

g′
2
f

iv
+ 2g′g″f‴􏼒 􏼓􏼔 􏼕

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(19)

g″(η) � 2S
2
Q 2g + λg′ + 2gf′ − fg′ + 2FAFT mn′ + nm′( 􏼁􏼂 􏼃

− (n − 1) WeSQ

2SQ

R
2
Ω

f′
2
g″ + 2f′f″g′􏼒 􏼓 −

3Re
2SQRΩ

g′
2
g″ −

ReSQ

R
3
Q

3f″
2
g″

4
+ g′f″f‴⎛⎝ ⎞⎠⎡⎢⎢⎣ ⎤⎥⎥⎦,

(20)

m″ � ReM m + λm′ + 2mf′ − 2fm′􏼂 􏼃, (21)

n″ � ReM 2n − fn′ + λn′ + 2
FA

FT

􏼠 􏼡mg′􏼢 􏼣, (22)

θ
⌣″ + SQPtfθ′ + Ttθ′′

2
+ Tb

⌣ θ′ϕ′ � 0, (23)

ϕ″ +
Tt

Tb

θ
⌣″ + SQSMfϕ′ − SMσ(1 + 􏽥δθ

⌣

)
n exp −

E

1 + 􏽥δθ
⌣􏼠 􏼡ϕ � 0, (24)

χ″ − SQBs

λ
2

􏼠 􏼡χ′ + BsSQfχ′ − Pl χ′ϕ′ +(χ +Φ)ϕ″􏼂 􏼃 � 0, (25)

where squeezed Reynolds number is represented by SQ,
rotational Reynolds number is denoted by RΩ, magnetic field
strength in axial and azimuthal direction is represented by
FA, FT, respectively, magnetic Reynolds number is repre-
sented by ReM, Weissenberg number is represented by We,
Brownian motion parameter is represented by Tb, ther-
mophoresis parameter is represented by Tt, Prandtl number

is represented by Pt, Schmidt number is represented by SM,
chemical reaction parameter is represented by σ, tempera-
ture difference is represented by 􏽥δ, bioconvection Schmidt
number is represented by Bs, Peclet number is represented
by Pl, and Φ represents constant number. &ey are defined
as

SQ �
αD

2

2υ
, RΩ �
Ω1D

2

υ
, FT �

M0

D
���μ2ρ

√ , FA �
N0

Ω1
���
μ2ρ

√ , We � Ω21Γ
2
,

Tb �
τDB C

⌣

l − C
⌣

u􏼒 􏼓

􏽥α
, Tt �

τDT T
⌣

l − T
⌣

u􏼒 􏼓

􏽥α
, Pt �

υ
􏽥α

, SM �
υ

DB

,

Bs �
υ

Dn

, Pl �
bWmo

Dmo

, Φ �
n∞

nw − n∞
, Bt � δμ2υ, ReM � RQBt,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(26)

where Bt is the Batchelor number. &e corresponding boundary mentioned in (16) and (17)
is reduced as
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f(0) � 0 � f′(0), g(0) � 1, m(0) � 0, n(0) � 1, θ
⌣

(0) � 1, χ(0) � 1,ϕ(0) � 1,

f(1) �
1
2
, g(1) � _ξ, m(1) � 1, n(1) � 1, θ

⌣

(1) � 0, ϕ(1) � 0, χ(1) � 0,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(27)

where f represents the axial and g represents the tangential
velocity, m represents the axial and n represents the tan-
gential induced magnetic field components, θ represents the
temperature profile, ϕ represents nanoparticles concentra-
tion, χ represents the motile density microorganism profile,
and _ξ(� Ω2/Ω1) denotes the angular velocity and the range
of the velocity betwixt the rotating plates is − 1≤ _ξ ≤ 1, which
is useful to analyze various flows characteristics of rotating
plates which revolve in the same or opposite directions.

&e dimensionless torque can be measured on the
moving disk by

_Tup � 2πρ􏽚

b

0

zv

zz
􏼠 􏼡

z�Γ
⌢

(t)

dr. (28)

&e radius of the disk is denoted by b.
Using (18) in (28), it becomes

_Tup �
dg(1)

dλ
, (29)

where the nondimensional torque on moving disk by fluid is
denoted by _Tup, and gradient of the tangential velocity on the
moving disk is dg(1)/dλ.

Similarly, the torque in dimensionless form on the lower
(fixed) plate is obtained by the same calculation at λ � 0; it
becomes

_Tlp �
dg(0)

dλ
. (30)

3. Solution of the Problem: Differential
Transform Method (DTM)

&e nonlinear dimensionless ordinary differential equations
(19)–(25) with boundary conditions (28) are elucidated with
DTM. &e DTM produces an analytical result based on
Taylor series expansion in polynomial form. &e differential
transform method can easily be applied to linear or non-
linear problems and reduces the size of computational work.
With this method, exact solutions may be obtained without
cumbersome work, and it is a useful tool for analytical and
numerical solutions. In the past decades, DTM has been
successfully applied in many models of fluid dynamics,
nanofluid dynamics in biotechnology, heat transfer, burgers
equations, applications to nonlinear oscillators, plane
Couette fluid flow problem, free vibration analysis, micro-
polar fluid flow, and non-Newtonian nanofluids flow
analysis [45–48]. &e proposed Padé approximation helps to
enhance the convergence rate of the solutions of the trun-
cated series. &e DTM solutions can not satisfy the given
boundary conditions at infinity without the use of Padé
approximations. It is, therefore, essential to use DTM-Padé
to afford an effective way to deal with infinite boundary value
problems. Mathematica (12v) software has been used to
obtain approximations. &e complete procedure of this
method is described by Zhang et al. [49]. Taking differential
transform of each term of (19)–(25), the following trans-
formations are obtained:

f′′ ⟶ (k + 1)(2 + k)f(2 + k),

f″
3⟶ 􏽘

k

m�0

􏽘

m

r�0
(r + 1)(r + 2)(− r + m + 1)(− m + k + 1)(− m + k + 2)

f(− m + k + 2)f(2 + r)f(− r + 2 + k)

⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎠

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

f′f″f‴ ⟶ 􏽘
k

r�0

􏽘

k− r

m�0
(r + 1)(1 + m)(2 + m)(− r + k − m + 1)(− r + 2 + k − m)

(− m + k − r + 3)f(1 + r)f(2 + m)f(− r + k − m + 3)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

f″f′′′
2⟶ 􏽘

k

r�0

􏽘

k− r

m�0
(1 + r)(r + 2)(3 + r)(m + 1)(2 + m)(− m + k + 1 − r)

(− m + k + 2 − r)(− m + k − r + 3)f(3 + r)f(2 + m)f(− m + k − r + 3)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(31)

g⟶ g(k),

λg′ ⟶ 􏽘
k

r�0
((− r + 1 + k)ε(r)g(− r + 1 + k)),

⎫⎪⎪⎬

⎪⎪⎭
(32)

Mathematical Problems in Engineering 7



gf′ ⟶ 􏽘

k

r�0
(− r + 1 + k)g(r)f(− r + 1 + k),

fg′ ⟶ 􏽘
k

r�0
(− r � 1 + k)f(r)g(− r + 1 + k),

f′g′g″ ⟶ 􏽘
k

r�0
(r + 1)(− r + 1 + k)(− r + 2 + k)f(1 + r)g(1 + r)g(− r + 2 + k),

g′g″f‴ ⟶ 􏽘

k

r�0
(1 + r)(r + 2)(− r + 1 + k)(− r + 2 + k)(− r + k + 3)g(1 + r)g(2 + r)

g(− r + k + 3),

f′g′f″ ⟶ 􏽘
k

r�0
(1 + r)(− r + k + 1)(− r + 2 + k)f(1 + r)g(1 + r)f(− r + 2 + k),

g′f″f‴ ⟶ 􏽘

k

r�0
(1 + r)(2 + r)(− r + 1 + k)(− r + 2 + k)(− r + k + 3)g(r + 1)f(2 + r)

f(− r + 3 + k),

f″g′
2⟶ 􏽘

k

m�0

􏽘

m

r�0
(1 + r)(2 + r)(1 − r + m)(− m + 1 + k)g(− m + 1 + k)f(2 + r)

g(− r + 1 + k)

⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎠,

f′′g″
2⟶ 􏽘

k

r�0

􏽘

k− r

m�0
(r + 1)(2 + r)(m + 1)(m + 2)(− m + 1 − r + k)(− r + 2 + k − m)

g(2 + r)f(m + 2)g(− r + 2 + k − m)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠,

f′
2
g″ ⟶ 􏽘

k

m�0

􏽘

m

r�0
(1 + r)(2 + r)(− r + 1 + m)(− m + 1 + k)f(− m + 1 + k)g(2 + r)

f(− r + k + 1)

⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎠,

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(33)

m′m″ ⟶ 􏽘

k

r�0
(r + 1)(2 + r)(− r + 1 + k)(− r + 2 + k)m(r + 1)m(− r + 2 + k),

λm′ ⟶ 􏽘
k

r�0
((− r + 1 + k)ε(r)m(− r + k + 1)),

mf′ ⟶ 􏽘
k

r�0
((− r + 1 + k)m(r)f(− r + 1 + k)),

fm′ ⟶ 􏽘

k

r�0
((− r + 1 + k)f(r)m(− r + 1 + k)),

mg′ ⟶ 􏽘
k

r�0
((− r + 1 + k)m(r)g(− r + 1 + k)),

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(34)

nn′ ⟶ 􏽘
k

r�0
((− r + 1 + k)n(r)n(− r + 1 + k)),

fn′ ⟶ 􏽘
k

r�0
((− r + 1 + k)f(r)n(− r + 1 + k)),

λn′ ⟶ 􏽘
k

r�0
((− r + 1 + k)ε(r)n(− r + 1 + k)),

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(35)
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f⌣ θ′ ⟶ 􏽘
k

r�0
((− r + 1 + k)f(r)θ

⌣

(− r + 1 + k)),

θ
⌣′2⟶ 􏽘

k

r�0
((1 + r)(− r + 1 + k)θ

⌣

(1 + r)θ
⌣

(1 − r + k)),

⎫⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

(36)

⌣ θ′ϕ′ ⟶ 􏽘

k

r�0
((1 + r)(− r + 1 + k)θ

⌣

(1 + r)ϕ(− r + 1 + k)),

fϕ′ ⟶ 􏽘
k

r�0
((− r + 1 + k)f(r)ϕ(− r + 1 + k)),

⎫⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

(37)

λχ′ ⟶ 􏽘
k

r�0
((− r + 1 + k)ε(r)χ(− r + 1 + k)),

fχ′ ⟶ 􏽘
k

r�0
((− r + 1 + k)f(r)χ(− r + 1 + k)),

χ′ϕ′ ⟶ 􏽘
k

r�0
((1 + r)(− r + 1 + k)χ(r + 1)ϕ(− r + 1 + k)),

χϕ″ ⟶ 􏽘
k

r�0
((− r + 1 + k)(− r + 2 + k)χ(r)ϕ(− r + 2 + k)),

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(38)

where the transformed functions of f(λ), g(λ), m(λ),

n(λ), θ(λ), ϕ(λ) and χ(λ) are f(k), g(k), m(k), n(k), θ(k),

ϕ(k) and χ(k), respectively, and are expressed as

f(λ) � 􏽘
∞

k�0
f(k)λk

,

g(λ) � 􏽘
∞

k�0
g(k)λk

,

m(λ) � 􏽘
∞

k�0
m(k)λk

,

n(λ) � 􏽘

∞

k�0
n(k)λk

,

θ
⌣

(λ) � 􏽘

∞

k�0
θ
⌣

(k)λk
,

ϕ(λ) � 􏽘

∞

k�0
ϕ(k)λk

,

χ(λ) � 􏽘
∞

k�0
χ(k)λk

.

(39)

&e boundary conditions are

f(0) � 0, f(1) �
1
2
, g(0) � 1, m(0) � 0, n(0) � 0,

θ
⌣

(0) � 1, ϕ(0) � 0, χ(0) � 0, f(2) � Π1, f(3) � Π2,

g(1) � Π3, m(1) � Π4, n(1) � Π5, θ
⌣

(1) � Π6, ϕ(1) � Π6,

χ(1) � Π8.

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(40)

Substituting transformations given in (31)–(38) into
(19)–(25) and solving with the help of boundary conditions
given in (40), the series solutions are

f(λ) � f1λ
2

+ f2λ
3

+ f3λ
4

+ f4λ
5

+ . . . , (41)

g(λ) � 1 − g1λ + g2λ
2

+ g3λ
3

+ g4λ
4

+ . . . , (42)

m(λ) � m1λ + m2λ
3

+ m3λ
4

+ m4λ
5

+ . . . , (43)

n(λ) � n1λ + n2λ
3

+ n3λ
4

+ n4λ
5

+ . . . , (44)

θ
⌣

(λ) � 1 + θ1λ + θ2λ
2

+ θ3λ
3

+ θ4λ
4

+ . . . , (45)

ϕ(λ) � 1 + ϕ1λ + ϕ2λ
2

+ ϕ3λ
3

+ ϕ4λ
4

+ . . . , (46)

χ(λ) � 1 + χ1λ + χ2λ
2

+ χ3λ
3

+ χ4λ
4

+ . . . , (47)

where fi, gi, mi, ni, θi, ϕiχi; (i � 1, 2, 3, . . .) are constants
but difficult to represent here. With the aid of Mathematica
(12v) software, the above equations are solved with 30 it-
erations. However, the rate of convergence is not obtained.
Some schemes are available to increase the rate of conver-
gence. One of the easiest ways to enhance the rate of
convergence of the truncated series is Padé approximation,
which is utilized into the form of rational fraction (ratio of
two polynomials). Without the use of Padé approximation,
the results attained by DTM do not satisfy the boundary
condition at infinity because of the nonlinearity in the
governing equations. So it is compulsory to combine the
analytic solution obtained by DTM with the Padé approx-
imation which gives good convergence rate at infinity. As a
result of numerical values to a desired exactness, the number
of terms required is determined by the higher approximation
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of the order. &e Padé approximation of order [5 × 5] is
applied to (41)–(47); the Padé approximants are as follows:

f(λ) �
1.90345λ2 − 1.46791λ3 + 0.305748λ4 − 0.096132λ5 + . . .

1 + 0.254218λ + 0.054450λ2 − 0.00576λ3 − 0.0106312λ4 − 0.00369678λ5 + . . .
,

g(λ) �
1 − 2.5321λ + 0.1463087λ2 + 0.8214957λ3 + 0.4412932λ4 + 0.130549λ5

1 − 1.53185λ − 1.38353λ2 − 0.56653λ3 − 0.1264778λ4 − 0.0004279λ5
,

m(λ) �
0.70958λ + 0.088916λ2 − 0.013768λ3 + 0.301618λ4 − 0.3283745λ5

1 + 0.12530λ − 0.352736λ2 + 0.066053λ3 − 0.0612512λ4 − 0.019786λ5
,

n(λ) �
0.93923λ + 1.48352λ2 + 0.904482λ3 + 0.462497λ4 + 0.191811λ5

1 + 1.579508x + 0.7148985x
2

+ 0.418387λ3 + 0.296779x
4

− 0.022257λ5
,

θ
⌣

(λ) �
1 − 0.80937λ − 0.215262λ2 + 0.013511λ3 + 0.004125λ4 + 0.00701λ5

1 + 0.12854λ − 0.0271242λ2 − 0.003919λ3 − 0.010742λ4 + 0.0005623λ5
,

ϕ(λ) �
1 − 0.121238λ − 0.3440942λ2 − 0.48574198λ3 − 0.000109λ4 − 0.04746λ5

1 + 1.059822λ + 0.6555562λ2 + 0.09425λ3 + 0.022888λ4 + 0.001157λ5
,

χ(λ) �
1 − 0.1473267λ − 0.6259649λ2 − 0.1604094λ3 − 0.0551968λ4 − 0.011072λ5

1 + 0.9192844λ + 0.266335λ2 + 0.072151λ3 + 0.015844λ4 + 0.00046357λ5
.

(48)

4. Discussion of Numerical and
Graphical Results

&e numerical results of DTM-Padé, which is employed to
solve nonlinear coupled ordinary differential equations for
the governing flow, are discussed in this section. Compu-
tational software Mathematica (12v) is used to obtain the
solutions of the system of equations.We compare our results
with the shooting method [50] to verify the accuracy of the
present method. Our primary purpose is to analyze the
physical significance of various parameters involved in the
energy equation, induced MHD equation, nanoparticle
concentration equation, momentum equation, and motile
microorganism function. Multiple parameters are discussed,
i.e., squeezing Reynolds number SQ, rotational Reynolds
numberRΩ, Weissenberg numberWe, Reynolds number Re,
magnetic Reynolds number ReM on velocity profiles
f′(λ), g′(λ)􏼈 􏼉, and induced magnetic field m(λ), n(λ){ }.
Furthermore, the influence of squeezing Reynolds number
SQ, Prandtl number Pt, thermophoresis parameter Tt,
Brownian motion Tb, activation energy E, activation rate σ,
Schmidt number SM, bioconvection number Bs, and Peclet
number is also discussed. &e numerical results for local
Nusselt number, local Sherwood number, andmotile density
number are presented in Tables 1–3. From these tables, it is
observed that our outcomes are in good agreement with the
numerical shooting method. Equations (28)–(29) are used to
calculate the effects of torque on the fixed and moving plate,
which is displayed in Table 4. For the graphical outcomes, we
have selected the following parametric values against each
parameter: SM � 0.2, Pe � 0.5, Bs � 5, SQ � 0.02, RΩ � 0.2,

We � 0.01, Re � 0.001, ReM � 0.5, Tt � 0.03, Tb � 0.1,

Pt � 6.8, E � 2, σ � 2.

Figure 2 shows the impact on the velocity field in the
axial direction f′(λ) due to squeezed Reynolds number SQ

and rotational Reynolds number RΩ. It is observed when the
values of squeezed Reynolds number SQ enhance, the axial
velocity distribution decreases. However, when increasing
the values of RΩ, the axial velocity f′(λ) increases. &is is
because the rotation of the plates accelerates the velocity of
the fluid. Furthermore, in Figure 3, it is seen that when
increasing value of Re, the velocity of the fluid declines and
the Weissenberg number We increases the axial velocity
profile. Physically, when the values of the Weissenberg
number We are increased, the relaxation time increases for
the particles of Carreau fluid, so these particles and velocity
decrease the resistance. &is is because the Weissenberg
number We is the ratio of relaxation time of the fluid and
particular process time. In Figure 4, the impact of Weis-
senberg number on Carreau fluid velocity for shear-thinning
(n< 1), Newtonian case (n � 0), and thickening (n> 1)

cases can be seen on axial velocity distribution f′(λ). &is is
because, in the shear-thinning case, the fluid viscosity is
lower with shear strain, and the velocity is high compared to
the Newtonian and shear-thickening case. Figures 5 and 6
represent the influence of squeezed Reynolds number and
rotational Reynolds number on tangential velocity distri-
bution g′(λ). It is observed that, by enhancing the value of
squeezed Reynolds number and rotational Reynolds num-
ber, the tangential velocity distribution decreases, but the
effects are negligible. From Figure 7, it is noticed that the
axial and tangential induced magnetic field distributions
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decline with increases in the value of magnetic Reynolds
number ReM.

Figure 8 shows the influence of the thermophoresis
parameter Tt and the Brownian motion parameter Tb on the
temperature profile θ

⌣

(λ) by keeping the rest of the

parameters unaltered.&e effect indicates that increasing the
values of both parameters raises the temperature profile. &e
impact of SQ and Prandtl number Pt is portrayed in Figure 9.
It is seen that, by upgrading the Prandtl number Pt, the
temperature profile θ

⌣

(λ) declines. &e reason behind this is

Table 1: Comparison of Nusselt number − θ′(0) for various values Tt, Tb, Pt, SQ by shooting method and DTM-Padé [5 × 5].

n � − 3, We � 0.01 n � 1, We � 0 n � 3, We � 0.01

Tt Tb Pt SQ

Shooting
method DTM-Padé Shooting method DTM-Padé Shooting

method DTM-Padé

0.03 0.01 6.8 0.05 0.89308203 0.89308203 0.89309699 0.89309699 0.89310474 0.89310474
0.06 0.80302479 0.80302479 0.80303833 0.80303833 0.80304535 0.80304535
0.09 0.71985201 0.71985201 0.71986417 0.71986417 0.71987048 0.71987048
0.05 0.1 0.58574689 0.58574689 0.58575671 0.58575671 0.5857618 0.5857618

0.3 0.24295587 0.25072139 0.24295986 0.24295986 0.24296193 0.24296193
0.5 0.08998096 0.08998096 0.08998239 0.08998239 0.08998315 0.08998315
0.01 4 0.89845222 0.89845222 0.89846105 0.89846105 0.89846562 0.89846562

7 0.82769241 0.82769241 0.82770676 0.82770676 0.82771419 0.82771419
10 0.76139836 0.76139836 0.76141735 0.76141735 0.76142719 0.76142719
6.8 − 0.05 0.78688575 0.78688575 0.78688221 0.78688221 0.78688033 0.78688033

0.02 0.81862905 0.81862905 0.81863007 0.81863007 0.81863059 0.81863059
0.12 0.97452857 0.97452857 0.86421817 0.86421817 0.85056260 0.85056260

Table 2: Comparison of χ′(0) for various values of SQ, Bs, P by shooting method and DTM-Padé [5 × 5].

n � − 3, We � 0.01 n � 1, We � 0 n � 3, We � 0.01
Tt Tb SQ SM E σ Shooting method DTM-Padé Shooting method DTM-Padé Shooting method DTM-Padé

0.03 0.01 0.05 5 3 2 − 1.48750051 − 1.48750051 − 1.48747228 − 1.48747228 − 1.48745764 − 1.48745764
0.06 − 2.31230089 − 2.31230089 − 2.31224459 − 2.31224459 − 2.31221539 − 2.31221539
0.09 − 3.59230155 − 3.59230155 − 3.59222994 − 3.59222994 − 3.59219276 − 3.59219276
0.05 0.1 − 1.37683310 − 1.37683310 − 1.37684321 − 1.37684321 − 1.60791008 − 1.60791008

0.3 − 1.29862771 − 1.29862771 − 1.29864147 − 1.29864147 − 1.40562686 − 1.40562686
0.5 − 1.26476393 − 1.26476393 − 1.26477795 − 1.26477795 − 1.33606822 − 1.33606822
0.01 − 0.05 − 2.16407621 − 2.16407621 − 2.16408297 − 2.16408297 − 3.91679239 − 3.91679239

0.02 − 2.03817454 − 2.03817454 − 2.03817048 − 2.03817048 − 3.69044429 − 3.69044429
0.12 − 1.96569720 − 1.96569720 − 1.85623506 − 1.85623506 − 3.49325834 − 3.49325834
0.01 5 − 2.05625050 − 2.05625050 − 2.05624885 − 2.05624885 − 3.72303640 − 3.72303640

10 − 2.17949478 − 2.17949478 − 2.17949321 − 2.17949321 − 3.77225894 − 3.77225894
15 − 2.29665895 − 2.29665895 − 2.29665738 − 2.29665738 − 3.82221775 − 3.82221775
5 2 − 1.99640130 − 1.99640130 − 2.81393318 − 2.81393318 − 3.69971651 − 3.69971651

3 − 1.95271335 − 1.95271335 − 2.29665738 − 2.29665738 − 3.68433831 − 3.68433831
4 − 1.93641884 − 1.93641884 − 2.07634697 − 2.07634697 − 3.67871779 − 3.67871779
2 2 − 1.99640130 − 1.99640130 − 2.81393318 − 2.81393318 − 3.69971651 − 3.69971651

4 − 2.06392299 − 2.06392299 − 3.48018830 − 3.48018830 − 3.72438933 − 3.72438933
6 − 2.12957297 − 2.12957297 − 4.03630116 − 4.03630116 − 3.74942313 − 3.74942313

Table 3: Comparison of ϕ′(0) for various values Tt, Tb, SQ, E, σ by shooting method and DTM-Padé [5 × 5].

n � − 3, We � 0.01 n � 1, We � 0 n � 3, We � 0.01
SQ Bs Pl Shooting method DTM-Padé Shooting method DTM-Padé Shooting method DTM-Padé

-0.05 5 0.5 − 3.68071264 − 3.68071264 − 3.68070328 − 3.68070328 − 3.68069877 − 3.68069877
0.02 − 3.40398671 − 3.40398671 − 3.40397880 − 3.40397880 − 3.40397480 − 3.40397480
0.12 − 3.24595020 − 3.24595020 − 3.20633134 − 3.20633134 − 3.20623463 − 3.20623463
0.01 5 − 3.44353509 − 3.44353509 − 3.44353113 − 3.44353113 − 3.44352914 − 3.44352914

10 − 3.44262691 − 3.44262691 − 3.44262260 − 3.44262260 − 3.44262046 − 3.44262046
15 − 3.44171898 − 3.44171898 − 3.44171434 − 3.44171434 − 3.44171203 − 3.44171203
1 0.5 − 3.23321118 − 3.23321118 − 3.23320693 − 3.23320693 − 3.23320481 − 3.23320481

1.0 − 5.75926435 − 5.75926435 − 5.75925402 − 5.75925402 − 5.75924883 − 5.75924883
1.5 − 8.53042052 − 8.53042052 − 8.53040286 − 8.53040286 − 8.53039401 − 8.53039401
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Table 4: Values of torque at the lower (fix) and upper (moving) plates.

dg(0)/dλ dg(1)/dλ
SQ RΩ We Re DTM-Padé Shooting method DTM-Padé Shooting method

0.01 0.1 0.01 0.01 − 1.05591667 − 1.05591667 − 1.00586254 − 0.99994831
0.03 − 1.00101432 − 1.00101432 − 1.00688815 − 0.99954622
0.05 − 1.03595883 − 1.03595883 − 1.01803750 − 0.99874826
0.01 0.1 − 1.00101432 − 1.00101432 − 1.00586254 − 0.99994831

0.2 − 1.00087495 − 1.00087495 − 1.00030989 − 0.99989969
0.3 − 1.00091052 − 1.00091052 − 1.00062003 − 0.99988534
0.1 0.01 − 1.00101432 − 1.00101432 − 1.00586254 − 0.99994831

0.04 − 1.00174207 − 1.00174207 − 1.02341830 − 1.00012927
0.07 − 1.00247679 − 1.00247679 − 1.04340432 − 1.00031195
0.01 0.0013 − 1.00101290 − 1.00101290 − 1.00054533 − 0.99994839

0.0016 − 1.00101295 − 1.00101295 − 1.00053459 − 0.99994839
0.0019 − 1.00101299 − 1.00101299 1.00051846 − 0.99994839
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Figure 2: Effect of various values of squeeze Reynolds number SQ

and rotational Reynolds number RΩ on axial velocity distribution
f′(λ).
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Figure 3: Effect of various values of Reynolds numberRe and
Weissenberg number We on axial velocity distribution f′(λ).
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Figure 4: Effect of different values of power law indexn and
Weissenberg number We on axial velocity distribution f′(λ).
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Figure 5: Effect of various values of squeeze Reynolds number SQ

on the tangential velocity distribution g′(λ).
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Figure 6: Effect of various values of rotational Reynolds number
RΩ on the tangential velocity distribution g′(λ).
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Figure 7: Effect of different values of magnetic Reynolds number
ReM on the axial and tangential induced magnetic field distribu-
tions m(λ), n(λ).
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Figure 8: Effect of different values of thermophoresis parameter Tt

and Brownian motion parameter Tb on the temperature distri-
bution θ
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Figure 9: Effect of various values of squeeze Reynolds number SQ

and Prandtl number Pt on the temperature distribution θ
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Figure 10: Effect of different values of thermophoresis parameter
Tt and Brownian motion parameter Tb on the nanoparticle volume
fraction ϕ(λ).
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Figure 11: Effect of different values of activation energy E and
reaction rate σ on the nanoparticle volume fraction ϕ(λ).
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that when increasing the value of the Prandtl number Pt, the
thermal conductivity reduces, and due to this reason, the
temperature profile declines. It is also seen that temperature
profile decreases with an increase in the values of squeezed
Reynolds number SQ.

&e impact of the thermophoresis parameter Tt and the
Brownianmotion Tb on the nanoparticle concentration ϕ(λ)

is displayed in Figure 10. It is noticed that the concentration
of nanoparticle declines by enhancing the Brownian motion
parameter Tb and concentration of nanoparticle enhances
when values of the thermophoresis parameter Tt increase.
Figure 11 depicts the influence of activation energy E and
reaction rate σ on the nanoparticle concentration ϕ(λ). It
can be seen that, by enhancing the dimensionless activation
energy E, the concentration of nanoparticle increases.&at is
because low temperatures and high energy activation con-
tribute to a constant reaction rate, and thus, the chemical
reaction slows down. As a result, the concentration of solute
increases. Besides, with higher values of reaction rate σ, the
nanoparticle concentration declines. Figure 12 shows the
effect of squeezed Reynolds number SQ and Schmidt number
SM. By enhancing the values of squeezed Reynolds number
SQ, the nanoparticle concentration ϕ(λ) increases while the
opposite behavior is observed when increasing the value of
the Schmidt number SM.

Figure 13 depicts the influence of squeezed Reynolds
number SQ and Peclet number Pl on microorganism density
function χ(λ). It is perceived that, with the increase in the
value of squeezed Reynolds number SQ, the microorganism
density function increases and it increases in the value of
Peclet number Pl; the behavior of themicroorganism density
function shows the opposite phenomenon. &e reason be-
hind this is that the speed of microorganisms is decreased
when there is a rise in the value of Peclet number, and
therefore diffusivity of the microorganism decreases. Fig-
ure 14 demonstrates the physical behavior of the Schmidt
number SM. It is seen that the density of motile microor-
ganism function increases by enhancing the value of the

bioconvection Schmidt number Bs, but the influence is
nominal.

5. Conclusion

In this study, the flow behavior betwixt circular rotating
plates filled with Carreau fluid under the suspension of
nanoparticles and gyrotactic microorganisms in the pres-
ence of an induced magnetic field has been investigated.
DTM-Padé is used to solve the resulting differential equa-
tions. Padé approximant is helpful to provide the swift
convergence rate and provide stable results. It is observed
that, after merging the differential transformmethod (DTM)
with the Padé approximant, the results are far better, which
is confirmed with the numerical shooting method. Tables are
drawn for various values of flow parameters, and compar-
ison is obtained with the shooting method, which shows that
DTM-Padé is accurate and stable. &e main findings are
briefed as follows:
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Figure 12: Effect of various values of squeeze Reynolds number SQ

and Schmidt number SM on the nanoparticle volume fraction ϕ(λ).
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Figure 13: Effect of various values of squeeze Reynolds number SQ

and Peclet number Pe on the motile microorganism density
function χ(λ).
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(i) Rotational Reynolds number gives opposite be-
havior for the axial and tangential velocity
distribution

(ii) &e shear-thinning fluid viscosity decreases with
shear strain due to its high velocity compared to
Newtonian and shear-thickening fluids

(iii) In axial and tangential velocity distribution, ve-
locity is decreasing by increasing the value of
squeezed Reynolds number

(iv) &e induced magnetic field in axial and tangential
direction tends to reduce by enhancing the values
of the magnetic Reynolds number

(v) In the temperature profile, by raising the Brownian
motion and thermophoresis parameter, the

temperature profile increases, but for nanoparticle
concentration opposite effect has been observed

(vi) Squeezed Reynolds number suppresses the tem-
perature profile, but opposite behavior is seen for
concentration and microorganism profile

(vii) Activation energy enhances while the reaction rate
suppresses the nanoparticle concentration

(viii) Peclet number reduces the microorganism profile,
whereas squeezed Reynolds number and bio-
convection number intend to enhance the mi-
croorganism profile
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)is research aims at providing the theoretical effects of the unsteady MHD stagnation point flow of heat and mass transfer across
a stretching and shrinking surface in a porous medium including internal heat generation/absorption, thermal radiation, and
chemical reaction. )e fundamental principles of the similarity transformations are applied to the governing partial differential
equations (PDEs) that lead to ordinary differential equations (ODEs). )e transformed ODEs are numerically solved by the
shooting algorithm implemented in MATLAB, and verification is done from MATLAB built-in solver bvp4c. )e numerical data
produced for the skin friction coefficient, the local Nusselt number, and the local Sherwood number are compared with the
available result and found to be in a close agreement. )e impact of involved physical parameters on velocity, temperature,
concentration, and density of motile microorganisms profiles is scrutinized through graphs. It is analyzed that the skin friction
coefficient enhances with increasing values of an unsteady parameter A, magnetic parameter M, and porosity parameter Kp. In
addition, we observe that the density of a motile microorganisms profile enhances larger values of the bioconvection Lewis
number Lb and Peclet number Pe and decreases with the increasing values of an unsteady parameter A.

1. Introduction

Nanofluids have been in demand because of its use in energy
efficient devices due to its high performance contribution in
thermal conductivity compared to a traditional fluid [1–3].
Nanofluids have recently been used in detergent, vehicle
coolant, sensing in microelectromechanical systems
(MEMS), and thermal energy storage [4]. )us, it can be
used in heating and electronic devices to make it more cost
effective by minimization of energy lost in heat transfer
process. )ere are a number of applications where nano-
fluids have been used such as in biomedical engineering,
fluid power, mechanical and manufacturing industry, hy-
draulics, etc. )e nanofluids are a composite solution
containing nanoparticles and the base fluid [5].

)e scope of nanofluid has been further enlarged by
coalescing nanoparticles with blood to cultivate

comprehension of biological sciences as well. Such a fluid is
ordinarily known as bionanofluid. Recent applications of
bionanofluid in medical sciences, such as medicine, cancer
therapy, etc., have generated interest in investigating the
bionanofluid flow. Moreover, the bionanofluid has insti-
gated research in nanotechnology, biomedical engineering
(applying biological in medical innovation), bioengineering
(applying engineering principle to biology), and medical
devices, etc.

Bioconvection is a process in which microorganisms
convection occur in the fluid [6]. Khan and Makinde [7]
investigated nanofluids in motile gyrotactic microorgan-
isms. In [8], analytical solution of bioconvection of oxytactic
bacteria was found. Mutuku and Makinde [9] discussed
hydromagnetic bioconvection due to microorganisms and
solution is obtained numerically. Recently, Naganthran et al.
[10] applied extrapolation technique in time dependent
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bionanofluid. Zaimi et al. [11] discussed stagnation point
flow not only containing nanoparticles but also gyrotactic
microorganisms. Ali and Zaib [12] discussed unsteady flow
of an Eyring-Powell nanofluid near a stagnation point. Zeng
and Pedley [13] discussed gyrotactic microorganisms in
complex three-dimensional flow. Shah et al. [14] have de-
veloped a fractional model in discussing a natural convec-
tion of bionanofluids between two vertical plates. Amirsom
et al. [15] have discussed melting bioconvection nanofluid
with second-order slip and thermal physical properties.
Khader et al. [16] performed experimental study to deter-
mine the thermal and electrical conductivity to develop a
new correlation in bionanofluid. For other details in this
direction, see [17–22].

)e thermal radiation plays an important role in in-
dustrial and engineering processes. )ermal radiation is a
phenomenon in which energy is transported through
indirect contact. Izadi et al. [23] discussed thermal ra-
diation in a micropolar nanoliquid in a porous chamber.
)ey applied the Galerkin finite element method to
compute the numerical solution. Daniel et al. [24] pre-
sented a theory on entropy analysis for EMHD nanofluids
considering thermal radiation and viscous dissipation.
Muhammad et al. [25] obtained numerical solutions via
the shooting method and bvp4c for the significant role
nonlinear thermal radiation played in 3D Eyring-Powell
nanofluid. Sohail et al. [26] described entropy analysis of
Maxwell nanofluid in gyrotactic microorganisms with
thermal radiation. Gireesha et al. [27] provide hybrid
nanofluid flow across a permeable longitudinal moving fin
with thermal radiation.

Eid [28] presents two-phase chemical reactions over a
stretching sheet. Tripathy et al. [29] research chemical re-
active flow over a moving vertical plate. In Pal and Talukdar
[30], chemical reaction effects in a mixed convection flow
have been covered. Katerina and Patel [31] reported results
on radiation and chemical reaction in Casson fluid over an
oscillating vertical plate.)e works of Shah et al. [32], Rasool
et al. [33], Khan et al. [34], and Khan et al. [35] contain
chemical reactions as well as entropy generation over a
nonlinear sheet. Khan et al. [36] present results on axi-
symmetric Carreau nanofluid along with chemical reaction.
Gharami et al. [37] provide an unsteady flow of tangent
nanofluid with a chemical reaction. Hamid et al. [38] si-
multaneously presented work on chemical reaction and
activation energy in the unsteady flow of Williamson
nanofluid. Reddy et al. [39] report results on nanofluid over
a rotating disk with a chemical reaction. For other references
on this topic, the reader is referred to [40–50].

In aforementioned literature studies, the chief emphasis
has been made on various physical situations to find an in-
depth understanding of physics but the route of bionano-
fluid along with other situations of unsteady effect in a free
stream flow is mostly absent from the literature.

)e paper is written in the following order. Introduction
of the paper is given in Section 1. Problem formulation is

presented in Section 2. Numerical method is presented in
Section 3. )e results and discussion of the work are dis-
cussed Section 4. Conclusion is drawn at the end in Section
5.

2. Problem Formulation

Assuming an unsteady two-dimensional MHD stagnation
point flow of bionanofluid in the presence of thermal ra-
diation, chemical reaction, and internal heat generation/
absorption adjacent to a stretching sheet with thermal ra-
diation, a water-based nanofluid containing nanoparticles
and gyrotactic microorganisms is considered. It is assumed
that the presence of nanoparticles has no effect on the
swimming direction of microorganisms and on their
swimming velocity. )is assumption holds only for less than
1% concentration of nanoparticles. )e magnetic Reynolds
number of the flow is taken to be very small, so that the
induced magnetic field is presumed to be negligible. )e
applied magnetic field β2o is taken along the normal to the
sheet. It is also assumed that the sheet is stretching/shrinking
with a velocity ue � ϵax(1 − A1t)

− 1, ϵ> 0 indicates the
stretching sheet whereas ϵ< 0 describes the shrinking sheet
while ϵ � 0 represents a stationary sheet. )e configuration
of the flow is given in Figure 1.

Under the above assumptions, the governing model of
flow reads as follows [10, 51]:

zu
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+
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z

zy
N
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z
2
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(5)

However, the boundary conditions corresponding to the
considered model is taken as follows:
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t≤ 0: v � 0, u � 0, T � T∞, C � C∞, N � N∞,

t> 0: u � ϵ uw(x, t) � ϵ ax 1 − A1t( 􏼁
− 1

, withA1t≠ 1, v � 0, T � Tw,

C � Cw, N � Nw aty � 0,

u � ue(x, t) � ax 1 − A1t( 􏼁
− 1

, withA1t≠ 1, v � 0, T � T∞,

C � C∞, N � N∞ asy⟶∞,

(6)

where t is time, u, v are the velocity components in the x−

and y− axes, respectively. Furthermore,T is a temperature of
the fluid, C is the concentration, N is the density of the
motile microorganisms, k∗ is the porosity of a porous
medium, μ is the dynamic velocity of the fluid, σ is the
electrical conductivity of the fluid, ρ is the density of the
fluid, α is the thermal diffusivity, cp is the specific heat
capacity at constant temperature, τ1 is the ratio of the ef-
fective heat capacity of the nanoparticle and the base fluid,
DB is the Brownian diffusion coefficient, DT is thermo-
phoretic diffusion coefficient, Dm is the diffusivity of the
microorganisms, qr is the radiative heat flux, Q is the vol-
umetric heat source, Kc is called a rate of chemical reaction
between the base fluid and nanoparticles, Wc is the maxi-
mum cell swimming speed, and b is the chemotaxis constant.
Moreover, Tw, Cw, and Nw are the temperature, nano-
particle concentration, and the density of the motile mi-
croorganisms at the wall and T∞, C∞, and N∞ are the
temperature, nanoparticle concentration, and motile mi-
croorganisms far away from the sheet, respectively.

Introducing the similarity solutions as follows:

η �

���������
a

] 1 − A1t( 􏼁

􏽳

y,

ψ �

������a]
1 − A1t

􏽲

xf(η),

θ(η) �
T − T∞

Tw − T∞
,

ϕ(η) �
C − C∞

Cw − C∞
,

χ(η) �
N − N∞

Nw − N∞
.

(7)

By inserting equation (7) into equations (1)–(5), we
obtain the following transformed nonlinear ordinary dif-
ferential equations:

Microorganism density boundary layer

Concentration boundary layer

Momentum boundary layer

Thermal boundary layer

y axis

x axisMagnetic field

u = єuw

u → ue , T → T∞ , C → C∞ , N → N∞ , y → ∞

N = Nw T = Tw , C = Cw y = 0

Stretching sheet

Figure 1: Structural diagram of the flow problem.
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f
‴

+ ff″ − f′
2

+ 1 + A − A f′ +
η
2
f″􏼒 􏼓 − (M + Kp) f′ − 1( 􏼁 � 0,

1 +
4
3
Rd􏼒 􏼓θ″ + Prfθ′ + Nb θ′ϕ′ + Nt θ′2 + Pr Ecf′′

2
+ sθ −

η
2
θ′A􏼒 􏼓 � 0,

ϕ″ +
Nt
Nb

θ′′ + Le Prfϕ′ −
η
2
Le PrAϕ′ − Le PrKr ϕ � 0,

χ″ + Lb Prfχ′ − Pe ϕ′χ′ + χ + σ1( 􏼁ϕ″( 􏼁 −
η
2
Lb PrAχ′ � 0.

(8)

Similarly, equations (7) reduces boundary condition (6) into

f(0) � 0, f′(0) � ϵ, θ(0) � 1,ϕ(0) � 1, χ(0) � 1,

f′(∞) � 1, θ(∞) � 0,ϕ(∞) � 0, χ(∞) � 0,
(9)

where A is an unsteadiness parameter, porous parameter Kp,
magnetic parameter M, Prandtl number Pr, thermal radiation
parameter Rd, Brownian motion parameter Nb, thermopho-
retic parameter Nt, Eckert number Ec, heat source parameter s,
Lewis number Le, chemical reaction parameter Kr, bio-
convection Lewis number Lb, Peclet number Pe , and bio-
convection parameter σ1 are defined as follows:

A �
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a
,

Kp �
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,
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2
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T∞α
,
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u
2
e

cp Tw − T∞( 􏼁
,
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aρcp

,

Le �
α

DB

,

Kr �
Kc 1 − A1t( 􏼁

a
,

Lb �
α

Dn

,

Pe �
bwc

Dn

,

σ1 �
N∞

Nw − N∞
.

(10)

)e physical quantities of interest in this study are the
local skin friction coefficient Cfx, the local Nusselt number
Nux, the local Sherwood number Shx , and the local density
number of motile microorganisms Nnx are defined as
follows:

Cfx �
μ(zu/zy)y�0

ρu
2
e

,

Nux �
− kx(zT/zy)y�0

k Tw − T∞( 􏼁
,

Shx �
− DBx(zC/zy)y�0

DB Cw − C∞( 􏼁
,

Nnx �
− Dnx(zN/zy)y�0

Dn Nw − N∞( 􏼁
.

(11)

Inserting equation (7) into equation (11) yields the
following expressions:

Re(1/2)
x Cfx � f″(0),

Re− (1/2)
x Nux � − 1 +

4
3
Rd􏼒 􏼓θ′(0),

Re− (1/2)
x Shx � − ϕ′(0),

Re− (1/2)
x Nnx � − χ′(0),

(12)

where the local Reynolds number is defined as
Rex � (uex/]).

3. Numerical Procedure

3.1. Shooting Method. )e physical model of ODEs along-
side boundary conditions quantitatively evaluated by the
shooting method implemented in MATLAB. )e shooting
approach involves two stages: Converting the boundary
value problem (BVP) into an initial value problem (IVP) and
the higher-order ODEs into a system of first-order ODEs.
We employed the Newton–Raphson approach in locating
roots. )e Runge–Kutta method of order five is imple-
mented in determining the solution of the IVP. )e system
of first-order ODEs reads as follows:
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f � y1, f′ � y2, f″ � y3, f
‴

� y3′ � − y1y3 + y
2
2 − 1 − A + A y2 +

η
2
y3􏼒 􏼓 +(M + Kp) y2 − 1( 􏼁,
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− 1
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2
5 + Pr Ecy

2
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η
2
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(13)

)e converted form of boundary conditions into an
initial condition for the shooting method is rewritten as
follows:

y1(0) � 0,

y2(0) � ϵ,

y4(0) � 1,

y6(0) � 1,

y8(0) � 1,

y3(0) � 􏽥λ1,

y5(0) � 􏽥λ2,

y7(0) � 􏽥λ3,

y9(0) � 􏽥λ4.

(14)

3.2. bvp4c. Having found numerical results from the
shooting method, we verify these results using MATLAB
built-in solver bvp4c [52, 53]. )e bvp4c is a collocation
solver which uses Gauss–Lobatto points to compute accurate
results. In bvp4c, the first-order system of ODEs remains the
same as discussed in Section 3.1. However, the boundary
conditions implemented in MATLAB are as follows:

y1(0) � 0,

y2(0) � ϵ,

y4(0) � 1,

y6(0) � 1,

y8(0) � 1,

y2(∞) � 1,

y4(∞) � 0,

y6(∞) � 0,

y8(∞) � 0.

(15)

4. Results and Discussion

A summary of the current and the reported findings is seen
with a minimal disparity in Table 1.

)e data in Tables 2 and 3 show computational results
for the skin friction coefficient, the local Nusselt number, the

local Sherwood number, and the local density number of
motile microorganisms obtained with the shooting method
and the bvp4c. In Table 2, it is revealed that the skin friction
coefficient Cfx increases with increasing values of unsteady
parameter A, magnetic parameter M, and porosity pa-
rameter Kp. However, decreasing trend is seen in the local
Nusselt number Nux against an unsteady parameter A,
radiation parameter Rd, Brownian motion parameter Nb,
thermophoretic parameter Nt, Eckert number Ec, and heat
source parameter s. )e local Nusselt number enhances the
increasing values of Prandtl number Pr. )e local Sherwood
number Shx increases for higher values of Prandtl number
Pr, radiation parameter Rd, Brownian motion parameter
Nb, Eckert number Ec, heat source parameter s, Lewis
number Le, and chemical reaction parameter Kr. )e local
Sherwood number decreases for higher values of thermo-
phoretic parameter Nt. For the local density number of
motile microorganisms, Nnx shows decreasing trend for
higher values of unsteady parameter A and thermophoretic
parameter Nt is observed while it increases by enhancing the
Prandtl number Pr, radiation parameter Rd, Brownian
motion parameter Nb, Eckert number Ec, heat source pa-
rameter s, Lewis number Le , and chemical reaction pa-
rameter Kr.)e local Sherwood number decreases for higher
values of the thermophoretic parameter Nt. For the local
density number of motile microorganisms, Nnx shows
decreasing trend for higher values of unsteady parameter A

and thermophoretic parameter Nt is observed while it in-
creases by enhancing the Prandtl number Pr, radiation
parameter Rd, and Brownian motion parameter Nb,Eckert
number Ec, heat source parameter s, Lewis number Le,
chemical reaction parameter Kr, the bioconvection Lewis
number Lb, and Peclet number Pe.

In Figures 2 and 3, we present velocity profile results
against parameters M and Kp with ϵ � − 0.5, 0.5 corre-
sponding to shrinking and stretching sheets. In both cases,
the boundary layer thickness decreases.

Figures 4–6 illustrate the impact of the Brownian motion
parameter Nb on the temperature, concentration, and the
density of motile microorganisms profiles for the case of
stretching sheet (ϵ � − 0.5) and shrinking sheet (ϵ � − 0.5),
respectively. Figure 4 gives an incremental thermal
boundary layer thickness results as Nb increases. )e
thermal boundary layer thickness for the Brownian motion
parameter with the stretching sheet is lower than the
shrinking sheet. From Figure 5, it is observed that by in-
creasing the Brownian motion parameter Nb, the
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Table 2: Numerical values of f″(0), − θ′(0), − ϕ′(0), and − χ′(0) for several values of the involved parameter A, M, Kp, Pr, Rd, Nb, Nt, Ec, s,
Le, Kr, Lb, Pe with ϵ � 0.5 and σ1 � 0.1 (shooting method (SM)).

SM SM SM SM
A M Kp Pr Rd Nb Nt Ec s Le Kr Lb Pe f″(0) − (1 + (4/3)Rd)θ′(0) − ϕ′(0) − χ′(0)

0.1 0.5 0.2 0.72 0.2 0.1 0.2 0.2 0.1 1 0.1 0.5 0.5 0.8364 0.5104 0.4108 0.5893
0.3 0.8576 0.4687 0.4109 0.5658
0.5 0.8784 0.4238 0.4121 0.5414
0.1 0.1 1 0.72 0.2 0.1 0.2 0.2 0.1 1 0.1 0.5 0.5 0.7749 0.5091 0.4082 0.5859

0.3 0.8062 0.5098 0.4095 0.5876
0.5 0.8364 0.5104 0.4108 0.5893

0.1 0.5 0 0.72 0.2 0.1 0.2 0.2 0.1 1 0.1 0.5 0.5 0.8062 0.5098 0.4095 0.5876
0.3 0.8512 0.5107 0.4115 0.5900
0.5 0.8799 0.5111 0.4127 0.5915

0.1 0.5 0.2 1 0.2 0.1 0.2 0.2 0.1 1 0.1 0.5 0.5 0.8364 0.5861 0.4919 0.6925
5 0.8364 1.1092 1.1971 1.5280
10 0.8364 1.4271 1.7646 2.1553

0.1 0.5 0.2 0.72 0 0.1 0.2 0.2 0.1 1 0.1 0.5 0.5 0.8364 0.4343 0.3812 0.5781
0.3 0.8364 0.5456 0.4232 0.5940
0.7 0.8364 0.6722 0.4611 0.6087

0.1 0.5 0.2 0.72 0.2 0.2 0.2 0.2 0.1 1 0.1 0.5 0.5 0.8364 0.4848 0.5386 0.6405
0.5 0.8364 0.4132 0.6138 0.6709
0.7 0.8364 0.3697 0.6272 0.6762

0.1 0.5 0.2 0.72 0.2 0.1 0.1 0.2 0.1 1 0.1 0.5 0.5 0.8364 0.5282 0.5116 0.6269
0.2 0.8364 0.5104 0.4108 0.5893
0.4 0.8364 0.4765 0.2685 0.5453

0.1 0.5 0.2 0.72 0.2 0.1 0.2 0.2 0.1 1 0.1 0.5 0.5 0.8364 0.5104 0.4108 0.5893
0.4 0.8364 0.4822 0.4518 0.6109
0.7 0.8364 0.4398 0.5132 0.6434

0.1 0.5 0.2 0.72 0.2 0.1 0.2 0.2 0 1 0.1 0.5 0.5 0.8364 0.5701 0.3345 0.5508
0.1 0.8364 0.5104 0.4108 0.5893
0.2 0.8364 0.4468 0.4916 0.6299

0.1 0.5 0.2 0.72 0.2 0.2 0.2 0.1 0.7 0.1 0.5 0.5 0.8364 0.5150 0.2662 0.5278
1 0.8364 0.5104 0.4108 0.5893
1.3 0.8364 0.5073 0.5261 0.6402

0.1 0.5 0.2 0.72 0.2 0.1 0.2 0.2 0.1 1 0.1 0.5 0.5 0.8364 0.5104 0.4108 0.5893
0.4 0.8364 0.5075 0.6112 0.6861
0.8 0.8364 0.5047 0.8266 0.7918

0.1 0.5 0.2 0.72 0.2 0.1 0.2 0.1 1 0.1 0.5 0.5 0.8364 0.5104 0.4108 0.5893
1 0.8364 0.5104 0.4108 0.7446
2 0.8364 0.5104 0.4108 0.9578

0.1 0.5 0.5 0.8364 0.5104 0.4108 0.5893
1 0.8364 0.5104 0.4108 0.7629
3 0.8364 0.5104 0.4108 1.5188

Table 1: Comparison of the values of f″(0), − θ′(0) and − ϕ′(0) when ϵ � 1, Le � 2, M � Kp � A � Rd � Ec � s � Kr � Lb � Pe � 0,

Nt � Nb � 0.5, and Pr � 1.

Ibrahim et al. [51] Zaimi et al. [11] Naganthran et al. [10] Present result (SM)
f″(0) 0 0 0 0
− θ′(0) 0.4767 0.476737 0.476737 0.4767
− ϕ′(0) 1.0452 1.045154 1.045154 1.0452

6 Mathematical Problems in Engineering



concentration boundary layer thickness reduces in both
stretching and shrinking sheet cases. Figure 6 exhibits that
for higher values of the Brownian motion parameter Nb, the
density of motile microorganisms decreases.)is decrease in
the density of motile microorganisms is higher in the
shrinking sheet case as compared to the stretching sheet
case.

)e impact of the thermophoresis parameter Nt on
temperature, concentration, and density of motile micro-
organisms can be seen in Figures 7–9. Figure 7 reveals that
the thermal boundary layer thickness increases for larger
values of the thermophoresis parameter Nt. Figures 8 and 9
indicate that the concentration and density of motile mi-
croorganisms increases by increasing thermophoresis pa-
rameter Nt, respectively.

Figure 10 depicts the behavior of a radiation parameter
Rd on the temperature profile.We observe that by increasing
radiation parameter, thermal boundary layer thickness in-
creases in both stretching and shrinking sheet cases.

Figure 11 characterizes the influence of Eckert number
Ec on temperature distribution.We conclude that increment
in Eckert number Ec enhances the temperature profile.

Figure 12 scrutinizes the impact of the heat source
parameter s on the temperature profile. It is seen that for
higher values of the heat source parameter s, the temperature
profile increases.

Figure 13 examines the effect of the Prandtl number Pr
on the temperature profile. We analyzed that enhancement
in Prandtl number Pr causes a reduction in thermal
boundary layer thickness.

Table 3: Numerical values of f″(0), − θ′(0), − ϕ′(0), and − χ′(0) for several values of involved parameter A, M, Kp, Pr, Rd, Nb, Nt, Ec, s, Le,
Kr, Lb, Pe with ϵ � 0.5 and σ1 � 0.1 (bvp4c).

bvp4c bvp4c bvp4c bvp4c

A M Kp Pr Rd Nb Nt Ec s Le Kr Lb Pe f″(0) − (1 + (4/3)Rd)θ′(0) − ϕ′(0) − χ′(0)

0.1 0.5 0.2 0.72 0.2 0.1 0.2 0.2 0.1 1 0.1 0.5 0.5 0.8364 0.5104 0.4108 0.5893
0.3 0.8576 0.4687 0.4108 0.5658
0.5 0.8784 0.4238 0.4121 0.5414
0.1 0.1 1 0.72 0.2 0.1 0.2 0.2 0.1 1 0.1 0.5 0.5 0.7749 0.5091 0.4082 0.5859

0.3 0.8062 0.5098 0.4095 0.5876
0.5 0.8364 0.5104 0.4108 0.5893

0.1 0.5 0 0.72 0.2 0.1 0.2 0.2 0.1 1 0.1 0.5 0.5 0.8062 0.5098 0.4095 0.5876
0.3 0.8512 0.5107 0.4115 0.5900
0.5 0.8798 0.5111 0.4127 0.5915

0.1 0.5 0.2 1 0.2 0.1 0.2 0.2 0.1 1 0.1 0.5 0.5 0.8364 0.5861 0.4919 0.6925
5 0.8364 1.1092 1.1971 1.5280
10 0.8364 1.4271 1.7646 2.1553

0.1 0.5 0.2 0.72 0 0.1 0.2 0.2 0.1 1 0.1 0.5 0.5 0.8364 0.4343 0.3812 0.5781
0.3 0.8364 0.5456 0.4232 0.5940
0.7 0.8364 0.6722 0.4611 0.6087

0.1 0.5 0.2 0.72 0.2 0.2 0.2 0.2 0.1 1 0.1 0.5 0.5 0.8364 0.4848 0.5387 0.6405
0.5 0.8364 0.4132 0.6138 0.6709
0.7 0.8364 0.3697 0.6272 0.6762

0.1 0.5 0.2 0.72 0.2 0.1 0.1 0.2 0.1 1 0.1 0.5 0.5 0.8364 0.5282 0.5116 0.6269
0.2 0.8364 0.5104 0.4108 0.5893
0.4 0.8364 0.4764 0.2685 0.5453

0.1 0.5 0.2 0.72 0.2 0.1 0.2 0.2 0.1 1 0.1 0.5 0.5 0.8364 0.5104 0.4108 0.5893
0.4 0.8364 0.4822 0.4518 0.6109
0.7 0.8364 0.4398 0.5132 0.6434

0.1 0.5 0.2 0.72 0.2 0.1 0.2 0.2 0 1 0.1 0.5 0.5 0.8364 0.5701 0.3345 0.5508
0.1 0.8364 0.5104 0.4108 0.5893
0.2 0.8364 0.4467 0.4916 0.6299

0.1 0.5 0.2 0.72 0.2 0.2 0.2 0.1 0.7 0.1 0.5 0.5 0.8364 0.5150 0.2662 0.5278
1 0.8364 0.5104 0.4108 0.5893
1.3 0.8364 0.5073 0.5261 0.6402

0.1 0.5 0.2 0.72 0.2 0.1 0.2 0.2 0.1 1 0.1 0.5 0.5 0.8364 0.5104 0.4108 0.5893
0.4 0.8364 0.5075 0.6112 0.6861
0.8 0.8364 0.5047 0.8266 0.7918

0.1 0.5 0.2 0.72 0.2 0.1 0.2 0.1 1 0.1 0.5 0.5 0.8364 0.5104 0.4108 0.5893
1 0.8364 0.5104 0.4108 0.7446
2 0.8364 0.5104 0.4108 0.9578

0.1 0.5 0.5 0.8364 0.5104 0.4108 0.5893
1 0.8364 0.5104 0.4108 0.7629
3 0.8364 0.5104 0.4108 1.5189
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Figure 3: Velocity profile f′(η) for different Kp.
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Figure 2: Velocity profile f′(η) for different M.
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Figure 4: Temperature profile θ(η) for different Nb.

0 0.5 1 1.5 2 2.5 3 3.5 4
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

η

ϕ 
(η

)

ε = −0.5 (Nb = 0.1)
ε = −0.5 (Nb = 1)
ε = −0.5 (Nb = 2)

ε = 0.5 (Nb = 0.1)
ε = 0.5 (Nb = 1)
ε = 0.5 (Nb = 2)

Pr = 6.8, M = Kp = A = Rd = Kr = 0.2, σ1 = Nb = Nt = s = 0.1,
Le = Lb = Pe = 0.5, Ec = 0

Figure 5: Concentration profile ϕ(η) for different Nb.

8 Mathematical Problems in Engineering



0 0.5 1 1.5 2 3 42.5 3.5
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

η

χ (
η)

Pr = 6.8, M = Kp = A = Rd = Kr = 0.2, σ1 = Nb = Nt = s = 0.1,
Le = Lb = Pe = 0.5, Ec = 0

ε = −0.5 (Nb = 0.1)
ε = −0.5 (Nb = 1)
ε = −0.5 (Nb = 2)

ε = 0.5 (Nb = 0.1)
ε = 0.5 (Nb = 1)
ε = 0.5 (Nb = 2)

Figure 6: Microorganisms profile χ(η) for different Nb.

0 0.5 1 1.5 2 2.5 3
–0.5

0

0.5

1

1.5

2

η

ϕ 
(η

)

Pr = 6.8, M = Kp = A = Rd = Kr = 0.2, σ1 = Nb = Nt = s = 0.1,
Le = Lb = Pe = 0.5, Ec = 0

ε = −0.5 (Nt = 0.1)
ε = −0.5 (Nt = 0.3)
ε = −0.5 (Nt = 0.5)

ε = 0.5 (Nt = 0.1)
ε = 0.5 (Nt = 0.3)
ε = 0.5 (Nt = 0.5)

Figure 8: Concentration profile ϕ(η) for different Nt.

0

0.2

0.4

0.6

0.8

1

1.2

1.4

θ(
η)

0 0.5 1 1.5 2 2.5 3
η

Pr = 6.8, M = Kp = A = Rd = Kr = 0.2, σ1 = Nb = Nt = s = 0.1,
Le = Lb = Pe = 0.5, Ec = 0

ε = −0.5 (Nt = 0.1)
ε = −0.5 (Nt = 0.5)
ε = −0.5 (Nt = 0.9)

ε = 0.5 (Nt = 0.1)
ε = 0.5 (Nt = 0.5)
ε = 0.5 (Nt = 0.9)

Figure 7: Temperature profile θ(η) for different Nt.

0 0.5 1 1.5 2 2.5 3
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

η

χ (
η)

Pr = 6.8, M = Kp = A = Rd = Kr = 0.2, σ1 = Nb = Nt = s = 0.1,
Le = Lb = Pe = 0.5, Ec = 0

ε = −0.5 (Nt = 0.1)
ε = −0.5 (Nt = 0.3)
ε = −0.5 (Nt = 0.5)

ε = 0.5 (Nt = 0.1)
ε = 0.5 (Nt = 0.3)
ε = 0.5 (Nt = 0.5)
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Figure 14 is drawn to perceive the impact of bio-
convection Lewis number Lb on the density of motile mi-
croorganisms profile. It is observed that higher values of
bioconvection Lewis number Lb lower the boundary layer
thickness of motile microorganisms profile.

Figure 15 represents the influence of the Peclet number
Pe on the density of motile microorganisms profile. It is
validated the fact that increment in Peclet number Pe causes
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a reduction in motile microorganisms boundary layer
thickness.

Figures 16 and 17 portray the impact of the Lewis
number Le and the chemical reaction Kr on the concen-
tration profile. It is analyzed that by increasing both the

parameter Lewis number Le and chemical reaction Kr, the
concentration boundary layer thins.

Figure 18 depicts the skin friction coefficient against the
porosity parameter Kp with variations A and M. )e skin
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Figure 15: Microorganisms profile χ(η) for different Pe.
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Figure 14: Microorganisms profile χ(η) for different Lb.
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Figure 16: Concentration profile ϕ(η) for different Le.
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Figure 17: Concentration profile ϕ(η) for different Kr.
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friction seems to increase with the porosity parameter and
with the increasing values of A and M.

5. Conclusions

)e current analysis focuses on the unsteady MHD stag-
nation point flow of bionanofluid with internal heat gen-
eration/absorption in a permeable medium with thermal
radiation and chemical reaction into account over a
stretching and shrinking sheet. )e significant findings of
the problem are summarized as follows:

(1) )e skin friction coefficient enhances for higher
values of the unsteady parameter A, magnetic pa-
rameter M , and porosity parameter Kp.

(2) )e increment in the Brownian motion parameter Nb,
thermophoresis parameter Nt, thermal radiation pa-
rameter Rd, Eckert number Ec, heat source parameter s

causes enhancement in thermal boundary layer
thickness while an increase in Prandtl number Pr
causes a reduction in thermal boundary layer thickness.

(3) )e concentration boundary layer thickness in-
creases for the thermophoresis parameter Nt ,
whereas it decreases for higher values of the
Brownian motion parameter Nb, Lewis number Le ,
and chemical reaction parameter Kr.

(4) )e increment of the Brownian motion parameter
Nb, bioconvection parameter Lb , and Peclet number
Pe reduces the density of motile microorganisms
while it increases for larger values of the thermo-
phoresis parameter Nt.

(5) Different trends have been seen for boundary layer
thickness through graphs. Graphs describe that
boundary layer thickness is different in the stretching
sheet case when compared to the shrinking sheet case.

(6) )e skin friction coefficient increases with the in-
crease in porosity parameter KP as it can be seen
through tables and graphical representation.

Nomenclature

a: Positive constant (s− 1)
(u, v): )e velocity components (ms− 1)
(x,
y):

Cartesian coordinates (m)

A: Unsteadiness parameter
A1: Dimensionless parameter
βo: Applied magnetic field (Nm− 1A− 1)
μ: )e coefficient of viscosity (Pas)
ρ: )e density of fluid (kgm− 3)
σ: )e electrical conductivity of the fluid (Sm− 1) (S is

siemens)
M: Magnetic parameter
Kp: Porosity parameter
ϵ: Stretching/Shrinking parameter
T: Fluid temperature (K)
Tw: Constant temperature at wall (K)
T∞: )e ambient fluid temperature (K)
k: )e thermal conductivity (Wm− 1K− 1)
α: )e thermal diffusivity (m2s− 1)
k1: Mean absorption coefficient (m− 1)
σ∗: Stefan–Boltzman constant (Wm− 2K− 4)
Cp: )e specific heat capacity (Jkg− 1K− 1)
qr: )e radiative heat flux (Wm− 2)
Q: Rate of heat generation/absorption
Cf: Skin friction coefficient
Nux: Local Nusselt parameter
s: Local heat source/sink parameter
Rd: )ermal radiation parameter
Pr: Ambient Prandtl number
DB: Brownian diffusion coefficient (m2s− 1)
DT: )ermophoretic diffusion coefficient (m2s− 1)
Dm: Diffusivity of microorganisms (m2s− 1)
Dn: Diffusivity coefficient (m2s− 1)
τ1: Ratio of effective heat capacitance of the nanoparticle

to the base fluid
(ρc)p: Nanoparticle heat capacity (JK− 1m3)

Nb: Brownian motion parameter
Nt: )ermophoresis parameter
C: )e concentration
Cw: )e concentration at the wall
C∞: )e ambient fluid concentration
N: )e concentration of microorganisms
Nw: Microorganisms at the wall
N∞: Microorganisms far from the wall
Le: Lewis number
Lb: Bioconvection Lewis number
b: Chemotaxis constant (m)
wc: Maximum cell swimming speed ms− 1

Pe: Peclet number
Shx: Local Sherwood parameter
Nnx: Local density parameter of the motile

microorganisms.

Pr = 6.8, Rd = Kr = 0.2, Nb = Nt = s = 0.1, Le = Lb = Pe = 0.5, Ec = 0
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Figure 18: )e skin friction coefficient with variations of A and M.
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Numerical study of forced convection heat transfer from arrays of prolate particles is performed using the second-order Immersed
Boundary-Lattice Boltzmann Method (IB-LBM). Prolate particle is studied with aspect ratio of 2.5 with solid volume fraction
variation from 0.1 to 0.3. For each solid volume fraction, arrays of prolate particles are generated and simulations have been
performed to calculate Nusselt number for four different Hermans orientation factors and various Reynolds numbers. From the
simulation results, it has been observed that, for any specific value of Hermans orientation factor, Nusselt number increases with
the increase of the Reynolds number and solid volume fraction. More importantly, it is found that the effect of orientations on
Nusselt number is significant. Nusselt number correlation is developed for ellipsoidal particles as function of Reynolds number,
Prandtl number, solid volume fraction, and orientation factors. *is correlation is valid for 0.1≤ c≤ 0.3 and 0<Re≤ 100.

1. Introduction

Fluid flow and its interaction with solid particles is an es-
sential phenomenon, which has immense applications in the
domain of various industries, for example, in pneumatic
conveying system, drying of food items, combustion of coal,
fluidized bed, waste recycling, and pharmaceutical product
formation. Heat transfer of these gas-solid flows is a sig-
nificant phenomenon that needs to be investigated. A
comprehensive understanding of this process is essential for
the better operations of equipment in which gas-solid flows
take place.

Many studies on the heat transfer of multiparticle sys-
tems have been carried out; however, most of the research is
done on spherical particles only. In practical engineering
applications, most of the particles are nonspherical in shape
and form diverse orientations in space. Ellipsoidal particles
have many applications in industry, for example, in bio gas,
in manufacturing industry, and in char conversion industry
for energy conversion process [1]. *ese industries deal with
particles having increasingly stretched shapes more like the
prolate. Fuel used in the biomass procedure takes the shape

of prolate particles [2]. Also, particles present in biomass
process acquire different orientations. However, detailed
analysis of many particle systems of prolate particles with
different orientations has not been performed yet. In the
present work, these orientations are quantified by using the
Hermans orientation factors (S) in the range of −0.5 to 1. In
the literature, dependence of Nusselt number (Nu) is only
presented in the form of solid volume fraction and Reynolds
number. But, in the present research, a new parameter of S is
found, which has strong effects on the Nu. *e present
research aims to study such systems of particles; therefore, it
will be an important contribution in the field of gas-solid
flows.

Normally people use Gunn’s [3] and Wakao et al.’s [4]
correlations for predicting the heat transfer and drag in fluid
particle systems which fit well only for spherical particle.
Many researchers have investigated the heat transfer
properties in the arrays of spherical particles [5–8]. Some
investigators have performed numerical simulations to study
the heat transfer from single nonspheroidal particles. Finite
difference numerical procedure was used by Juncu for
unsteady heat transfer studies of a prolate and an oblate
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particle [9]. *e particle temperature was considered only to
be a function of time, whereas it was considered uniform in
space. In the simulations, Reynolds number range was taken
from 10 to 200 and Prandtl number was chosen to be 1 and
10 with axis ratio from 0.1 to 0.9. Richter and Nikrityuk
performed numerical simulations in three dimensions for
calculating heat transfer and drag force coefficients [10].
*ey used different shapes including ellipsoidal, spherical,
and cuboidal particles in the flow, with Reynolds number in
the range from 10 to 250. In the study, they explored that the
drag coefficient of a specific particle depended on its nor-
malized longitudinal length, whereas Nusselt number was
mostly affected by the crosswise sphericity and sphericity
itself. Zhang et al. performed direct numerical simulation
(DNS) studies of forced convection from rotating single
ellipsoidal particles for five different aspect ratios [11]. *ey
investigated the effect of particle rotations on drag, lift, and
moment coefficients. Average value of Nusselt number was
also analyzed. *ey concluded that particle rotations played
a substantial role in momentum and heat transfer from
ellipsoidal particles.

Yang et al. studied the forced convection heat transfer in
packed bed reactors using CFX10 [12]. *ey employed the
SC, BCC, and FCC structured packing of solids for heat
transfer studies. *ey concluded that selection of structured
packing affected the pressure drop in the packed bed re-
actors. *ey also studied the effect of the shape of particles
on heat transfer and flow process. *eir work was mainly for
higher Reynolds number flows for which RNG k − ε tur-
bulence model was used. Tavassoli et al. used the DNS for
heat transfer studies of nonspherical particles with fixed
random arrays [13]. *e main objective of the study was to
modify the existing correlations of spherical particles to be
used for nonspherical objects. Spherocylindrical particles
with random distribution were used and the simulations
were performed using the immersed boundary method
(IBM). Simulation results showed that, by making proper
selection of effective diameter, the correlations of spherical
particles could be employed for spherocylindrical shape
without introducing any significant errors. He and Tafti
investigated the heat transfer from ellipsoidal particles for
low-to-moderate Reynolds numbers in the range of 10 to 200
[14]. *ey used a particle aspect ratio of 2.5 with solid
volume fraction in the range of 0.1 to 0.35. Random as-
semblies of particles were generated by using SDK-PhysX.
*ey reported a Nusselt number correlation based on the
simulation data. Li et al. studied the effects of spheroid
orientations on drag force of prolate particles by using IBM
[15]. In particular, they adopted Hermans orientation factor
(denoted by S) to quantify the mean orientation of the
prolate. By definition, S ranges from ‒0.5 to 1 and can be
used to represent the mean orientation of all possible ar-
rangements of ellipsoids. Different values of S represent
arrays of particles with different mean orientations (see
Figure 1). Results obtained by Li et al. showed that drag force
decreased with the rise of Swhen flow followed the reference
direction. A new drag correlation based on particle orien-
tation, aspect ratio, and solid volume fraction was proposed
for ellipsoidal particles.

In the literature, the available investigations of heat
transfer phenomenon between prolate particles and the fluid
are mostly focusing on an isolated particle or arrays of
particles with random orientations. However, practical
applications usually involve millions to billions of prolate
particles. *erefore, arrays of particles need to be considered
in revealing the effect of particle orientations. Li et al. [15]
found that S could be used to quantify these orientations.
*rough systematic DNSs, they have revealed that S has a
significant impact on the drag force experienced by arrays of
prolate particles. However, the impact of the mean orien-
tation on the heat transfer properties of prolate particles has
not been discovered. *erefore, this work aims to quantify
this impact and develop new correlation for heat transfer of
prolate particles.

In the present work, DNSs of flows past arrays of prolate
particles with different S have been performed. *e tem-
perature of fluid at the inlet is set different from that of
particles to enforce the heat transfer between the two phases.
A wide range of solid volume fractions and Reynolds
numbers are considered. It has been found that S results in a
significant variation in forced convection heat transfer at any
specific value of solid volume fraction and Reynolds number.
Furthermore, a Nusselt number correlation is proposed in
terms of Reynolds number, solid volume fraction, and
Hermans orientation factor. It should be mentioned that, as
a first step towards exploring the orientation effect on heat
transfer from prolate particles, this work focuses on prolate
particles with aspect ratio of 2.5 and the proposed corre-
lation is only valid for this specific aspect ratio. *e choice of
aspect ratio of 2.5 is due to the fact that the only available
work in the literature on heat transfer of arrays of prolate
particles is performed at this aspect ratio by He and Tafti
only at S� 0 [14]. Results of the present study have been
validated and found to be in good agreement with the results
of He and Tafti.

2. Numerical Method

2.1. Governing Equations. LBM has been used to simulate
various flow phenomena in both two and three dimensions.
Generally, the model in LBM is described by DpQq, where
index p denotes the number of dimensions in which specific
problem is defined and q depicts the number of lattice
velocity vectors. In the present work, D3Q19 model is used.
Mathematical representation of LBM can be expressed in the
following form [16]:

fi x + eiΔt, t + Δt( 􏼁 − fi(x, t) � −
1
τf

fi(x, t) − f
eq
i (x, t)( 􏼁

+ ΔtFAF,i
(F).

(1)

In the above equation, fi is the distribution function that
shows the histogram representation of frequency of oc-
currence. *ese frequencies are the direction-specific fluid
densities. ei are the lattice velocities, having the magnitude of
1 or

�
2

√
lu/ts depending on the values of i; f

eq
i is the
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equilibrium distribution function; τf is the relaxation factor.
*e last term on the right-hand side depicts the effect of
force from solid phase to the gas phase. Temperature field in
LBM can be obtained by another equation having similar
form to that of equation (1) [17]:

gi x + eiΔt, t + Δt( 􏼁 − gi(x, t) � −
1
τg

gi(x, t) − g
eq
i (x, t)( 􏼁

+ ΔtQAQ,i
(Q),

(2)

where τg is the relaxation time and the last term on the right-
hand side is the heat source term. For details of the nu-
merical methods, reader can refer to [17], since the same
computer code is used except that the simulated particles in
this work are prolate ellipsoids. *e difference between the
sphere and prolate model lies in the distribution of La-
grangian markers on the particle surface. In the case of
spherical particles, markers are distributed uniformly on the
surface of sphere but in the case of prolate particles more
markers are present in region with larger surface curvature
of the ellipsoids. Different assumptions are made during the
simulations and they are given as follows:

(i) Laminar flow

(ii) Heat capacity and density of the fluid remain
constant throughout the simulations

(iii) Effect of temperature alteration on the velocity and
density is not considered

(iv) Effects of radiation and viscous dissipation are not
considered

2.2.NusseltNumberCalculations. Nusselt number is defined
as the ratio of strength of convection to conductive heat
transfer. Its generalized form is [18]

Nu �
h D

k
, (3)

where h is the convective heat transfer coefficient, D is the
particle equivalent diameter, and k is the fluid thermal
conductivity. For Reynolds number calculations, equivalent
diameter and superficial gas velocities (U) have been used;
that is, Re� ρUD/μ. In IB-LBM, Nusselt number is calcu-
lated in computational domain by making slices of unit
thickness in the flow direction. Average temperature of the
slice is calculated by [17]

〈Tf〉 �
􏽒

A
αuz(x, y, z)T(x, y, z)dxdy

􏽒
A
αuz(x, y, z)dxdy

; α ∈ [0, 1], (4)
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Z
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Z
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Figure 1: Arrays of prolate particles with aspect ratio of 2.5, solid volume fraction of 0.2, and reference direction along z direction: (a) S� 1,
(b) S� 0.2, (c) S� 0, and (d) S� –0.5.
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where A is the area of slice. Integration is executed over the
surface, which is perpendicular to the direction of flow.
More details of the heat transfer calculations by this method
can be found in the literature [17]. Nusselt number calcu-
lations of these slices adopt the following conventions [17]:

hf,slice �
Qslice

apVslice Ts −〈Tf〉􏼐 􏼑
,

Nuf,slice �
hf,sliceD

k
,

Nuoverall �
􏽐Nuf,slice

Nslice
,

(5)

where Vslice, Nslice, ap, and Qslice denote volume of slice,
number of slices, specific surface area, and heat flux from
particles to the fluid phase, respectively.

2.3. Creation of Random Arrays. Random arrays of prolate
particles with different Hermans orientation factors are
generated by means of the in-house application of Monte
Carlo method [19]. *e functional form of orientations
factors (S) is [15]

S �
3< cos2∅> − 1

2
, ∅∈ 0,

π
2

􏼔 􏼕, (6)

where ∅ is angle among reference direction and semimajor
axis of the prolate particle. Reference direction is defined as
the average direction of all particles’ semimajor axes in the
domain. S takes the values from −0.5 to 1, S � 0 shows
random orientations of particles, S � 1 corresponds to the
perfect alignment of prolate particles with respect to ref-
erence direction, and S � −0.5 represents perfect normal
alignment as shown in Figure 1. *rough the random
generation process of assemblies, particles overlap is pro-
hibited and if such situation occurs, then that location of
particle is rejected and a new location is assigned. Solid
particle locations are random in nature, so the present
method depicts the true picture of natural process in gas-
solid flows. For different values of Hermans orientation
factors, heat transfer studies of prolate particles with aspect
ratio ar � 2.5 under moderate Reynolds number have not
thus far been performed in the literature. Aspect ratio and
solid volume fractions are defined by [15]

aspect ratio(ar) �
a

b
,

a prolate semimajor axis

b prolate semiminor axis

⎧⎪⎨

⎪⎩
,

c �
4πnab

2

3L
3 ,

n number of solid particles

L length of packed cubic section

⎧⎪⎨

⎪⎩

(7)

Prolate particles have three different solid volume
fractions, that is, c � 0.1, 0.2, 0.3, and for each solid volume
fraction four spheroid orientations, that is, S � −0.5, 0,{

0.2, 1}, are studied.

3. Geometry Description and Code Validation

3.1. Geometry and Boundary Conditions. Prolate particles
with aspect ratio ar � 2.5 at three solid volume fractions {0.1,
0.2, 0.3} are studied. For each solid volume fraction, arrays
with four Hermans orientation factors, that is,
S � −0.5, 0, 0.2, 1{ }, are simulated. For each solid volume
fraction, Reynolds number and Hermans orientation factor
results are averaged based on three different configurations.
Each configuration represents a realization at the prescribed
specific parameters. *e simulated Reynolds numbers are
confined in the range from 0 to 100. Choice of this aspect
ratio is due to the fact that only existing data in literature are
for S� 0 with ar� 2.5. In industry applications, for example,
in drying process, particles are of smaller size. Depending on
particle characteristic length, Reynolds number remains
smaller. *erefore, in the present research, range of the
Reynolds number has been taken up to 100. Range of c is
selected according to many practical fluidization reactors.
*e maximum c of 0.3 is chosen because systems with larger
c are difficult to generate with a wide range of S. Lattice unit
system is used in all the simulations. *e boundary con-
ditions are the same as those used in [17]. Temperature of the
solid particles is specified to be 1 and fluid bulk temperature
is fixed at 0 at the inlet. Prandtl number is set equal to unity.
It means that hydrodynamic and thermal boundary layers
are of the same size. A constant pressure gradient is
employed across the domain to drive the flow. At the outlet,
temperature gradient was set to zero. Gas flows parallel to
increasing z direction. Domain size of 1.4 L is used, where L
is the side length of packed cubic section. Schematic rep-
resentation of the complete description of domain is
mentioned in Figure 2. *ree sizes of grids d/Δx � 8, 12, 16,
are used, where d is the length of the minor axis of the
particles. Final results are obtained by Richardson
Extrapolation method using three-grid data as shown in
Figure 3. *is is because many studies, such as [19, 21],
reported that the use of Richardson Extrapolation method
was necessary for the particle-resolved simulations to obtain
the grid-independent results. Particle numbers used for
different solid volume fractions are in the range of 120 to
189. More than 500 numerical simulations were performed
during this study.

3.2. CodeValidation. Huang et al. have already validated the
present code of IB-LBM for spherical single as well as arrays
of spherical particles for variety of solid volume fractions
[17]. Before doing the heat transfer calculations for arrays of
ellipsoidal particles, code validation of single ellipsoidal
particle is performed. Richter and Nikrityuk performed the
heat transfer calculations of cubes and ellipsoids in flows
using ANSYS FLUENT software package. *ey simulated
two cases for ellipsoids: one is parallel to the flow direction;
that is, major axis of the ellipsoids was set parallel to the flow
(ellipsoid 1) or perpendicular to the flow (ellipsoid 2).
*erefore, to check the validity of present code, single-
prolate particle is simulated for two orientations: one is
parallel and other is perpendicular to the flow direction.
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Here, IB-LBM results are compared with the reported data of
Richter and Nikrityuk. Nusselt number of single ellipsoidal
particle is obtained by extrapolation at three small solid
volume fractions of 0.01, 0.02, and 0.03. Simulation results
are presented in Figure 4 with the results of Richter and
Nikrityuk [10]. *e results are found to be in good agree-
ment with maximum deviation of less than 3% from the
literature results. *e comparison depicts that IB-LBM can
produce the results in good accuracy when compared with
commercial computational fluid dynamic software package.

For further validation, arrays of prolate particles at
ar� 2.5 and S� 0 are considered. Figure 5 shows variation of
Nusselt number versus Reynolds number for different solid
volume fractions. Results show that Nusselt number in-
creases with the increase of Reynolds number. *e results of

the present study are compared with those of He and Tafti
[14] who also simulated the prolate particles for solid volume
fractions of 0.1 to 0.35. In general, the results are in good
agreement with the literature both qualitatively and quan-
titatively. Minor differences are due to the use of different
type of immersed boundary method in the present study.
Also, He and Tafti have used constant heat flux boundary
condition, whereas constant temperature boundary condi-
tion has been employed in the present research work. It is a
known fact that the Nusselt number is lower for constant

Outlet section
(0.2L)

Packed section
(L)

Inlet section
(0.2L)

Flow direction X Y

Z

Figure 2: Schematic representation of computational domain
(ar� 2.5, S� 0, and c� 0.2).
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temperature boundary case as compared to constant heat
flux boundary conditions due to lower effective temperature
gradient at the wall [18].

4. Results and Discussion

Average Nusselt number at the start of simulations has
higher value but after some time steps it achieves its steady
state as shown in Figure 6. During the process of forced
convection heat transfer from hot particles, the temperature
of gas increases as the gas approaches the outlet section as
shown in Figure 7. *e temperature attained near the outlet
of the domains depends upon the Re, solid volume fraction,
and S. As the temperature of fluid rises along the fluid di-
rection, the potential for heat transfer decreases as tem-
perature gradient at the particle surfaces is decreased.

Reynolds number plays a significant role in heat transfer
phenomenon because it is the driving force behind the
forced convection. As flow velocity (or Re) is increased, the
fluid temperature in the cross section decreases, as shown in
Figure 8, due to enhanced heat transfer.

As the ellipsoidal objects are 3D in nature, the orien-
tations of these particles may modify the flow field around
the assembly of particles. *erefore, orientations of these
particles in the assembly can significantly influence the heat
transfer. To investigate these effects, numerical simulations
are performed for various Hermans orientation factors. For
parallel arrays with S� 1, all particles are positioned such
that they are parallel to the flow direction. Figure 9 ellip-
soidal particles wh depicts that Nusselt number increases
with the increase of Reynolds number due to enhanced
convective heat transfer at higher Re. At a fixed Re, Nusselt
number increases with solid volume fraction because the
small interstitial spaces among the particles cause flow ve-
locity to increase, which enhances the forced convection heat
transfer as mentioned by [22].

*e results for S� 0.2 are shown in Figure 10. Variations
of Nu in the cases of S� 0.2 and S� 1 are not the same because
of the different local recirculation zones due to particles
orientations. Figure 11 shows the Nusselt number variation
versus Reynolds number for S� –0.5. For this orientation
factor, flow direction and major axes of ellipsoids are normal
to each other. Here, difference between Nusselt numbers of
two consecutive solid volume fractions is smaller because
there is a negligible variation in flow velocity as the solid
volume fraction is altered. However, at any fixed Reynolds
number, solid volume fractions cause Nu number to increase.

4.1. Influence of Hermans Orientation Factor on Nusselt
Number. Nusselt number is the dimensionless temperature
gradient at the surface of particle. Usually heat transfer
correlations of Nusselt number are developed using ex-
perimental results. However, for arrays of particles, it is
difficult and economically expensive to calculate the heat
transfer coefficient experimentally. In functional form, it has
dependency on the Reynolds number and Prandtl number
for single-particle case. But, for multiparticle system, effect
of solid volume fraction and its orientation cannot be

neglected. *erefore, Nu � f(Re, Pr, c, S). By using the
simulation data, a correlation has been developed for as-
sembly of ellipsoidal particles with aspect ratio of 2.5 and it
reads

Nu � 1.5 − 0.885(1 − c) + 0.078(1 − c)
2

􏼐 􏼑

· 2.458 − 0.042Re1.07Pr1/3􏽨 􏽩

+ 1.115 − 0.62(1 − c) − 0.08(1 − c)
2

􏼐 􏼑Re0.68Pr1/3

+(−S + 0.08).

(8)

Equation (8) is valid for 0<Re≤ 100, 0.1≤ c≤ 0.3, and
S � −0.5, 0, 0.2, 1{ } for solid particles with aspect ratio of
2.5. *e coefficients of equation (8) are determined by
minimizing the difference between the simulated data and
predicted correlation. Predicted values of Nusselt number
using equation (8) are plotted with simulation results in
Figure 12. It can be seen that the proposed correlation gives
satisfactory performance and the maximum deviation from
the simulated results is less than 10%.
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Figure 6: Average Nusselt number with Hermans orientation
factor of 0.2, with c� 0.3 and Re� 82.

1.0
0.9
0.8
0.7
0.6
0.5
0.4

Te
m

pe
ra

tu
re

0.3
0.2
0.1
0.0

0.0 0.2 0.4
Bed height

0.6 0.8 1.0

Figure 7: Gas temperature rise with bed height. S� –0.5, c� 0.1,
and Re� 12.72.

6 Mathematical Problems in Engineering



Impact of Hermans orientation factor on Nusselt
number can be probed by using equation (8).

Effects of orientations cannot be neglected in forced
convection heat transfer because this phenomenon strongly
depends on the flow field variations. For different values of S,
Nusselt number varying with the Reynolds number is
plotted in Figure 13. Only the results at c� 0.2 are shown as
illustrative examples. It can be seen that the Nusselt number
generally decreases with the increase of S. *e proposed
correlation agrees favorably well with the DNS results. Also
the variation of Nusselt number with Hermans orientation
factors is presented in Figures 14(a) to 14(d) at various
Reynolds numbers. Figure 14(a) is the plot at Reynolds
number of 20, which shows that Nu decreases with the
increase of S linearly at various solid volume fractions. *is

trend is also observed at other Reynolds numbers, since the
proposed equation (8) is indeed a linear function of S when
other parameters in the correlation are fixed.

Nusselt numbers at S� 1 have minimum values as
compared to the other three orientations at the same solid
volume fractions. *is is due to the less recirculation of flow
as particles are aligned along the flow direction.

Figure 14 shows that the effect of S on average Nusselt
number is very significant and this behavior remains obvious
even with the increase of Reynolds number. It can be realized
from Figure 14(a) that, at the Reynolds number of 20, the
value of Nusselt number at c� 0.1 and S� –0.5 is almost 9%
more than the respective value at S� 0. *is may be due to
the fact that, for lower solid volume fraction (c� 0.1),
S� –0.5 gives rise to higher value of the effective heat transfer
surface area as compared to S� 0. Moreover, when com-
pared to S� 0.2, Nusselt number for S� –0.5 has 13% higher
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Figure 8: Temperature contours in xy plane (middle of packed section), S� 0 at 0.1 solid volume fractions. (a) Re� 16.5 and (b) Re� 90.
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value. Similarly, the forced convection strength of S� –0.5 is
27% higher when compared with S� 1 at c� 0.1. Highest
value of Nusselt number occurs for c� 0.1 and S� –0.5 is due
to the impact of jet and enhanced recirculation. Also, the
ellipsoidal particles whose major axis is placed parallel to the
flow direction have smaller Nu as mentioned in [23].

For c� 0.2 and Re� 50 in Figure 14(b), it can be observed
that prolate particle assembly with S� –0.5 again has the
highest heat transfer properties as compared to the other
orientations. *is increase is 6%, 8%, and 17% as compared
to S� 0, S� 0.2, and S� 1, respectively. It is observed that,
with increase of c, maxima was again achieved at S� –0.5.
*e amount of heat transfer from each assembly depends on
many factors including heat transfer surface area, local flow
velocity, temperature gradient, and vortices formed near the
solid particle [24].

Figures 14(c) and 14(d) show effect of S on Nusselt
number at Reynolds numbers of 90 and 100, respectively.
For c� 0.3 and S� –0.5, average Nusselt number is 4% more
than the random orientation (S� 0) case.*erefore, it can be
concluded that arrays of particles whose major axes are
perpendicular to the flow direction have high value of
Nusselt number (NuS�−0.5) as compared to the other ori-
entations. Parallel arrays have minimum values of Nusselt
number (NuS�1). Overall percent increase in Nusselt number
caused by S can be calculated by using equation (9) and is
plotted in Figure 15 for different values of solid volume
fractions and Reynolds number.

% increase �
NuS�−0.5 − NuS�1

NuS�−0.5
× 100. (9)

Figure 16 represents the contours at 0.2 solid volume
fractions for three different values of S. All the three cases
have distinct local structure that results in unique convective
heat transfer behavior. For S� 1, the temperature of the gas
around the particles is still lower due to less heat transfer as
compared to the other two cases.

4.2. Stanton Number. Stanton number, St, also known as
Margoulis number (M), is another dimensionless number
that is used in forced convection heat transfer process. It
measures the ratio of heat transported into a fluid to the
thermal capacity of the fluid. Mathematical expression for
this number is [18]

St �
Nu
Re Pr

. (10)

In the present study, Prandtl number is 1 and Stanton
number can also be calculated from the simulation data.
Dimensionless numbers have great significance in fluid
mechanics. *ey help in easy parametric investigation of
diverse engineering problems. Figure 17 shows the trend of
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Stanton number with Reynolds number. Also Figure 18
shows the effects of Hermans orientation factors on Stan-
ton number at c� 0.2. Clearly, Stanton number decreases
with the increase of S at fixed value of c� 0.2. Close

observation shows that the impact of S on Stanton number
decreases with the increase of Reynolds number. *e trend
observed at other solid volume fractions is similar to that
reported at c� 0.2 and hence is omitted.
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Stanton number is also widely used in Reynolds analogy
concept of boundary layer theory. From the information of
Stanton number, the friction coefficient can be calculated
because St � Cf/2 [18]. *is analogy is applicable only if

Prandtl number is one and pressure gradient is zero in
limiting condition. However, this analogy can be applied
with its limitations just to have the first approximation of the
magnitudes of flow variables, that is, friction or mass flow
rate coefficients. So, heat transfer data can be utilized to have
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Figure 16: Temperature contours in xy plane (middle of packed section), c� 0.2. (a) Re� 98.9 and S� –0.5. (b) Re� 90.5 and S� 0. (c)
Re� 100 and S� 1.
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a good insight into the underlying physical problems. Al-
though this analogy will not give the accurate results, it can
provide a firsthand engineering analysis [25].

5. Summary and Conclusions

Heat transfer study of prolate particle arrays is performed
using second-order accurate Immersed Boundary-Lattice
Boltzmann Method (IB-LBM) [16]. Particles with aspect
ratio of 2.5 are studied. Arrays are generated for solid
volume fraction from 0.1 to 0.3 by using Monte Carlo
method [15]. Moreover, four different values of Hermans
orientation factor in the range of –0.5 to 1 are considered.
Results are presented by doing averaging on three different
random arrays of prolate particles. It is concluded that
Nusselt number considerably increases with the increase of
Reynolds number and solid volume fractions. Also, Nusselt
number significantly decreases with the increase of Her-
mans orientation factor. For example, at c � 0.1 and Re � 20,
Nusselt number of arrays with S � –0.5 is approximately
27% higher than that in arrays with S � 1. *e difference
between Nusselt number obtained in arrays of S � –0.5 and
that obtained in arrays of S � 1 decreases as the solid
volume fraction and Reynolds number increase. *is dif-
ference is still remarkable at c � 0.3 and Re � 100, which is
around 12%.

Based on the present simulations, a correlation is
presented for heat transfer of prolate particles. *e
maximum deviation of the proposed correlation from the
simulation results is less than 10 percent. It is noted that
Nusselt number is a linear function of S when other pa-
rameters such as Re, Pr, and c in the correlation are fixed.
*e proposed correlation would prove beneficial for future
studies in practical processes. Stanton number calculations
are also performed based on the proposed correlation for
Nusselt number. It is found that the impact of S on Stanton
number is nonnegligible. Stanton number decreases with
the increase of S. *e impact of S on Stanton number
decreases with the increase of Reynolds number. Overall,
the present study shows that the effect of mean particle
orientation on Nu for arrays of prolate particles is sig-
nificant. *is indicates that, in practical systems with
nonspherical particles, the consideration of the effect of
orientation is necessary for accurate prediction of the heat
transfer property of the flow. Forthcoming studies will
comprise the heat transfer of prolate arrays for several
aspect ratios. Consideration of a variety of aspect ratios
will be fruitful in biomass applications because in such
process enormous particles’ aspect ratios exist. In practical
applications, particles form different orientations; there-
fore, the impact of orientations on forced convection for a
range of aspect ratio will contribute a lot on the road to the
engineering community. In the future, a unified Nusselt
number correlation will be presented in the form of aspect
ratios, Hermans orientation factor, Reynolds number, and
solid volume fraction. *e impacts of the orientation on
gas-solid heat transfer at even higher Reynolds number
and various aspect ratios are recommended for future
studies.

Nomenclature

c: Solid volume fraction
D: Particle equivalent diameter
U: Superficial gas velocities
Re: Reynolds number
ρ: Density of gas
μ: Viscosity of gas
S: Hermans orientation factors
fi, gi: Distribution functions
f
eq
i , g

eq
i : Equilibrium distribution functions

ei: Lattice velocity
x: Position vector
τf, τg: Relaxation factors
FAF,i

(F): Source term in momentum equation
QAQ,i

(Q): Source term in heat equation
k: Fluid thermal conductivity
h: Convective heat transfer coefficient
Pr: Prandtl number
Nu: Nusselt number
Nuf,slice: Nusselt number of slice
Ts: Ellipsoid temperature
〈Tf〉: Average temperature of slice
Vslice: Volume of slice
Nslice: Number of slices
ap: Specific surface area
Qslice: Heat flux from particles to the fluid phase
hf,slice: Slice heat transfer coefficient
A: Area of slice
α: Signed level set function
uz: Gas velocity in flow direction
∅: Angle
a, b: Particle semimajor and minor axis
ar: Aspect ratio
n: Number of solid particles
L: Length of cubic computational domain
St: Stanton number
Cf: Skin friction.
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�is paper introduces a cubic trigonometric B-spline method (CuTBM) based on the Hermite formula for numerically handling
the convection-diffusion equation (CDE). �e method utilizes a merger of the CuTBM and the Hermite formula for the ap-
proximation of a space derivative, while the time derivative is discretized using a finite difference scheme. �is combination has
greatly enhanced the accuracy of the scheme. A stability analysis of the scheme is also presented to confirm that the errors do not
magnify. �e main advantage of the scheme is that the approximate solution is obtained as a smooth piecewise continuous
function empowering us to approximate a solution at any location in the domain of interest with high accuracy. Numerical tests
are performed, and the outcomes are compared with the ones presented previously to show the superiority of the
presented scheme.

1. Introduction

�e CDE describes physical phenomena in which particles,
energy, and other physical quantities are transferred within a
physical system due to diffusion and convection. �e CDE is
given as

zv

zt
+ α

zv

zξ
� β

z
2
v

zξ2
, a≤ ξ ≤ b, t> 0, (1)

where α is the coefficient of viscosity and β is the
phase velocity, respectively, and both are considered
positive. Equation (1) is subject to the following initial
condition:

v(ξ, 0) � ϕ(ξ), a≤ ξ ≤ d, (2)

and the boundary conditions

v(a, t) � g0(t),

v(b, t) � g1(t),

t> 0.

⎧⎪⎪⎨

⎪⎪⎩
(3)

Here, ϕ, g0, and g1 are known functions of sufficient
smoothness.

In the literature, various numerical techniques have been
developed for the one-dimensional CDE with specified
initial and boundary conditions such as finite differences,
finite elements, spectral methods, method of lines, and many
more. Mohebbi and Dehghan [1] presented a high-order
compact solution of the one-dimensional heat and advec-
tion-diffusion equation. Salkuyeh [2] used finite difference
approximation to solve the CDE. Karahan [3, 4] worked on
unconditional stable explicit and implicit finite difference
techniques for the advection-diffusion equation using
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spreadsheets. Restrictive Taylor approximation was used by
Ismail et al. [5] to solve the CDE. Cao et al. [6] developed a
fourth-order compact finite difference scheme for solving
the CDE. �e generalized trapezoidal formula was used by
Chawla and Al-Zanaidi [7] to solve the CDE. Dehghan [8]
used weighted finite difference techniques for the one-di-
mensional advection-diffusion equation. Furthermore,
Dehghan [9] developed a technique for the numerical so-
lution of the three-dimensional advection-diffusion equa-
tion. A second-order space and time nodal method for the
CDE was conducted by Rizwan [10]. Kara and Zhang [11]
introduced an ADI method for an unsteady CDE. Feng and
Tian [12] presented an alternating group explicit method for
the CDE. Mittal and Jain [13] redefined the cubic B-spline
collocation method for solving the CDE. Kadalbajoo and
Arora [14] presented the Taylor–Galerkin B-spline finite
element method for the one-dimensional advection-diffu-
sion equation. Sari et al. [15] used a high-order finite dif-
ference scheme for solving the advection-diffusion equation.
Tsai et al. [16] used a characteristics method with cubic
interpolation for the advection-diffusion equation. Daig
et al. [17] presented a least-squares finite element method for
the advection-diffusion equation. Chawla et al. [18] pre-
sented extended one-step time-integration schemes for the
CDE. Ding and Zhang [19] presented a highly accurate
difference scheme for CDE. Nazir et al. [20] obtained nu-
merical solutions of the CDE CuTBS approach. Aminikhah
and Alvi [21] solved the CDE using cubic B-spline quasi-
interpolation. A new Rabotnov fractional-exponential
function based fractional derivative for the diffusion
equation under external force was presented by Kumar et al.
[22]. A modified analytical approach with existence and
uniqueness was presented by Kumar et al. [23] for fractional
Cauchy reaction-diffusion equations. A numerical study of
modeling and analysis of fractal and fractal-fractional dif-
ferential equations was initiated in [24, 25].

Motivated by the boom of the spline approach in finding
the numerical solutions of the partial differential equations,

we have utilized a blend of the Hermite formula and the
cubic B-spline for the discretization of the space derivative.
�is merger has significantly augmented the accuracy of the
scheme. Another favorable advantage is that approximate
solutions come up as a smooth piecewise continuous
function permitting one to obtain approximation at any
desired location in the domain. �e approach used by von
Neumann is utilized to confirm that the presented scheme is
unconditionally stable. �e scheme is applied to various test
problems, and the outcomes are contrasted with those re-
ported in [19–21].

�e remaining portion of the paper is organized in the
following sequence. Section 2 presents the proposed scheme
that is derived out for the numerical treatment of the CDE.
�e stability analysis of the scheme is discussed in Section 3.
�e comparison of the numerical results is provided in
Section 4. �e outcomes of this study are presented in
Section 5.

2. Derivation of the Scheme

For positive integers M and N, let k � T/N and h � b − a/M
be the time and the space step sizes, respectively. �e time
domain is discretized as tn � nk, n � 0, 1, 2, . . . , N.�e spatial
domain [a, b] is partitioned as ξj � jh, j � 0, 1, 2, . . . , M,
where a � ξ0 < ξ1 < · · · < ξn− 1 < ξM � b. �e procedure for
finding the approximate solution of (1) involves determination
of the approximate solutionV(ξ, t) to the exact solution v(ξ, t)

as follows [26]:

V(ξ, t) � 􏽘
M− 1

j�− 3
σj(t)TB4

j(ξ), (4)

where σj(t) are time-dependent quantities to be
determined and TB4

j(ξ) are cubic trigonometric basis
functions given in [26] as follows:

TB4
j(ξ) �

1
p

y
3 ξj􏼐 􏼑, ξ ∈ ξj, ξj+1􏽨 􏽩,

y ξj􏼐 􏼑 y ξj􏼐 􏼑z ξj+2􏼐 􏼑 + z ξj+3􏼐 􏼑y ξj+1􏼐 􏼑􏼐 􏼑 + z ξj+4􏼐 􏼑l
2 ξj+1􏼐 􏼑, ξ ∈ ξj+1, ξj+2􏽨 􏽩,

z ξj+4􏼐 􏼑 y ξj+1􏼐 􏼑z ξj+3􏼐 􏼑 + z ξj+4􏼐 􏼑y ξj+2􏼐 􏼑􏼐 􏼑 + y ξj􏼐 􏼑m
2 ξj+3􏼐 􏼑, ξ ∈ ξj+2, ξj+3􏽨 􏽩,

m
3 ξj+4􏼐 􏼑, ξ ∈ ξj+3, ξj+4􏽨 􏽩,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(5)

where y ξj􏼐 􏼑 � sin
ξ − ξj

2
􏼠 􏼡,

z ξj􏼐 􏼑 � sin
ξj − ξ
2

􏼠 􏼡,

p � sin
h

2
􏼠 􏼡sin(h)sin

3h

2
􏼠 􏼡.

(6)
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By applying the local support property of TB4
j(ξ), it is

observed that only TB4
j− 3(ξ),TB4

j− 2(ξ), and TB4
j− 1(ξ) are

survived. Consequently, the approximation vn
j at (ξj, tn)

becomes

v ξj, t
n

􏼐 􏼑 � v
n
j � 􏽘

j− 1

w�j− 3
σn

j(t)TB4
j(ξ). (7)

Now, vn
j and its necessary derivatives are approximated

by applying the collocation conditions on B3
j(ξ). �e ob-

tained approximations are given by

v
n
j � ϑ1σ

n
j− 3 + ϑ2σ

n
j− 2 + ϑ1σ

n
j− 1,

vξ􏼐 􏼑
n

j
� − ϑ3σ

n
j− 3 + ϑ4σ

n
j− 2 + ϑ3σ

n
j− 1,

vξξ􏼐 􏼑
n

j
� ϑ5σ

n
j− 3 + ϑ6σ

n
j− 2 + ϑ5σ

n
j− 1,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(8)

where

ϑ1 � csc(h)csc
3h

2
􏼠 􏼡sin2

h

2
􏼠 􏼡,

ϑ2 �
2

1 + 2 cos(h)
,

ϑ3 �
3
4
csc

3h

2
􏼠 􏼡,

ϑ4 � 0,

ϑ5 �
3 + 9 cos(h)

4 cos(h/2) − 4 cos(5h/2)
,

ϑ6 � −
3 cot2(h/2)

2 + 4 cos(h)
.

(9)

Consider the Hermite formula at the knot (ξj, tn) [27]
given by

vξξ􏼐 􏼑
n

j− 1 + 10 vξξ􏼐 􏼑
n

j
+ vξξ􏼐 􏼑

n

j+1 −
12
h
2 v

n
j− 1 − 2v

n
j + v

n
j+1􏼐 􏼑 � 0.

(10)

Substituting (8) in (10), we obtain

vξξ􏼐 􏼑
n

j
� ω1σ

n
j− 4 + ω2σ

n
j− 3 + ω3σ

n
j− 2 + ω2σ

n
j− 1 + ω1σ

n
j , (11)

where

ω1 �
− ϑ5
10

+
6ϑ1
5h

2,

ω2 �
− ϑ6
10

−
12ϑ1
5h

2 +
6ϑ2
5h

2,

ω3 �
− ϑ5
5

+
12ϑ1
5h

2 −
12ϑ2
5h

2 .

(12)

Note that (11) provides new approximation of the second
derivative. Now, applying the θ-weighted scheme to (1), we
obtain

vt( 􏼁
n
j � θh

n+1
j +(1 − θ)h

n
j , n � 0, 1, 2, . . . , (13)

where hn
j � β(vξξ)

n

j
− α(vξ)

n

j
. Using the difference scheme

(vt)
n
j � (vn+1

j − vn
j )/k in (13), we obtain

v
n+1
j + kαθ vξ􏼐 􏼑

n+1
j

− kβθ vξξ􏼐 􏼑
n+1
j

� v
n
j − kα(1 − θ) vξ􏼐 􏼑

n

j

+ kβ(1 − θ) vξξ􏼐 􏼑
n

j
.

(14)

For the Crank–Nicolson approach, we choose θ � 0.5 so
that (14) reduces to

v
n+1
j +

1
2

kα vξ􏼐 􏼑
n+1
j

−
1
2

kβ vξξ􏼐 􏼑
n+1
j

� v
n
j −

1
2

kα vξ􏼐 􏼑
n

j
+
1
2

kβ vξξ􏼐 􏼑
n

j
.

(15)

Inserting (8) in (15) and replacing j with j − 1, we obtain

ϑ1 −
1
2

kαϑ3 −
1
2

kβϑ5􏼒 􏼓σn+1
j− 4 + ϑ2 +

1
2

kαϑ4 −
1
2

kβϑ6􏼒 􏼓σn+1
j− 3 + ϑ1 +

1
2

kαϑ3 −
1
2

kβϑ5􏼒 􏼓σn+1
j− 2 � ϑ1 +

1
2

kαϑ3 +
1
2

kβϑ5􏼒 􏼓σn
j− 4

+ ϑ2 −
1
2

kαϑ4 +
1
2

kβϑ6􏼒 􏼓σn
j− 3

+ ϑ1 −
1
2

kαϑ3 +
1
2

kβϑ5􏼒 􏼓σn
j− 2, j � 0, M.

(16)

Inserting (8) and (11) in (15), we obtain
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−
1
2

kβω1􏼒 􏼓σn+1
j− 4 + ϑ1 −

1
2

kαϑ3 −
1
2

kβω2􏼒 􏼓σn+1
j− 3

+ ϑ2 +
1
2

kαϑ4 −
1
2

kβω3􏼒 􏼓σn+1
j− 2

+ ϑ1 +
1
2

kαϑ3 −
1
2

kβω2􏼒 􏼓σn+1
j− 1 −

1
2

kβω1􏼒 􏼓σn+1
j

�
1
2

kβω1􏼒 􏼓σn
j− 4 + ϑ1 +

1
2

kαϑ3 +
1
2

kβω2􏼒 􏼓σn
j− 3

+ ϑ2 −
1
2

kαϑ4 +
1
2

kβω3􏼒 􏼓σn
j− 2 + ϑ1 −

1
2

kαϑ3 +
1
2

kβω2􏼒 􏼓σn
j− 1

+
1
2

kβω1􏼒 􏼓σn
j , j � 1, 2, 3, . . . , M − 1.

(17)
Note that equations (16) and (17) together produce an

inconsistent system of (M + 1) equations in (M + 3) un-
knowns. To obtain a consistent system, we need two ad-
ditional equations which can be obtained using the given
boundary conditions. Consequently, a consistent system of
dimension (M + 3) × (M + 3) is obtained which can be
solved using any Gaussian elimination-based numerical
algorithm.

2.1. Initial State. �e initial condition and the derivatives of
initial condition are used to find initial vector σ0 as follows:

vξ􏼐 􏼑
0
j

� ϕ′ ξj􏼐 􏼑, j � 0,

v
0
j􏼐 􏼑 � ϕ ξj􏼐 􏼑, j � 0, 1, . . . , M,

vξ􏼐 􏼑
0
j

� ϕ′ ξj􏼐 􏼑, j � M.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(18)

System (18) produces an (M + 3) × (M + 3) matrix
system of the following form:

Hσ0 � b, (19)

where

H �

− ϑ3 ϑ4 ϑ3 0 · · · 0 0

ϑ1 ϑ2 ϑ1 0 · · · 0 0

0 ϑ1 ϑ2 ϑ1 0 · · · 0

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮

0 0 · · · · · · ϑ1 ϑ2 ϑ1
0 0 · · · · · · − ϑ3 ϑ4 ϑ3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

σ0 � σ0− 4, σ
0
− 2, σ

0
− 1, . . . , σ0M− 2􏽨 􏽩

T
,

b � ϕ′ ξ0( 􏼁,ϕ ξ0( 􏼁, . . . , ϕ ξM( 􏼁, ϕ′ ξM( 􏼁􏼂 􏼃
T
.

(20)

3. Stability Analysis

�e von Neumann stability technique is applied in this
section to explore the stability of the given scheme. Consider
the growth of error in a single Fourier mode, Ωn

j � δneiηhj,
where η is the mode number, h is the step size, and i �

���
− 1

√
.

Inserting the Fourier mode into equation (15) yields

− ρ1δ
n+1

e
iη(j− 4)h

+ ρ2δ
n+1

e
iη(j− 3)h

+ ρ3δ
n+1

e
iη(j− 2)h

+ ρ4δ
n+1

e
iη(j− 1)h

− ρ1δ
n+1

e
iη(j)h

� ρ1δ
n
e

iη(j− 4)h
+ ρ5δ

n
e

iη(j− 3)h
+ ρ6δ

n
e

iη(j− 2)h

+ ρ7δ
n
e

iη(j− 1)h
+ ρ1δ

n
e

iη(j)h
,

(21)

where

ρ1 �
1
2

kβω1,

ρ2 � ϑ1 −
1
2

kαϑ3 −
1
2

kβω2,

ρ3 � ϑ2 +
1
2

kαϑ4 −
1
2

kβω3,

ρ4 � ϑ1 +
1
2

kαϑ3 −
1
2

kβω2,

ρ5 � ϑ1 +
1
2

kαϑ3 +
1
2

kβω2,

ρ6 � ϑ2 −
1
2

kαϑ4 +
1
2

kβω3,

ρ7 � ϑ1 −
1
2

kαϑ3 +
1
2

kβω2.

(22)

Dividing equation (21) by δneiη(j− 2)h and rearranging the
equation, we obtain

δ �
ρ1e

− 2iηh
+ ρ5e

− iηh
+ ρ6 + ρ7e

iηh
+ ρ1e

2iηh

− ρ1e
− 2iηh

+ ρ2e
− iηh

+ ρ3 + ρ4e
iηh

− ρ1e
2iηh

. (23)

Using cos(ηh) � (eiηh + e− iηh)/2 and sin(ηh) � (eiηh −

e− iηh)/ 2i in equation (23) and simplifying, we obtain

δ �
2ρ1 cos(2ηh) + ρ6 + 2A1 cos(ηh) − i2B1 sin(ηh)

− 2ρ1 cos(2ηh) + ρ3 + 2A2 cos(ηh) + i2B2 sin(ηh)
,

(24)

where
A1 � ϑ1 +

1
2

kβω2,

B1 �
1
2

kαϑ3,

A2 � ϑ1 −
1
2

kβω2,

B2 �
1
2

kαϑ3.

(25)
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Note that η ∈ [− π, π]. Without loss of generality, we can
assume that η � 0 so that equation (24) takes the following
form:

δ �
kβω1 + ϑ2 − (1/2)kαϑ4 +(1/2)kβω3 + 2ϑ1 + kβω2

− kβω1 + ϑ2 +(1/2)kαϑ4 − (1/2)kβω3 + 2ϑ1 − kβω2
,

�
2ϑ1 + ϑ2 + kβ ω1 + ω2 +(1/2)ω3( 􏼁

2ϑ1 + ϑ2 − kβ ω1 + ω2 +(1/2)ω3( 􏼁

≤ 1,

(26)

which proves that the present computational scheme is
unconditionally stable.

4. Numerical Experiments and Discussion

In this section, some numerical calculations are performed
to test the accuracy of the offered scheme. In all examples, we
use the following error norms:

L∞ � maxj Vnum zj, t􏼐 􏼑 − vexact zj, t􏼐 􏼑
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌,

L2 �

���������������������������

h 􏽘
M+1

j�1
h Vnum zj, t􏼐 􏼑 − vexact zj, t􏼐 􏼑

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

􏽶
􏽴

.
(27)

Example 1. Consider the CDE

zv

zt
+ 0.1

zv

zξ
� 0.01

z
2
v

zξ2
, 0≤ ξ ≤ 1, t> 0, (28)

with the initial condition

v(ξ, 0) � exp(5ξ)sin(πξ) (29)

and the boundary conditions

v(0, t) � 0,

v(1, t) � 0.
(30)

�e analytic solution of the given problem is
v(ξ, t) � exp(5ξ − (0.25 + 0.01π2)t)sin(πξ). �e numerical
results are obtained by utilizing the presented scheme. In
Table 1, the absolute errors are compared with those ob-
tained in [19] at various time stages. Figure 1 illustrates the
comparison between the exact and numerical solutions at
various time stages. Figure 2 shows the 2D and 3D error
profiles at T � 1. A 3D comparison between the exact and
numerical solutions is presented to exhibit the exactness of
the scheme in Figure 3. �e approximate solution when
t � 1, k � 0.01, and h � 0.05 is given by

Table 1: Absolute errors when k � 0.001 at h � 0.005 for Example 1.

t
ξ � 0.1 ξ � 0.3 ξ � 0.5 ξ � 0.7 ξ � 0.9

Present CNM [19] Present CNM [19] Present CNM [19] Present CNM [19] Present CNM [19]
0.2 9.19×10− 7 1.88×10− 5 7.52×10− 8 3.61×10− 5 6.83×10− 6 1.39×10− 5 3.06×10− 5 2.05×10− 4 8.13×10− 5 9.67×10− 4

0.4 1.52×10− 6 3.23×10− 5 1.39×10− 7 6.76×10− 5 1.27×10− 5 2.61×10− 5 5.71×10− 5 3.84×10− 4 1.41×10− 4 1.64×10− 3

0.6 1.88×10− 6 4.15×10− 5 1.86×10− 7 9.45×10− 5 1.78×10− 5 3.66×10− 5 7.97×10− 5 5.37×10− 4 1.84×10− 4 2.10×10− 3

0.8 2.10×10− 6 4.81×10− 5 1.99×10− 7 1.17×10− 4 2.22×10− 5 4.56×10− 5 9.89×10− 5 6.64×10− 4 2.16×10− 4 2.42×10− 3

1.0 2.22×10− 6 5.26×10− 5 1.68×10− 7 1.35×10− 4 2.58×10− 5 5.31×10− 5 1.15×10− 4 7.68×10− 4 2.39×10− 4 2.63×10− 3

10 6.19×10− 8 7.17×10− 6 1.90×10− 6 2.87×10− 5 1.12×10− 5 2.31×10− 5 3.52×10− 5 1.11×10− 4 4.78×10− 5 2.86×10− 4

20 1.57×10− 8 2.57×10− 7 1.58×10− 7 1.13×10− 6 6.85×10− 7 1.41×10− 6 1.85×10− 6 2.10×10− 6 2.27×10− 6 7.60×10− 6

t = 0.5
t = 0.2
t = 1

0.8 1.00.60.40.2
ζ

5

10

15

20

25

30

V

Figure 1: �e approximate (stars, circles, and triangles) and exact (solid lines) solutions for various time stages when h � 0.005, k � 0.001
for Example 1.
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V(ξ, 1) �

10.9843 cos
ξ
2

􏼠 􏼡 − 10.9843cos3
ξ
2

􏼠 􏼡 + 54.9966sin3
ξ
2

􏼠 􏼡−

41.2474 csc
ξ
2

􏼠 􏼡sin2(ξ) + sin
ξ
2

􏼠 􏼡(169.428 + 16.4765 sin(ξ)),

ξ ∈ 0,
1
20

􏼔 􏼕,

10.0258 cos
ξ
2

􏼠 􏼡 − 10.0266cos3
ξ
2

􏼠 􏼡 + 67.7423sin3
ξ
2

􏼠 􏼡−

50.8067 csc
ξ
2

􏼠 􏼡sin2(ξ) + sin
ξ
2

􏼠 􏼡(207.761 + 15.0399 sin(ξ)),

ξ ∈
1
20

,
1
10

􏼔 􏼕,

7.76173 cos
ξ
2

􏼠 􏼡 − 7.77007cos3
ξ
2

􏼠 􏼡 + 82.6729sin3
ξ
2

􏼠 􏼡−

62.0047 csc
ξ
2

􏼠 􏼡sin2(ξ) + sin
ξ
2

􏼠 􏼡((253.005 + 11.6551 sin(ξ)),

ξ ∈
1
10

,
3
20

􏼔 􏼕,

⋮

⋮

4135.9 cos
ξ
2

􏼠 􏼡 − 3377.74cos3
ξ
2

􏼠 􏼡 − 1565.64 sin
ξ
2

􏼠 􏼡

3

+

1174.23 csc
ξ
2

􏼠 􏼡sin2(ξ) + sin
ξ
2

􏼠 􏼡(− 10328.2 + 5066.61 sin(ξ)),

ξ ∈
17
20

,
9
10

􏼔 􏼕,

5855.3 cos
ξ
2

􏼠 􏼡 − 4663.41cos3
ξ
2

􏼠 􏼡 − 1854.21sin3
ξ
2

􏼠 􏼡+

1390.66 csc
ξ
2

􏼠 􏼡sin2(ξ) + sin
ξ
2

􏼠 􏼡(− 13887.7 + 6995.11 sin(ξ)),

ξ ∈
9
10

,
19
20

􏼔 􏼕,

7812.87 cos
ξ
2

􏼠 􏼡 − 6075.06cos3
ξ
2

􏼠 􏼡 − 2061.5sin3
ξ
2

􏼠 􏼡+

1546.12 csc
ξ
2

􏼠 􏼡sin2(ξ) + sin
ξ
2

􏼠 􏼡(− 17694.2 + 9112.59 sin(ξ)),

ξ ∈
19
20

, 1􏼔 􏼕.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(31)

Example 2. Consider the CDE
zv

zt
+ 0.22

zv

zξ
� 0.5

z
2
v

zξ2
, 0≤ ξ ≤ 1, t> 0, (32)
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with the initial condition

v(ξ, 0) � exp(0.22ξ)sin(πξ) (33)

and the boundary conditions

v(0, t) � 0,

v(1, t) � 0.
(34)

�e analytic solution of the given problem is
v(ξ, t) � exp(0.22ξ − (0.0242 + 0.5π2)t)sin(πξ). By utilizing
the proposed scheme, the numerical results are acquired. An
excellent comparison between absolute errors computed by
our scheme and the scheme in [19] is presented in Table 2. A
close comparison between the exact and numerical solutions
at different time stages is depicted in Figure 4. Figure 5 plots

2D and 3D absolute errors at T � 1. Figure 6 deals with the
3D comparison that occurs between the exact and numerical
solutions. �e approximate solution when t � 1, k � 0.01,
and h � 0.05 is given as
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Figure 2: 2D and 3D error profiles when T � 1, h � k � 0.01 for Example 1.
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Figure 3: �e exact and approximate solutions when T � 1, h � k � 0.01 for Example 1.

Table 2: Absolute errors when k � 0.002 and h � 0.002 for Ex-
ample 2.

ξ
t � 0.8 t � 1.0

Present scheme CNM [19] Present scheme CNM [19]
0.1 1.84 × 10− 7 2.12 × 10− 7 8.52 × 10− 8 1.79×10− 7

0.3 5.02×10− 7 5.85×10− 7 2.33×10− 7 4.92×10− 7

0.5 6.47×10− 7 7.62×10− 7 3.00×10− 7 6.40×10− 7

0.7 5.46×10− 7 6.49×10− 7 2.53×10− 7 5.45×10− 7

0.9 2.18×10− 7 2.61×10− 7 1.01×10− 7 2.19×10− 7

t = 0.6
t = 0.2
t = 0.4

0.4 0.6 0.8 1.00.2
ζ

0.1

0.2

0.3

0.4

V

Figure 4: �e approximate (stars, circles, and triangles) and exact
(solid lines) solutions for various time stages when h � k � 0.002
for Example 2.
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V(ξ, 1) �

0.00705027 cos
ξ
2

􏼠 􏼡 − 0.00705027cos3
ξ
2

􏼠 􏼡 − 0.107735sin3
ξ
2

􏼠 􏼡+

sin
ξ
2

􏼠 􏼡(− 0.279207 + 0.0105754 sin(ξ)) + 0.0808013 csc
ξ
2

􏼠 􏼡sin2(ξ),

ξ ∈ 0,
1
20

􏼔 􏼕,

0.00365488 cos
ξ
2

􏼠 􏼡 − 0.00365771cos3
ξ
2

􏼠 􏼡 − 0.0625858sin3
ξ
2

􏼠 􏼡+

sin
ξ
2

􏼠 􏼡(− 0.143419 + 0.00548657 sin(ξ)) + 0.0469394 csc
ξ
2

􏼠 􏼡sin2(ξ),

ξ ∈
1
20

,
1
10

􏼔 􏼕,

0.00555436 cos
ξ
2

􏼠 􏼡 − 0.00555086cos3
ξ
2

􏼠 􏼡 − 0.075112sin3
ξ
2

􏼠 􏼡+

sin
ξ
2

􏼠 􏼡(− 0.181377 + 0.00832629 sin(ξ)) + 0.056334 csc
ξ
2

􏼠 􏼡sin2(ξ),

ξ ∈
1
10

,
3
20

􏼔 􏼕,

⋮

⋮

− 0.0808988 cos
ξ
2

􏼠 􏼡 + 0.0700979cos3
ξ
2

􏼠 􏼡 − 0.00330615sin3
ξ
2

􏼠 􏼡+

sin
ξ
2

􏼠 􏼡(0.130845 − 0.105147 sin(ξ)) + 0.00247962 csc
ξ
2

􏼠 􏼡sin2(ξ),

ξ ∈
17
20

,
9
10

􏼔 􏼕,

− 0.114779 cos
ξ
2

􏼠 􏼡 + 0.0954314cos3
ξ
2

􏼠 􏼡 + 0.00238008sin3
ξ
2

􏼠 􏼡+

sin
ξ
2

􏼠 􏼡(0.200982 − 0.143147 sin(ξ)) − 0.00178506 csc
ξ
2

􏼠 􏼡sin2(ξ),

ξ ∈
9
10

,
19
20

􏼔 􏼕,

− 0.0214135 cos
ξ
2

􏼠 􏼡 + 0.0281036cos3
ξ
2

􏼠 􏼡 − 0.0075062sin3
ξ
2

􏼠 􏼡+

sin
ξ
2

􏼠 􏼡(0.0194332 − 0.0421554 sin(ξ)) + 0.00562965 csc
ξ
2

􏼠 􏼡sin2(ξ),

ξ ∈
19
20

, 1􏼔 􏼕.
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(35)
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Example 3. Consider the CDE

zv

zt
+ 0.1

zv

zξ
� 0.2

z
2
v

zξ2
, 0≤ ξ ≤ 1, t> 0, (36)

with the initial condition

v(ξ, 0) � exp(0.25ξ)sin(πξ) (37)

and the boundary conditions

v(0, t) � 0,

v(1, t) � 0.
(38)

�e analytic solution of the given problem is
v(ξ, t) � exp(0.25ξ − (0.012ξ + 0.2π2)t)sin(πξ). �e nu-
merical outcomes are obtained utilizing the proposed
scheme. An excellent comparison between absolute errors
computed by our scheme and the scheme in [19] is discussed
in Table 3. Figure 7 deals with the behavior of exact and
approximate solutions at various time stages. Figure 8 plots
2D and 3D absolute errors at T � 1. In Figure 9, a tre-
mendous 3D contrast between the exact and numerical
solutions is shown. �e approximate solution when
t � 1, k � 0.01, and h � 0.05 is given as
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Figure 5: 2D and 3D error profile when T � 1, h � k � 0.01 for Example 2.
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Figure 6: �e exact and approximate solutions with T � 1, h � k � 0.01 for Example 2.

Table 3: Absolute errors when k � 0.005 at h � 0.01 for Example 3.

t
ξ � 0.1 ξ � 0.3 ξ � 0.5 ξ � 0.7 ξ � 0.9

Present CNM [19] Present CNM [19] Present CNM [19] Present CNM [19] Present CNM [19]
0.2 1.52×10− 7 3.72×10− 6 2.47×10− 7 1.02×10− 5 1.05×10− 6 1.32×10− 5 1.52×10− 6 1.12×10− 5 9.06×10− 7 4.48×10− 6

0.4 2.16×10− 8 2.80×10− 6 5.85×10− 7 7.68×10− 6 1.42×10− 6 9.93×10− 6 1.76×10− 6 8.41×10− 6 9.42×10− 7 3.36×10− 6

0.6 1.32×10− 7 1.57×10− 6 7.34×10− 7 4.29×10− 6 1.43×10− 6 5.55×10− 6 1.62×10− 6 4.69×10− 6 8.14×10− 7 1.88×10− 6

0.8 1.75×10− 7 7.77×10− 7 7.34×10− 7 2.13×10− 6 1.28×10− 6 2.75×10− 6 1.37×10− 6 2.33×10− 6 6.60×10− 7 9.29×10− 7

1.0 1.77×10− 7 3.61×10− 7 6.58×10− 7 9.88×10− 7 1.08×10− 6 1.28×10− 6 1.10×10− 6 1.08×10− 6 5.18×10− 7 4.31×10− 7
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V(ξ, 1) �

0.110325 cos
ξ
2

􏼠 􏼡 − 0.110325cos3
ξ
2

􏼠 􏼡 − 1.42017sin3
ξ
2

􏼠 􏼡+

sin
ξ
2

􏼠 􏼡(− 3.3983 + 0.165487 sin(ξ)) + 1.06513 csc
ξ
2

􏼠 􏼡sin2(ξ),

ξ ∈ 0,
1
20

􏼔 􏼕,

0.109556 cos
ξ
2

􏼠 􏼡 − 0.109557cos3
ξ
2

􏼠 􏼡 − 1.40995sin3
ξ
2

􏼠 􏼡+

sin
ξ
2

􏼠 􏼡(− 3.36757 + 0.164336 sin(ξ)) + 1.05747 csc
ξ
2

􏼠 􏼡sin2(ξ),

ξ ∈
1
20

,
1
10

􏼔 􏼕,

0.113008 cos
ξ
2

􏼠 􏼡 − 0.112997 cos
ξ
2

􏼠 􏼡

3

− 1.43272sin3
ξ
2

􏼠 􏼡+

sin
ξ
2

􏼠 􏼡(− 3.43655 + 0.169496 sin(ξ)) + 1.07454 csc
ξ
2

􏼠 􏼡sin2(ξ),

ξ ∈
1
10

,
3
20

􏼔 􏼕,

⋮

⋮

− 1.70311 cos
ξ
2

􏼠 􏼡 + 1.4605cos3
ξ
2

􏼠 􏼡 − 0.0651712sin3
ξ
2

􏼠 􏼡+

sin
ξ
2

􏼠 􏼡(2.76626 − 2.19076 sin(ξ)) + 0.0488784 csc
ξ
2

􏼠 􏼡sin2(ξ),

ξ ∈
17
20

,
9
10

􏼔 􏼕,

− 1.90731 cos
ξ
2

􏼠 􏼡 + 1.6132cos3
ξ
2

􏼠 􏼡 − 0.0308979sin3
ξ
2

􏼠 􏼡+

sin
ξ
2

􏼠 􏼡(3.189 − 2.4198 sin(ξ)) + 0.0231734 csc
ξ
2

􏼠 􏼡sin2(ξ),

ξ ∈
9
10

,
19
20

􏼔 􏼕,

− 1.95402 cos
ξ
2

􏼠 􏼡 + 1.64688cos3
ξ
2

􏼠 􏼡 − 0.0259522sin3
ξ
2

􏼠 􏼡+

sin
ξ
2

􏼠 􏼡(3.27983 − 2.47032 sin(ξ)) + 0.0194642 csc
ξ
2

􏼠 􏼡sin2(ξ),

ξ ∈
19
20

, 1􏼔 􏼕.
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(39)

Example 4. Consider the CDE
zv

zt
+ 0.8

zv

zξ
� 0.1

z
2
v

zξ2
, 0≤ ξ ≤ 1, t> 0, (40)

with the initial condition

v(ξ, 0) � exp −
(ξ − 2)

2

80
􏼠 􏼡 (41)

and the boundary conditions
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Figure 7:�e approximate (stars, circles, and triangles) and exact (solid lines) solutions for various time stages when h � 0.01, k � 0.005 for
Example 3.
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Figure 8: 2D and 3D error profiles when T � 1, M � 100, k � 0.005 for Example 3.
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Figure 9: �e exact and approximate solutions with T � 1, h � 0.01, k � 0.005 for Example 3.

Mathematical Problems in Engineering 11



v(0, t) �

�����
20

20 + t

􏽲

exp −
(− 2 − 0.8t)

2

0.4(20 + t)
􏼠 􏼡,

v(1, t) �

�����
20

20 + t

􏽲

exp −
(− 1 − 0.8t)

2

0.4(20 + t)
􏼠 􏼡.

(42)

�e analytic solution is v(ξ, t) �
��������
20/20 + t

√
exp

(− (ξ − 2 − 0.8t)2/0.4(20 + t)). In Table 4, the comparative
analysis of absolute errors with those in [20] is provided.
Figure 10 illustrates the behavior of numerical solutions at
various stages of time. Figure 11 depicts the 2D and 3D
graphs of absolute errors. Figure 12 shows the rattling ac-
curacy that exists between the exact and numerical solutions.

Table 4: Error norms when t � 1.0 and k � 0.001 for Example 4.

h
Present scheme CuTBS [20]

L2 L∞ L2 L∞

1/4 8.17×10− 6 1.40×10− 5 1.20×10− 4 1.09×10− 4

1/8 2.87×10− 6 4.14×10− 6 2.98×10− 5 2.35×10− 5

1/16 7.95×10− 7 1.12×10− 6 7.56×10− 6 5.76×10− 6

1/32 2.05×10− 7 2.89×10− 7 1.91×10− 6 1.43×10− 6

1/64 5.32×10− 8 7.49×10− 8 4.77×10− 7 3.55×10− 7

1/128 1.49×10− 8 2.12×10− 8 1.17×10− 7 8.65×10− 8
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t = 0.3
t = 0.9
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Figure 10: �e approximate (stars, circles, and triangles) and exact (solid lines) solutions for various time stages when h � 0.01, k � 0.001
for Example 4.
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Figure 11: 2D and 3D error profile when T � 1, h � k � 0.01 for Example 4.
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�e approximate solution when t � 1, k � 0.01, and h � 0.05
is given as

V(ξ, 1) �

0.471308 cos
ξ
2

􏼠 􏼡 − 0.0875439cos3
ξ
2

􏼠 􏼡 + 0.000784654sin3
ξ
2

􏼠 􏼡+

sin
ξ
2

􏼠 􏼡(0.514041 + 0.131316 sin(ξ)) − 0.000588491 csc
ξ
2

􏼠 􏼡sin2(ξ),

ξ ∈ 0,
1
20

􏼔 􏼕,

0.470916 cos
ξ
2

􏼠 􏼡 − 0.0871524cos3
ξ
2

􏼠 􏼡 + 0.00599438sin3
ξ
2

􏼠 􏼡+

sin
ξ
2

􏼠 􏼡(0.529709 + 0.130729 sin(ξ)) − 0.00449579 csc
ξ
2

􏼠 􏼡sin2(ξ),

ξ ∈
1
20

,
1
10

􏼔 􏼕,

0.470136 cos
ξ
2

􏼠 􏼡 − 0.0863755cos3
ξ
2

􏼠 􏼡 + 0.0111351sin3
ξ
2

􏼠 􏼡+

sin
ξ
2

􏼠 􏼡(0.545287 + 0.129563 sin(ξ)) − 0.00835133 csc
ξ
2

􏼠 􏼡sin2(ξ),

ξ ∈
1
10

,
3
20

􏼔 􏼕,

⋮

⋮

0.419092 cos
ξ
2

􏼠 􏼡 − 0.0414767cos3
ξ
2

􏼠 􏼡 + 0.0611033sin3
ξ
2

􏼠 􏼡+

sin
ξ
2

􏼠 􏼡(0.750213 + 0.062215 sin(ξ)) − 0.0458274 csc
ξ
2

􏼠 􏼡sin2(ξ),

ξ ∈
17
20

,
9
10

􏼔 􏼕,

0.413674 cos
ξ
2

􏼠 􏼡 − 0.0374249cos3
ξ
2

􏼠 􏼡 + 0.0620127sin3
ξ
2

􏼠 􏼡+

sin
ξ
2

􏼠 􏼡(0.761431 + 0.0561374 sin(ξ)) − 0.0465095 csc
ξ
2

􏼠 􏼡sin2(ξ),

ξ ∈
9
10

,
19
20

􏼔 􏼕,

0.407727 cos
ξ
2

􏼠 􏼡 − 0.0331368cos3
ξ
2

􏼠 􏼡 + 0.0626424sin3
ξ
2

􏼠 􏼡+

sin
ξ
2

􏼠 􏼡(0.772993 + 0.0497052 sin(ξ)) − 0.0469818 csc
ξ
2

􏼠 􏼡sin2(ξ),

ξ ∈
19
20

, 1􏼔 􏼕.
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Example 5. Consider the CDE

zv

zt
+ 0.1

zv

zξ
� 0.02

z
2
v

zξ2
, 0≤ ξ ≤ 1, t> 0, (44)

with the initial condition
v(ξ, 0) � exp(1.17712434446770ξ) (45)

and the boundary conditions

v(0, t) � exp(− 0.09t),

v(1, t) � exp(1.17712434446770 − 0.09t).
(46)

�e analytic solution is v (ξ, t) � exp(1.17712434446770
ξ − 0.09t). �e numerical outcomes are acquired by using
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Figure 12: �e exact and approximate solutions when T � 1, h � k � 0.01 for Example 4.

Table 5: Absolute errors when h � 0.01 and k � 0.001 for Example 5.

t� 1 t� 2
CuBQI [21] Present method CuBQI [21] Present method

ξ � 0.1 2.1506×10− 6 1.0675×10− 7 2.8217×10− 6 1.4143×10− 7

ξ � 0.5 7.0601×10− 6 3.2442×10− 7 1.2276×10− 5 5.6490×10− 7

ξ � 0.9 7.6594×10− 6 3.3157×10− 7 1.1643×10− 5 4.9986×10− 7

Table 6: Error norms when h � 0.01 and k � 0.001 for Example 5.

t� 1 t� 2
CuBQI [21] Present method CuBQI [21] Present method

L2-norm 6.4790×10− 7 2.9393×10− 7 1.0719×10− 6 4.8607×10− 7

L∞-norm 9.1107×10− 6 4.1329×10− 7 1.5204×10− 5 6.8951×10− 7

t = 0.5
t = 0.1
t = 0.9
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Figure 13: �e approximate (stars, circles, and triangles) and exact (solid lines) solutions for various time stages when h � 0.01, k � 0.001
for Example 5.
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the introduced scheme. �e error norms are computed and
compared with those obtained in [21] in Tables 5 and 6.
Figure 13 shows the behavior of exact and numerical so-
lutions at various stages of time. Figure 14 depicts the 2D and
3D absolute error profiles at T � 1. In Figure 15, a 3D

contrast between the exact and numerical solutions is
presented and all the graphs are in good agreement. �e
approximate solution when t � 1, k � 0.01, and h � 0.05 is
given as

V(ξ, 1) �

1.66078 cos
ξ
2

􏼠 􏼡 − 0.746853cos3
ξ
2

􏼠 􏼡 + 0.632987sin3
ξ
2

􏼠 􏼡−

0.47474 csc
ξ
2

􏼠 􏼡sin2(ξ) + sin
ξ
2

􏼠 􏼡(4.05063 + 1.12028 sin(ξ)),

ξ ∈ 0,
1
20

􏼔 􏼕,

1.65375 cos
ξ
2

􏼠 􏼡 − 0.739828cos3
ξ
2

􏼠 􏼡 + 0.726471sin3
ξ
2

􏼠 􏼡−

0.544853 csc
ξ
2

􏼠 􏼡sin2(ξ) + sin
ξ
2

􏼠 􏼡(4.33178 + 1.10974 sin(ξ)),

ξ ∈
1
20

,
1
10

􏼔 􏼕,

1.63814 cos
ξ
2

􏼠 􏼡 − 0.724265cos3
ξ
2

􏼠 􏼡 + 0.829444sin3
ξ
2

􏼠 􏼡−

0.622083 csc
ξ
2

􏼠 􏼡sin2(ξ) + sin
ξ
2

􏼠 􏼡(4.64382 + 1.0864 sin(ξ)),

ξ ∈
1
10

,
3
20

􏼔 􏼕,

⋮

⋮

− 0.420769 cos
ξ
2

􏼠 􏼡 + 1.04963cos3
ξ
2

􏼠 􏼡 + 2.44322sin3
ξ
2

􏼠 􏼡+

sin
ξ
2

􏼠 􏼡(11.8844 − 1.57444 sin(ξ)) − 1.83242 csc
ξ
2

􏼠 􏼡sin2(ξ),

ξ ∈
17
20

,
9
10

􏼔 􏼕,

− 0.768804 cos
ξ
2

􏼠 􏼡 + 1.30987cos3
ξ
2

􏼠 􏼡 + 2.50164sin3
ξ
2

􏼠 􏼡+

sin
ξ
2

􏼠 􏼡(12.6049 − 1.9648 sin(ξ)) − 1.87623 csc
ξ
2

􏼠 􏼡sin2(ξ),

ξ ∈
9
10

,
19
20

􏼔 􏼕,

− 1.14283 cos
ξ
2

􏼠 􏼡 + 1.57959cos3
ξ
2

􏼠 􏼡 + 2.54124sin3
ξ
2

􏼠 􏼡+

sin
ξ
2

􏼠 􏼡(13.3322 − 2.36938 sin(ξ)) − 1.90593 csc
ξ
2

􏼠 􏼡sin2(ξ),

ξ ∈
19
20

, 1􏼔 􏼕.
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5. Concluding Remarks

In this study, a cubic trigonometric B-spline collocation
method based on the Hermite formula is developed for the
convection-diffusion equation. �e smooth piecewise cubic
B-spline has been used to approximate derivatives in space,
whereas a standard finite difference has been used to dis-
cretize the time derivative. A combination of the Hermite
formula and the cubic trigonometric B-splines for ap-
proximating the space derivative has considerably aug-
mented the accuracy of the scheme. �e solution comes up
as a smooth piecewise continuous function so that one can
find an approximate solution at any wanted location in the
domain of interest. A special attention is devoted to the
stability analysis of the scheme to confirm that the errors do
not amplify. �e numerical results are contrasted with some
current numerical techniques. It is inferred that the pre-
sented scheme is more precise and provides better accuracy.
It is also worthwhile to mention that the offered scheme is
applicable to a variety of problems of applied nature in
science and engineering.
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-e quality of steel produced by continuous casting depends mainly on the characteristics of the liquid steel flow pattern within
the mold. -is pattern depends on the flow dynamics of the nozzle that is immersed in liquid steel. -is work characterizes the
fluid dynamics within two separate submerged entry nozzle models with a square cross section bore. -e Froude similarity
criterion and water as working fluid have been used. -e models consist of a square-shaped tube with one inlet and two lateral
squared exits at the bottom. To enhance the flow visualization, the models do not have exit ports. Moreover, one of the models has
a “pool,” a volume at the bottom, and the other prescinds of it. -e geometrical parameters and operational conditions of physical
experiments were reproduced in the numerical simulations.-e turbulence model used in this work is large eddy simulation (LES)
with dynamic k-equation filtering. It was found that transient numerical simulations reproduce the dynamic nature of the internal
flow pattern seen in physical experiments.-e results show that the flow pattern within the pool nozzle is defined by only one large
vortex; on the other hand, in the nozzle, without the pool, the flow pattern achieves a complex behavior characterized by two small
vortexes.-is study will allow to build nozzles that produce a symmetric, regular fluid flow pattern inside the mold, which leads to
improvements on the process such as low energy consumption and finally in cost reductions.

1. Introduction

Molten steel continuous casting is an industrial process
whose origins can be traced almost 200 years ago. Since the
US Patent No. 1908 obtained by George Escol Sellers on
December 17, 1840, titled “Machinery for making pipes
continuously from lead,” great experience has been gained in
the operation of this process [1]. -e continuous casting
process can be seen in detail in the work [2]. Many theo-
retical and experimental investigations of the continuous
casting process mainly aimed at obtaining high-quality
homogeneous slabs were carried out. -e aspect in which all
research works have coincided is that the flow pattern of the
jets of liquid steel emerging from the submerged entry
nozzle (SEN) determines to a large extent the quality and

purity of the steel slabs. -e SEN is designed to regulate the
continuous flow of liquid steel that is supplied to the mold
[3]. Several recent investigations have concurred with the
fact that properties that characterize the internal and ex-
ternal geometry of the nozzle influence the flow pattern that
the SEN produces inside the continuous casting mold. -ere
are, however, differences in the influence that each of these
geometric properties has on the flow pattern of liquid steel
inside the nozzle and within the mold. For example, Cal-
deron-Ramos et al. (2019) [4] studied the effect of both the
transverse shape of the exit ports and the angle of inclination
of the ports. -ey showed that the square-shaped ports
produce symmetric and slow jets. Similarly, Zhang et al.
(2019) [5] studied the influence of two fundamental aspects
of the SEN exit ports on the liquid steel flow pattern within
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the mold: the horizontal angle of inclination and the angle at
which the ports’ outlets diverge. -e latter authors found an
optimal combination of the port angle and immersion depth
that reduces mold level fluctuations [6, 7]. Common to most
of these works is the investigation at the same time of several
factors that modify the flow pattern inside the mold [8, 9].
-is approach, however, does not allow to separate the
effects that each of them has on the flow inside the mold. On
the other hand, previous works paid little attention to the
exploration of the interior flow structure inside the SEN
[10, 11].

-e exit flow structure is developed in the bottom zone
of the nozzle. However, factors such as the impurities
dragged by liquid steel erode the internal walls which modify
the internal volume of the SEN and thus the flow structure.
-e nozzles with a “pool,” a volume at the bottom, suffer
from a constant accumulation of the slag and impurities that
fill the volume and change the fluid dynamics.

In order to numerically reproduce the flow pattern of the
SEN, RANS and LES turbulence models were used previ-
ously to reproduce the internal flow pattern of the SEN
[4, 12, 13]. In these works, it is possible to observe that RANS
models could reproduce the average flow pattern; however,
they do not obtain the transient dynamic flow behavior
[2, 5–7, 9, 14–19]. On the other hand, the LES turbulence
model reaches accurate results, and it is possible to compare
their results with the physical experimental data [20–31].

Additionally, the flow behavior presented in this work
has similarities to the fluid flow behavior in other science
and engineering fields, for example, the problem of mixing
and vortex formation in T-junctions found in pipes, arteries,
venous systems, and microfluidic systems [31, 32].

-e present work explores, using physical and numerical
modeling, the effect of the well depth inside the SEN on the
behavior of the jets that emerge from the nozzle ports. -e
box-type nozzle studied in this work has an inner bore with a
square cross section that remains constant throughout all its
length [16, 33]. In order to reproduce only the inner walls of
the SEN, wemodel them as a thin shell that we termed nozzle
internal prototype (NIP).-eNIP employed in this work has
two exit ports of square geometric shape. Since we analyze
only the bifurcation of the flow of steel in nozzle interior, the
effects of inert gas injection, port angle, and thickness of the
port were not considered. We carry out both physical and
numerical simulations of NIP that would correspond to a
real 1 :1/4 scaled bifurcated SEN, based on the Froude
hydrodynamic similitude criterion.

2. Physical Simulations

2.1. Nozzle Internal Prototypes Geometry. Figure 1 shows the
NIP of two bifurcated SENs: one of them with a well
(Figure 1(a)) and the other without a bottom well
(Figure 1(b)), which will be named Case A and Case B,
respectively. In addition, Figure 1(c) shows the photography
of the experimental NIP corresponding to Case B. In this
figure, there can be seen all the relevant geometrical aspects
for this study: inner bore geometry, exit ports geometry, bore

inner length, and depth of the bottomwell. It is worth noting
that both NIP studied have a flat bottom.

With regard to geometry, these prototypes have a square
inner bore with 0.02m per side and two square-shaped ports
with a side length of 0.014m. -e areas of the two output
ports sum roughly the transversal area of the bore nozzle.
-e depth of the nozzle bottom well for Case A is 0.007m,
which is half the height of the exit ports.

-e volumetric flow used was 1.5m3/h. -is flow is close
enough to that occupied in previous works [3, 18]. Based on
the Froude similitude criterion and considering that the
working fluid is water, the NIPs used in the present study are
1 :1/4 scaled models. -e physical properties of the simu-
lation fluid (water at 293.15K) are listed in Table 1.

2.2. Physical Simulation Description. Physical simulations
were conducted under two distinct operating conditions. In
all cases, the NIP discharged into a visualization cell, which is
a rectangular prism with a square-shaped base of 0.015m per
side and a height of 0.5m. -e characteristics of the ex-
perimental setup are similar to those used in [26].

In the first operating condition, the NIP discharges both
exit jets freely into the atmosphere, and following Gupta and
Lahiri (1992) [11], this operating condition will be named as
a “free-fall jet condition.” -is configuration allows better
visualization of several significant phenomena, such as the
shape, size, and direction of the outlet jets, as well as vi-
sualizes the behavior of the fluid flow inside the bifurcated
nozzle between the exit ports [2, 12, 26].

In the free-fall jet condition, a high-speed camera was
used to record the experiment at a rate of 1000 fps. -e
camera axis remains perpendicular to the axis formed by the
centers of the exit ports.-e camera was slightly tilted which
permits better visualization of the NIP interior.

In the second operating condition, the NIP is submerged
into the liquid. Following Gupta and Lahiri (1992) [11], this
operating condition will be named as a submerged nozzle
condition. -e immersion depth measured between the free
surface and the upper edge of the nozzle exit ports is 0.07m.
In this operating condition, a digital camera was used to take
multiple pictures. -e camera axis was aligned with the axis
formed by the centers of the nozzle exit ports, such that the
camera lens plane is parallel to the plane of the exit ports.

In the submerged nozzle condition, an approach called
“light painting” was implemented to visualize the vortex
structures generated inside the NIP. Light painting is a
photography technique that records the movement of a light
source by taking a long exposure photo. In our case, the light
sources are hollow glass particles of the same type as those
used in PIV studies, illuminated by a continuous wave 3W
power laser that generates a 0.001m thick plane.

2.3. Physical Simulations: Case A

2.3.1. Free-Fall Jet Condition. Figure 2 depicts a single vortex
that forms on the bottom of the NIP captured at regular time
intervals. -e vortex rotation axis is almost parallel to the
axis of the exit ports. -is vortex emerges from the
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development of low-pressure zones and acts as a siphon,
suctioning surrounding air through small regions at the exit
ports. -erefore, the vortex at the bottom of the nozzle inner
bore becomes visible and outlines some of the reverse flow
zones developing inside of bifurcated SEN. Previously,
several authors have discussed the influence that the reverse
flow phenomenon has on the formation of an asymmetric
flow pattern over the course of time, inside the mold of the
slab continuous casting machine [14, 21].

Figure 2 illustrates the features and phenomena of the
hydrodynamic evolution of the vortex inside the NIP
throughout 0.05 s. Also, the hydrodynamic evolution of the
heights of the upper and lower edges of the vortex inside the
nozzle is plotted, which illustrates complex dynamic be-
havior with high-frequency components. -e heights of the
two edges were measured on the center plane of the nozzle.
-e plot includes the measurements for all frames in the
0.05 s time lapse.

Several six-second recordings were carried out; all of
them had vortices with the same rotation direction. Nev-
ertheless, high-speed videos have shown that at several
times, the vortex breaks and loses continuity between the
exit ports. -e vortex rupture at that moment is caused by

the increasing pressure values inside the reverse flow zone, as
well as the ceasing of siphoning effect. In addition, these
recordings register that the semicylindrical shape of the
vortex frequently bends and sinks into the nozzle pool.

-e images suggest that nozzle exit jets have not the same
size. Indeed, the jet on the left side, most of the time, has a
higher divergence angle than the jet on the right side.
However, there are instants, where jet sizes become similar
or the jet on the right side is broader than the jet on the left.
-ese variations in the sizes and intensities of the jets will
surely induce an asymmetrical behavior of the liquid steel
flow pattern inside the continuous casting mold.

During the physical simulations, it was recorded a couple
of air bubbles in the liquid stream which allowed a rough
estimation of the flow velocity (Figure 3). Two bubbles
traveled near the NIP central line, but their behavior near the
vortex is distinct. When the vortex absorbs the right-hand
side bubble (encircled in red), this one leaves the nozzle by
the top of the exit port. Conversely, the left-hand side bubble
(encircled in blue) surrounds the vortex and leaves the
nozzle by the bottom of the exit port. If we assume that each
bubble moves on a plane that is parallel to the observer, then
the downstream velocity can be measured from the video

Table 1: Physical properties of the simulation fluid.
Property Value
Dynamic viscosity, μ (Kg/m · s) 1 · 10−3

Density, ρ (Kg/m3) 1 · 103
Kinematic viscosity, υ (m2/s) 1 · 10−6

Superficial tension, σ (N/m) 7.5 · 10−2

(a) (b) (c)

Figure 1: Representation of studied NIPs. (a) Numerical model of Case A. (b) Numerical model of Case B. (c) Photograph of Case B physical
model.
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recording as shown on the plot of the bottom of Figure 3. In
both cases, the velocity grows as the bubbles approach the
bottom of the NIP.

2.3.2. Submerged Nozzle Condition. In this operating con-
dition, the NIP is submerged such that the jets are dis-
charging into the liquid. In this case, also a single
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Figure 2: Dynamic evolution of the vortex inside the NIP, Case A, for a time interval of 0.05 s (upper panel). Also, in the bottom panel, the
oscillation of the vortex position as its upper and lower side is shown.
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pronounced vortex is formed. Figure 4 shows a close-up of
the vortex with its rotation axis parallel to the exit ports’ axis.
-e photograph confirms the fact that the vortex axis ro-
tation does not remain static while the camera diaphragm is
open. Notice also that the vortex occupies a considerable
area of the exit ports.

2.4. Physical Simulations: Case B

2.4.1. Free-Fall Jet Condition. -e flow behavior of the NIP
without a bottom well is very different from the previous
case. Two counterrotating vortices are now formed inside
the prototype. -e high-speed video recording shows that
there are several significant differences between the vortices
observed in the NIP with and without well. -e first dif-
ference is that the two vortices of the NIP without bottom
well rarely connect both exit ports entirely. Another
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Figure 3: Dynamic evolution of two bubbles in Case A (top) and the velocities of the bubbles at different heights from the bottom of the
nozzle (bottom).

Figure 4: Vortical fluid flow pattern viewed from one of the exit
ports for Case A submerged NIP.
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characteristic is that there are instants where only one vortex
is visible. Although the axes of rotation of both vortices are
not straight lines, they are moderately parallel to each other
and parallel to the nozzle exit ports’ axis. -ese vortices arise
because the pressure inside these zones decreases and thus
become reverse flow zones that suction air through the exit
ports. Figure 5 shows some representative examples of the
shapes acquired by the two vortexes generated inside the
nozzle without well. A plausible explanation of the vortex
continuity breaking and the temporary absence of one
vortex is that the pressure is higher than required inside the
low-pressure zones.

High-speed video recordings registered air bubbles in
the flow stream, one of them remained visible for 0.052 s,
and it was used as a tracer to estimate fluid velocity mag-
nitude. Figure 6 depicts the trajectory of the bubble and the

estimation of the fluid velocity as a function of the height
relative to the bottom of the nozzle. -e bubble travels near
the NIP longitudinal axis with a constant velocity until it
reaches the area near the exit ports.-ere, its speed decreases
and the bubble moves away from the inner bore longitudinal
axis. Later, the bubble accelerates when it passes in the
middle of the two vortices and finally leaves the NIP at the
bottom of the exit port.

-e shapes, the sizes, and the dynamic behavior of the
jets emerging from the nozzle without the pool are notably
different in comparison with the nozzle with bottom well.
Inspection of individual frames of video record suggests that
despite the jets are not identical, the differences in sizes and
shapes are quite small.

-e jets emerging from the nozzle without a pool are
compact in shape. Several authors [2, 21] named this

(a) (b)

(c) (d)

Figure 5: Dynamic evolution of the vortices inside the NIP, Case B, for a time interval of 0.036 s.
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behavior as “smooth jets.” -e compact shape of the jets has
two implications. -e first one is related to the jet’s im-
pingement point. Due to their compact shape, the outlet jets
do not collide directly with any of the mold walls and release
much of their kinetic energy into the liquid steel within the
mold. -e second implication is that the compact shape of
the outlet jets promotes uniform heat transfer between
molten steel and mold walls. A practical implication of
producing almost identical smooth outlet jets is a double-roll
symmetric liquid steel flow pattern produced inside the
mold.-e distinctive characteristic of this flow pattern is the
absence of extreme variations near the liquid steel-slag in-
terface, which, in turn, decreases the undesirable slag
trapping phenomenon.

2.4.2. Submerged Nozzle Condition. Figure 7 shows a vi-
sualization of the behavior of the fluid inside the NIP

without pool using the “light-painting” technique. Com-
pared with the previous NIP, Case A, visualization of the
vortex is much more complicated because of the vortex
intensity. -is picture shows a close-up of the region near
the exit port; a filter was applied to enhance visualization of
particle trajectories. Two vortexes rest in the lower half of the
volume defined between the two exit ports.

3. Numerical Simulations

3.1. Governing Equations and Turbulence Model
Considerations. For developing the mathematical model,
the following system properties were considered. -e
working fluid is incompressible and has Newtonian be-
havior. -e studied process is isothermal, and all temper-
ature-dependent physical properties remain constant.
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Figure 6: Bubble trajectory inside the NIP, Case B (top) and its measured velocity (bottom).
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-e governing equations of the fluid flow motion for
incompressible fluid flow are the Navier–Stokes equations.
However, for high Reynolds numbers, the adequate tur-
bulence model is necessary to accurately reproduce the
transient fluid flow behavior for a given system. Real et al.
(2006) [12] compared the predictions of the fluid flow
patterns inside a bifurcated SEN using two different tur-
bulence models: the (k − ε) and the large eddy simulation
(LES) models. -e authors found that the (k − ε) model fails
in recovering the transient behavior of the fluid flow inside
the SEN observed experimentally.

Recently, Shukla and Dewan (2018) [13] presented a
comparison of the prediction capabilities of four different
subgrid stress (SGS) models for simulating the heat transfer
in a slot jet impingement system with the Reynolds number
of 20,000. -e models analyzed in their work were Sma-
gorinsky, WALE (wall-adapting local eddy-viscosity),
k-equation, and dynamic k-equation. -e authors of that

work found that the velocity and turbulence profiles using
the four LES models followed the trends of the experimental
results. However, the authors also found that WALE and
dynamic k-equation SGS models display superior perfor-
mance in complex flow regions. Based on the preceding
arguments, the transient numerical simulations presented in
this work were done using an LES turbulence model with
dynamic k-equation filtering.

-e basic idea of LES is to directly resolve all turbulence
scales larger than grid resolution in spatial and temporal
while to model the effect of the turbulence scales smaller
than that of the grid scale (GS) using the subgrid scale
(SGS) model.

-e LES turbulence model separates the fluid motion
into small and large scales and directly resolves all turbu-
lence scales larger than grid resolution while models the
effect of the turbulence scales smaller than that of the grid
scale using certain subgrid scale (SGS) model. -e fluid

Figure 7: Two counterrotating vortexes located near the exit port of the NIP for the Case B.

U magnitude
0.0 2.50.5 2.01.51.0

(a)

U magnitude
0.0 2.50.5 2.01.51.0

(b)

Figure 8: Turbulent fluid flow pattern inside the simulated NIP for Case A. (a) Plane parallel to nozzle exit ports colored by flow velocity
magnitude and 2D streamlines and (b) vortex structure outlined by the fluid velocity vectors.-e size of the vectors is the same, but they are
colored according to their magnitude.
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motion separation is accomplished by means of a cutoff
filter. -e filtered governing equations are as follows:

zui

zxi

� 0,

zui

zt
+ uj

zui

zxj

� −
zp

zxi

−
zTij

zxj

+ ]
z
2
ui

zxjzxj

,

(1)

where ui is the filtered fluid velocity vector i-component, p is
the filtered density-normalized pressure, and ] is the ki-
nematic viscosity of the fluid. Equation (3) also includes the
components of a SGS stress tensor T defined as follows:

Tij � uiuj − uiuj. (2)

In the dynamic k-equation SGS model, the SGS stress
tensor is modeled using the velocity-strain tensor, S, the
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Figure 9: Vortex tube outlined by the velocity vectors shown in two projections (a) and (b) along with the paths used for velocity tracing.
Bottom panel shows the comparison of experimental and numerical velocities.

Mathematical Problems in Engineering 9



subgrid scale kinematic eddy viscosity, ]SGS, and the subgrid
scale kinetic energy, kSGS:

S �
1
2

zui

zxj

+
zuj

zxi

􏼠 􏼡, (3)

Tij � −2]SGSSij +
2
3
kSGSδij, (4)

]SGS � Ck Δ
����

kSGS

􏽱

. (5)

In the previous equation, Δ is the subgrid characteristic
length scale. In addition, kSGS is obtained by solving the
following transport equation:

zkSGS

zt
+ ui

zkSGS

zxi

� −Tij
zui

zxj

− Ce

k
(3/2)
SGS
Δ

+
z

zxi

]SGS
zkSGS

zxi

􏼠 􏼡.

(6)

-is additional transport equation overcomes some
drawbacks of algebraic eddy-viscosity models, which may
occur in high Reynolds number flows and/or in the cases of a
coarse grid model resolution [28]. -is SGS model has two
coefficients, Ck and Ce, that must be calculated. Kim and
Menon (1995) described in detail a localized dynamic for-
mulation for obtaining these coefficients [29]. A remarkable
feature of their formulation is its numerical consistency at
high Reynolds numbers [30].

In this work, the OpenFOAM CFD toolbox was
employed to accomplish numerical simulations. -is
computational program is an open-source software package
and uses the finite volume method for numerical repre-
sentation of the equations governing fluid motion. Several
authors have recently shown that the program allows
simulating a wide variety of complex fluid flow processes
[20, 22–25, 27]. A detailed analysis of capabilities and val-
idation study is presented in [17].

For solving the Navier–Stokes equations, OpenFOAM
offers several methods to address the pressure-velocity
coupling. -is work used the PISO (pressure implicit with
the split operator) method.

3.2. Numerical Simulation Setup. -ese are the boundary
conditions for themathematical model previously described:

(i) -e inlet boundary condition was set as fully de-
veloped turbulent flow profile. -e average inlet
velocity is set to uz � 1m/s.

(ii) -e nonslip condition was considered for all the
NIP solid walls (ui � 0).

(iii) -e inlet-outlet boundary condition was applied to
both exit ports. Such condition switches to the inlet
boundary if the local velocity vector next to the
boundary is directed inside the domain (backward
flow).-is boundary condition allows to recover the
reverse flow observed in physical experiments.

(iv) -e nozzle discharges to the atmosphere.

In all the simulations, the convergence criterion is ful-
filled when residuals for the modeled variables reached
values of 1× 10−5. -e convergence analysis was carried out
using the results of the numerical simulations of the nozzle
without the pool.-e base for the convergence analysis was a
model with a sufficiently large quantity of elements. -en, a
second model was created by refining the mesh and in-
creasing the amount of the elements. From the second
model, a third model was built with four times the number of
elements of the base model. We found that the hydrody-
namic behavior obtained with the second numerical model
entirely coincides with the results obtained in the physical
simulations. -e differences between the results of the
numerical simulations with the second and the third model
are negligible, so we take themesh of the thirdmodel to carry
out the numerical simulations. -e third model also served
as the base for creating the model for the nozzle with bottom

U magnitude
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U magnitude
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Figure 10: Turbulent fluid flow inside the simulated NIP for Case B. (a) Plane parallel to nozzle exit ports colored by flow velocity magnitude
and 2D streamlines. (b) Two vortex structures outlined by the fluid velocity vectors. -e size of the vectors is the same, but they are colored
according to their magnitude.

10 Mathematical Problems in Engineering



well. In this case, the bottom well volume mesh has the
elements of the same size as the elements in the central zone
of the exit ports. -e results of numerical simulations
presented in this work are the average of 41 snapshots taken
along an interval of two seconds.

3.3. Numerical Simulations: CaseA. -e results of numerical
simulation of the NIP with the bottom well are shown in

Figure 8. -e upper panel shows the velocity field and the
streamlines along the plane perpendicular to the axis con-
necting exit ports, while the bottom panel shows the vortex
surface where the fluid pressure is equal or lower than the
atmospheric pressure along with the velocity vectors. -is
surface outlines the shape of the vortex produced inside the
NIP. As can be noted from both panels, there is a dominant
vortex that occupies a large fraction of the volume of the
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Figure 11: Vortex tubes outlined by the velocity vectors shown in two projections (a) and (b) along with the path used for velocity tracing.
Bottom panel shows the comparison of experimental and numerical velocities.
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nozzle bottom. -ere is also a small vortical structure on the
bottom of the well. Its rotation direction is opposite to the
big vortex rotation direction. -e rotation axis of the small
vortex is almost parallel to the exit ports’ axis. Over time,
major changes were observed in the shape and size of the
large vortex, but it was found that the vortex was always
present.

Although the axis of the vortex is nearly parallel to the
axis of the output ports of the NIP, it is never located on the
nozzle central zone. -e analysis of the numerical simula-
tions confirmed that there is always a bias of the vortex axis
with respect to the central plane of the NIP. A close in-
spection of the low-velocity vectors directed towards the
interior of the NIP shows the existence of reverse flow. Note
that the area near the center of the port has a very low
velocity and liquid emerges with high velocity mainly along
the edges of the exit ports. -e latter fluid flow pattern
suggests that the liquid emerges through disperse, cone-
shaped jets. -is agrees with the findings obtained through
physical simulations.

In order to investigate the velocity of the flow inside the
NIP’s bore, we extract the velocity magnitudes along two
straight lines as depicted in the panels (a) and (b) of Figure 9.
-e bottom panel of Figure 9 shows the obtained velocities
(blue and red lines) along with the measured velocities from
the physical model (blue and red diamonds). It may be
concluded that despite the different methods used for
measuring velocities in both types of simulations, a quali-
tative agreement is obtained.

3.4. Numerical Simulations: Case B. Figure 10 shows an
example of simulation where the two vortexes created inside
the NIP without the pool. -e analysis of the simulation led
us to the following observations. -e two vortexes located
close to the bottom of the NIP are always present and
preserve their cylindrical shape. Moreover, their axes
remained roughly parallel to each other.-e volumes of both
vortexes oscillate continuously, tending, however, to pre-
serve the similar size.

Figure 10 shows the magnitude of fluid velocity and the
streamlines along the plane parallel to the exit ports (upper
panel) and the zero-pressure surface of the vortexes together
with the velocity vector magnitudes. -e streamlines depict
the presence of two dominant counterrotating vortexes
located close to the bottom of the NIP and two smaller
vortexes located just above the main ones. Overall, the
velocity field is quite symmetric. As in the previous case, the
low-velocity vectors indicate the presence of reverse flow
inside the nozzle while high-velocity vectors are found close
to the ports.

Notice that the velocity gradients are not as large as those
observed in Case B. Furthermore, the largest velocity values
are uniformly distributed at the bottom of the exit ports.-is
behavior agrees with smooth outlet jets found for the NIP
without the pool.

Again, in order to compare the velocities inside the NIP
obtained in the physical experiment with the numerical
ones, we extract the velocity magnitude along a straight line

as illustrated in Figure 11. As shown in the bottom panel, the
agreement between both experiments is not as good as in the
previous case. However, qualitatively, the velocity drop close
to the bottom is reproduced, indicating the pattern of the
smooth jets.
4. Conclusions

-e nozzle internal prototype (NIP) studied in this work was
constructed based on a box-type nozzle with an inner bore
and a square cross section that remains constant throughout
all its length. -e NIP has two exit orifices of square geo-
metric shape and satisfies the Froude similitude criterion.

In order to analyze hydrodynamics of the flow inside the
nozzles, two different depths of pool inside the NIP were
simulated using physical and numerical modeling. From the
metallurgical industry perspective, Cases A and B reproduce
two operational conditions. Case A shows the initial con-
dition in the life cycle of the SEN, and Case B reproduces a
condition when the liquid steel impurities were collected at
the bottom zone of the nozzle.

-e results show that the exit flow structure develops in
the bottom zone of the nozzle; however, each case generates
different turbulent flow conditions. Case A forms a single
pronounced vortex that occupies a considerable area of the
exit ports. Meanwhile, Case B develops dynamic flow be-
havior with two vortexes. -e vortexes in both cases are
located near the nozzle exit ports, and the reverse flow zones
associated with them, emerge naturally, regardless of other
factors.

-e findings of this work are complementary to the
information obtained using the circle cross section nozzle
reported in 2006 [12] and are relevant for future works,
especially for those regarding numerical simulations of inert
gas injection in the stream flowing through the nozzle
[10, 15, 19].

An accurate evaluation of the gas injection effect first
requires a deep analysis of the process performance without
gas injection and the influence of other process components
such as the sliding gate, for example. Another factor is the
inlet flow misalignment; the effect of this process charac-
teristic will become significant when the nozzle length is too
short.

-is study will allow to build nozzles that produce a
symmetric, regular fluid flow pattern inside the mold, which
leads to improvements on the process such as low energy
consumption and finally in cost reductions.
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To solve the problems that the borehole depth is shallow and the borehole formation rate is low during the gas drainage drilling in
soft coal seam with current cuttings removal method, a new technology of reverse circulation pneumatic cuttings removal is put
forward. (e CFD-DEM coupling method is used to establish the simulation model of cuttings-air two-phase flow in drill pipe.
(e effects of the air velocity for cuttings removal and the mass flow rate of cuttings on the flow characteristics, cuttings removal
effect and pressure drop of cuttings-gas two-phase flow are analysed. (e results show that the drag force of drilling cuttings
becomes larger with the increase of air velocity and the stratified flow characteristic is obvious.(e drill cuttings migration ratio is
positively correlated with the air velocity for cuttings removal and negatively correlated with the mass flow rate of cuttings. When
the mass flow rate of cuttings is constant, the increase of air velocity for cuttings removal leads to the increase of pressure drop in
the inner hole of drill pipe. When the air velocity of cuttings removal is constant, the mass flow rate of cuttings and the pressure
drop in the inner hole of drill pipe increases. (erefore, the appropriate air velocity should be selected considering the energy
consumption during cuttings removal.

1. Introduction

Gas extraction is the main means to prevent and control gas
outburst in coal seam. And, drill cuttings conveying during
the borehole drilling in coal seam is the key to ensure the
drilling depth and the drilling efficiency. (e mechanical
removal and the hydraulic removal of cuttings have a great
impact on the stability of borehole wall, which is easy to
cause the borehole collapse and blockage, sticking of the drill
pipe, and other accidents [1]. (e current cuttings removal
method with pressure air removes the cuttings through the
annular hole between drill pipe and borehole wall by the
pressure air through the inner hole of drill pipe. It is difficult
to collect the drill cuttings at the outlet of boreholes, which is
easy to cause the dust pollution [2–4]. So, a new reverse
circulation pneumatic cuttings removal technology is pro-
posed that the annular hole between drill pipe and borehole
wall is used as the air inlet and the inner hole of drill pipe is
used as the cuttings removal channel [5, 6].

Numerical methods based on computational fluid dy-
namics (CFD) have mainly been used. Niu and Zhang [7]
studied the critical wind speed under different cuttings
removal rate and solid gas ratio as well as the pressure loss of
air flow in drill pipe inner hole and annular hole. It is found
that the critical wind speed and pressure loss are positively
correlated with the solid gas ratio. Guo et al. [8] performed
three dimensional and time-dependent calculations by using
the finite volume CFD of sudden pipe expansion flows. Riaz
and Sadiq [9] set up the governing equations with the help of
similarity transformations and handled the solution of
boundary value problems by perturbation procedure. So, the
analytical solutions for fluid and particulate phase velocities,
mean flow rates, and pressure gradient profile have been
presented, while a numerical treatment has been carried out
for pressure rise. And, the exact solutions of non-Newtonian
multiphase fluid through peristaltic pumping characteristics
in an annulus having complaint walls and applied magnetic
field was studied [10]. Abdelsalam et al. [11] and Ijaz et al.
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[12] studied the two-phase flows characteristics in the bi-
ologically inspired pumping systems.

(e Computational Fluid Dynamics and Discrete Element
Method Coupling Algorithm (CFD-DEM) is a well-developed
method that has been proven effective in the study of liquid-
solid and gas-solid two-phase flow system. (e bilateral cou-
pled CFD-DEM method was used to numerically simulate the
coal particles flow pattern in the swirling pneumatic conveying
process and the interaction between coal particles and pipe wall
to reveal the mechanism of coal particle swirling pneumatic
conveying [13, 14]. Based on the CFD-DEM coupling algo-
rithm, the dust cyclone separator in negative pressure fixed-
point sampling is simulated to study the effect of air velocity
and coal mass flow rate on the coal-air two-phase separation
process [15]. Akhshik et al. [16, 17] applied the CFD-DEM
coupling method to study the effects of drill pipe rotation and
drill cuttings shape on the cuttings flow characteristics in
different inclined angle drilling holes. And, the numerical
simulation is consistent with the experimental results. Based on
the CFD-DEM coupling method, Shao et al. [18] simulated the
migration of large-diameter unconventional drill cuttings
particles to study the drill cuttings removal rule in borehole and
reveal the influence of cuttings shape and content on the re-
moval effect of cuttings. Sun et al. [19] used the CFD-DEM
couplingmethod to simulate the trajectory of drill cuttings.(e
simulation results of the cuttings concentration coincided with
the experimental data by Kim et al. [20], which proved the
accuracy and feasibility of the CFD-DEM coupling method in
the drill cuttings removal. (erefore, the CFD-DEM coupling
method is also used to simulate the cuttings-gas two-phase flow
in the inner hole of drill pipe during the horizontal drilling
borehole in coal seam.(e research can reveal the effects of the
air velocity for cuttings removal and the mass flow rate of
cuttings on the flow characteristics, cuttings removal effect, and
pressure drop of cuttings-gas two-phase flow to improve the
drilling efficiency in coal seam.

2. Materials and Methods

2.1. Introduction of the Reverse Circulation Pneumatic Cut-
tings Removal System. As shown in Figure 1, the reverse
circulation pneumatic cuttings removal system mainly in-
cludes drilling rig, drill pipe, drilling bit, cyclone separator,
and Roots vacuum pump.(e Roots vacuum pump provides
the air force for the pneumatic conveying of drill cuttings.
Under the suction effect of vacuum pump, air enters the
bottom of the drill hole along the annular hole between drill
pipe and borehole wall. (e drill cuttings generated by the
operating drilling bit are wrapped and carried into the inner
hole of drill pipe through the discharge hole. And, the inner
hole of drill pipe is used as the cuttings removal channel.(e
cyclone separator acts as the dust removal device to separate
the drill cuttings from the cuttings-air two-phase flow. (e
drill cuttings are collected in the separator under the gravity
while the filtered air is discharged through the Roots vacuum
pump. (e system has high removal efficiency of drill
cuttings and plays a role of dust control and dust sup-
pression by collecting the discharged cuttings.

2.2. Drill Cuttings-Air Two-Phase Flow Control Equation.
(e drill cuttings generated by the drilling bit breaking coal
are smaller in size. Considering the continuity and fluidity of
a large number of drill cuttings along the inner hole of drill
pipe are similar to the movement of fluid, the dual-Eulerian
model is used to describe the two-phase flow of drill cuttings
and air. (e air phase control equation includes the mass
conservation and momentum conservation equations
[16, 17, 21]:

z εaρa( 􏼁

zt
+ ∇ · εaρava( 􏼁 � 0,

z εaρava( 􏼁

zt
+ ∇ · εaρaηva( 􏼁 � −∇p + ∇ · εaη∇va( 􏼁 + εaρag − S,

(1)

where, εa is the porosity, ρa is the air density, va is the air
velocity, ∇ is the divergence operator, p is the pressure on a
fluid mesh element, η is the aerodynamic viscosity, and S is
the momentum sink which is the ratio of the sum of the
forces between drill cuttings and air in the fluid mesh unit to
the volume of the fluid mesh unit:

S �
􏽘

N

i�1Fc−a,i

Vcell
, (2)

where N is the number of drill cuttings in the fluid mesh
unit, Fc−a,i is the interaction force between drill cuttings and
air, and Vcell is the fluid grid element volume.

Fc−a � CD

πd
2
c

8
va − vc( 􏼁

2
, (3)

where CD is the resistance coefficient, dc is the drill cuttings
diameter, and vc is the drilling speed.

(e drill cuttings motion follows Newton’s second law.
So,

1 2 4 5 6

3
7

Pure airflow

Drilling cuttings-air
two-phase flow

Figure 1: System composition of reverse circulation pneumatic
cuttings removal. 1-Coal wall; 2-Drilling bit; 3-Discharge hole; 4-Drill
pipe; 5-Drilling rig; 6-Cyclone separator; 7-Roots vacuum pump.
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dvi

dt
� mig + Fc−a,i + Fc,

Ii

dωi

dt
� 􏽘

k

j�1
Tij + TDT,i,

(4)

where mi is the quality of drill cuttings, vi is the drilling
speed, Fc is the contact force of drill cuttings, Ii is the rotary
inertia of drill cuttings, ωi is the angular velocity of drill
cuttings, and 􏽐

k
j�1 Tij is the resultant moment of drill

cuttings:

Tij � Fc × ri, (5)

where, ri is the vector from the center of mass of cutting i to
the contact point and TDT,i is the moment produced by the
slip-rotation:

TDT,i �
ρ
2

di

2
􏼠 􏼡

5

CDR|Ω|Ω, (6)

where ρ is the cutting density, di is the mean diameter of ith
cutting, CDR is the rotational drag coefficient, and Ω is the
relative angular velocity of the cutting to the air.

2.3. Drill Cuttings Contact Model. During the movement of
drill cuttings along the inner hole of drill pipe, the
Hertz–Mindilin contact model is used to describe the cut-
tings-cuttings contact and the contact between the cuttings
and the inner wall of drill pipe. (e contact forces of drill
cuttings are shown in Figure 2. (e contact forces between
the cuttings or between the cuttings and the inner wall of
drill pipe are divided into normal force Fc

n, normal damping
force Fd

n , tangential force F
c
t , and tangential damping force

Fd
t .
(e normal force Fc

n is the function of normal overlap δn,
equivalent Young’s modulus Y∗, and equivalent radius R∗

[13]:
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4
3
Y
∗δ3/2n

���
R
∗

􏽰
, (7)
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1
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1
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1
Rj
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where υi, Yi, and Ri and υj, Yj, and Rj are Poisson’s ratio,
Young’s modulus, and radius of cuttings i and cuttings j,
respectively.

(e normal damping force Fd
n is

Fd
n � −2

���
5/6

√
c

�����
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􏽱

vrel
n , (10)
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c �
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1
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1
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where Sn is the normal stiffness, m∗ is the equivalent mass,
vrel

n is the normal component of relative velocity between
drill cuttings, e is the recovery coefficient, And mi andmjare
the quality of drill cuttings i and drill cuttings j, respectively.

(e tangential force Fc
t depends on the tangential overlap

δt and the tangential stiffness St:

Fc
t � −Stδt, (14)

St � 8G
∗

����

R
∗δt

􏽱

, (15)

G
∗

�
2 − υ2i

Gi

+
2 − υ2j
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, (16)

where G∗ is the equivalent shear modulus and Gi and Gj are
the shear modulus of cuttings i and cuttings j, respectively.

(e tangential damping force Fd
t is

Fd
t � −2

���
5/6

√
c

�����

Stm
∗

􏽱

vrel
t , (17)

where vrelt is the normal component of relative velocity
between drill cuttings.

When the tangential force between the drill cuttings is
greater than the static friction force, the slip between the drill
cuttings will occur. (e tangential force is

Fc
t � φsF

c
n, (18)

where φs is the sliding friction coefficient.

2.4. Simulation Model. According to the working principle
of the reverse circulation pneumatic cuttings removal sys-
tem, the geometric model including borehole, drilling bit,
and drill pipe is built, as shown in Figure 3.

According to the working principle of the reverse cir-
culation pneumatic cuttings removal system, the diameter of
drilling bit is 94mm and the diameter of discharge hole in
drilling bit is 40mm. (e outer diameter of drill pipe is
73mm, and the inner hole diameter of drill pipe is 40mm.
(e drilling bit is connected with the drill pipe.(e diameter
of the borehole in coal seam is about 100mm. In order to
analyze the flow characteristics of the drill cuttings along the
inner hole of drill pipe, the length of drill pipe is set as 4.9m
and the drilling bit length is set as 0.1m. So, the geometry
model length of the drill pipe-bit reverse circulation
pneumatic cuttings removal simulation is 5m.

(e hexahedral mesh is used to mesh the geometric
model. A total of 53209 mesh elements and 47428 mesh
nodes are generated. (e mesh generation is shown in
Figure 4. (e annular hole between drill pipe and borehole
wall is set as the inlet and the end of the inner hole of drill
pipe is set as the outlet.
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To solve the air phase, the unsteady pressure solver with
a gravitational acceleration of 9.81m/s2 along the negative Y
direction is set. (e turbulence model is the realizable k-ε
turbulence model. (e inlet is set as speed inlet with the air
velocity of 5.13m/s, 6.85m/s、8.56m/s、10.27m/s, and
11.98m/s, respectively. Correspondingly, the air velocity in
the inner hole of drill pipe is 15m/s, 20m/s, 25m/s, 30m/s,
and 35m/s, respectively. (e turbulence intensity is 5%, and
the turbulent viscosity ratio is 0.5. (e outlet is set as
pressure outlet with the pressure of −3000 Pa. (e finite
volume method and the QUICK algorithm are used to
discretize the air phase control equation and the momentum
equation. (e second-order upwind scheme is used to
discretize the turbulent kinetic energy and the turbulent
diffusion equation. (e SIMPLE algorithm is used for the
phase-to-phase coupling of pressure-velocity phase. (e
simulation parameters are set as Table 1.

(e drill cuttings generated by the drilling bit in coal seam
were collected, and the particle size analysis was carried out. It
was found that the particle size of the cuttings was mainly less
than 1mm. (erefore, the spherical particles with the particle

diameter of 1mm were used to simulate the drill cuttings. (e
drill cuttings are generated at the entrance of the discharge hole
of drilling bit. And, the cuttings production is set as 0.06 kg/s,
0.08 kg/s, 0.10 kg/s, 0.12 kg/s, and 0.14kg/s, respectively. In
order to avoid the drill cuttings accumulating at the discharge
hole when the cuttings are generated, the initial velocity of
cuttings is set as 2m/s in theX direction.(e drill cuttings phase
solution time step is set to be 2×10−6 s, and the air phase time
step is set to be 1× 10−4 s.

2.5. Model Verification. To validate the simulation predic-
tions, the reverse circulation pneumatic cuttings removal
test device is built which is shown in Figure 5.

(e Roots vacuum pump typed of QZSR125A is used as
the power source of the experimental system. (e boost
range is −50∼0 kPa, and the maximum flow is 6.38m3/min.
During the test, the flow of Roots vacuum pump can be
changed by adjusting the speed of variable frequency
motor of Roots vacuum pump to adjust the air velocity. A
feeding device is used to simulate the generation of drill

Fc
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Drilling
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δt
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Figure 2: Scheme diagram of contact forces.
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Figure 3: Geometric model.
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Figure 4: Mesh generation.
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cuttings. (e feeding device is composed of bunker and
screw conveyor. (e mass flow rate of cuttings is con-
trolled by adjusting the speed of screw conveyor. (e
transparent rigid plexiglass tube is used to simulate the
drill pipe and borehole. (e two-phase separation of drill
cuttings and air is completed in the cyclone separator. In
order to obtain the pressure drop of drill pipe under the
steady flow of cuttings and air, the pressure measuring
point 1 is set at the distance of 3m from the drill pipe inlet,
and the pressure measuring point 2 is set at the down-
stream 2m from the pressure measuring point 1. Figure 6
is the actual experimental equipment.

In the experiment, the mass flow rate of cuttings was
selected as 0.06 kg/s, 0.10 kg/s, and 0.14 kg/s, and the air
velocity was selected as 15m/s, 20m/s, 25m/s, 30m/s, and
35m/s. (e pressure drop per unit length between mea-
suring point 1 and measuring point 2 was tested and is
shown in Figure 7. From the comparison of pressure drop
per unit length, it shows that the results of CFD-DEM
simulation reasonably agree with those of the experiment.

3. Results and Discussion

3.1. Flow Characteristics Analysis of Cuttings Phase

3.1.1. Drilling Cuttings Flow Pattern in Inner Hole of Drill
Pipe. (e cuttings flow patterns of 0∼0.5m and 4.5∼5m
segments in the inner hole of drill pipe under different air
velocities are shown in Figure 8 when the cuttings mass flow
rate is 0.14 kg/s.

From Figure 8, it can be seen that the drilling cuttings
are evenly generated at the entrance of the discharge hole
of drilling bit. (en, the cuttings enter the inner hole of
drill pipe at the initial speed of 2 m/s. Because the cuttings
speed is less than the air velocity, the drilling cuttings
accelerate and form obvious cuttings flow under the drag
force of air flow, and then under the gravity action, the
drilling cuttings flow gathers at the bottom of the inner
hole of drill pipe and moves along the direction of the air
flow until they are discharged from the inner hole of drill
pipe.

Table 1: Settings of simulation parameters.
Item Parameter Unit Value

Drill cuttings
Poisson ratio — 0.3
Shear modulus Pa 1× 109

Density kg/m3 1400

Drill pipe
Poisson ratio — 0.29
Shear modulus Pa 7.9×1010

Density kg/m3 7800

Contact of cuttings and cuttings

Contact model — Hertz-mindlin
Recovery coefficient — 0.5

Static friction coefficient — 0.6
Rolling friction coefficient — 0.05

Contact of drill cuttings and drill pipe inner wall

Contact model — Hertz-mindlin
Recovery coefficient — 0.5

Static friction coefficient — 0.4
Rolling friction coefficient — 0.05

Atmosphere Density kg/m3 1.225
Dynamic viscosity kg/(m·s) 1.7894×10−5

Bunker

Intake
valve

Measuring
point1

Measuring
point2

Variable
frequency

motor

Screw
conveyor

Simulated
borehole

Simulated
drill pipe

Roots
vacuum
pump

Cyclone
separator

Figure 5: Experiment system of reverse circulation pneumatic cuttings removal.
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When the air velocity is 15m/s, the cuttings flow pattern
is shown in Figure 8(a). Because of the low air velocity, the
characteristic length of the cuttings flow is relatively short
and deposits at the bottom of the inner hole of drill pipe.(e
typical characteristics of pipe bottom flow are presented
along the flow direction and a thicker cuttings layer is
formed. (e moving speed of cuttings in the 4.5∼5m seg-
ment is obviously lower than that in the 0∼0.5m segment,
which indicates that the cuttings have decelerated during the
movement. When the air velocity is 20m/s, the cuttings flow
pattern is shown in Figure 8(b). With the increase of air
velocity, the drag force of drilling cuttings becomes larger,
and the characteristic length of drilling cuttings flow be-
comes longer. However, it still shows the characteristics of
pipe bottom flow and the thickness of the drilling cuttings
layer decreases. At this time, the moving speed of drilling

cuttings in the 4.5∼5m segment is higher than that in the
0∼0.5m segment. As shown in Figure 8(c), when the air
velocity is 25m/s, the characteristics of the cuttings flow are
further lengthened, and the thickness of the cuttings layer
decreases again along the flow direction. Individual drilling
cuttings are distributed in the upper part of the inner hole of
drill pipe. As shown in Figure 8(d), when the air velocity is
30m/s, the characteristics length of the cuttings flow be-
comes longer. (e characteristics of pipe bottom flow get
weakened, and the thickness of the cuttings layer decreases
further along the flow direction. A small amount of drilling
cuttings distributes in the upper part of the inner hole of drill
pipe, and the cuttings movement speed is higher than that of
the bottom cuttings. (e stratified flow characteristic is
obvious. (e stratified flow can be roughly divided into two
layers: most of the cuttings move along the bottom of the
inner hole to form the cuttings conveying layer, and some
cuttings suspension movement forms the mixed conveying
layer. Figure 8(e) shows that the amount of cuttings floating
in the flow direction increases and the stratified flow
characteristics is obvious when the air velocity is 35m/s.

3.1.2. Cuttings Distribution along Flow Direction. (e dis-
tribution of drill cuttings along the flow direction can reflect
the accumulation of drill cuttings in the inner hole of drill
pipe. (e drill pipe-bit model is equally divided into 25
segments along the flow direction, and the amount of drill
cuttings at different positions along the flow direction is
counted at the time of 2 s, respectively. And, the ratio of the
amount of cuttings in different positions to the total number
of cuttings in the inner hole of drill pipe is defined as the
amount proportion of cuttings along the flow direction
which is used to characterize the distribution of cuttings
along the flow direction, as shown in Figure 9.

Figure 9 shows that the amount proportion of cuttings
along the flow direction increases gradually when the air
velocity is 15m/s. It reaches the maximum in the 3∼5m
segment, and the maximum proportion increases with the
increase of the mass flow rate of drill cuttings. When the air
velocity is 20m/s, 25m/s, 30m/s, and 35m/s, respectively,

(a) (b) (c)

Figure 6: Experimental equipment: (a) feeding device, (b) cuttings removal channel, and (c) separator and vacuum pump.
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the amount proportion of cuttings along the flow direction
shows the same trend of change, which gradually decreases
along the flow direction and the maximum proportion
occurs at the drill bit. (e above phenomenon shows that
when the air velocity is 15m/s, the cuttings accumulate in
the inner hole of drill pipe. (e amount proportion of
cuttings along the flow direction increases gradually. With
the increase of the mass flow rate of cuttings, the accu-
mulation of drill cuttings intensifies. When the air velocity
is 20m/s, 25m/s, 30m/s, and 35m/s, the cuttings enter the
drill bit at a lower initial speed and accelerate under the
drag force of the air flow. (e cuttings with higher speed
are discharged from the inner hole of drill pipe in time,
while the cuttings speed at the entrance of the discharge
hole of drill bit is relatively low. (e amount of cuttings at

the entrance of the discharge hole is higher than that at
other positions. (erefore, the amount proportion of
cuttings along the flow direction decreases gradually and
the maximum proportion increases with the increase of the
air velocity.

3.1.3. Cuttings Velocity Variation along Flow Direction.
(e variation of drill cuttings velocity along the flow di-
rection can reflect the acceleration and motion character-
istics of drill cuttings along the flow direction. (e average
velocity of drill cuttings at different positions along the flow
direction is calculated at time of 2 s separately. (e variation
of drill cuttings velocity along the flow direction is shown in
Figure 10.
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Figure 8: Cuttings flow pattern under different gas velocities: (a) va � 15m/s,Mc � 0.14 kg/s, (b) va � 20m/s,Mc � 0.14 kg/s, (c) va � 25m/s,
Mc � 0.14 kg/s, (d) va � 30m/s, Mc � 0.14 kg/s, and (e) va � 35m/s, Mc � 0.14 kg/s.
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As can be seen from Figure 10, when the air velocity is
15m/s, the drill cuttings enter the inner hole of drill pipe at
the initial speed of 2m/s and accelerate under the drag force
of air flow. Drill cuttings decelerate along the flow direction
after short-distance acceleration movement. With the in-
crease of the mass flow rate of drill cuttings, the acceleration
distance of drill cuttings becomes shorter, the maximum
velocity decreases, and the deceleration phenomenon is
obvious. When the mass flow rate of cuttings is 0.12 kg/s and
0.14 kg/s, the cuttings decelerate along the flow direction first
and accelerate at the end of the drill pipe. As the mass flow
rate of drill cuttings increases, the accumulated cuttings
increase, the cuttings layer becomes thicker, the area of air
flow passage decreases and the air flow velocity increases at
this position, which makes the cuttings located at the upper
part of the cuttings layer accelerate again. When the air
velocity are 20m/s, 25m/s, 30m/s, and 35m/s, respectively,
the cuttings velocity increases along the flow direction.
Under the same air velocity, the cuttings velocity at the same
position decreases with the increase of the mass flow rate of
cuttings.(e drag force on the cuttings is proportional to the
velocity difference between the cuttings and air flow. When

the cuttings enter the inner hole of drill pipe at a lower initial
velocity, the drag force on the cuttings is larger because of
the large velocity difference between the cuttings and the air
flow. (erefore, the cuttings move in the inner hole of drill
pipe with a higher acceleration. With the increase of cuttings
velocity, the velocity difference between cuttings and air flow
decreases, the drag force decreases, and the acceleration of
the cuttings decreases. So, the velocity curve of drill cuttings
in the 1∼5m segment is relatively flat compared with that in
the 0∼1m segment.

Figures 9 and 10 show the distribution and velocity of the
drill cuttings at different positions along the flow direction
under different working conditions. In summary, when the
air velocity is 15m/s, the velocity of drill cuttings along the
flow direction decreases and accumulates. (e cuttings
cannot effectively discharge from the inner hole of drill pipe
in time and even block the inner hole of drill pipe, which
makes the cuttings removal difficult and affects the drilling
depth and drilling rate of borehole. When the air velocity is
greater than 20m/s, the velocity of drill cuttings increases
along the flow direction, and no accumulation phenomenon
occurs, so the cuttings removal can be achieved smoothly.
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Figure 9: Amount distribution of cuttings along flow direction: (a) va � 15 m/s, (b) va � 20 m/s, (c) va � 25 m/s, (d) va � 30 m/s, and
(e) va � 35 m/s.
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When the air velocity is constant, the cuttings mass flow rate
increases from 0.06 kg/s to 0.14 kg/s, the amount of drill
cuttings increases, and the individual cuttings energy ob-
tained from the air flow decreases. (erefore, the cuttings
velocity decreases along the flow direction with the increase
of the mass flow rate of cuttings. Similarly, when the mass
flow rate of drill cuttings is constant, the individual cuttings
energy obtained from the air flow increases with the increase
of air velocity. (e drill cuttings accelerate faster and move
in the inner hole of drill pipe at a higher speed. (erefore, in
the application of the new technology of reverse circulation
pneumatic cuttings removal, whether the drill cuttings can
be discharged from the drilling hole directly depends on the
air velocity and the mass flow rate of drill cuttings. In order
to ensure that the cuttings are smoothly discharged from the
drilling hole, the air velocity cannot be lower than 20m/s.

3.2. Flow Characteristics Analysis of Air Phase. In order to
analyze the influence of operating parameters on the air flow
characteristics, the axial air flow velocity distribution at the
position of 4.75m under different cuttings mass flow rate
and different air velocity is compared and analysed, as shown
in Figure 11.

Figure 11(a) shows the axial airflow velocity distri-
bution at the positon of 4.75 m under different mass flow
rate of drill cuttings with the air velocity of 30 m/s. It can
be seen from the figure that the maximum air flow ve-
locity is distributed in the upper part of the inner hole of
drill pipe due to the influence of drill cuttings. With the
increase of the mass flow rate of cuttings, the air flow
velocity in the lower part decreases while the air flow
velocity in the upper part increases, and the position of
the maximum air flow velocity moves upward. At the
same air velocity, the increase of the mass flow rate of
cuttings leads to the increase of the thickness of the
bottom cuttings layer, which further reduces the area of
air flow passage and aggravates the influence of drill
cuttings on the air flow field. (e air flow moves upward,
and the position of the maximum air flow velocity moves
upward.

Figure 11(b) shows the axial flow velocity distribution
at the position of 4.75 m under different air velocities
with the mass flow rate of 0.14 kg/s. It can be seen from
the figure that the position with the maximum air ve-
locity moves downward and gradually approaches the
central axis with the increase of the air velocity. When
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Figure 10: Cuttings velocity variation along flow direction: (a) va � 15m/s, (b) va � 20m/s, (c) va � 25m/s, (d) va � 30m/s, and (e) va � 35m/s.
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the mass flow rate of cuttings is constant, the cuttings
velocity becomes faster with the increase of the air ve-
locity. (e cuttings are timely and effectively discharged
from the inner hole of drill pipe. So, the corresponding
thickness of the bottom drill cuttings layer decreases.
Under the higher air velocity, some cuttings move in
suspension in the inner hole of drill pipe, which enlarges
the air flow passage to weaken the influence of the drill
cuttings layer at the bottom of pipe on the airflow. So, the
position with the maximum air flow velocity moves
downward.

3.3. Forces between Cuttings and Air under DifferentWorking
Conditions. In the process of reverse circulation pneu-
matic cuttings removal, there is a relationship between the
action force and the reaction force besides the momentum
exchange between drill cuttings and air. (e interaction
forces between drill cuttings and air in 0∼2 s under dif-
ferent working conditions are extracted. As shown in
Figure 12, the variation of interaction forces between drill
cuttings and air under different working conditions with
time is analysed.

Figure 12(a) shows that the interaction forces between
drill cuttings and air increase continuously with time
when the air velocity is 15m/s. When the mass flow rate of
cuttings is 0.06 kg/s, the interaction forces between two
phases increase slowly with time. With the increase of the
mass flow rate of cuttings, the slope of the force curves
between two phases increase and the forces between two
phases increase. When the air velocity is 20m/s, 25m/s,
30m/s, and 35m/s, respectively, the interaction forces
between the cuttings and air increase first. And then, the
forces stabilize with time. (e time-varying curves of the
interaction forces between two phases are divided into the

“growth section” and the “stable section” for analysis. It
can be seen that, under the same air velocity, with the
increase of the mass flow rate of cuttings, the slope of the
“growth section” increases, the corresponding time length
increases, and the interaction forces between the two
phases of the “stable section” increase. When the mass
flow rate of cuttings is constant, the slope of the “growth
section” curve increases with the increases of the air
velocity, and the corresponding time length becomes
shorter, while the interaction forces between the two
phases in the “stable section” become larger. When the air
velocity is greater than 20m/s, there is no accumulation of
drill cuttings in the inner hole of drill pipe. (e amount of
drill cuttings in the drill pipe reaches the dynamic balance
state and the interaction forces between the two phases
remain relatively stable. When the mass flow rate of
cuttings keeps constant, with the increase of the air ve-
locity, the movement speed of drill cuttings becomes
faster, and the time of reaching the “stable section” of the
interaction forces between two phases becomes shorter.
Although the increase of air velocity decreases the number
of cuttings in the drill pipe, the drag force of a single
cuttings by the flow field increases significantly at this
time. So, the interaction forces between the two phases
tend to increase. At the same air velocity, with the increase
of the mass flow rate of cuttings, the amount of cuttings in
the drill pipe increases and the interaction forces between
the two phases increase. At the same time, the increase of
the number of drill cuttings slows down the cuttings
velocity. So, the time when the interaction forces between
two phases reach the “stable section” becomes longer. It
can be seen that the variation of the interaction forces
between drill cuttings and air with time can be used to
judge whether the cuttings-air two-phase flow reaches a
stable state in the simulation process.
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Figure 11: Air velocity distribution at position of 4.75m.
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3.4. Cuttings Removal Effect under Different Working
Conditions. In order to analyze the influence of different
working conditions on the effect of reverse circulation
pneumatic cuttings removal, the cuttings migration ratio is
used to evaluate the cuttings removal effect [22].(e cuttings
migration ratio is defined as the ratio of the average cuttings
velocity in the drill pipe to the air velocity under the cor-
responding working conditions. Figure 13 shows the cut-
tings migration ratio under different working conditions.

Figure 13 shows that, when the mass flow rate of
cuttings is constant, the cuttings migration ratio is posi-
tively correlated with the air velocity, while when the air
velocity is constant, the cuttings migration ratio is nega-
tively correlated with the mass flow rate of cuttings. In
addition, when the air velocity is low, the difference be-
tween the cuttings migration ratios under different mass
flow rate of cuttings is large. With the increase of the air
velocity, the difference between the cuttings migration

ratios under different mass flow rate of cuttings decreases
gradually. Drill cuttings move along the flow direction with
the characteristics of pipe bottom flow under the action of
airflow drag force and self-gravity after entering the inner
hole of drill pipe. When the air velocity is low, the pipe
bottom flow characteristics are significant. At this time, the
collision and friction between cuttings-cuttings, drill pipe-
cuttings have a greater influence on the cuttings movement,
which result in the average velocity of drill cuttings far
lower than the air velocity. (e effect of cuttings removal is
poor. With the increase of air velocity, the characteristics of
pipe bottom flow weaken, and some drill cuttings move in
suspension in the inner hole of drill pipe. (e collision and
friction between cuttings-cuttings, drill pipe-cuttings de-
crease. So, the cuttings migration ratio increases. When the
air velocity is constant, the increase of the mass flow rate of
cuttings increases the amount of cuttings in the drill pipe.
(e influence of collision and friction between cuttings-

0.0 0.5 1.0 1.5 2.0
0.0

0.3

0.6

0.9

1.2
 In

te
ra

ct
io

n 
fo

rc
e (

N
)

Time (t)

0.06kg/s

0.08kg/s

0.10kg/s

0.12kg/s

0.14kg/s

(a)

 In
te

ra
ct

io
n 

fo
rc

e (
N

)

0.0 0.5 1.0 1.5 2.0
0.0

0.3

0.6

0.9

1.2

1.5

Time (t)

0.06kg/s

0.08kg/s

0.10kg/s

0.12kg/s

0.14kg/s

(b)

 In
te

ra
ct

io
n 

fo
rc

e (
N

)

0.0 0.5 1.0 1.5 2.0
0.0

0.5

1.0

1.5

2.0

Time (t)

0.06kg/s

0.08kg/s

0.10kg/s

0.12kg/s

0.14kg/s

(c)

 In
te

ra
ct

io
n 

fo
rc

e (
N

)

0.0 0.5 1.0 1.5 2.0
0

1

2

3

Time (t)

0.06kg/s

0.08kg/s

0.10kg/s

0.12kg/s

0.14kg/s

(d)

 In
te

ra
ct

io
n 

fo
rc

e (
N

)

0.0 0.5 1.0 1.5 2.0
0

1

2

3

4

Time (t)

0.06kg/s

0.08kg/s

0.10kg/s

0.12kg/s

0.14kg/s

(e)

Figure 12: Interaction forces between cuttings and air: (a) va � 15m/s, (b) va � 20m/s, (c) va � 25m/s, (d) va � 30m/s, and (e) va � 35m/s.
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cuttings, drill pipe-cuttings on the cuttings movement is
intensified. So, the cuttings removal effect becomes worse.
Compared with the low air velocity, the higher air velocity
can make the drill cuttings be discharged from the drill pipe
in time and effectively. (e amount of drill cuttings in the
drill pipe is relatively small. (e increase of the mass flow
rate of cuttings has little effect on the cuttings movement.
(erefore, under the condition of low air velocity, the
cuttings migration ratio varies greatly with different mass
flow rate of cuttings. Under the condition of high air ve-
locity, the increase of mass flow rate of cuttings has little
effect on the cuttings migration ratio.

3.5. Pressure Drop of Cuttings-Air Two-Phase Flow. (e drill
cuttings generated by the drilling bit breaking coal enter the
inner hole of drill pipe under the action of air flow and
discharge along the flow direction. In this process, all kinds
of energy consumed by air flow and drill cuttings move-
ment are compensated by the pressure energy of the air
flow. So, the pressure drop of air flow can be used to
characterize the energy consumption of cuttings-air two-
phase flow [23]. (e pressure drop of cuttings-air two-
phase flow in the inner hole of drill pipe under different
working conditions is shown in Figure 14.

As can be seen from Figure 14, the pressure drop of
cuttings-air two-phase flow is significantly higher than that
in the inner hole of drill pipe under the pure air flow, which
indicates that the drill cuttings cause the greater energy
consumption to the air flow. (e pressure drop shows the
same trend with the increase of air velocity under different
mass flow rate of cuttings. At the same mass flow rate of
cuttings, the pressure drop increases with the increase of air
velocity. And, at the same air velocity, the pressure drop also
increases with the increase of the mass flow rate of cuttings.

(e pressure drop in the inner hole of drill pipe is mainly
composed of two parts. One part is the friction pressure drop
of air flow. (e other part is the pressure drop caused by the
drill cuttings which includes the energy consumption caused
by the collision and friction among cuttings-cuttings and
drill pipe-cuttings during the cuttings removal and the ki-
netic energy obtained by the drill cuttings. When the mass
flow rate of cuttings is constant, the mixing ratio of drill
cuttings to air decreases with the increase of the air velocity,
but the friction pressure drop of air flow and the kinetic
energy of drill cuttings increases. So, the pressure drop
increases with the increase of the air velocity. At the same air
velocity, with the increase of the mass flow rate of cuttings,
the mixing ratio of cuttings and air increases and the po-
rosity in the inner hole of drill pipe decreases. At this time,
the energy consumption increases due to the collision and
friction among cuttings-cuttings and cuttings-drill pipe, so
the pressure drop also increases with the increase of the mass
flow rate of cuttings.

In conclusion, the higher air velocity increases the
pressure drop of air flow and the air consumption. (ere-
fore, in order to avoid unnecessary energy consumption, on
the premise of ensuring the smooth discharge of drill cut-
tings from the drill hole, the appropriate air velocity should
be selected to determine the air volume of Roots vacuum
pump. Taking the simulation model in this paper as an
example, when the air velocity is 15m/s, the amount of
cuttings increases along the flow direction, and the velocity
of cuttings decreases. So, the drill cuttings will accumulate in
the inner hole of drill pipe. If the air velocity is greater than
20m/s, the amount of cuttings will decrease along the flow
direction. (e speed and pressure drop of drill cuttings will
increase. So, 20m/s is selected as the appropriate air velocity
of cuttings removal.
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4. Conclusions

In this paper, the CFD-DEM coupling method is used to
simulate the two-phase flow of drill cuttings and air in
the inner hole of drill pipe with the reverse circulation
pneumatic cuttings removal technology during the
horizontal drilling in coal seam. (e effects of the air
velocity and the mass flow rate of cuttings on the two-
phase flow characteristics, cuttings removal effect, and
pressure drop of the flow field are analysed. (e results
show that the following:

(1) With the increase of air velocity, the drag force of
drilling cuttings becomes larger. (e characteristic
length of drilling cuttings flow becomes longer. (e
thickness of the cuttings layer decreases further along
the flow direction. A small amount of drilling cut-
tings distributes in the upper part of the inner hole of
drill pipe and the cuttings movement speed is higher
than that of the bottom cuttings. (e stratified flow
characteristic is obvious.

(2) When the air velocity of cuttings removal is 15m/s,
the proportion of drill cuttings along the flow di-
rection increases, the forces between the cuttings and
air increase continuously with time, and the cuttings
velocity decreases. So, the drill cuttings are easy to
accumulate in the inner hole of drill pipe. If the air
velocity is greater than 20m/s, the proportion of
cuttings along the flow direction decreases and the
cuttings velocity increases.

(3) When the mass flow rate of cuttings is constant, the
cuttings migration ratio is positively correlated
with the air velocity. When the air velocity is
constant, the cuttings migration ratio is negatively
correlated with the mass flow rate of cuttings. (e
interaction forces between drill cuttings and air
increase first. And then, the forces stabilize with
time.

(4) At the same mass flow rate of cuttings, the pressure
drop of the cuttings-air two-phase flow increases
with the increase of air velocity. At the same air
velocity, the pressure drop of the cuttings-air two-
phase flow increases with the increase of the mass
flow rate of cuttings. So, 20m/s is selected as the
appropriate air velocity for cuttings removal con-
sidering the pressure drop of cuttings-air two-
phase flow and the flow characteristics of drill
cuttings.
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,e inspiration for this study is to explore the crucial impact of viscous dissipation (VISD) on magneto flow through a cross or
secondary flow (CRF) in the way of streamwise. Utilizing the pertinent similarity method, the primary partial differential
equations (PDEs) are changed into a highly nonlinear dimensional form of ordinary differential equations (ODEs). ,ese
dimensionless forms of ODEs are executed numerically by the aid of bvp4c solver. ,e impact of pertinent parameters such as the
suction parameter, magnetic parameter, moving parameter, and viscous dissipation parameter is discussed with the help of plots.
Dual solutions are obtained for certain values of a moving parameter.,e velocities in the direction of streamwise, as well as cross-
flow, decline in the upper branch solution, while the contrary impact is seen in the lower branch solution. However, the influence
of suction on the velocities in both directions uplifts in the upper branch solution and shrinks in the lower branch solution. ,e
analysis is also performed in terms of stability to inspect which solution is stable or unstable, and it is observed that the lower
branch solution is unstable, whereas the upper branch one is stable.

1. Introduction

,e investigations of CRFS started after the pioneering
research by Blasius [1] and Prandtl [2] on the laminar flow
from a flat surface through a miniature viscosity. Prandtl [3]
seemed to be a primary researcher to give the result for the
regular depress gradient flow through a yawed infinite
cylinder. ,e study through cross-flow or secondary flow is
significant in many engineering applications such as a flow
of wind phenomena, mechanical, aerospace, and rotating
disk. Jones [4] discussed the vital results involving the
problem of CRF, where he scrutinized the influence of

sweepback on the boundary layer flow (BOUNLF). ,e
three-dimensional flow past flat surface, as well as curved
surfaces, was explored by Mager [5]. Bhattacharyya and Pop
[6] examined the dissipation impact on forced convective
flow in the way of CRF. Weidman [7] found the outcomes of
the flow over an exponentially stretching surface involving
the power law at which CRFS is shaped via the activity of the
transverse wall shearing. Haq et al. [8] scrutinized the CRF in
the direction of streamwise (STW) from a heated moving
surface comprising the influence of viscous dissipation
(VISD). Itu et al. [9] utilized the finite element technique to
improve the rigidity of circular composite surfaces via radial

Hindawi
Mathematical Problems in Engineering
Volume 2020, Article ID 8542396, 11 pages
https://doi.org/10.1155/2020/8542396

mailto:aurangzaib@fuuast.edu.pk
https://orcid.org/0000-0002-0944-2134
https://orcid.org/0000-0002-9863-9624
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2020/8542396


ribs. Khan et al. [10] considered the combined impacts of a
chemical reaction (CHEMR) and activation energy (ACTIE)
comprising nanoparticles through a CRF and STW direction
with nonlinear radiation. ,ey reported the dual nature of
solutions. Recently, Nisar et al. [11] explored the nonlinear
radiation impact on MHD flow of titanium and aluminum
alloy particles in the CRF and STW flow direction.

,e investigations of the properties of magnetic assets
also named magnetohydrodynamics (MHD) flow on elec-
trically conducting liquids conferred its importance in in-
dustrial and engineering fields such as heat insulation,
geothermal systems, boilers, saltwater, nuclear process,
energy storage, and biological transportation. Abbas [12]
obtained the equation of frequency for radial vibrations
through a poroelastic cylinder in a porous lid by utilizing
Biot’s theory for wave propagation. Groza and Pop [13]
explored the fractional problems of linear multipoint as well
as two-point boundary value and obtained the numerical
solution by implementing the Haar wavelet technique.
Niculita et al. [14] used the finite element technique by
utilizing the skin panel for the adaptive wing. Ali [15] found
the dual outcomes of magnetoviscous flow through a
nonlinear permeable shrinking surface. Mabood et al. [16]
analyzed the influence of CHEMR on magnetorotated liquid
from a vertical surface entrenched in a permeable medium
with a heat source. Kumar et al. [17] scrutinized the fric-
tional heating impact on magneto flow (MAGF) comprising
Ferro liquid in the existence of radiation. Bhatti and Rashidi
[18] explored the entropy analysis on magnetonanoliquid
through a stretching sheet. Abbas andMarin [19] established
the generalized thermoelasticity through a pulsed laser and
obtained the analytic solution. ,e stimulus of thermal and
exponential space-dependent heat sources on MHD nano-
liquid through a rotating disk was observed byMakinde et al.
[20]. Riaz et al. [21] considered the impact of bioheat on the
3D flow of non-Newtonian fluid in a peristaltic motion
through a rectangular cross-section. Mabood Shateyi [22]
deliberated the time-dependent MAGF with heat and mass
transport embedded in a porous stretching sheet with ra-
diation. Recently, Ahmad et al. [23] investigated the mag-
netic field on time-dependent squeezing flow between two
horizontal surfaces involving non-Newtonian liquid.

,e fluctuating destruction of the velocity gradients
through the viscous stresses is signified as viscous dissipa-
tion. ,is fractional irreversible process is frequently re-
ferred to as the conversion of kinetic energy into internal
energy of the liquid (heating up the liquid owing to viscosity
because dissipation is elevated in the regions through great
gradients). ,e concept of VISD was first considered by
Brinkman [24]. He utilized the viscous dissipation (VISD)
concept in the capillary flows. Gebhart [25] scrutinized the
impact of VISD in free convective liquid flows. ,e stimulus
of VISD on free convective flow in the non-Darcy regime
was explored by Murthy and Singh [26], and they explored
the ten percent decrement in three split regions of fluids.
Tunc and Bayazitoglu [27] utilized the technique of integral
transform to solve the problem containing viscous dissi-
pation along with the transfer of heat in microtubes. ,e
influences of thermal radiation (THERMR) and VISD on

time-dependent magneto flow through a heated infinite
vertical surface were inspected by Cookey et al. [28]. Partha
et al. [29] discovered the VISD influence on mixed con-
vective flow through an exponential stretched sheet. Ibrahim
et al. [30] studied the combined effects of THERMR and
VISD on time-dependent flow involving micropolar fluid.
,e BOUNLF and the transfer rate of heat involving Sisko
liquid from an expanded or stretched cylinder through
erratic thermal conductivity and VISD were inspected by
Malik et al. [31]. Recently, Hussain et al. [32] discussed the
impact of VISD onMAGF of a non-Newtonian liquid over a
nonlinear heated stretched surface.

As discussed earlier, the problem containing combined
effects of the magnetic field and viscous dissipation is not yet
explored. ,erefore, we are examining the viscous dissipa-
tion effect along with the magnetic field in the cross-flow and
streamwise directions with the characteristic of heat
transport. Another important contribution regarding the
problem is the complex dual nature of solutions and the
stability analysis which of most researchers missed out. ,is
assessment added an innovative methodology for the re-
searchers, engineers, and scientists to find out the key
features of the transfer rate of heat in the STW direction of
CRF. ,e subsequent model is numerically handled using
bvp4c software. ,e effects of the important parameters are
contested with the assistance of graphs. ,e problems in-
volving cross-flow taken here are exceptional in that the
transversemotion is believed to be fully developed. In several
engineering conditions, the cross-flowing stream may be
dependent strongly on the orientation and position of a
second leading edge.

2. Problem Formulation

,e current proposed model is measured using the ap-
proach of streamwise (STW) and cross-flow (CRF) direc-
tions within the boundary layer. ,e Cartesian coordinates
and their corresponding velocities are symbolically denoted
by (x, y, z) and (u, v, w), respectively. Based on the sec-
ondary flow phenomena, to deal with the three-dimen-
sional (cross-flow and streamwise directions) flow over a
heated surface under the variable applied magnetic field,
B(x) � B0/

���
2x

√
. ,ey accomplish a motion along with an

unchanged velocity −λU1 into and out of the origin located
at a position x equal zero, where the coordinate x is run in
the path of a flat surface, while the dimensionless moving
parameter and the unchanged velocity are denoted by λ and
U1, respectively. Also, Tw and T∞ are the uniform wall and
ambient temperature of the liquid, whereas the constant
and ambient or free-stream concentration of the liquid are
symbolically signified by Cw and C∞, respectively. ,e
problem is schematically captured in Figure 1. Also, it is
presumed that the CRF has a range that is extended widely
in the spanwise direction. So, the components of the
momentum, energy, and concentration equation did not
depend upon the z coordinate. ,e exercising of the
aforementioned conventions along with the Boussinesq
approximation and the BOUNDL scaling the leading PDEs
is [6, 8, 11]
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ux + vy � 0, (1)

uux + vuy − ]fuyy �
σfB

2

ρf

U1 − u( 􏼁, (2)

uwx + vwy − ]fwyy �
σfB

2

ρf

w1 − w( 􏼁, (3)

uTx + vTy − αfTyy �
μf

ρcp􏼐 􏼑
f

uy􏼐 􏼑
2

+ wy􏼐 􏼑
2

􏼒 􏼓, (4)

uCx + vCy � DBCyy, (5)

with the corresponding boundary conditions

u(x, 0) � −λU1,

v(x, 0) � v0,

w(x, 0) � 0,

T(x, 0) � Tw,

C(x, 0) � Cw,

u(x, y)⟶ U1,

w(x, y)⟶ w1,

T(x, y)⟶ T∞,

C(x, y)⟶ C∞ asy⟶∞.

(6)

Here, the component velocities in the respective direc-
tions of x−, y−, and z−axes are signified by u(x, y), v(x, y),
andw(x, y), respectively, while the subscript such as x and y

of the velocity components is called the partial derivatives.
,e other symbols involved in equations (1)–(6) are ab-
breviated as the dynamic viscosity μf, density ρf, temper-
ature of the liquid T, thermal diffusivity αf, effective heat
capacity (ρcp)f, concentration C, Brownian diffusion co-
efficient DB, and thermal conductivity kf. For simplicity, the
technique for solving the problem here by introducing the
similarity transformations is as follows:

η � y

�����
U1

2xυf

􏽳

,

ψ �
�������
2xU1υf

􏽱
f(η),

w � w1g(η),

ϕ(η) �
C∞ − C

C∞ − Cw

,

θ(η) �
T∞ − T

T∞ − Tw

.

(7)

,us, equation (1) is true identically, while equations
(2)–(5) are worked out by the similarity variables. ,e
governing dimensional form of ordinary differential equa-
tions become as follows:

d3f
dη3

+ f
d2f
dη2

+ M 1 −
df

dη
􏼠 􏼡 � 0, (8)

d2g
dη2

+ f
dg

dη
+ M(1 − g) � 0, (9)

d2θ
dη2

+ Prf
dθ
dη

+ Pr Ec1
d2f
dη2

􏼠 􏼡

2

+ Ec2
dg

dη
􏼠 􏼡

2
⎡⎣ ⎤⎦ � 0, (10)

d2ϕ
dη2

+ Lef
dϕ
dη

� 0. (11)

,e converted boundary conditions are

f(η) � S,

df(η)

dη
� −λ,

g(η) � 0,

x (chordwise)

y (spanwise) W (y)
Y

X

Z

Z

k

θ
Chordwise
direction

χ

Uext

B0

Figure 1: Diagram of the problem.
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θ(η) � 1,

ϕ(η) � 1, at η � 0,

df(η)

dη
⟶ 1,

g(η)⟶ 1,

θ(η)⟶ 0,

ϕ(η)⟶ 0 as η⟶∞.
(12)

In the aforementioned equations, the dimensionless
sundry parameters are mathematically expressed as follows:
M � σB2

0/ρfU1, Pr � ]f/αf, Le � αf/DB, Ec1 � U2
1/cp

(Tw − T∞), and Ec2 � w2
1/cp(Tw − T∞) are, respectively,

called the magnetic parameter, Prandtl number, Lewis
number, and Eckert numbers.

2.1. Skin Friction. ,e coefficient of skin friction over the
STW (Cfx) in the x-direction and CRF (Cfz) in the z-di-
rection is written as

Cfx �
μf uy􏼐 􏼑

y�0

ρfU1
�

f′′(0)
����
2Rex

􏽰 ,

Cfz �
μf wy􏼐 􏼑

y�0

ρfw
2
1

�
g′(0)

����
2Rex

􏽰
w1/U1( 􏼁

.

(13)

2.2. Nusselt Number. ,e local rate of heat transfer in di-
mensionless form is written as

Nux �
x −kfTy􏼐 􏼑

y�0

kf Tw − T∞( 􏼁
� −

θ′(0)
����
2Rex

􏽰 . (14)

2.3. Sherwood Number. ,e local Sherwood number in di-
mensionless form is written as

Shx �
x −Cy􏼐 􏼑

y�0

Df Cw − C∞( 􏼁
� −

ϕ′(0)
����
2Rex

􏽰 , (15)

where the correlation of the Reynolds number is
Rex � xU1/]f.

3. Stability Analysis

Within this section, the linear stability analysis of the so-
lutions achieved is carried out to test their stability. Because
of such purpose, we cited the work concluded through the
study of Merkin [33]. Considering the time-dependent form
of equations (2)–(5) along with BC (6), we may write

ut + uux + vuy − υfuyy �
σB

2

ρf

U1 − u( 􏼁, (16)

wt + uwx + vwy − υfwyy �
σB

2

ρf

w1 − w( 􏼁, (17)

Tt + uTx + vTy − αfTyy �
μf

ρcp􏼐 􏼑
f

uy􏼐 􏼑
2

+ wy􏼐 􏼑
2

􏼒 􏼓, (18)

Ct + uCx + vCy � DB Cyy􏼐 􏼑, (19)

subject to the boundary conditions

u(x, 0, t) � −λU1,

v(x, 0, t) � v0,

w(x, 0, t) � 0,

T(x, 0, t) � Tw,

C(x, 0, t) � Cw,

u(x, y, t)⟶ U1,

w(x, y, t)⟶ w1,

T(x, y, t)⟶ T∞,

C(x, y, t)⟶ C∞ asy⟶∞.

(20)

By letting the fresh time-dependent similarity variable τ,
the old transformations (7) may be in mathematical form as
follows:

η � y

�����
U1

2xυf

􏽳

,

ψ �
�������
2xU1υf

􏽱
f(η),

w � w1g(η),

θ(η) �
T − T∞

Tw − T∞
,

ϕ(η) �
C − C∞

Cw − C∞
,

(21)

where τ � U1t/2x and η � y
�������
U1/2xυf

􏽱
.

Using (21), equations (16)–(19) along with the appro-
priate BC (20) reduce to the simplest form as follows:

z
3
f(η, τ)

zη3
+ 2τ

zf(η, τ)

zη
z
2
f(η, τ)

zτ zη
−

z
2
f(η, τ)

zτ zη
􏼠 􏼡

+ f(η, τ)
z
2
f(η, τ)

zη2
+
σfB

2
0

ρfU1
1 −

zf(η, τ)

zη
􏼠 􏼡 � 0,

(22)
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z
2
g(η, τ)

zη2
+ 2τ

zf(η, τ)

zη
zg(η, τ)

zτ
−

zg(η, τ)

zτ
􏼠 􏼡

+ f(η, τ)
zg(η, τ)

zη
+
σfB

2
0

ρfU1
(1 − g(η, τ)) � 0,

(23)

1
Pr

z
2θ(η, τ)

zη2
+ Ec1

z2f(η, τ)

zη2
􏼠 􏼡

2

+ f(η, τ)
zθ(η, τ)

zη

+ Ec2
zg(η, τ)

zη
􏼠 􏼡

2

−
zθ(η, τ)

zτ
� 0,

(24)

z
2ϕ(η, τ)

zη2
+ Lef(η, τ)

zϕ(η, τ)

zη
−

zϕ(η, τ)

zτ
� 0, (25)

along with the corresponding BCs

f(η, τ) � S,

zf(η, τ)

zη
� −λ,

g(η, τ) � 0,

θ(η, τ) � 1,

ϕ(η, τ) � 1 at η � 0,

zf(η, τ)

zη
⟶ 1,

g(η, τ)⟶ 1,

θ(η, τ)⟶ 0,

ϕ(η, τ)⟶ 0 as η⟶∞.

(26)

,e key physical dimensional constraints involved in the
above equations are the same and are defined earlier. ,e
stability analysis of the free time-dependent solution
f(η, 0) � f0(η) and g(η, 0) � g0(η) for the momentum
equation in both directions and further θ(η, 0) � θ0(η) and
ϕ(η, 0) � ϕ0(η) signify the corresponding energy and con-
centration equations. Let

f(η, τ) � f0(η) + e
− βt

F(η, τ),

g(η, τ) � g0(η) + e
− βt

G(η, τ),

θ(η, τ) � θ0(η) + e
− βtΘ(η, τ),

ϕ(η, τ) � ϕ0(η) + e
− βtΦ(η, τ),

(27)

where β highlights the eigenvalues. Using (27) into
(22)–(26), we may achieve the following linearized eigen-
value problem:

F
‴

+ f0F″ + Ff0″ + βF′ − MF′ � 0, (28)

G″ + f0G′ + Fg0′ + βG − MG � 0, (29)

Θ″ + Pr f0Θ′ + Fθ0′ + Ec1 2f0′F″( 􏼁
2

+ Ec2 2g0′G′( 􏼁
2

+ βΘ􏽨 􏽩 � 0,

(30)

Φ″ + Le f0Φ′ + Fϕ0′( 􏼁 + βΦ � 0. (31)

along with the appropriate BCs

F(η) � 0,

F′(η) � 0,

G(η) � 0,

Θ(η) � 0,

Φ(η) � 0 at η � 0,

F′(η)⟶ 0,

G(η)⟶ 0,

Θ(η)⟶ 0,

Φ(η)⟶ 0 at η �∞.

(32)

,e eigenvalue outcome of the linearized-type problem
provides the class of eigenvalues. Because of the approach of
linear stability analysis, the initial deceleration of distur-
bance, which is a physically reliable outcome (stable), is
observed because of the positive coarse eigenvalue, while the
initial development of disturbance is occurred owing to the
negative coarse values which provide the unstable outcome.
Furthermore, it is easy to note all of the positive smallest
eigenvalues which indicates that the results achieved are
stable and physically consistent. ,erefore, in the current
problem, equations (28)–(32) are solved for the eigenvalue β
with the new BC F′′ � 1 by relaxing the condition that
F′ ⟶ 0 as η⟶∞.

4. Results and Discussion

In this current section, the numerical results of the
streamwise and cross-flow problem governed by the set of
nonlinear partial differential equations (PDEs) are pre-
sented. To solve the nonlinear PDEs (2)–(5), the similarity
variables are first introduced to transform the problem into a
system of highly nonlinear ODEs (8)–(11). ,ese ODEs are
very difficult to solve exactly; therefore, it can be tackled
numerically by using the scheme of finite difference for
boundary value problem based on the three-stage Lobatto
IIIA. For the computations, the fixed values assigned to the
parameters are S � Le � 0.5, λ � −3.5, M � 0.1, Ec1 � 0.1,

Ec2 � 0.2, and Pr � 6.2.,e dual or multiple solutions of the
problem under consideration are obtained for the specific
range of the stretching and shrinking constraints. In our
results, the upper branch solution and the lower branch
solution is depicted graphically with the solid and dotted
lines, respectively.

4.1. Effects of Magnetic Parameter. ,e influence of the
magnetic parameter M is captured in the STW and CRF
directions in Figures 2(a) and 2(b), respectively. ,e
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solutions obtained for f′(η)and g(η) satisfy the initial and
boundary conditions. ,e velocity profiles in the STW and
CRF directions decrease in the first branch solution and
increase in the second branch solution. Physically, this is
happening due to a larger amount of M which can slow
down the liquid motion; this occurs due to retarding force
known as Lorentz force. Figures 3(a) and 3(b) explain that
the skin friction in both directions increases owing to the
constraint M in the first branch solution, while the changed
behavior is observed in the second branch solution. On the
other hand, the rate of heat and mass transfer decreases in
the first branch solution and enhances the second branch
solution as portrayed in Figures 4(a) and 4(b), respectively.
,e hugemagnetic limit develops the force called drag which
is also entitled as Lorentz force. ,is force controls as
mediators that resist the fluid flow and craft progress in the
local transfer rate of heat and mass along with the local
coefficient of skin coefficient.

4.2. Influence of Suction Parameter. In the porous medium,
the mass suction/injection parameter is important and is de-
finedwith the expression S � −v0

�������
2x/]fU1

􏽱
. In case of suction,

(S> 0) and for injection, (S< 0). If (S< 0), the dual nature of
solutions cannot be obtained. However, the dual solutions exist
in the case of mass suction. In Figures 5(a) and 5(b), the
variation of the suction parameter S on both the velocity
profiles in the STWdirection in terms of f′(η) and the CRF in
terms of g(η) is displayed. ,ese results suggest that the ve-
locity of liquid augments due to increasing values of S in the
upper branch solution which in turn reduces the velocity
BOUNLF thickness, while there is a decline in the lower branch
solution in the STW and CRF directions. Generally, because of
S, the heated liquid is shoved toward a surface of the wall where
the forces can retard the liquid owing to lofty control of the
viscosity. ,e skin friction coefficients in both directions are
displayed in Figures 6(a) and 6(b). ,ese figures show that the
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upper branch solution increases while the second branch result
decreases as the mass suction parameter increases. ,e vari-
ation of S on the local transfer rate of heat and mass is pre-
sented in Figures 7(a) and 7(b), respectively. Figure 7(a) depicts
the values of the local rate of heat transfer decline due to
augmenting S in both branches of solutions, whereas the
Sherwood number augments with S in the upper and lower
branch solutions as revealed in Figure 7(b).

4.3. Effects of EckertNumbers. ,e Eckert parameters appear
in the energy equation due to the viscous dissipation term.
,e Eckert numbers have a direct impact on the rate of heat
transfer. As the Eckert numbers upsurge, more heat is
transferred from the surface due to which the thermal
boundary layer increases. ,is impacts of Ec1 and Ec2 on
temperature θ(η) is displayed in Figure 8(a). However, the
increases in Eckert numbers show a decrease in Nusselt

number (Figure 8(b)). ,is is predictable since the imple-
mentation of the Eckert number proposes the ratio of kinetic
energy and enthalpy. ,us, an augment in Ec1 and Ec2
suggests that the heat dissipated is stored in the liquid via
fractional heating that enhances the liquid temperature and
consequently declines the heat transfer rate.

4.4. Effects of LewisNumber. Lewis number Le appears in the
concentration equation and is a ratio of the kinematic
viscosity and the Brownian diffusion coefficient. ,e in-
fluence of Le on concentration ϕ(η) is demonstrated in
Figure 9(a). ,e graphical result shows that the concen-
tration profile decreases for both solutions. ,is implies that
the heat will disperse more quickly than concentration. ,e
concentration boundary layer becomes steeper as Le en-
hances. Moreover, the increase in Le shows an increase in the
Sherwood number (Figure 9(b)).
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4.5. Effects of Stretching and Shrinking Parameters. In
Figures 10(a)–10(d), the variations of stretching/shrinking
parameters on the velocities f′(η) and g(η) in both
directions are displayed. ,e effect of the stretching
parameter (Figures 10(a) and 10(b)) shows that the lower
branch solution decreases while the upper branch so-
lution increases. On the other hand, the altered behavior
is noted for the shrinking parameter, as illustrated in
Figures 10(c) and 10(d). It is also examined from these
figures that, in the phenomenon of the lower branch
solution, initially, the velocity profiles are negative, and
then as the value of η progresses, it starts to augment and
then becomes positive. Physically, this trend happens due
to the contrary directions of shrinking and stretching
velocities.

5. Conclusions

In the current investigation, the impact of VISD on MAGF
near a stagnation point in the directions of STW and CRF
through a moving surface is scrutinized. ,e leading PDEs
are converted into nonlinear ODEs via suitable variables.
,ese converted ODEs are worked out by utilizing bvp4c
software based on 3-stage Lobatto IIIA. ,e influences of
pertinent constraints on the flow fields such as concentra-
tion, velocity, and temperature are illustrated graphically
and numerically scrutinized. ,e core finding of this ex-
ploration can be precised as follows:

(i) Because of some amount of moving parameter,
multiple solutions are achieved

(ii) ,e velocity of liquid decays owing to M in the
upper branch solution and upsurges in the lower
branch solution in the STW and CRF directions

(iii) ,e friction factor in the STW and CRF directions
augments because of the larger value of M in the
upper branch solution, while the rate of mass and
heat transfer decelerates in the upper branch so-
lution and augments in the lower branch solution

(iv) ,e mass suction parameter enhances the velocity
and friction factor in the upper branch solution and
drops in the lower branch solution, whereas the rate
of heat transfer declines and the Sherwood number
upsurges in the first and second branch solutions

(v) ,e temperature distribution enhances due to the
Eckert number, while the transfer rate of heat
declines due to the Eckert number in the upper and
lower branch solutions

(vi) ,e concentration profile decelerates with in-
creasing values of Le in the first branch (upper)
solution and the second branch (lower) solutions

(vii) ,e values of the Sherwood number uplift in both
branches of solutions due to Le

Finally, this paper can be expanded by taking a time-
dependent flow or mixed convective flow. Also, the non-
Newtonian fluid or hybrid nanofluid may be added due to
numerous applications.
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�e focus of the present paper is to analyze the shape effect of gold (Au) nanoparticles on squeezing nanofluid flow and heat
transfer between parallel plates. �e different shapes of nanoparticles, namely, column, sphere, hexahedron, tetrahedron, and
lamina, have been examined using water as base fluid. �e governing partial differential equations (PDEs) are transformed into
ordinary differential equations (ODEs) by suitable transformations. As a result, nonlinear boundary value ordinary differential
equations are tackled analytically using the homotopy analysis method (HAM) and convergence of the series solution is ensured.
�e effects of various parameters such as solid volume fraction, thermal radiation, Reynolds number, magnetic field, Eckert
number, suction parameter, and shape factor on velocity and temperature profiles are plotted in graphical form. For various values
of involved parameters, Nusselt number is analyzed in graphical form. �e obtained results demonstrate that the rate of heat
transfer is maximum for lamina shape nanoparticles and the sphere shape of nanoparticles has performed a considerable role in
temperature distribution as compared to other shapes of nanoparticles.

1. Introduction

Nanotechnology has recently emerged and has become a
worldwide revolution to obtain exceptional qualities and fea-
tures over the last few decades. It developed at such a fast pace
and is still going through a revolutionary phase. Nanotech-
nology is coming together to play a crucial and commercial role
in our future world. Gold nanoparticles are one of the utmost
stablemetal nanoparticles and their current fascinating features
include assembly of several types inmaterial science, individual
nanoparticles behaviors, magnetic, nanocytotoxic, optical
properties, size-related electronic, significant catalysis, and

biological applications. Gold nanoparticles have attracted re-
search attention due to their properties and various potential
applications. �is progression would go to the later generation
of nanotechnology that requires products of gold nanoparticles
with precise shape, controlled size, large production facilities,
and pureness. Gold nanoparticles are widely used as preferred
materials in numerous fields because of their unique optical
and physical properties, that is, surface plasmon oscillation for
labeling, sensing, and imaging. Recently, significant develop-
ments have been made in biomedical fields with superior
biocompatibility in therapeutics and treatment of various
diseases. Gold nanoparticles can be prepared and conjugate

Hindawi
Mathematical Problems in Engineering
Volume 2020, Article ID 9584854, 12 pages
https://doi.org/10.1155/2020/9584854

mailto:tabdeljawad@psu.edu.sa
mailto:hyliang@ustc.edu.cn
https://orcid.org/0000-0002-8889-3768
https://orcid.org/0000-0001-7458-8036
https://orcid.org/0000-0002-5103-6092
https://orcid.org/0000-0002-0491-1528
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2020/9584854


with numerous functionalizing agents such as dendrimers,
ligands, surfactants, RNA, DNA, peptides, polymers, oligo-
nucleotides, drugs, and proteins [1].

Squeezing nanofluid flow with the effect of thermal ra-
diation and magnetohydrodynamics (MHD) has important
uses in the development of the real world. It has gained the
consideration of researchers due to its extensive usages.
Squeezing flow has increasing usages in several areas, par-
ticularly in the food industry and chemical engineering. �e
undertakings and properties of the squeezing flow of nano-
fluid for industrial usages such as electronic, transportation,
biomechanics, foods, and nuclear reactor have been explained
in many publications in the open literature. �ere are various
examples concerning squeezing flow but the most significant
ones are injection, compression, and polymer preparation.

�e squeezing flow of nanofluid has gained significant
consideration due to the valuable verities of applications in the
physical and biophysical fields [2]. Hayat et al. [3] discussed the
MHD in squeezing flow by using two disks. Dib et al. [4]
examined the analytical solution of squeezing nanofluid flow.
Duwairi et al. [5] addressed the heat transfer on the viscous
squeezed flow between parallel plates. Domairry and Hatami
[6] examined the time-dependent squeezing of nanofluid flow
between two surfaces by applying differential transformation
techniques. Sheikholeslami and Ganji [7] studied the heat
transfer in squeezed nanofluid flow based on homotopy
perturbation method. �e thermal radiation effect in two-
dimensional and time-dependent squeezing flow was inves-
tigated using homotopy analysis method by Khan et al. [8].
Sheikholeslami et al. [9] presented the effect of MHD on
squeezing nanofluid flow in a rotating system. Gupta and Saha
Ray [10] investigated the unsteady squeezing nanofluid flow
between two parallel plates by using the Chebyshev wavelet
expansion. �e effects of MHD on alumina-kerosene nano-
fluid and heat transfer within two horizontal plates were ex-
amined by Mahmood and Kandelousi [11].

In the fields of engineering and science, there are various
mathematical problems to find but the exact solution is
almost complicated. Homotopy analysis method (HAM) is a
well-known and critical method for solving mathematics-
related problems. �e main advantage of the homotopy
analysis method is finding the approximate solution to the
nonlinear differential equation without linearization and
discretization. Earlier time in 1992, Liao [12–16] introduced
this technique to find out the analytical results of nonlinear
problems. �e author concluded that homotopy analysis
method (HAM) quickly converges to an approximate so-
lution. �e homotopy analysis method gives us a series of
solutions. �e approximate solution by homotopy analysis
method is quite perfect since it contained all the physical
parameters involved in a problem. Due to the effectiveness
and quick convergence of the solution, various researchers,
namely, Rashidi et al. [17, 18] and Abbasbandy and Shirzadi
[19, 20], used homotopy analysis method (HAM) to find the
solutions of highly nonlinear and coupled equations. Hus-
sain et al. [21] presented the bioconvection model for
squeezing flow using homotopy analysis method with the
effect of thermal radiation heat generation/absorption.

Heat transfer can be increased by using several meth-
odologies and techniques such as increasing the heat transfer
coefficient or heat transfer surface which allows for a higher
heat transfer rate in small volume fraction. Cooling is a
major technical challenge faced by increasing numbers of
industries involving microelectronics, transportation,
manufacturing, and solid-state lighting. So, there is an es-
sential requirement for innovative coolant with a better
achievement that would be employed for enhanced prop-
erties [22]. Recently, nanotechnology has contributed to
improving the new and innovative class of heat transfer
nanofluid. Base fluids are embedded with nanosize materials
to obtain nanofluids (nanofibers, nanoparticles, nanotubes,
nanorods, nanowires, droplet, or nanosheet) [23]. Signifi-
cantly, nanofluids have the ability to enhance heat transfer
rate in several areas like nuclear reactors, solar power plants,
transportation industry (trucks, automobiles, and airplanes),
electronics and instrumentation, biomedical applications,
microelectromechanical system, and industrial cooling us-
ages (cancer therapeutics, cryopreservation, and nanodrug
delivery) [24]. �ere are several studies to show the appli-
cations of nanofluid heat transfer. Kristiawan et al. [25]
studied the convective heat transfer in a horizontal circular
tube using TiO2-water nanofluid. Turkyilmazoglue and Pop
discussed the heat and mass transfer of convection flow of
nanofluids containing nanoparticles of Ag, Cu, TiO2, Al2O3,
and CuO [26]. Sheikholeslami and Ganji [7] presented the
analytical results of heat transfer in water-Cu nanofluid.
Qiang and Yimin [27] investigated the experimental studies
of convective heat transfer in water-Cu nanofluid. Elgazery
[28] examined the studies of Ag-Cu-Al2O3-TiO2-water
nanofluid over a vertical permeable stretching surface with a
nonuniform heat source/sink. Rea et al. [29] studied the
viscous pressure and convective heat transfer in a vertical
heated tube of Al2O3-ZrO2-water nanofluids. Salman et al.
[30] discussed by using a numerical technique the concept of
affecting convective heat transfer of nanofluid in microtube
using different categories of nanoparticles such as Al2O3,
Cuo, SiO2, and ZnO. Sheikholeslami et al. [31, 32] studied
hybrid nanofluid for heat transfer expansion. Hassan et al.
[33] discussed convective heat transfer in Ag-Cu hybrid
nanofluid flow. Bhatti et al. [34] examined numerically hall
current and heat transfer effects on the sinusoidal motion of
solid particles. Furthermore, many researchers did work on
heat transfer and thermal radiation; see [35–39].

In light of the above literature study, it has been observed
that Cu, Ag, Al2O3, SiO2, Cuo, and ZnO are mostly used to
find the heat transfer. �e gold (Au) was rarely used to find
the heat transfer rate due to mixed convection [40]. �e
shape of nanoparticles is very significant in the enhancement
of heat transfer. It is necessary to find the heat transfer rate in
nanofluid under the exact shapes of nanoparticles [41]. From
the literature survey, it is observed that no effort has been
made on gold (Au) nanoparticles shape effect on squeezing
flow. �e basic purpose of the present study is to analyze the
shape effect of gold (Au) nanoparticles on squeezing
nanofluid flow and heat transfer. Various types of nano-
particles are under deliberation: column, sphere, hexahe-
dron, tetrahedron, and lamina. �e effects of various
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physical parameters on velocity and temperature distribu-
tions are analyzed through plotted graphs.

2. Problem Description

Consider heat transfer in the incompressible, two-dimen-
sional, laminar, and stable squeezing nanofluid between two
horizontal plates at y � 0 and y � h. �e lower plate is fixed
by two forces which are equal and opposite. Both the plates
are separated by distance h. A uniform B magnetic field is
applied along y-axis. Moreover, the effect of nonlinear
thermal radiation is also considered. �e thermophysical
properties of gold nanoparticles and water are presented in
Table 1. �e values of nanoparticles shapes-related param-
eters are presented in Table 2. �e partial governing
equations of the problem are modeled as [42]
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�e reverent boundary value conditions are

f � 0, f′ � 1, θ � 1, at η � 0,

f �
v0

ah
, f′ � 0, θ � 0, at η � 1.

(5)

�e following similarity variables are induced to non-
dimensionalize governing equations (1)–(4):

u � axf′(η),

v � − ahf(η),

η �
y

h
,

θ(η) �
T − T1

T2 − T1
.

(6)

Equation (1) is identically satisfied. Eliminating the
pressure and by using equation (6) into equations (2), (3),
and (4), one has the following nonlinear coupled boundary
value problems:

f″″ − R
A1

A2
f′f″ − ff

‴
􏼒 􏼓 −

1
A2

Mf″ � 0, (7)

(1 + Rd )θ″ + Pr
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Rfθ′ + 4

A2

A4
Ecf′2􏼠 􏼡 � 0, (8)

f(0) � 0,

f′(0) � 1,

f(1) � A,

f′(1) � 0,

θ(0) � 1,

θ(∞) � 0.

(9)

�e dimensionless quantities are

A �
v0

ah
,

R �
ah

2

vf

,
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μf(ρCp)f
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,
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ρfa
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,
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16σ∗T3

∞
3knf

k
∗ .

(10)

Here, A, Pr, M, R, Ec, and Rd represent the suction
parameter, Prandtl number, magnetic parameter, Reynolds
number, Eckert number, and thermal radiation parameter,
respectively. One has

Table 1: �ermophysical properties of gold (Au) and pure water as
[40, 43].

Physical properties Gold (Au) Pure water
ρ (kg/m3) 19300 998.3
Cp (J/kg·K) 129 4182
k (W/m·K) 318 0.60

Table 2: �e values of nanoparticles shapes-related parameters as
[44].

Shapes Column Sphere Hexahedron Tetrahedron Lamina
ϕ 0.4710 1 0.8060 0.7387 0.1857
m 6.3698 3 3.7221 4.0613 16.1576
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Here, A1, A2, A3, and A4 represent the ratio of density,
viscosity, heat capacitances, and thermal conductivity,
respectively.

In this study, we consider
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kS +(m − 1)kf􏽨 􏽩 + ϕ kf − ks􏼐 􏼑
,

(12)

where kf, μf, ρf, and (ρCp)f represent thermal conduc-
tivity, dynamic viscosity, density, and specific heat of the
fluid, respectively, whereas ks, μs, ρs, and (ρCp)s denote the
thermal conductivity, dynamic viscosity, density, and spe-
cific heat of the solid, respectively. m and ϕ are the shape
factor and volume fraction of nanoparticles, respectively.

�e physical quantity of Nu (Nusselt number) is defined
as

Nu � A4θ′(0)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌. (13)

3. Solution by HAM

�e auxiliary linear operators are selected as follows:

Lf(f) �
d4f
dη4

,

Lθ(θ)
d2θ
dη2

.

(14)

�ese auxiliary operators satisfy the following properties:

Lf C1
η3

6
+ C2

η2

2
+ C3η + C4􏼢 􏼣 � 0,

Lθ C5e
η

+ C6e
− η

􏼂 􏼃 � 0.

(15)

�e initial guesses are chosen as

f0(η) � (1 − 2A)η3 +(3A − 2)η2 + η,

θ0(η) � 1 − η.
(16)

3.1. Zeroth-Order Deformation. �e corresponding zeroth
deformation problem is defined as follows:

(1 − q)Lf
􏽢f(η, q) − f0(η)􏽨 􏽩 � qZfNf

􏽢f(η, q), 􏽢θ0(η, q)􏽨 􏽩,

􏽢f(0, q) � 0,

􏽢f′(0, q) � 1,

􏽢f(1, q) � A,

􏽢f′(1, q) � 0,

(1 − q)Lθ
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􏽢θ0(η, q), 􏽢f(η, q)􏽨 􏽩,

􏽢θ(0, q) � 1,

􏽢θ(1, q) � 0,

(17)

in which qϵ[0, 1] is called an embedding parameter and
Zf ≠ 0 and Zθ ≠ 0 are the convergence control parameters
such that 􏽢f(η, 0) � f0(η), 􏽢θ(η, 0) � θ0(η) and
􏽢f(η, 1) � f(η), 􏽢θ(η, 1) � θ(η); it means that when q varies
from 0 to 1, 􏽢f(η, q) varies from initial guess f0(η) to the
final solution f(η) and 􏽢θ(η, q) varies from initial guesses
θ0(η) to θ(η).

�e nonlinear operators Nf and Nθ are given by
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Expanding 􏽢f(η, q) and 􏽢θ(η, q) with respect to q
Maclaurin’s series and q� 0, we obtain

f(η, q) � f0(η) + 􏽘
∞

m�1
fm(η)q

m
,

θ(η, q) � θ0(η) + 􏽘
∞
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m
,

(19)

where fm(η) �(1/m!)((zmf(η, q))/(zηm))|q�0 and θm(η) �

(1/m!)((zmθ(η, q))/(zηm))|q�0.

3.2. Higher-Order Deformation Problem. �e higher-order
problems are as follows:
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�e mth-order solutions are

fm(η) � f
∗
m + C1

η3

6
+ C2

η2

2
+ C3η + C4, (22)

θm(η) � θ∗m + C5e
η

+ C6e
− η

, (23)

where Cm
z (z � 1 − 6) are constants to be determined by

using the boundary conditions.

3.3. Convergence of Series Solutions. Zeroth- and higher-
order deformation problems are given in equations (7) and

(8), which clearly show that the series solutions contain
nonzero auxiliary parameters Zf and Zθ. �e convergence of
the solutions is checked through plotting Z-curves Zf and Zθ
as displayed in Figures 1 and 2. It is evident that the series
solutions (22) and (23) converge when − 1.8 ≥ Zf ≤ − 0.2
and − 1.8 ≥ Zθ ≤ − 0.2.

4. Results and Discussion

�e physical insight of the problem is discussed in this
present portion. �e schematic model of squeezing nano-
fluid is shown in Figure 3. �e dynamics of heat transfer in
the squeezing nanofluid fluid flow are described under the
variation of dimensionless solid volume fraction, thermal
radiation, Reynolds number, magnetic field, Eckert number,
suction parameter, and shape factor. �e analysis is carried
out using the following range of parameters 0.1≥ ϕ≤ 0.2,

0.5≥A≤ 1.0,0.5≥M≤ 4.0,0.5≥R≤ 1.0,0.01≥Ec≤ 0.9, and
0.5≥Rd≤ 2.0. It is evident from Figures 4–7 that nano-
particles which participate in heat transfer are
lamina> column> tetrahedron> hexahedron> sphere.

ϕ is a very important parameter for squeeze flow of
nanofluid. From Figure 8, it is noted that the impact of ϕ on
primary velocity seemed ineffective. It is also observed that
the primary velocity is increased with increase of R as
displayed in Figure 9. It is because that the inertia with the
viscous ratio is dominant. From Figure 10, it is observed
that the effect ofM on the primary velocity is decreased due
to the Lorentz force produced byM. �e Lorentz force acts
against the motion of squeeze flow of nanofluid. �e
variation of A on the dimensionless primary velocity is
shown in Figure 11. From Figure 11, it can be seen that the
primary velocity is intensifying with the increase of A;
physically, the wall shear stress increases with the increase
of A.

�e secondary velocity decreases in the half of the region
as shown in Figure 12. In Figures 13 and 14, it is distin-
guished that secondary velocity changed in half of the region
(the region above the central line between the plates). It
happened due to the constraint of law of conservation of
mass. �e variation of A is plotted in Figure 15; secondary
velocity is also increased with the increase of A.

�e shape effects of nanoparticles on dimensionless
temperatures profiles are shown in Figure 16. It is noted
from Figure 16 that sphere> hexahedron> tetrahedron>
column > lamina. It is also observed that lamina nano-
particles have minimum temperature because of maximum
viscosity while sphere shape nanoparticles have maximum
temperature because of minimum viscosity. From Figure 17,
it is observed that the temperature profile has a direct re-
lation with ϕ; the reason is that increasing the volume
fraction causes enhanced thermal conductivity of the
nanofluid which turns to increase the boundary layer
thickness. From Figure 17, it is also observed that the sphere
shape nanoparticles show a prominent role in temperature
distribution. Figure 18 depicts the influence of R on the
dimensionless temperature profile; with increasing R, the
dimensionless temperature profile decreases because of
decreasing the thermal layer thickness. Figure 18 showed

Mathematical Problems in Engineering 5



–3 –2 –1 0 1

5.0

5.5

6.0

6.5

7.0

ћf

f″
 (0

)

Figure 1: �e Zf–curve for f″(0).

–3 –2 –1 0 1
–6

–4

–2

0

2

4

6

θ′
 (0

)

ћθ

Column
Sphere
Hexahedron

Tetrahedron
Lamina

Figure 2: �e Zθ–curve for θ′(0).

y-axis

Column

Sphere

Tetrahedron

Hexahedron

Nanofluid

x-axis

Lamina

Figure 3: Schematic model of squeezing nanofluid.
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Figure 4: Nu for values of R andM, A, Rd� 0.5 and Ec� 0.3. Blue:
column. Green: sphere. Red: hexahedron. Brown: tetrahedron.
Black: lamina. R� 0.5 solid line; R� 1.0 dash line.
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Figure 5: Nu for values of Ec andM, R, Rd� 0.5 and ϕ � 0.2. Blue:
column. Green: sphere. Red: hexahedron. Brown: tetrahedron.
Black: lamina. Ec� 0.01 solid line; Ec� 0.03 dash line.
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dron. Black: lamina. R� 0.5 solid line; R� 1.0 dash line.
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Blue: column. Green: sphere. Red: hexahedron. Brown: tetrahe-
dron. Black: lamina. Rd� 1.0 solid line; Rd� 2.0 dash line.
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Figure 8: f′(η) for values of ϕ and R � 0.3, M� 0.5, andA � 1.0.
Blue: ϕ � 0.1. Green: ϕ � 0.2.
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Figure 9: f′(η) for values of R and M� 0.5, A� 1.0, and ϕ � 0.2.
Blue: R� 0.5. Green: R� 1.0.

0.0 0.2 0.4 0.6 0.8 1.0
0.0

0.2

0.4

0.6

0.8

1.0

f (
η)

η

Figure 10: f′(η) for values of M and R� 0.3, A� 1.0, and ϕ � 0.2.
Blue: M� 0.5. Green: M� 4.0.
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Figure 11: f′(η) for values of A and R� 0.3, M� 0.5, and ϕ � 0.2.
Blue: A� 0.5. Green: A� 1.0.
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Figure 12: f′(η) for values of M and R� 0.3, A� 1.0, and ϕ � 0.2.
Blue: ϕ � 0.1. Green: ϕ � 0.2.
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Figure 15: f′(η) for values of A and R� 0.3, M� 0.5, and ϕ � 0.2.
Blue: A� 0.5. Green: A� 1.0.
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Figure 13: f′(η) for values of R and M� 0.5, A� 1.0, and ϕ � 0.2.
Blue: R� 0.5. Green: R� 1.0.
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Figure 16: θ(η) for effect of the nanoparticles shapes and R� 0.3,
Rd, M� 0.5, Ec� 0.7, A� 1.0, and ϕ � 0.2. Blue: column. Green:
sphere. Red: hexahedron. Brown: tetrahedron. Black: lamina.
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Figure 17: θ(η) for values of ϕ and Ec� 0.7, Rd, M� 0.5, R� 0.3,
and A � 1.0. Blue: column. Green: sphere. Red: hexahedron.
Brown: tetrahedron. Black: lamina. ϕ � 0.1 dot line; ϕ � 0.2 dash
line.
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Figure 18: θ(η) for values of R and Ec� 0.7, Rd, M� 0.5, A� 1.0,
and ϕ � 0.2. Blue: column. Green: sphere. Red: hexahedron. Brown:
tetrahedron. Black: lamina. R� 0.5 dot line; R� 1.0 dash line.
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that the effect of sphere shape nanoparticles is more sig-
nificant than other shapes of nanoparticles under the in-
fluence of R. Figure 19 describes the impact ofM on thermal
boundary layer thickness. From Figure 19, it is noted that the
temperature increases with the increase of M. �e reason is
that M tends to increase a dragging force which produces
heat in temperature profile. Figure 19 depicts that the sphere
shape nanoparticles in Au-water play a leading role in the
temperature profile. Figure 20 shows that the temperature
profile increases with A; physically, the heated nanofluid is
pushed towards the wall, where the buoyancy forces can
intensify the viscosity. �at is why it decreases the wall shear
stress. Figure 21 shows the effect of Rd on temperature
profile; from this figure, it is illustrated that the Rd has an
inverse relation with temperature profile. Due to this, the
greater value of Rd corresponds to an increase in the
dominance of conduction over radiation and hence re-
duction in the buoyancy force and the thermal boundary
layer thickness. Under the effect of Rd, sphere shape
nanoparticles have an important role in temperature dis-
tribution. Figure 22 displays that the squeezed nanofluid flow

temperature increases with the increase of the Ec; the reason is
that the frictional heat is deposited in squeezed nanofluid;
however, thermal boundary layer thickness of sphere shape
nanoparticles seems to be more animated in squeezed
nanofluid by Ec effect.

5. Conclusion

In the present paper, the effect of gold (Au) nanoparticles on
squeezing nanofluid flow has been thoroughly examined. �e
analytical solution was obtained by using homotopy analysis
method (HAM) for a range of pertinent parameters such as
shape factor, solid volume fraction, thermal radiation, Rey-
nolds number, magnetic field, suction parameter, and Eckert
number. �e effects of various parameters have been illus-
trated through graphs.�e Pr keeps fixed at 6.2. In the view of
results and discussions, the following deductions have arrived:

(i) �e nanoparticles of sphere shape show a re-
markable role in the disturbance of temperature
profiles
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Figure 19: θ(η) for values of M and R� 0.3, Rd� 0.5, Ec� 0.7,
A� 1.0, and ϕ � 0.2. Blue: column. Green: sphere. Red: hexahe-
dron. Brown: tetrahedron. Black: lamina. M� 1.0 dot line; M� 3.0
dash line.
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Figure 20: θ(η) for values of A and R� 0.3, Rd, M� 0.5, Ec� 0.7,
and ϕ � 0.2. Blue: column. Green: sphere. Red: hexahedron. Brown:
tetrahedron. Black: lamina. A� 0.7 dot line; A� 1.0 dash line.
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A� 1.0, and ϕ � 0.2. Blue: column. Green: sphere. Red: hexahe-
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tetrahedron. Black: lamina. Ec� 0.6 dot line; Ec� 0.9 dash line.

Mathematical Problems in Engineering 9



(ii) �e nanoparticles of tetrahedron shape show a
moderate role in the disturbance of temperature
profiles

(iii) �e nanoparticles of lamina shape play a lower role
in the disturbance of temperature profiles

(iv) �e nanoparticles of lamina shape play a principal
role in the heat transfer rate

(v) �e nanoparticles of tetrahedron shape show a
moderate role in the heat transfer rate

(vi) �e nanoparticles of tetrahedron shape show a
lower role in the heat transfer rate

(vii) Performances of lamina and sphere shapes
nanoparticles in the forms of disturbance on
temperature profiles and the heat transfer are
opposite to each other

(viii) Performances of hexahedron and tetrahedron
shapes nanoparticles in forms of the disturbance
temperature profiles and the heat transfer are
opposite to each other
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*e flow over a wedge is significant and frequently occurs in civil engineering. It is significant to investigate the heat and mass
transport characteristics in the wedge flow.*erefore, the analysis is presented to examine the effects of preeminent parameters by
incorporating the cross-diffusion gradients in the energy andmass constitutive relations. From the analysis, it is perceived that the
temperature drops against a higher Prandtl number. Due to concentration gradients in the energy equation, the temperature rises
slowly. Moreover, it is examined that the mass transfer significantly reduces due to Schmidt effects and more mass transfer is
pointed against the Soret number.*e shear stresses increase due to stronger magnetic field effects.*e local thermal performance
of the fluid enhances against more dissipative fluid, and DuFour effects reduced it. Furthermore, the mass transport rate drops due
to higher Soret effects and increases against multiple Schmidt number values.

1. Introduction

Importance of boundary layer flow cannot be ignored be-
cause of its diverse class of applications in daily life and
industries as well. *ese comprised in civil engineering,
aerodynamics, and many more.

*e Newtonian flow over a stagnant wedge was firstly
developed by Falkner and Skan [1]. *ey transformed a
dimensional model to a third-order nonlinear self-similar
differential equation by applying similarity variables. Af-
terwards, in 1937, Hartree [2] explored the boundary layer
model approximately. Later, researchers turned toward the

study of wedge flow under different flow conditions. In 1961,
Koh et al. [3] explored the shear stresses and quantities of
practical interest such as nusselt and Sherwood numbers
over a wedge in the existence of a porosity parameter. *ey
discussed the model by encountering the impacts of in-
constant wall temperature and suction property. In 1987, Lin
et al. [4] discussed the approximate solutions for wedge flow
of any Prandtl number. *ey analyzed the temperature
regimes in the existence of forced convection.

Lately, Hussanan et al. [5] examined the boundary layer
model in the existence of porous media by considering
constant concentration gradients and resistive heating.
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Impacts of various physical quantities such as radiative heat
flux and suction/injection on the chemically heating
boundary layer model are reported in [6]. Chamber et al. [7]
reported the boundary layer in the existence of a chemical
reaction and diffusion gradients. *e Falkner Skan flow
model for a static or moving wedge saturated with nanofluid
was discussed by Yacob et al. [8] in 2011. Flow in a wavering
sheet was examined in [9]. *ey encountered the effects of
natural convection and Ohmic heating. Su et al. [10]
inspected the magnetohydrodynamic flow of Newtonian
fluid composed by nanoparticles. Influences of applied
Lorentz forces, slip flow condition, and ohmic heating were
discussed in their study.

In 2016, Khan et al. [11] investigated the bioconvection
model in the existence of a porosity parameter over a wedge.
*ey explored the influence of viscous dissipation, resistive
heating, and imposed Lorentz forces on the flow of a
gyrotactic microorganism. *ey discussed the impacts of
different self-similar physical parameter on the momentum,
thermal, density motile, and concentration profiles of the
microorganism. Graphical analysis for shear stresses, local
mass, and heat transfer comprised in their study. *ey
treated a particular model numerically and, for the accuracy
of the results, made comparison with the prevailing litera-
ture. *ey investigated that velocity field increases for
stronger magnetic field. Furthermore, significant analysis
regarding to the characteristics of the flow behavior in
various geometries under multiple flow conditions is per-
ceived in [12–22].

In 2007, Ishak et al. [23] studied Falkner Skan flow
through an accelerating wedge with the addition of suction/
injection properties. Forced convection magnetohydrody-
namic flow over a nonisothermal wedge by prevailing time-
dependent viscosity was discussed by Pal et al. [24] in 2009.
A magnetonanofluid model by considering the heat gen-
eration/absorption and the influence of a convective flow
condition was inspected by Rahman et al. [25] in 2012.

Lately, Ullah et al. [26] investigated the non-Newtonian
model past a wedge in the existence of imposed Lorentz
forces. Ullah et al. [27] inspected the non-Newtonian model
past a nonlinearly stretchable sheet by encountering the
influences of various physical parameters. Aman et al. [28]
studied a nanofluid model composed of gold nanoparticles.
*ey also explored the influences of radiative heat flux and
crisscross diffusion on the flow characteristics. Analysis of a
ferrofluid composed of cylindrical-shaped nanoparticles was
conducted in [29]. Various flow models under certain
boundary flow conditions in different channels are inves-
tigated in [30–33]. Brinkman sort of a nanofluid model was
examined in [34]. A natural convection flow model
stretchable sheet was studied by Ullah et al. [35]. A nanofluid
model bounded by Riga plates and a second-grade flow
model between an oblique channel were studied in [36, 37],
respectively. Impacts of the effective Prandtl model and
thermal radiation on the Newtonian model between a
converging/diverging channel were explored in [38, 39],
respectively. For further study regarding nanofluids and
regular fluid from different aspects, we can analyze [40–46].

From a careful science literature review, it is pointed that, to
date, no one analyzed the energy and mass transportation in
MHD wedge flow by prevailing crisscross diffusion gradients.
Initially, formulation of the model is carried out, and then,
mathematical analysis of the model is performed by means of
the RK technique. Section 3 is dedicated to highlight the
impacts of varying a nondimensional parameter in the flow
characteristics. A fruitful comparison has been made for re-
liability of the study. In the end, major results of the work are
highlighted in the last section.

2. Self-Similar Analysis

Consider the time-independent Newtonian flow past a
wedge positioned in the main stream.*e fluid is electrically
conducting, and the effects of cross diffusion are also under
consideration. *e main stream velocity of the fluid is
U∗(x). *e flow is considered in the Cartesian coordinate
system, and x and y axis are chosen in such a way that the
surface of the wedge is along the x − axis, and the y − axis
makes a right angle with the x − axis and perpendicular to
the wedge surface. Furthermore, the wedge surface is kept at
variable temperature T∗w(x) and concentration C∗w(x). *e
ambient temperature and concentration of the fluid are
denoted by T∗ and C∗, respectively. Inconstant magnetic
field B∗(x) imposed perpendicularly to the wedge with the
assumptions of a smaller magnetic Reynolds number and
inconsequential induced magnetic field. *e schematic
theme of the MHD flow model is demonstrated in Figure 1:

In the light of the aforementioned restrictions, a par-
ticular flow model can be described in the existence of
various physical quantities in the following manner [47]:

zu∗
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+
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􏼠 􏼡. (4)

Equation (1) is the dimensional mass conservation law.
Momentum, energy, and concentration equations by pre-
vailing magnetic field and thermal and concentration gra-
dients are embedded in equations (2)–(4), respectively.
Furthermore, u∗, v∗ represent the velocities along x andy

coordinates. Moreover, U∗(x) is the main stream velocity,
dynamic μ, density ρ, imposed magnetic field B∗, temper-
ature T∗, concentration C∗, heat capacity cp, mass diffusivity
D, mean temperature of the fluid Tm, thermal diffusion KT,
and concentration susceptibility C∗s .
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*e feasible set of auxiliary conditions for the current
wedge flow is as follows [47]:

u
∗↑y�0

� 0, v
∗↑y�0

� 0, T
∗↑y�0

� T
∗
w(x) , C

∗↑y�0
� C
∗
w,

(5)
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m
, T
∗↑y⟶∞( 􏼁

⟶ T
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(6)

*e governing equations (1)–(4) can be reduced into the
dimensionless form by utilizing the following defined
nondimensional transformations and stream functions [47]:
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β(η) �
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,

ϕ(η) �
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.

(7)

Here, B∗ shows the applied magnetic field which is a
function of x and is in the form B � B0x

(m− 1/2), where
B0denotes the uniform magnetic field (for precedence, we
can see [48, 49]), U∗(x) denotes the free stream velocity and
described in function of x, and is U∗(x) � (u0/x− m), in
which u0 is an invariable quantity and m (0≤m≤ 1) de-
scribes the Falkner Skan power law parameter. *e ex-
pression β � β(2 − β)− 1, in which β � (Ω/π) describes the
Hartree pressure gradient. Furthermore, β � 0 and β � 1
describe the cases along the x and y coordinates, respectively.

*e following self-similar model is attained from the
dimensional system after incorporating the feasible simi-
larity variables which comprised the influences of cross
diffusion and magnetic:

F
‴

− mF
’2

−
m + 1
2

􏼒 􏼓 FF
’′ − m􏼔 􏼕 + M

2
(1 − F′) � 0, (8)

β″ +
Pr(m + 1)

2
Fβ′ + PrDf ϕ″ � 0, (9)

ϕ″ +
Sc(m + 1)

2
Fϕ′ + SrScβ″ � 0. (10)

*e corresponding feasible boundary conditions are in
the following manner:

F η↑η�0
􏼐 􏼑 � 0,

F′ η↑η�0
􏼐 􏼑 � 0,

β η↑η�0
􏼐 􏼑 � 1,

ϕ η↑η�0
􏼐 􏼑 � 1,

(11)

F′ η↑
η⟶∞

( 􏼁⟶ 1,

β η↑η⟶∞( 􏼁⟶ 0,

ϕ η↑η⟶∞( 􏼁⟶ 0.

(12)

In equations (8)–(10), with nonhomogeneous auxiliary
conditions described in equations (11) and (12), self-similar
quantities are the Hartmann number (M � σB2

0/ρu0),
Prandtl number (Pr � (]ρCp/k)), Dufour number
(Df � (DkT(C∗w − C∗∞)/CsCp](T∗w − T∗∞))), Soret number
(Sr � (DmkT(T∗w − T∗∞)/]Tm(C∗w − C∗∞))), and Schmidt
number (Sc � (]/D)).

*e following are the formulas to estimate the shear
stresses, local Nusselt (Nux), and Sherwood numbers
Shx[47]:

CF �
μ

ρU2(x)

zu∗

zy∗
􏼠 􏼡↑y�0

, (13)

Nux �
kx

k Tw − T∞( 􏼁
􏼢 􏼣

zT∗

zy∗
􏼠 􏼡↑y�0

, (14)

Shx �
x

Cw − C∞
􏼢 􏼣

zC∗

zy∗
􏼠 􏼡↑y�0

. (15)

Hence, the nondimensional form for shear stress, local
heat, and mass transfer is defined as follows:

CF

���
Rex

􏽰
� F

’′(0),

Nux Rex( 􏼁
− (1/2)

� − β′(0),

Sh Rex( 􏼁
− (1/2)

� − ϕ′(0),

(16)

where Rex � (xU∗(x)/]) describes the local Reynolds
number.

3. Mathematical Treatment

Usually, closed form solutions are very rare or not even exist
for those models which are coupled and attain high non-
linearity. It is better to tackle such sort of models either

U (x)

v

x

Ω

Figure 1: Physical configuration.
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numerically of asymptotically. A particular model is coupled
and nonlinear in nature. *erefore, we adopted a numerical
method called the Runge–Kutta method [50]. To initiate the
technique, feasible substitutions are as follows:

y1 � F,

y2 � F′,
y3 � F′’,
y4 � β,

y5 � β′,
y6 � ϕ,

y7 � ϕ′.

(17)

*en, the system of equations (8)–(10) is transformed
into the following pattern:

F
‴

� mF
’2

−
(m + 1)

2
FF″ − m􏼢 􏼣 + M

2
(1 − F′), (18)

β’′ � −
Pr(m + 1)

2
Fβ′ − PrDf ϕ’′, (19)

ϕ’′ � −
Sc(m + 1)

2
Fϕ′ − SrScβ’′. (20)

By entreating the substitutions in equations (18)–(20),
the following system is obtained:

y1′y2′y3′y4′y5′y6′y7’􏼂 􏼃 �

y2

y3

my2
2 −

m + 1
2

y1y3 − m􏼔 􏼕 + M2 1 − y2( 􏼁

y5

−
Pr(m + 1)

2
y1y5 − PrDf y7′

y7

−
Sc(m + 1)

2
y1y7 − SrScy5′

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (21)

Consequently, supporting initial conditions are
y1

y2

y3

y4

y5

y6

y7

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

0

0

n1

1

n2

1

n3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (22)

After this, we performed the numerical calculation and
obtained the tabulated results for the model. Table 1 presents
the solutions for velocity, temperature, and concentration
fields over the domain of interest.

4. Graphical Results and Discussion

*e impacts of ingrained self-similar quantities on the
momentum, temperature, and mass of the fluid are incor-
porated in this section. *ese physical quantities are M, Pr,

Df, Sr, and Sc.*e impacts of themagnetic field and thermal
and concentration gradients are also under consideration. It
is very important to mention that, in the current nonlinear
flow model, if m � 1/2, then it represents the wedge flow. If
m � 0 and m � 1, it represents the flow of the horizontal
plate and stagnation point flow, respectively. For an ex-
ample, we can refer [47].

*eflowbehavior against an imposedmagnetic field is given
in Figure 2. It is explored that, against a stronger magnetic field,
fluid motion increases. For horizontal plate flow, the velocity
F′(η) rises promptly comparative to the stagnation and wedge
flow case. Physically, over a horizontal surface, the fluid particles
move freely due to which the velocity upturns. Near the surface,
these alterations are almost inconsequential.*e physical reason
behind this behavior is the force of friction between the surface
and fluid layer adjacent to the surface. Due to the force of
friction, the motion of fluid particles near the surface declines
and rest of the fluid layer flow abruptly. Furthermore, for wedge
and stagnation cases, increment in the velocity is observed quite
slowly. Figure 2(b) presents a 3D image of the velocity against
multiple values of M.
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*e behavior of thermal performance β(η) against
Prandtl and Dufour parameters are given in Figures 3(a) and
3(b), respectively. *e declines in β(η) are noticed against
stringer Prandtl values. For the stagnation point, these al-
terations are prompt, and maximum declines are perceived
in the region 2≤ η≤ 6. *e temperature β(η) is against the
horizontal plate flow case. Physically, the fluid flows abruptly
over the horizontal surface due to which the collision be-
tween the particles increases; consequently, the temperature
drops slowly. *e significant increasing variations in β(η)

are pointed against Dufour effects. Due to the Dufour
number, the temperature β(η) upturns. However, maximum
increment in the temperature is pointed against horizontal
plate flow. Figures 4(a) and 4(b) show the 3D image of β(η)

against Prandtl and Dufour parameters, respectively.
*e mass transfer for multiple values of Schmidt and

Soret parameters is given in Figures 5(a) and 5(b), respec-
tively. It is perceived that the mass transfer ϕ(η) is in inverse
proportion to the Schmidt number. Due to higher Schmidt

effects, less mass transfer at the surface is noted. However,
maximum decrement is pointed against the stagnation point
case. Near the surface, an almost inconsequential behavior of
ϕ(η) is noted for wedge, stagnation, and horizontal flat plate
cases. *e Soret number which appears due to cross-dif-
fusion gradients favor the mass transfer ϕ(η). *e mass
transfer profile rises against stronger Soret effects. For a
horizontal plate, maximum alterations in the mass transfer
trends are detected comparative to wedge and stagnation
cases. *e 3D behavior of the fluid concentration is shown
against Sc and Sr in Figures 6(a) and 6(b), respectively.

*e behavior of shear stress against the magnetic field
and m is shown in Figures 7(a) and 7(b), respectively. It is
pointed out that the shear stresses upturn against both the
parameters. Due to stronger Hartmann effects, the fluid
motion reduces; consequently, the shear stresses increase.

*e local thermal performance and mass transfer rate
against multiple parameters are shown in Figures 8 and 9,
respectively. From inspection of the plotted results, it is

Table 1: Solutions for the velocity, temperature, and concentration.

η F′(η) β(η) ϕ(η)

0.0 8.13152 × 10− 20 1.000000 1.000000
0.5 0.414545 0.855180 0.855180
1.0 0.680884 0.711965 0.711965
1.5 0.840408 0.573753 0.573753
2.0 0.927690 0.444814 0.444814
2.5 0.970631 0.329171 0.329171
3.0 0.989406 0.229747 0.229747
3.5 0.996641 0.147918 0.147918
4.0 0.999085 0.083486 0.083486
4.5 0.999809 0.034958 0.034958
5.0 1.000000 2.306680 × 10− 9 2.306680 × 10− 9
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Figure 2: Influence of the magnetic number M on the velocity distribution F′(η). (a) Two-dimensional; (b) 3D view.
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Figure 3: Stimulus of the (a) Prandtl number Pr and (b) Dufour number Df on β(η).
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Figure 4: 3D Plot for temperature distribution β(η) against the (a) Prandtl number Pr and (b) Dufour number Df.
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Figure 5: Stimulus of the (a) Schmidt number Sc and (b) Soret number Sr on β(η).
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Figure 6: 3D Plot for mass distribution ϕ(η) against the (a) Schmidt number Sc and (b) Soret number Sr.
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Figure 7: Stimulus of (a) m and (b) the Hartmann number M on F″(0).
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Figure 8: Stimulus of the (a) Dufour number Df and (b) Prandtl number Pr on − β′(0).
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noticed that the local thermal performance declines
against the Dufour number. For the stagnation case, a drop
in the local heat transfer rate is slow comparative to wedge
and horizontal plate cases. On the other hand, viscous
dissipative effects favor the local thermal performance rate.
It is pointed out that, against more dissipative fluid, the
local heat transfer rate increases. *e mass transfer rate
against Soret and Schmidt parameters is accessed in
Figures 9(a) and 9(b), respectively. It is examined that the
mass transfer rate enhances due to a stronger Schmidt
number, and inverse variations are perceived against the
Soret number.

Table 2 shows the comparative study against restricted
flow parameters. *e value of m is fixed at one and the
computation is carried out. From the inspection of Table 2, it
is perceived that the presented results and adopted technique
are reliable and acceptable.

5. Conclusions

*e presented work encountered MHD flow over a wedge.
*e stimuli of cross diffusion are taken under consideration.
*emodel is effectively treated by using a numeric technique
called the RK technique. *e impacts of ingrained quantities
on the flow behavior are presented, and lastly, the following
key findings are noted:

(i) *e fluid velocity F′(η) is accelerating for in-
creasing M, and in the case of stagnation point flow,
these variations are rapid

(ii) *e Dufour parameter favors the temperature β(η),
whereas the Prandtl number is against the fluid
temperature

(iii) increasing Schmidt number leads to a decrease in
the concentration of the fluid, and for a varying
Soret number, these variations are reverse

(iv) Less heat and mass transfer are investigated for
Dufour and Soret parameters

(v) More heat and mass transfer are noted for Prandtl
and Schmidt parameters in the wedge, stagnation
point, and horizontal plate flows
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