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The subject of time-delay systems is a rather old research
topic dating back to the works of Euler-Bernoulli in the XVIII
century. Effective results in this area were initiated in the late
fifties of the twentieth century since the works of Krasovskii
and Razumikhin on the Lyapunov functions. However the
significant progression in this area has been made during
the last decade where numerous books, research, and survey
papers and special issues have been devoted.

Delay is not just a mathematical exercise but more
importantly is rooted in many natural and man-made sys-
tems such as biology, processes industries, and mechatronic
motions. In engineering applications, time-delays generally
describe propagation phenomena, material or energy trans-
fer in intercommoned systems, and data transmission in
communication systems. They have been the main sources
inducing oscillations, instability, and poor control perfor-
mances. Stability analysis and robust control of such systems
are then of theoretical and practical importance. Much effort
in the analysis and synthesis of these systems has been
dedicated to delay-dependent and delay-independent issues
based both/either on Lyapunov methods and/or frequency
domain techniques. However, it should be noted that there
are still numerous challenging issues pending inmany classes
of time-delay systems.

The purpose of this special issue is to draw attention of the
scientific community to some recent advances and possible
applications in the analysis, control, and synchronization
of time-delay systems remaining unresolved until now. The
special issue includes several high-quality papers written by
leading and emerging specialists in the field. Engineering
applications, such as power systems, rolling mills, hydraulic
systems, distillation colons, aircrafts, space launch vehicle,
and automotive and robotic systems, are seriously considered
in this special issue.

Over 77 submissions from 14 countries (Australia, Brazil,
China, Egypt, Iran, Japan, Malaysia, Morocco, Mexico, Nige-
ria, Republic of Korea, Saudi Arabia, Netherlands, and
Tunisia) had been received to reflect the increasing interest in
the topic and the authority in organization of the special issue.
Only 16 papers are published with an acceptation rate of 20%.
The primary guideline has been the originality of the work,
relevance to the topics, and presentation of the contents.

Among the papers of the special issue, a single survey
paper and four research papers are devoted to the stabiliza-
tion and robust control of time-delay systems using Lyapunov
theory and LMI tools. Three papers discuss the PID control
design problem. Three papers cover industrial and automo-
tive applications using test-benches or simulators to validate

Hindawi
Mathematical Problems in Engineering
Volume 2017, Article ID 1398904, 3 pages
https://doi.org/10.1155/2017/1398904

https://doi.org/10.1155/2017/1398904


2 Mathematical Problems in Engineering

the proposed approaches. There are also two papers solving
synchronization problems and two other papers focusing on
control of multiagent systems. Finally, there is a single paper
solving the crucial problemof finding solutions for functional
differential delayed equations. A very short description of the
addressed topics is presented as follows.

The survey paper “Recent Progress in Stability and Stabi-
lization of Systems with Time-Delays,” by M. S. Mahmoud,
gives an overview of research investigations in the field.
All revised results are classified on delay-independent and
delay-dependent LMI conditions obtained via Lyapunov-
Krasovskii and Lyapunov-Razumikhin theories where com-
plexity and conservatism of each approach are discussed.

In “Novel Robust Exponential Stability of Markovian
Jumping Impulsive Delayed Neural Networks of Neutral-
Type with Stochastic Perturbation,” by Y. Fang et al., some
new delay-dependent stability conditions are established
using Lyapunov-Krasovskii function, Jensen integral inequal-
ity, free-weight matrix method, and LMI tools.

In “Robust Stability Criteria for T-S Fuzzy Systems with
Time-VaryingDelays via Nonquadratic Lyapunov-Krasovskii
Functional Approach,” by S. H. Kim, a less conservative
relaxed condition based on the nonquadratic Lyapunov-
Krasovskii functional is proposed and will be useful for high
computational complexities.

In “Robust Quadratic Stabilizability and 𝐻
∞

Control
of Uncertain Linear Discrete-Time Stochastic Systems with
State Delay,” by X. Jiang et al., a sufficient condition for the
existence of a desired robust𝐻

∞
controller is obtained.

In “Fixed Points and Exponential Stability for Impulsive
Time-Delays BAM Neural Networks via LMI Approach
and Contraction Mapping Principle,” by R. Rao et al., the
authors proposed new LMI-based exponential stability by
formulating a contraction mapping in a product space.

In “MIMO PI Controllers for LTI Systems with Multiple
Time Delays Based on ILMIs and Sensitivity Functions,”
by W. Belhaj and O. Boubaker, a temporal/frequency-based
design procedure is proposed for synthesis and tuning of
MIMO PI controllers for stable, unstable, and nonminimum
phase linear systems with delays in state and input variables.

In “Stabilization for Damping Multimachine Power Sys-
tem with Time-Varying Delays and Sector Saturating Actu-
ator,” by L. Ma et al., a MIMO PD controller is designed
by transforming the problem of PD controller design to that
of state feedback stabilizer design for a system in descriptor
form. A new sufficient condition is derived based on the
Lyapunov theory.

In “An Expert PI Controller with Dead Time Compensa-
tion ofMonitor AGC inHot StripMill,” by F. Zhang et al., the
authors presented a monitor automatic gauge control based
on hydraulic roll gap control system algorithm with Filtered
Smith Predictor suitable for the control of processes with long
dead time, simple to implement and tune and having the
advantages of obtaining real-time information and improving
robustness.

In “A Control Method to Balance the Efficiency and
Reliability of a Time-Delayed Pump-Valve System,” by Z. Lai
et al., a test bench is used to validate the efficiency and the
reliability of a sliding mode controller applied to the MIMO

Pump-Valve System by using a Modified Smith Predictor to
compensate time-delays of the system.

In “ADecouplingControl Strategy forMultilayer Register
System in Printed Electronic Equipment,” by S. Liu et al., a
control approach based on feedforward control and active
disturbance rejection is proposed to solve the strong coupling
and strong interference and time-delay problems of multi-
layer register system used for Printed Electronic Equipment.

In “Direct Yaw-Moment Control of All-Wheel-Independ-
ent-Drive Electric Vehicles with Network-Induced Delays
through Parameter-Dependent Fuzzy SMCApproach,” byW.
Cao et al., a robust parameter-dependent fuzzy sliding mode
control method based on the real-time information of vehicle
states and delays is proposed for all-wheel-independent-drive
electric vehicles subject to network-induced delays where
the effectiveness of the proposed controller is proved using
Simulink and CarSim software.

In “Multiple Model-Based Synchronization Approaches
for Time Delayed Slaving Data in a Space Launch Vehicle
Tracking System,” by H. Song and Y. Choi, the authors give
a solution to the serious network delays problem caused by
themultiple heterogeneous sensors installed over widespread
areas generally leading to the failure of the space launch
vehicle tracking systems. They propose a slaving data syn-
chronization approach for the range safety system based on
multiple model estimators so that the mission control system
can adaptively find an appropriate dynamic model at an
arbitrary time index, where time-delays occur.

In “High Precision Clock Bias PredictionModel in Clock
Synchronization System,” by Z. Liu et al., the authors solve
the synchronization problem of the clocks exploited in a
distributed system and generally caused by interference time
signal transmission or equipment failures. They use the first-
order grey model with one variable optimized using the
particle swarm optimization.

In “Consensus Conditions for High-Order Multiagent
Systems with Nonuniform Delays,” by M. Shi et al., the
consensus control problem of third-order to sixth-order
multiagent systems with multiple nonuniform time-delays is
solved where necessary sufficient conditions are provided in
the form of simple inequalities.

In “Consensus Control for a Multiagent System with
Time-Delays,” by Y. Cao et al., the consensus control problem
for a multiagent system of integrator dynamics with input
and output time-delays is solved using a state predictor and a
linear controller without any delay compensation.

Finally, in “Multiple Periodic Solutions for A Class
of Second-Order Neutral Impulsive Functional Differential
Equations,” by J. Xie et al., the existence solutions of such cru-
cial but frequent problem in modeling many real processes
and phenomena is solved by means of critical point theory
and variational methods. A typical example is also given to
illustrate the applicability of such results.

Acknowledgments

The editors would like to express their gratefulness to all
authors of the special issue for their valuable contributions
and to all reviewers for their helpful and professional efforts



Mathematical Problems in Engineering 3

to provide precious comments and feedback. We hope this
special issue offers a wide-ranging and timely view of the
area of time-delay systems, which will grant stimulation for
further academic research and industrial applications.

Olfa Boubaker
Valentina E. Balas

Abdellah Benzaouia
Mohamed Chaabane
Magdi S. Mahmoud

Quanmin Zhu



Review Article
Recent Progress in Stability and Stabilization of
Systems with Time-Delays

Magdi S. Mahmoud

Systems Engineering Department, KFUPM, P.O. Box 5067, Dhahran 31261, Saudi Arabia

Correspondence should be addressed to Magdi S. Mahmoud; msmahmoud@kfupm.edu.sa

Received 8 November 2016; Accepted 7 March 2017; Published 13 June 2017

Academic Editor: Sabri Arik

Copyright © 2017 Magdi S. Mahmoud.This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

This paper overviews the research investigations pertaining to stability and stabilization of control systems with time-delays. The
prime focus is the fundamental results and recent progress in theory and applications.Theoverview sheds light on the contemporary
development on the linear matrix inequality (LMI) techniques in deriving both delay-independent and delay-dependent stability
results for time-delay systems. Particular emphases will be placed on issues concernedwith the conservatism and the computational
complexity of the results. Key technical bounding lemmas and slack variable introduction approaches will be presented.The results
will be compared and connections of certain delay-dependent stability results are also discussed.

1. Introduction

The occurrence of time-delay phenomenon appears to
present many real-world systems and engineering applica-
tions. This takes place in either the state, the control input
side, or the measurements side. It turns out that delays are
strongly involved in challenging areas of communication
and information technologies including stabilization of net-
worked controlled systems and high-speed communication
networks. In many cases, time-delay is a source of instability.
However, for some systems, the presence of delay can have
a stabilizing effect. The stability analysis and robust control
of time-delay systems (TDS) are, therefore, of theoretical and
practical importance.

On the other hand, time-delay systems (TDS) are also
termed systems with aftereffect or dead-time, hereditary
systems, equations with deviating argument, or differential-
difference equations [1]. As opposed to ordinary differential
equations (ODE), TDS belong to the class of functional
differential equations (FDE) which are infinite dimension
[2, 3]. A wide variety of dynamical systems can be modeled
as time-delay systems [4]. Loosely speaking, time-delay is
usually a source of poor performance and instability of a
control system. Alternatively, in some few cases, the presence
of time-delay is helpful for the stabilization of some systems.

Therefore, stability analysis of time-delay systems is of both
practical and theoretical importance [5–9].

A great deal of the basic results is reported in [10–16].
Broadly speaking, stability conditions for time-delay systems
can be broadly classified into two categories. One is delay-
independent stability conditions and the other is delay-
dependent stability conditions. Much attention was paid to
the study of delay-dependent stability conditions as they yield
less conservative results. Recently much work was presented
in [17–30] covering alternative issues pertaining to stability
and stabilization of dynamical systems with time-delays.

The primary objective of this paper is to

(i) familiarize wider readers with TDS,
(ii) provide a systematic treatment of modern ideas and

techniques for researchers.

The paper bridges the huge gap from some basic classical
results to recent developments on Lyapunov-based analysis
and design with applications to the attractive topics of
network-based control and interconnected time-delay con-
trol systems. Essentially, it provides an overview on the
progress of stability and stabilization of time-delay sys-
tems (TDS). Particular emphases will be placed on issues
concerned with the conservatism and the computational
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complexity of the results. For simplicity in exposition, the
discussions are limited to linear or linearizable systems. Some
methods and techniques used to derive stability conditions
for time-delay systems are reviewed. Several future research
directions on this topic are also discussed.

Notations. Let R𝑛 denote the 𝑛-dimensional Euclidean space
equipped with the norm ‖ ⋅ ‖. We use𝑊𝑡,𝑊−1, 𝜆𝑚(𝑊), and𝜆𝑀(𝑊) to denote, respectively, the transpose, the inverse,
the minimum eigenvalue, and the maximum eigenvalue of
any square matrix 𝑊 and 𝑊 > 0 (𝑊 < 0) stands
for a symmetrical and positive- (negative-) definite matrix𝑊. 𝐼 stands for unit matrix with appropriate dimension.‖𝛼‖22 = ∑∞𝑘=0 𝛼𝑡(𝑘)𝛼(𝑘). 𝛿𝐻 denotes the first difference of𝐻. We let R+ denote the set of nonnegative real numbers;
C𝑛 = C([−ℎ, 0],R𝑛) denotes the Banach space of continuous
functions 𝜑 : [−ℎ, 0] → R𝑛, and for 𝜑 ∈ C𝑛, the associated
norm is ‖𝜑‖𝑐 = sup−ℎ≤𝑠≤0‖𝜑‖. We let N = {1, . . . , 𝑁}.

Matrices, if their dimensions are not explicitly stated,
are assumed to be compatible for algebraic operations. In
symmetric block matrices, we use the symbol ∙ to represent a
term that is induced by symmetry. Sometimes, the arguments
of a function will be omitted when no confusion can arise.

The following facts are provided in [6].

Fact 1. Let Σ1, Σ2, Σ3, and 0 < 𝑅 = 𝑅𝑡 be real constant
matrices of compatible dimensions and let 𝐻(𝑡) be a real
matrix function satisfying𝐻𝑡(𝑡)𝐻(𝑡) ≤ 𝐼.Then for any 𝜌 > 0
satisfying 𝜌Σ𝑡2Σ2 < 𝑅, the following matrix inequality holds:

(Σ3 + Σ1𝐻(𝑡) Σ2) 𝑅−1 (Σ𝑡3 + Σ𝑡2𝐻𝑡 (𝑡) Σ𝑡1)
≤ 𝜌−1Σ1Σ𝑡1 + Σ3 (𝑅 − 𝜌Σ𝑡2Σ2)−1 Σ𝑡3. (1)

Fact 2. For any real matrices Σ1, Σ2, and Σ3 with appropriate
dimensions and Σ𝑡3Σ3 ≤ 𝐼, it follows that

Σ1Σ3Σ2 + Σ𝑡2Σ𝑡3Σ𝑡1 ≤ 𝛼−1Σ1Σ𝑡1 + 𝛼Σ𝑡2Σ2, ∀𝛼 > 0. (2)

Lemma 1 (Finsler’s lemma, [31]). Let𝑋 ∈ R𝑛, 𝑃 = 𝑃𝑡 ∈ R𝑛×𝑛,
and 𝐻 ∈ R𝑚×𝑛 such that rank(𝐻) = 𝑟 < 𝑛. The following
statements are equivalent:

(i) 𝑥𝑡𝑃𝑥 < 0 ∀𝐻𝑥 = |0, 𝑥 ̸= 0.
(ii) (𝐻⊥)𝑡𝑃(𝐻⊥) < 0.
(iii) ∃𝑁 ∈ R𝑛×𝑚 : 𝑃 + 𝑁𝐻 +𝐻𝑡𝑁𝑡 < 0.
(iv) ∃𝜆 ∈ R : 𝑃 − 𝜆𝐻𝑡𝐻 < 0.

2. Overview

There are many applications where time-delay phenomena
appear quite naturally. This includes, but not limited to, the
following:

(A) Automotive: combustionmodel (ignition delay); elec-
tromechanical brakes (actuator delay).

(B) Heat exchanger: distributed delay due to conduction
in a tube.

(C) Hydraulic networks: the transport phenomenon of
water which is modeled as a varying time-delay.

(D) Electrical networks.
(E) Intelligent building: time-delay due to wireless trans-

mission of sensor data.
(F) Marine robotics: transport delay due to sonar mea-

surement of depth.
(G) Population dynamics: predator-prey model based on

Volterra model with predator (𝑦) and prey (𝑥) popu-
lations (𝑡 is the time-life of prey):

�̇� (𝑡) = 𝑟𝑥 (1 − 𝑥 (𝑡 − 𝜏)𝐾 ) − 𝛼𝑥𝑦,
̇𝑦 (𝑡) = −𝑐𝑦 + 𝛽𝑥𝑦. (3)

(H) Manufacturing process: the metal cutting process on
a lathe which can be described as

𝑚 ̈𝑦 (𝑡) + 𝑐 ̇𝑦 (𝑡) + 𝑘𝑦 (𝑡) = −𝐹𝑡 [𝑓 + 𝑦 (𝑡) − 𝑦 (𝑡 − 𝜏)] . (4)

The study of this model is critical in understanding
the regenerative chattering phenomenon.

(I) Epidemics: understanding the dynamics of biolog-
ical processes and epidemics which is a challenge
for health workers engaged in managing treat-
ment strategies. The underlying mechanisms can
be revealed by considering epidemics and diseases
as dynamical processes, for which the hematology
dynamics can be modeled by

̇𝑦 (𝑡) = −𝜆𝑦 (𝑡) + 𝐹 [𝑦 (𝑡 − 𝜏)] (5)

which formulates the circulating cell populations in
one compartment, where 𝑦 represents the circulating
cell population, 𝜆 is the cell-loss rate, and the mono-
tone function 𝐹 (describing a feedback mechanism)
denotes the flux of cells from the previous compart-
ment. The delay 𝜏 represents the average length of
time required to go through the compartment.

(J) Glucose-insulinmodel: letting𝐺(𝑡) and 𝐼(𝑡) represent
the levels of plasma glycemia and insulinemia; then

�̇� (𝑡) = 𝐾𝑥𝑔𝑖𝐺 (𝑡) 𝐼 (𝑡) + 𝑇𝑔ℎ𝑉𝐺 ,
̇𝐼 (𝑡) = −𝐾𝑥𝑖𝐼 (𝑡) + 𝑇𝑖𝐺max𝑉𝐼 𝑓 [𝐺 (𝑡 − 𝜏𝑔)] ,

(6)

where

(i) 𝐾𝑥𝑔𝑖 is rate of glucose uptake by tissues (insulin-
dependent) per pM of plasma insulin concen-
tration,

(ii) 𝑇𝑔ℎ is net balance between hepatic glucose out-
put and insulin-independent zero-order glucose
tissue uptake (mainly by the brain),
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(iii) 𝑉𝐺 is apparent distribution volume for glucose,
(iv) 𝐾𝑥𝑖 is apparent first-order disappearance rate

constant for insulin,
(v) 𝑇𝑖𝐺max

is maximal rate of second-phase insulin
release,

(vi) 𝑉𝐼 is apparent distribution volume for insulin,
(vii) 𝜏𝑔 is apparent delay with which the pancreas

varies secondary insulin release in response to
varying plasma glucose concentrations,

(viii) 𝑓(⋅) is nonlinear function that models the
Insulin Delivery Rate.

(K) Neutral delay systems: arising, for instance, in the
analysis of the coupling between transmission lines
and population dynamics: evolution of forests. The
model is based on a refinement of the delay-free
logistic (or Pearl-Verhulst equation) where effects as
soil depletion and erosion have been introduced

�̇� (𝑡) = 𝑟𝑥 (𝑡) [1 − 𝑥 (𝑡 − 𝜏) + 𝑐�̇� (𝑡 − 𝜏)𝐾 ] , (7)

where 𝑥 is the population, 𝑟 is the intrinsic growth
rate, and𝐾 is the environmental carrying capacity.

3. Models and Solutions

A general model of TDS can be expressed as

�̇� (𝑡) = 𝑓 (𝑥𝑡, 𝑡, 𝑢𝑡) , 𝑡 ≥ 𝑡𝑜
𝑦 (𝑡) = 𝑔 (𝑥𝑡; 𝑡; 𝑢𝑡) , (8)

where

𝑥𝑡 (𝜃) = 𝑥 (𝑡 + 𝜃) ; − ℎ ≤ 𝜃 ≤ 0,
𝑢𝑡 (𝜃) = 𝑢 (𝑡 + 𝜃) ; − ℎ ≤ 𝜃 ≤ 0,
𝑥 (𝜃) = 𝜑 (𝜃) ; 𝑡0 − ℎ ≤ 𝜃 ≤ 𝑡0.

(9)

3.1. Retarded Systems. It is quite natural to consider, as state-
space, the set S = S([−ℎ; 0];R𝑛) of continuous functions
mapping the interval [−ℎ; 0] → R𝑛, with the topology of
uniform convergence. The initial condition 𝜑(𝜃) must be
prescribed as Φ : [−ℎ; 0];R𝑛. Observe that Φ ∈ C or
may involve bounded jumps at some discontinuity instants.
The nature of the solution (and of its initial value) then
distinguishes FDE from ODE.

Definition 2 (see [3]). A function 𝑥 is said to be a solution on[𝜎 − ℎ; 𝜎 + 𝑎] of the retarded functional differential equation
(RDE)

�̇� (𝑡) = 𝑓 (𝑡, 𝑥𝑡) ,
𝑓 : Ω ⊂ R × S → R

𝑛, (10)

if there are 𝜎 ∈ R and 𝑎 > 0 such that 𝑥 ∈ S([𝜎−ℎ; 𝜎+ℎ];R𝑛),(𝑡, 𝑥𝑡) ∈ Ω, and 𝑥(𝑡) satisfies (10) for 𝑡 ∈ [𝜎 − ℎ; 𝜎 + 𝑎]. For

given 𝜎 ∈ R; 𝜑 ∈ S, we say that 𝑥(𝜎; 𝜑; 𝑓) is a solution of (10)
with initial value 𝜑 at 𝜎 or simply a solution through (𝜎; 𝜑)
if there is 𝑎 > 0 such that 𝑥(𝜎; 𝜑; 𝑓) is a solution of (10) on𝑡 ∈ [𝜎 − ℎ; 𝜎 + 𝑎] and 𝑥𝜎(𝜎; 𝜑; 𝑓) = 𝜑.

Supposing that Ω is open and 𝑓 ∈ S(Ω,R𝑛), then a
function 𝑥 ∈ S([𝜎 − ℎ − 𝛼; 𝜎];R𝑛), 𝛼 > 0, is referred to
as a backward continuation of the solution through (𝜎; 𝜑) if𝑥𝜎 = 𝜑 and for any 𝜎1 ∈ [𝜎 − 𝛼, 𝜎]; (𝜎1; 𝑥𝜎1) ∈ Ω and 𝑥 is a
solution of (10) on (𝜎1 − ℎ; 𝜎) through (𝜎1; 𝑥𝜎1).

The interested reader is referred to [3] for further useful
discussions.

3.2. Neutral Systems. Neutral systems also are delay systems
but involve the same highest derivation order for some
components of 𝑥(𝑡) at both time 𝑡 and past time(s) 𝑡𝑜 < 𝑡,
which implies an increasedmathematical complexity.Neutral
systems are represented by

�̇� (𝑡) = 𝑓 (𝑥𝑡, 𝑡, �̇�𝑡, 𝑢𝑡) (11)

or

𝑑F𝑥𝑡𝑑𝑡 = 𝑓 (𝑥𝑡, 𝑡, 𝑢𝑡) , (12)

where F : S → R𝑛 is a regular operator with deviating
argument in time, as, for instance, with𝐷 constant matrix

F𝑥𝑡 = 𝑥 (𝑡) − 𝐷𝑥 (𝑡 − 𝜔) . (13)

It is significant to observe that the solutions of retarded
systems have their differentiability degree smoothed with
increasing time, but this is no longer true for neutral systems
due to the implied difference-equation involving �̇�(𝑡); the tra-
jectory may replicate any irregularity of the initial condition𝜑(𝑡), even if 𝑓 and 𝐹 satisfy many smoothness properties.

3.3. Models for Linear Time-Invariant Systems. In the linear,
time-invariant case (LTI), the corresponding general time-
delay model is

�̇� (𝑡) = 𝑝∑
ℓ=1

𝐷ℓ�̇� (𝑡 − 𝜔ℓ)
+ 𝑞∑
𝑗=0

[𝐴𝑗𝑥 (𝑡 − ℎ𝑗) + 𝐵𝑗𝑢 (𝑡 − ℎ𝑗)]
+ 𝑟∑
𝑚=1

∫𝑡
𝑡−𝜏𝑚

[𝐺𝑚 (𝜃) 𝑥 (𝜃) + 𝐻𝑚 (𝜃) 𝑢 (𝜃)] 𝑑𝜃,
(14)

𝑦 (𝑡) = 𝑞∑
𝑗=0

𝐶𝑗𝑥 (𝑡 − ℎ𝑗) + 𝑟∑
𝑚=1

∫𝑡
𝑡−𝜏𝑚

𝑁𝑚 (𝜃) 𝑥 (𝜃) 𝑑𝜃, (15)

where

(i) ℎ0 = 0 and 𝐴0 is constant instantaneous matrix;
(ii) constant matrices 𝐴𝑗; 𝑗 > 0 represent discrete-delay

phenomena;
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(iii) the sum of integrals corresponds to distributed delay
effects, weighted by 𝐺𝑚 over the time intervals [𝑡 −𝜏𝑚; 𝑡];

(iv) matrices𝐷ℓ account for the neutral part;
(v) matrices 𝐵𝑗 and𝐻𝑚(𝑠) are input matrices;
(vi) in brief, ℎ = max𝑗,𝑚,ℓ{ℎ𝑗; 𝜏𝑚; 𝜔ℓ}.

Note that (15), 𝑦(𝑡) ∈ R𝑝, represents the output description,
with discrete 𝐶𝑗 and distributed𝑁𝑚(𝜃) delayed parts as well.
The special case of (14)-(15)

�̇� (𝑡) = 𝑞∑
𝑗=0

[𝐴𝑗𝑥 (𝑡 − ℎ𝑗) + 𝐵𝑗𝑢 (𝑡 − ℎ𝑗)] ,
ℎ0 = 0 < ℎ1 < ⋅ ⋅ ⋅ , ℎ𝑞−1 < ℎ𝑞

(16)

has been investigated extensively in the literature.

4. Notion of Stability

As a starting point, we recall the following stability notion for
time-delay system (3).

Definition 3. If, for any 𝑡0 ∈ R and any 𝜀 > 0, there exists a𝛿 = 𝛿(𝑡0, 𝜀) > 0 such that ‖𝑥𝑡0‖𝑐 < 𝛿 implies ‖𝑥(𝑡)‖ < 𝜀 for
all 𝑡 ≥ 𝑡0, then the trivial solution of time-delay system (3) is
stable.

The following properties are readily recognized.

(i) If the trivial solution of time-delay system (3) is stable
and if 𝛿 can be chosen independently of 𝑡0, then the
trivial solution of time-delay system (3) is uniformly
stable.

(ii) If the trivial solution of time-delay system (3) is stable
and if, for any 𝑡0 ∈ R and any 𝜀 > 0, there exists𝛿𝑎 = 𝛿𝑎(𝑡0, 𝜀) > 0 such that ‖𝑥𝑡0‖𝑐 < 𝛿𝑎 implies
lim𝑡→∞𝑥(𝑡) = 0, then the trivial solution of time-
delay system (3) is asymptotically stable.

(iii) If the trivial solution of time-delay system (3) is
uniformly stable and there exists 𝛿𝑎 > 0, such that‖𝑥𝑡0‖𝑐 < 𝛿𝑎 implies ‖𝑥(𝑡)‖ < 𝜂 for 𝑡 ≥ 𝑡0 + 𝑇 and𝑡0 ∈ R, then the trivial solution of time-delay system
(3) is uniformly asymptotically stable.

(iv) If the trivial solution of time-delay system (3) is
(uniformly) asymptotically stable and if 𝛿𝑎 can be
arbitrarily large but finite number, then the trivial
solution of time-delay system (3) is globally (uni-
formly) asymptotically stable.

5. Fundamental Stability Theorems

In the study of stability analysis of time-delay systems, the
methods of Lyapunov functions and Lyapunov-Krasovskii
functionals play important roles. There are two Lyapunov
methods are often used:

(A) Lyapunov-Krasovskii functional (LKF)method,
(B) Lyapunov-Razumikhin function (LRF)method.

It is significant to observe that LKF method deals with
functionals which essentially have scalar values whereas
Lyapunov-Razumikhin function (LRF)method involves only
functions rather than functionals.

In this section, these two methods are reviewed; see [6]
for details.

Consider the following time-delay system described by

�̇� (𝑡) = 𝑓 (𝑡, 𝑥𝑡) , 𝑡 ≥ 𝑡𝑜, (17)

where

(i) 𝑥𝑡 = 𝑥(𝑡 + 𝜃); −𝜃𝑚 ≤ 𝜃 ≤ 0,
(ii) 𝑓;R × C𝑛 → R𝑛 is continuous and is Lipschitz in 𝑥𝑡,
(iii) 𝑓(𝑡, 0) = 0.

In the sequel, we let 𝑥𝑡(𝑠, 𝜑) be the solution of (17) at time 𝑡
with initial condition 𝑥𝑠 = 𝜑. Let G be a bounded subset of
C𝑛 and let H be a bounded subset of R𝑛.

A statement of Lyapunov-Krasovskii stability method is
provided by the following theorem.

Theorem 4. Suppose that 𝑓 maps R × G into H and 𝑢, V, 𝑤 :
R+ → R+ are continuous, nondecreasing functionswith𝑢(0) =
V(0) = 0 and 𝑢(𝛽) > 0 and V(𝛽) > 0, for 𝛽 > 0. If there exists a
continuous functional V : R × C𝑛 → R such that

(1) 𝑢(‖𝜑(0)‖) ≤ V(𝑡, 𝜑) ≤ V(‖𝜑(0)‖),
(2) V̇(𝑡, 𝜑) ≤ −𝑤(‖𝜑(0)‖),

where

V̇ (𝑡, 𝜑)
= lim
Δ𝑡→0+

1Δ𝑡 (V (𝑡 + Δ𝑡, 𝑥𝑡+Δ𝑡 (𝑡, 𝜑)) − V (𝑡, 𝜑)) , (18)

then the trivial solution of time-delay system (3) is uniformly
stable. If 𝑤(𝛽) > 0, for 𝛽 > 0, then the trivial solution
of time-delay system (3) is uniformly asymptotically stable.
Additionally, if lim𝛽→∞𝑢(𝛽) → ∞, then the trivial solution
of time-delay system (3) is globally uniformly asymptotically
stable.

In some cases, the LKF involving terms depending on
the state derivatives �̇�𝑡 are quite effective in the derivation
of the stability conditions. This will in turn requires the
modification of the conditions in Theorem 4. See [8] for
details.

A statement of Lyapunov-Razumikhin stability method is
provided by the following theorem.

Theorem 5. Suppose that 𝑓 maps R × G into H and 𝑢, V, 𝑤 :
R+ → R+ are continuous, nondecreasing functionswith𝑢(0) =
V(0) = 0 and 𝑢(𝛽) > 0 and V(𝛽) > 0, for 𝛽 > 0, and V is strictly
increasing. If there exists a continuous functional V : R×R𝑛 →
R such that

(1) 𝑢(‖𝑥‖) ≤ V(𝑡, 𝑥) ≤ V(‖𝑥‖),
(2) V̇(𝑡, 𝜑) ≤ −𝑤(‖𝜑(0)‖), if
[V (𝑡 + 𝜃, 𝑥 (𝑡 + 𝜃)) ≤ V (𝑡, 𝑥 (𝑡))] , for 𝜃 ∈ [−ℎ, 0] , (19)



Mathematical Problems in Engineering 5

where

V̇ (𝑡, 𝑥 (𝑡)) = 𝑑𝑑𝑡V (𝑡, 𝑥 (𝑡))
= 𝜕V (𝑡, 𝑥 (𝑡))𝜕𝑡 + 𝜕V (𝑡, 𝑥 (𝑡))𝜕𝑥 𝑓 (𝑡, 𝑥𝑡) ,

(20)

then the trivial solution of time-delay system (3) is uniformly
stable. If 𝑤(𝛽) > 0, for 𝛽 > 0, there exists a continuous
nondecreasing function 𝑞(𝛽) > 0, for 𝛽 > 0, and the foregoing
condition (2) is strengthened to V̇(𝑡, 𝑥(𝑡)) ≤ −𝑤(‖𝑥(𝑡)‖), if
(V (𝑡 + 𝜃, 𝑥 (𝑡 + 𝜃)) ≤ 𝑞 (V (𝑡, 𝑥 (𝑡)))) ,

for 𝜃 ∈ [−ℎ, 0] , (21)

then the trivial solution of time-delay system (3) is uniformly
asymptotically stable. Additionally, if lim𝛽→∞𝑢(𝛽) → ∞,
then the trivial solution of time-delay system (3) is globally
uniformly asymptotically stable.

The following Halanay result [7] also plays an important
role in the stability analysis of time-delay systems.

Theorem 6. Suppose that constant scalars 𝑘1 and 𝑘2 satisfy𝑘1 > 0, 𝑘2 > 0, and 𝑦(𝑡) is a nonnegative continuous function
on [𝑡0 − 𝜏, 𝑡0] satisfying

̇𝑦 (𝑡) ≤ −𝑘1𝑦 (𝑡) + 𝑘2𝑦 (𝑡) , 𝑡 ≥ 𝑡0,
𝑦 (𝑡) = sup

𝑡−𝜏≤𝑠≤𝑡
{𝑦 (𝑠)} , 𝜏 ≥ 0. (22)

Then, for 𝑡 ≥ 𝑡0, one has
𝑦 (𝑡) ≤ 𝑦 (𝑡0) exp (−𝜅 (𝑡 − 𝑡0)) , (23)

where 𝜅 > 0 is the unique solution to the following equation:

𝜅 = 𝑘1 − 𝑘2 exp (−𝜅𝜏) . (24)

Remark 7. Theorems 4 through 6 can be used to derive sta-
bility conditions for the case when the delay is time-varying,
which is continuous but not necessarily differentiable.

Remark 8. In the sequel, stability conditions for time-delay
systems can be broadly classified into two types:

(1) Delay-independent stability (DIS) conditions which
do not include information about the delay. Generally
speaking, DIS conditions are simpler to apply.

(2) Delay-dependent stability (DDS) conditions which
involve information on the size and pattern of the
delay. DDS conditions are less conservative especially
in the case when the time-delay is small.

In the sequel, this paper focuses on the delay-dependent
stability problem and the objective is twofold:

(A) to develop delay-dependent conditions to provide a
maximal allowable delay as large as possible,

(B) to develop delay-dependent conditions by using as
few as possible decision variables while keeping the
same maximal allowable delay.

Alternatives approaches were proposed in the literature
to obtain DDS conditions, among which the linear matrix
inequality (LMI) approach is the most popular. The LMI
approach has played a significant role due to the fact that
family linear matrix inequalities can be readily converted
into a convex optimization problem. The latter can be han-
dled efficiently by resorting to recently developed numerical
algorithms for solving LMIs [31]. Additional reason that
makes LMI conditions appealing is their frequent readiness to
solve the corresponding synthesis problems once the stability
(or other performance) conditions are established, especially
when state feedback is employed.

6. Stability Results for Linear Delay Systems

For the sake of simplicity, the following linear system with a
single discrete delay is considered:

�̇� (𝑡) = 𝐴𝑥 (𝑡) + 𝐴𝑑 (𝑡 − 𝜏 (𝑡)) , 𝑡 ≥ 𝑡0, (25)

where 𝑥(𝑡) ∈ R𝑛 is the state vector, 𝐴 and 𝐴𝑑 are system
matrices with appropriate dimensions, and 𝜏(𝑡) is the time-
delay factors. There are several classes of time-delay patterns
considered in the literature as follows:

Class A: constant delay,

𝜏 (𝑡) = 𝑑, ∀𝑡. (26)

Class B: unknown-but-bounded delay,

0 < 𝜏 (𝑡) ≤ 𝜏𝑀, ∀𝑡. (27)

Class C: bounded time-varying delay,

𝜏𝑚 ≤ 𝜏 (𝑡) ≤ 𝜏𝑀, ∀𝑡. (28)

Class D: bounded time-varying delay with bounded
derivative,

𝜏𝑚 ≤ 𝜏 (𝑡) ≤ 𝜏𝑀, ∀𝑡
𝑑𝑚 ≤ ̇𝜏 (𝑡) ≤ 𝑑𝑀, ∀𝑡. (29)

6.1. Constant Delay. When the time-delay is constant, the
system described by (30) can be rewritten as

�̇� (𝑡) = 𝐴0𝑥 (𝑡) + 𝐴𝑑𝑥 (𝑡 − 𝑑) , 𝑡 ≥ 𝑡0. (30)

Natural extensions of the quadratic Lyapunov functions can
be particularly used to study in the framework of LTI delay
systems (30) and the functional

V0 (𝑥𝑡) = 𝑥𝑡 (𝑡)P𝑥 (𝑡) + ∫0
−𝑑
𝑥𝑡 (𝑡 + 𝜃)Q𝑥 (𝑡 + 𝜃) 𝑑𝜃. (31)

One obtains sufficient conditions by the following theorem.
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Theorem 9. The time-delay system (30) is asymptotically
stable for any 𝑑 ≥ 0 if there exist matricesP > 0 andQ > 0,R
verifying

P𝐴0 + 𝐴𝑡0P +P𝐴𝑑Q−1𝐴𝑡𝑑P + Q +R = 0 (32)

or equivalently the LMI

[P𝐴0 + 𝐴𝑡0P + Q P𝐴𝑑∙ −Q ] < 0. (33)

It is significant to observe in the delay-free case, 𝐴𝑑 = 0,
that (33) provides the link with the Lyapunov equation for
ODE. Nevertheless, in the delayed case𝐴𝑑 ̸= 0, this sufficient
condition is far from being necessary. From here, many
generalizations were proposed, involving different alternative
terms:

V1 (𝑥𝑡) = 𝑥𝑡 (𝑡)P𝑥 (𝑡) ,
V2 (𝑥𝑡) = 𝑥𝑡 (𝑡) ∫0

−𝑑𝑗

Q𝑗𝑥 (𝑡 + 𝜃) 𝑑𝜃,
V3 (𝑥𝑡) = ∫0

−𝑑𝑗

𝑥𝑡 (𝑡 + 𝜃)S𝑗𝑥 (𝑡 + 𝜃) 𝑑𝜃,

V4 (𝑥𝑡) = ∫0
−𝜏𝑗

∫0
𝑡+𝜃

𝑥𝑡 (𝜃)R𝑗𝑥 (𝜃) 𝑑𝜃 𝑑𝑠,
V5 (𝑥𝑡) = 𝑥𝑡 (𝑡) ∫0

−𝑑𝑗

P𝑗 (𝜂) 𝑥 (𝑡 + 𝜂) 𝑑𝜂,
V6 (𝑥𝑡) = ∫0

−𝑑𝑗

∫0
−𝑑𝑗

𝑥𝑡 (𝑡 + 𝜂)P (𝜂, 𝜃) 𝑥 (𝑡 + 𝜃) 𝑑𝜂 𝑑𝜃.
(34)

The following points are noteworthy:

(1) Loosely speaking, the terms V2; V3 are used for the
delay-independent stability of discrete delays.

(2) The term 𝑉4 is meant for distributed delays or
discrete-delay dependent stability. On considering
system (30) along with

V (𝑥𝑡) = V1 (𝑥 (𝑡)) + V4 (𝑥𝑡) + V4 (𝑥𝑡−ℎ) (35)

standard manipulation leads, with 𝑅1 for 𝑉4(𝑥𝑡); 𝑅2
for 𝑉4(𝑥𝑡 − ℎ), to the following delay-dependent LMI
condition:

[[[
[
P (𝐴0 + 𝐴𝑑) + (𝐴0 + 𝐴𝑑)𝑡P + 𝑑R1 + 𝑑R2 𝑑P𝐴𝑑𝐴0 ℎP𝐴2𝑑∙ −𝑑R1 0

∙ ∙ −𝑑R2

]]]
]
< 0. (36)

(3) Although the terms 𝑉5 and 𝑉6 appear, in a general
form, in necessary and sufficient schemes (see [10–
12]), the general computation of the time-varying
matrices is excessively burden. To avoid such compu-
tational limitations, a discretization scheme incorpo-
rating piecewise-constant functions 𝑃𝑗(:) was intro-
duced in [15, 16].

6.2. Time-Varying Delay. In what follows, we will review the
LMI techniques in deriving DDS results for the single-delay
case. Extension to themultiple-delay case is a straightforward
task. We consider the class of time-delay systems (class B) in
which the delay factor is continuous but bounded.

�̇� (𝑡) = 𝐴0𝑥 (𝑡) + 𝐴𝑑𝑥 (𝑡 − 𝜏 (𝑡)) ,
𝑥 (𝑡) = 𝜑 (𝑡) , 𝑡 ∈ [−𝜏𝑀, 0] . (37)

Similar to (31), we consider the LKF of the form

�̂�0 (𝑥𝑡) = 𝑥𝑡 (𝑡)P𝑥 (𝑡)
+ ∫𝑡

𝑡−𝜏(𝑡)
𝑥𝑡 (𝑡 + 𝜃)Q𝑥 (𝑡 + 𝜃) 𝑑𝜃. (38)

Since the time-varying delay 𝜏(𝑡)(𝑡)may not be differentiable,
we introduce the following equalities for any matricesY,W,
and S with appropriate dimensions:

�̇�𝑡 (𝑡)Y [𝐴0𝑥 (𝑡) + 𝐴𝑑𝑥 (𝑡 − 𝜏 (𝑡)) − �̇� (𝑡)] = 0,
𝑥𝑡 (𝑡)W [𝐴0𝑥 (𝑡) + 𝐴𝑑𝑥 (𝑡 − 𝜏 (𝑡)) − �̇� (𝑡)] = 0,

�̇�𝑡 (𝑡 − 𝜏 (𝑡))S [𝐴0𝑥 (𝑡) + 𝐴𝑑𝑥 (𝑡 − 𝜏 (𝑡)) − �̇� (𝑡)] = 0.
(39)

The following theorem summarized the main result.

Theorem 10. The time-delay system (37) is asymptotically
stable if there exist matricesP > 0,Y,W, and S such that

[[[
[

W𝐴0 + 𝐴𝑡0W𝑡 W𝐴𝑑 + 𝐴𝑡0S𝑡 𝐴𝑡0Y𝑡 +P −W

∙ S𝐴𝑑 + 𝐴𝑡𝑑S𝑡 𝐴𝑡𝑑Y𝑡 −S

∙ ∙ −Y −Y𝑡

]]]
]

< 0.
(40)
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Consider the time-delay system

�̇� (𝑡) = 𝐴0𝑥 (𝑡) + 𝐴𝑑𝑥 (𝑡 − 𝜏 (𝑡)) ,
𝑥 (𝑡) = 𝜑 (𝑡) , 𝑡 ∈ [−𝜏𝑀, 0] ,

0 ≤ 𝜏𝑚 ≤ 𝜏 (𝑡) ≤ 𝜏𝑀,
(41)

𝜎 ≤ ̇𝜏 (𝑡) ≤ 𝜇. (42)

According to the Lyapunov-Razumikhin stabilitymethod
Theorem 5, the following stability condition can be obtained.

Theorem 11. The time-delay system (41) is asymptotically
stable if there exist matrix P > 0 and a scalar 𝜎 > 0 such
that

[P𝐴0 + 𝐴𝑡0P + 𝜎P P𝐴𝑑∙ −𝜎P] < 0. (43)

On choosing the LKF (31), a delay-independent stability
condition can be derived in the following form.

Theorem 12. The time-delay system (41) is asymptotically
stable if there exist matricesP > 0 and Q > 0 such that

[P𝐴0 + 𝐴𝑡0P + Q P𝐴𝑑∙ − (1 − 𝜇)Q] < 0. (44)

Remark 13. It should be noted that Theorem 12 is indepen-
dent of the time-delay and therefore is very conservative
especially when the time-delay is small. When the delay is
constant, 𝜏(𝑡) ≡ 𝑑, it follows from the Schur complements
that (40) is equivalent to

P𝐴0 + 𝐴𝑡0P + Q +P𝐴𝑑Q−1𝐴𝑑P < 0. (45)

In turn this implies that

P (𝐴0 + 𝐴𝑑) + (𝐴0 + 𝐴𝑑)𝑡P < 0 (46)

which is a necessary and sufficient condition for the stability
of system (41) with zero delay.

In the literature, the following Lyapunov functional is
often used to derive delay-dependent results.

V (𝑡, 𝑥𝑡) = 𝑥𝑡 (𝑡)P𝑥 (𝑡) + ∫𝑡
𝑡−𝜏(𝑡)

𝑥𝑡 (𝑠)Q𝑥 (𝑠) 𝑑𝑠
+ ∫0

−𝜏𝑀

∫𝑡
𝑡+𝜃

�̇�𝑡 (𝑠)Z�̇� (s) 𝑑𝑠 𝑑𝜃.
(47)

It was first introduced in [32, 33]. Using the free-weighting
[34], the following DDS condition can be derived based on
the LKF (47).

Theorem 14. The time-delay system (41) is asymptotically
stable if there exist matrices P > 0, Q > 0, Z > 0, and

[𝑋11 𝑋12∙ 𝑋22
] ≥ 0, and any matrices 𝑀 and 𝑁 of appropriate

dimensions such that

[[[
[

L11 L12 𝜏𝑀𝐴𝑡0Z
∙ L22 𝜏𝑀𝐴𝑡𝑑Z∙ ∙ −𝜏𝑀Z

]]]
]
< 0,

[[[
[

𝑋11 𝑋12 𝑀
∙ 𝑋22 𝑁
∙ ∙ Z

]]]
]
≥ 0,

(48)

where

L11 = P𝐴0 + 𝐴𝑡0P +𝑀 +𝑀𝑡 + Q + 𝜏𝑀𝑋11,
L12 = P𝐴𝑑 +𝑀 +𝑁𝑡 + 𝜏𝑀𝑋12,
L22 = −𝑁 −𝑁𝑡 − (1 − 𝜇)Q + 𝜏𝑀𝑋22.

(49)

6.3. Augmented Lyapunov Functional. Recalling that the first
term in most LKFs is 𝑥𝑡(𝑡)𝑃𝑥(𝑡) which involves the current
state 𝑥(𝑡) only and does not reflect the delayed state. Hence,
an augmented Lyapunov functional was proposed in [35] for
system described by (30).

V (𝑡, 𝑥𝑡) = 𝜉𝑡 (𝑡)P𝜉 (𝑡) + ∫𝑡
𝑡−𝑑

𝑡 (𝑠)Q (𝑠) 𝑑𝑠
+ ∫0

−𝑑
∫𝑡
𝑡+𝜃

𝑡 (𝑠)Z (𝑠) 𝑑𝑠 𝑑𝜃,
(50)

𝜉𝑡 (𝑡) = [𝑥𝑡 (𝑡) 𝑥𝑡 (𝑡 − 𝑑) ∫𝑡
𝑡−𝑑

𝑥𝑡 (𝑠) 𝑑𝑠] ,
𝑡 (𝑠) = [𝑥𝑡 (𝑠) �̇�𝑡 (𝑠)] .

(51)

Remark 15. Compared with the Lyapunov functional (47),
the augmented Lyapunov functional can lead to less conser-
vative results. Additionally, it is also applicable for systems
with time-varying delay, which can be seen in [36] and
references therein.

6.4. Triple Integral Lyapunov Functional. On examining the
LKFs (31) and (50), it can be seen that the Lyapunov
functional often contains integral terms: single ∫𝑡

𝑡−𝜏(𝑡)
𝑥𝑡(𝑡 +

𝜃)Q𝑥(𝑡+𝜃)𝑑𝜃 and double ∫0
−𝑑
∫𝑡
𝑡+𝜃

𝑡(𝑠)Z(𝑠)𝑑𝑠𝑑𝜃 in order to
bring the effect of time-delays.

A natural question which arose is whether introducing
triple integral terms in the Lyapunov functional would
yield improvement in the stability behavior. This question
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is addressed [37, 38] by extending the LKFs (50)-(51) and
incorporating a triple integral term to yield the form

V (𝑡, 𝑥𝑡) = 𝜉𝑡 (𝑡)P𝜉 (𝑡) + ∫𝑡
𝑡−𝑑

𝑡 (𝑠)Q (𝑠) 𝑑𝑠
+ ∫0

−𝑑
∫𝑡
𝑡+𝜃

𝑡 (𝑠)Z (𝑠) 𝑑𝑠𝑑𝜃
+ ∫0

−𝑑
∫0
𝜃
∫𝑡
𝑡+𝛽

�̇�𝑡 (𝑠)R�̇� (𝑠) 𝑑𝑠 𝑑𝛽 𝑑𝜃.
(52)

Remark 16. It is reported in [37, 38] by simulation results that
the Lyapunov functional containing triple integral terms is
quite effective in reduction of the conservatism of the stability
conditions.

6.5. Newton-Leibniz Formula. An alternative route can be
pursued by using the Newton-Leibniz formula

𝑥 (𝑡 − 𝑑) = 𝑥 (𝑡) − ∫𝑡
𝑡−𝑑

�̇� (𝛼) 𝑑𝛼
= 𝑥 (𝑡) − ∫𝑡

𝑡−𝑑
[𝐴0𝑥 (𝛼) + 𝐴𝑑𝑥 (𝛼 − 𝑑)] 𝑑𝛼

(53)

and recalling (30) to yield

�̇� (𝑡) = [𝐴0 + 𝐴𝑑] 𝑥 (𝑡)
− 𝐴𝑑 ∫𝑡

𝑡−𝑑
[𝐴0𝑥 (𝛼) + 𝐴𝑑𝑥 (𝛼 − 𝑑)] 𝑑𝛼. (54)

Remark 17. It should be clear that the asymptotic stability of
the time-delay system in (54) implies that of system (30).

Following [6], we proceed to study theDDSof system (54)
using the following LKF candidate:

V (𝑡, 𝑥𝑡) = 𝑥𝑡 (𝑡)P−1𝑥 (𝑡)
+ ∫0

−ℎ
∫𝑡
𝑡+𝛼

𝑥𝑡 (𝜃) 𝐴𝑡𝑑Q−11 𝐴𝑑𝑥 (𝜃) 𝑑𝜃 𝑑𝛼
+ ∫0

−ℎ
∫𝑡
𝑡−ℎ+𝛼

𝑥𝑡 (𝜃) 𝐴𝑡𝑑Q−12 𝐴𝑑𝑥 (𝜃) 𝑑𝜃 𝑑𝛼,
P > 0, Q1 > 0, Q2 > 0.

(55)

Define

Γ = P (𝐴0 + 𝐴𝑑) + (𝐴0 + 𝐴𝑑)𝑡P
+ 𝐴𝑑 (Q1 + Q2) 𝐴𝑡𝑑.

(56)

The main stability result is established by the following
theorem.

Theorem 18. The time-delay system (54) is asymptotically
stable for any delay satisfying 0 < 𝑑 ≤ 𝑑𝑀 if there existmatrices
P > 0, Q1, and Q2 such that

[[[
[

Γ 𝑑𝑀P𝐴𝑡0 𝑑𝑀P𝐴𝑡𝑑
∙ −Q1 0
∙ ∙ −Q2

]]]
]
< 0. (57)

Remark 19. The technique by using the Newton-Leibniz
formula to transform the time-delay system to appropriate for
DDS analysis is quite useful. However, still a different route of
writing (54) would be

�̇� (𝑡) = [𝐴0 + 𝐴𝑑] 𝑥 (𝑡) − 𝐴𝑑 ∫𝑡
𝑡−𝑑

�̇� (𝑑𝛼) 𝑑𝛼,
𝑑𝑑𝑡 [𝑥 (𝑡) + 𝐴𝑑 ∫

𝑡

𝑡−𝑑
𝑥 (𝛼) 𝑑𝛼] = (𝐴0 + 𝐴𝑑) 𝑥 (𝑡) .

(58)

However, all the transformed time-delay systems by using
the Newton-Leibniz formula introduce additional dynamics
which may cause conservatism as the delay-dependent con-
ditions derived based on the transformed systems.

6.6. Bounding Techniques. In studying delay-dependent sta-
bility for time-delay systems, it is desirable to find methods
that yield stability conditions with reduced conservatism. A
wide class of early methods rely on generating improved
bounds on some weighted cross products arising in the
analysis of the delay-dependent stability problem. This class
of methods is obtained by using the well-known algebraic
inequality

−2𝛼𝑡𝛽 ≤ 𝛼𝑡Ξ𝛼 + 𝛽𝑡Ξ−1𝛽, (59)

where the vectors 𝛼, 𝛽 ∈ R𝑛 andmatrixΞ ∈ R𝑛×𝑛. An integral
bounding inequality is as follows.

Lemma 20 (see [39]). Assume that 𝑎(𝛼) ∈ R𝑛𝑎 and 𝑏(𝛼) ∈
R𝑛𝑏 are given for 𝛼 ∈ 𝑂𝑚𝑒𝑔𝑎. Then, for any 0 < 𝑋 ∈ R𝑛𝑎×𝑛𝑎

and any matrix𝑀 ∈ R𝑛𝑎×𝑛𝑎 , one has

− ∫
Ω
𝑎𝑡 (𝛼) 𝑏 (𝛼) 𝑑𝛼 ≤ ∫

Ω
[𝑎 (𝛼)𝑏 (𝛼)]

𝑡

⋅ [[
𝑋 𝑋𝑀
∙ (𝑀𝑡𝑋 + 𝐼)𝑋−1 (𝑀𝑡𝑋 + 𝐼)𝑡]][𝑎 (𝛼)𝑏 (𝛼)] 𝑑𝛼

(60)

which when applied to time-delay systems of the type (30), it
yields the following.
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Theorem 21. The time-delay system (30) is asymptotically
stable for any delay satisfying 0 < ℎ ≤ ℎ𝑀 if there exist matrices
P > 0,Q,V, andW such that

[[[[[
[

Φ −W𝑡𝐴𝑡𝑑 𝐴𝑡0𝐴𝑡𝑑V ℎ𝑀 (P +W𝑡)
∙ −Q 𝐴𝑡𝑑𝐴𝑡𝑑V 0
∙ ∙ −V 0
∙ ∙ ∙ −V

]]]]]
]
< 0

Φ
= P (𝐴0 + 𝐴𝑑) + (𝐴0 + 𝐴𝑑)𝑡P +W

𝑡𝐴𝑑
+ 𝐴𝑡𝑑W1 + Q.

(61)

An improved version of Lemma 20 is expressed by the
following.

Lemma 22 (see [40]). Assume that 𝑎(𝛼) ∈ R𝑛𝑎 and 𝑏(𝛼) ∈
R𝑛𝑏 and N(𝛼) ∈ R𝑛𝑎×𝑛𝑏 are given for 𝛼 ∈ 𝑂𝑚𝑒𝑔𝑎. Then, for
any 0 < 𝑋 ∈ R𝑛𝑎×𝑛𝑎 and any matrix𝑀 ∈ R𝑛𝑎×𝑛𝑎 , one has

− ∫
Ω
𝑎𝑡 (𝛼)N (𝛼) 𝑏 (𝛼) 𝑑𝛼

≤ ∫
Ω
[𝑎 (𝛼)𝑏 (𝛼)]

𝑡 [𝑋 𝑌 −N (𝛼)
∙ 𝑍 ][𝑎 (𝛼)𝑏 (𝛼)] 𝑑𝛼,

(62)

where

[𝑋 𝑌
∙ 𝑍] ≥ 0. (63)

By considering the following LKF,

𝑉 (𝑡, 𝑥𝑡) = 𝑥𝑡 (𝑡)P𝑥 (𝑡) + ∫𝑡
𝑡−𝑑

𝑥𝑡 (𝛼)Q𝑥 (𝛼) 𝑑𝛼
+ ∫0

−𝑑
∫𝑡
𝑡+𝛽

�̇�𝑡 (𝛼) 𝑍�̇� (𝛼) 𝑑𝛼 𝑑𝛽.
(64)

Applying Lemma 22, we obtain the following delay-depend-
ent stability theorem.

Theorem 23. The time-delay system (30) is asymptotically
stable for any delay satisfying 0 < 𝑑 ≤ 𝑑𝑀 if there existmatrices
P > 0,Q, 𝑋, 𝑌, and 𝑍 such that

[[[
[
Λ P𝐴𝑑 − 𝑌 𝑑𝑀𝐴𝑡0𝑍∙ −Q 𝑑𝑀𝐴𝑡𝑑𝑍∙ ∙ −𝑑𝑀𝑍

]]]
]
< 0,

[𝑋 𝑌
∙ 𝑍] ≥ 0,

Λ
= P (𝐴0 + 𝐴𝑑) + (𝐴0 + 𝐴𝑑)𝑡P +W

𝑡𝐴𝑑
+ 𝐴𝑡𝑑W1 + Q.

(65)

On the other hand, deploying Lemma 1 together with
Lemma 22, a different delay-dependent stability criterion is
provided by the following theorem.

Theorem 24 (see [41]). The time-delay system (30) is asymp-
totically stable for any delay satisfying 0 < 𝑑 ≤ 𝑑𝑀 if there exist
matrices P1 > 0,S, 𝑃2, 𝑃3, 𝑃4, 𝑌1, 𝑌2, 𝑍1, 𝑍2, 𝑍3 and 𝑅 > 0
such that the following LMIs hold:

[[
[
Θ1 Θ2 Θ3∙ Θ4 Θ5∙ ∙ Θ6

]]
]
< 0,

[[
[
𝑅 𝑌1 𝑌2∙ 𝑍1 𝑍2∙ ∙ 𝑍3

]]
]
≥ 0,

Θ1 = 𝐴𝑡0𝑃2 + 𝑃𝑡2𝐴0 + 𝑌1 + 𝑌𝑡1 +S

+ 𝑑𝑀𝑍1,
Θ2 = P1 − 𝑃𝑡2 + 𝐴𝑡0𝑃3 + 𝑌2 + 𝑑𝑀𝑍2,
Θ3 = 𝑃𝑡2𝐴𝑑 − 𝑌𝑡1 + 𝐴𝑡0𝑃4,
Θ4 = 𝑑𝑀 (𝑅 + 𝑍3) − 𝑃𝑡3 − 𝑃3,
Θ5 = 𝑃𝑡3𝐴𝑑 − 𝑌𝑡2 − 𝑃4,
Θ6 = 𝐴𝑡𝑑𝑃4 + 𝑃𝑡4𝐴𝑑 −S.

(66)

Remark 25. The inequality in Lemma 22 is more general than
both inequalities (59) and (60) and for this reason, it was
extensively used in dealingwith various issues related to time-
delay systems to obtain delay-dependent results.

Now, we present another important inequality, which is
also effective in the derivation of DDS conditions.

Lemma 26 (see [42]). For any constant matrix 0 < M ∈
R𝑚×𝑚, scalars 𝑏 > 𝑎, and vector function 𝜔 : [𝑎, 𝑏] → R𝑚 such
that the integrations in the following are well-defined, then

(𝑏 − 𝑎) ∫𝑏
𝑎
𝜔𝑡 (𝛼)M𝜔 (𝛼) 𝑑𝛼

≥ ∫𝑏
𝑎
[∫𝑏
𝑎
𝜔𝑡 (𝛼) 𝑑𝛼]𝑡M[∫𝑏

𝑎
𝜔𝑡 (𝛼) 𝑑𝛼] .

(67)

Using Lemma 26 and selecting the LKF

𝑉 (𝑡, 𝑥𝑡) = 𝑥𝑡 (𝑡)P𝑥 (𝑡) + ∫𝑡
𝑡−𝑑

𝑥𝑡 (𝜃)Q𝑥 (𝜃) 𝑑𝜃
+ 𝑑∫0

−𝑑
∫𝑡
𝑡+𝛼

�̇�𝑡 (𝜃)Z�̇� (𝜃) 𝑑𝜃 𝑑𝛼,
P > 0, Q > 0, Z > 0,

(68)

we obtain the following stability result.
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Theorem 27 (see [6]). The time-delay system (30) is asymp-
totically stable for any delay satisfying 0 < 𝑑 ≤ 𝑑𝑀 if there
exist matricesP > 0, Q > 0 andZ > 0 such that
[[[
[
P𝐴0 + 𝐴𝑡0P + Q −Z P𝐴𝑑 +Z 𝑑𝑀𝐴𝑡0Z∙ −Q −P 𝑑𝑀𝐴𝑡𝑑Z∙ ∙ −Z

]]]
]
< 0. (69)

Alternatively, selecting the LKF

V (𝑡, 𝑥𝑡) = 𝑥𝑡 (𝑡)P𝑥 (𝑡)
+ 𝜏𝑀∫0

−𝜏𝑀

∫𝑡
𝑡+𝛼

�̇�𝑡 (𝜃)Z�̇� (𝜃) 𝑑𝜃 𝑑𝛼,
P > 0, Z > 0,

(70)

we obtain the following stability result.

Theorem28 (see [6]). The time-delay system (37) is asymptot-
ically stable for all continuous delay 𝜏(𝑡) satisfying 0 < 𝜏(𝑡) ≤𝜏𝑀 if there exist matricesP > 0 andZ > 0 such that

[[[
[
P𝐴0 + 𝐴𝑡0P −Z P𝐴𝑑 +Z 𝜏𝑀𝐴𝑡0Z∙ −Z −P 𝜏𝑀𝐴𝑡𝑑Z∙ ∙ −Z

]]]
]
< 0. (71)

A useful result is summarized by the following lemma.

Lemma 29 (the integral inequality [43]). For any constant
matrix 0 < Σ ∈ R𝑛×𝑛, scalar 𝜏∗ < 𝜏(𝑡) < 𝜏+, and vector
function �̇� : [𝑡 − 𝜏+, 𝑡 − 𝜏∗] → R𝑛 such that the following
integration is well-defined, then it holds that

− (𝜏+ − 𝜏∗) ∫𝑡−𝜏∗
𝑡−𝜏+

�̇�𝑡 (𝑠) Σ�̇� (𝑠) 𝑑𝑠
≤ − [𝑥 (𝑡 − 𝜏∗) − 𝑥 (𝑡 − 𝜏+)]𝑡
⋅ Σ [𝑥 (𝑡 − 𝜏∗) − 𝑥 (𝑡 − 𝜏+)] .

(72)

Lemma 29 is frequently called the “integral inequality”
and it is derived from Jensen’s inequality [44].

Remark 30. It is significant to observe that Theorem 27
establishes that the time-delay system (30) is asymptotically
stable for any delay 𝑑 satisfying 0 < 𝑑 ≤ 𝑑𝑀 when the
LMI (69) attains a feasible solution, which implies that, for𝑑 satisfying 0 < 𝑑 ≤ 𝑑𝑀/2, the time-delay system (30) is
asymptotically stable as well.Then, introducing the half delay
into the time-delay system (30) will take more information
on the system and thus may tend to reduce the conservatism
inTheorem 27. For further elaboration on this argument, see
[45].

6.7. Discrete-Time Systems. Less attention has been paid to
discrete-time systems with a time-delay because a linear dis-
crete-time system with a constant time-delay can be trans-
formed into a delay-free system by means of a state-aug-
mentation approach. However this approach is not suitable

for systems with either unknown or time-varying delays. For
a small time-varying delays, the descriptor model transfor-
mation approach was employed [46].

Consider a class of discrete-time systems with state-delay
is represented by

𝑥 (𝑘 + 1) = 𝐴𝑜𝑥 (𝑘) + 𝐷𝑜𝑥 (𝑘 − 𝑑 (𝑘)) , (73)

where for 𝑘 ∈ Z+ ≜ {0, 1, . . .}, 𝑥(𝑘) ∈ R𝑛 is the state and𝐴𝑜 ∈ R𝑛×𝑛 and 𝐷𝑜 ∈ R𝑛×𝑛 are constant matrices. The delay
factor 𝑑(𝑘) is unknown-but-bounded in the form

0 < 𝑑𝑚 ≤ 𝑑 (𝑘) ≤ 𝑑𝑀, 𝑑𝑠 = 𝑑𝑀 − 𝑑𝑚 + 1, (74)

where the scalars 𝑑𝑚 and 𝑑𝑀 represent the lower and upper
bounds, respectively, and 𝑑𝑠 denotes the number of samples
within the delay interval.

Remark 31. By setting 𝑑(𝑘) ≡ 0 in (73), it is readily seen that|𝜆(𝐴𝑜 + 𝐷𝑜)| < 1 is a necessary condition for stability of
system (73). From all studies on discrete-time-delay systems,
it is assumed that this is always the case.

Remark 32. The class of systems (73) represents a nominally
linear model which emerges in many areas dealing with
the applications functional difference equations or delay-
difference equations. These applications include cold rolling
mills, decision-making processes, and manufacturing sys-
tems.

Related results for a class of discrete-time systems with
time-varying delays can be found in [47] where delay-
dependent stability and stabilization conditionswere derived.
It should be stressed that although we consider only the case
of single time-delay, extension tomultiple time-delay systems
can be easily attained using an augmentation procedure.

Intuitively if we associate with system (73) a positive-
definite Lyapunov-Krasovskii functional 𝑉(𝑘, 𝑥(𝑘)) > 0 and
we find that its first difference Δ𝑉(𝑘, 𝑥(𝑘)) = 𝑉(𝑘 + 1, 𝑥(𝑘 +1))−𝑉(𝑘, 𝑥(𝑘)) is negative-definite along the solutions of (73),
then the origin of system (73) is globally asymptotically stable.
Formally, we present the following theorem for discrete-time
systems of the type (73).

Theorem 33. The equilibrium 0 of the discrete-time system

𝑥 (𝑘 + 1) = ℎ (𝑥 (𝑘)) (75)

is globally asymptotically stable if there is a function 𝑉 :{0, 1, 2, . . .} ×R𝑛 → R such that

(i) 𝑉(𝑘, 𝑥(𝑘)) is a positive-definite function, decrescent,
and radially unbounded,

(ii) Δ𝑉(𝑘, 𝑥(𝑘)) = 𝑉(𝑘 + 1, 𝑥(𝑘 + 1)) − 𝑉(𝑘, 𝑥(𝑘)) is
negative-definite along the solutions of system (73).

For arbitrary value of 𝑑(𝑘), denote
𝑧 (𝑘) = [𝑥𝑡 (𝑘) | 𝑥𝑡 (𝑘 − 𝑑 (𝑘))]𝑡 . (76)
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We have

𝑧 (𝑘 + 1) =
[[[[[[
[

𝐴𝑜 0 . . . 0 𝐷𝑜𝐼 0 . . . 0 0... d . . . ... ...
0 0 . . . 𝐼 0

]]]]]]
]
𝑧 (𝑘) . (77)

It is obvious that system (73) is globally asymptotically stable
if and only if system (75) is globally asymptotically stable. For
system (75), we define

�̂� (𝑘, 𝑧 (𝑘)) = 𝑧𝑡 (𝑘) diag [P Q ⋅ ⋅ ⋅ Q] 𝑧 (𝑘) , (78)

whereP > 0 and Q > 0. It is easy to see that �̂�(𝑘, 𝑧(𝑘)) > 0,
decrescent and radially unbounded, and hence system (75) is
globally asymptotically stable.

By selecting the Lyapunov-Krasovskii functional

𝑉 (𝑘) = 𝑥𝑡 (𝑘)P𝑥 (𝑘) + 𝑘−1∑
𝑚=𝑘−𝑑(𝑘)

𝑥𝑡 (𝑚)Q𝑥 (𝑚) ,
0 < P, 0 < Q,

(79)

and invoking the Lyapunov-Krasovskii theorem, the follow-
ing stability condition can be derived.

Theorem 34. The discrete-delay system (73) is asymptotically
stable if there exist matricesP > 0 and Q > 0 such that

[[[
[
− (P − Q) 0 𝐴𝑡𝑜P∙ −Q 𝐷𝑡𝑜P∙ ∙ −P

]]]
]
< 0. (80)

We stress that LMI (80) is virtually delay-independent
since it is satisfied no matter the size of delay 𝑑(𝑘) is.

Next, sufficient delay-dependent LMI-based stability
conditions are given. The approach used here does not intro-
duce any dynamics and leads to a product separation between
the matrices of the system and those from the Lyapunov-
Krasovskii functional. The following theorem provides some
LMI conditions depending on the values 𝑑𝑚 and 𝑑𝑀.
Theorem 35. Given the delay sample number 𝑑𝑠, system (73)
subject to (74) is delay-dependent asymptotically stable if one
of the following equivalent conditions is satisfied:

(A)There exist matrices 0 < P ∈ R𝑛×𝑛 and 0 < Q ∈ R𝑛×𝑛

such that

Ξ𝑎 = [𝐴𝑡𝑜P𝐴𝑜 + 𝑑𝑠Q −P 𝐴𝑡𝑜P𝐷𝑡𝑜∙ 𝐷𝑡𝑜P𝐷𝑜 − Q
] < 0. (81)

(B) There exist matrices 0 < P ∈ R𝑛×𝑛, 0 < Q ∈ R𝑛×𝑛,
X ∈ R𝑛×𝑛,Y ∈ R𝑛×𝑛, andZ ∈ R𝑛×𝑛 such that

Ξ𝑐 = [[[
[
P +X +X𝑡 Y −X𝐴𝑜 Z −X𝐷𝑜∙ ΓV −𝐴𝑡𝑜Z𝑡 −Y𝐷𝑜∙ ∙ Γ𝑤

]]]
]

< 0,
(82)

where

ΓV = −𝐴𝑡𝑜Z𝑡 −Y𝐴𝑜 + 𝑑𝑠Q −P,
ΓV = −Q −Z𝐷𝑜 − 𝐷𝑡𝑜Z𝑡. (83)

In this case, the Lyapunov-Krasovskii functional (LKF)

�̃� (𝑘) = 𝑥𝑡 (𝑘)P𝑥 (𝑘) + 𝑘−1∑
𝑚=𝑘−𝑑(𝑘)

𝑥𝑡 (𝑚)Q𝑥 (𝑚)

+ 1−𝑑𝑚∑
𝑠=2−𝑑𝑀

𝑘−1∑
𝑚=𝑘+𝑠−1

𝑥𝑡 (𝑚)Q𝑥 (𝑚) > 0
(84)

is such that

Δ�̃� (𝑘) < 0, ∀ [𝑥𝑡 (𝑘) 𝑥𝑡 (𝑘 − 𝑑 (𝑘))]𝑡 ̸= 0. (85)

The result of Theorem 35 was developed in [47–49].
Next, we consider the following discrete-time piecewise

linear systems with infinite distributed delays [50]:

𝑥 (𝑘 + 1) = 𝐴ℓ𝑥 (𝑘) + 𝐷ℓ ∞∑
𝑑=1

𝜇𝑑𝑥 (𝑘 − 𝑑) + 𝐵ℓ𝑢 (𝑘) , (86)

where 𝑥(𝑘) ∈ R𝑛 is the state and {𝑆ℓ}ℓ∈𝐿 denotes a partition of
the state-space into a number of closed polyhedral subspaces,𝐿 is the index set of subspaces, and 𝑢(𝑘) ∈ R𝑚 is the
control input. Matrices 𝐴ℓ 𝐷ℓ 𝐵ℓ are constant matrices with
appropriate dimensions corresponding to the ℓth local model
of the systems.When the state of the system transits from one
region to another at the time 𝑘, the dynamics is governed by
the local model of the former one. 𝜇𝑑 ≥ 0 is the convergence
constants that satisfy the following condition:

𝜇 ≜ ∞∑
𝑑=1

𝜇𝑑 ≤ ∞∑
𝑑=1

𝑑𝜇𝑑 < +∞. (87)

Distributed time-delays have been widely recognized and
intensively studied for continuous-time systems [51]. How-
ever, the corresponding results for discrete-time systems have
been very few due mainly to the difficulty in formulating the
distributed delays in a discrete-time domain. The distributed
delay term∑∞𝑑=1 𝜇𝑑𝑥(𝑘 − 𝑑) can be regarded as the discretiza-
tion of the infinite integral form ∫𝑡

−∞
𝑘(𝑡 − 𝑠)𝑥(𝑠)𝑑𝑠 for the

continuous-time system.The following result is recalled [51].

Lemma 36. Let 0 ≤ 𝑀 ∈ R𝑛×𝑛, 𝑥𝑗 ∈ R𝑛, and 𝑎𝑗 > 0,𝑗 = 1, 2, . . . , are constants. If the series concerned is convergent,
then one has

(∞∑
𝑗=1

𝑎𝑗𝑥𝑗)
𝑡

𝑀(∞∑
𝑗=1

𝑎𝑗𝑥𝑗) ≤ (∞∑
𝑗=1

𝑎𝑗) ∞∑
𝑗=1

𝑎𝑗𝑥𝑡𝑗𝑀𝑥𝑗. (88)

Introduce the following Lyapunov-Krasovskii functional
candidate:

𝑉 (𝑘) = 𝑥𝑡 (𝑘)Pℓ𝑥 (𝑘) + ∞∑
𝑑=1

𝜇𝑑 𝑘−1∑
𝑚=𝑘−𝑑

𝑥𝑡 (𝑚)Q𝑥 (𝑚) . (89)
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By setting Q = 𝜇𝑑Q and invoking Theorem 34, the following
result is obtained.

Theorem 37. Consider the piecewise linear system (86) with𝑢 ≡ 0. If there exist matrices 𝑋ℓ > 0 and 𝑄 > 0 such that the
following linear matrix inequalities hold for (ℓ, 𝑗) ∈ Ω ≜ {ℓ, 𝑗 |𝑥(𝑘) ∈ 𝑆ℓ, 𝑥(𝑘 + 1) ∈ 𝑆𝑗, 𝑗 ̸= ℓ}:

[[[[[
[

−P + Q 0 𝐴𝑡𝑜P
∙ − Q𝜇𝑑 𝐷𝑡𝑜P∙ ∙ −P

]]]]]
]
< 0. (90)

We emphasize that Theorem 37 was established in [50].

7. Model Transformations

It must be recalled that the prototype system (30), the
independent of delay (IOD) stability demands matrix 𝐴0 to
beHurwitz which, coherently, can be found in condition (33).
On the other hand, the criteria ensuring delay-dependent
stability for ℎ ∈ [0, ℎ𝑀) require the matrix 𝐴0 + 𝐴𝑑 to be
Hurwitz as evident in condition (36). On this basis, several
results concerning delay-dependent stability were derived,
from the formula

∫𝑡
𝑡−𝑑

�̇� (𝑠) 𝑑𝑠 = 𝑥 (𝑡) − 𝑥 (𝑡 − 𝑑) . (91)

Consider the change of variables

𝐴𝑗𝑥 (𝑡 − 𝑑) = [𝐴𝑗 − 𝐿𝑗] 𝑥 (𝑡 − 𝑑𝑗)
+ 𝐿𝑗 [𝑥 (𝑡) − ∫𝑡

𝑡−𝑑𝑗

�̇� (𝑠) 𝑑𝑠] . (92)

This will transform the multiple-delay system with possibly𝑑1 = 0
�̇� (𝑡) = 𝑚∑

𝑗=1

𝐴𝑗𝑥 (𝑡 − 𝑑𝑗) (93)

into the system having augmented delay ℎ = max(ℎ𝑗 + ℎ𝑘)
�̇� (𝑡) = [

[
𝑚∑
𝑗=1

𝐿𝑗]]𝑥 (𝑡) + 𝑚∑
𝑗=1

𝐴𝑗𝑥 (𝑡 − 𝑑𝑗)

+ 𝑚∑
𝑗=1,𝑘=1

∫𝑡
𝑡−𝑑𝑗

𝐿𝑗𝐴𝑘𝑥 (𝑠 − 𝑑𝑗) 𝑑𝑠.
(94)

Model (94) guarantees that the unstable nondelayed part 𝐴𝑑
in system (30) is absorbed in the stable part [∑𝑚𝑗=1 𝐿𝑗]. Indeed
such decomposition can be conveniently handled using LMI

tools. It is shown in [5, 52] that the foregoing system can be
written in the three following forms:

�̇� (𝑡) = 𝐴𝑥 (𝑡) − 𝑚∑
𝑗,𝑘=1

𝐴𝑗𝑘 ∫𝑡−𝑑𝑘
𝑡−𝑑𝑗𝑘

𝑥 (𝑠) 𝑑𝑠,
�̇� (𝑡) = 𝐴𝑥 (𝑡) − 𝑚∑

𝑗=1

𝐴𝑗 ∫𝑡
𝑡−𝑑𝑗

�̇� (𝑠) 𝑑𝑠,
𝑑𝑑𝑡 [[𝑥 (𝑡) +

𝑚∑
𝑗=1

𝐴𝑗 ∫𝑡
𝑡−𝑑𝑗

𝑥 (𝑠) 𝑑𝑠]] = 𝐴𝑥 (𝑡) ,

𝐴 = 𝑚∑
𝑗=1

𝐴𝑗, 𝐴𝑗𝑘 = 𝐴𝑗𝐴𝑘, 𝑑𝑗𝑘 = 𝑑𝑗 + 𝑑𝑘.

(95)

It turns out that each of the above formulations can be
studied by using specific Lyapunov-Krasovskii functionals
(34) leading to the three different Riccati equations [5]:

Π + 𝑚𝑑R +P
𝑚∑
𝑗,𝑘=1

𝑑𝑗𝐴𝑗𝑘R−1𝐵𝑡𝑗𝑘P = −Q,
Π + 𝑚∑

𝑗=1

(𝑑𝑗P𝐴𝑗R−1𝐵𝑡𝑗P + 𝑚𝑑𝐴𝑡𝑗R𝐴𝑗) = −Q,
Π + 𝑚∑

𝑗=1

𝑑𝑗R𝑗 + 𝑚∑
𝑗,𝑘=1

𝑑𝑗𝐴𝑡P𝐴𝑗R−1
𝑗 𝐴𝑡𝑗P𝐴 = −Q,

Π = P𝐴 + 𝐴𝑡P.

(96)

Remark 38. In the literature, there were other different
methods to develop delay-dependent stability criteria. These
methods include the discretized LKF approach [4], the
descriptor system approach [53], and the delay-partitioning
projection approach [54]. Declaring the stability result as
conservative or not requires well-defined quantitative mea-
sures. More importantly, it must be pointed out that the issue
of computational complexity and the associated number of
manipulated matrices deserve a serious investigation.

8. Delay-Dependent Stabilization

Extending the time-delay system (30) for stabilization studies,
we start with the form

�̇� (𝑡) = 𝐴0𝑥 (𝑡) + 𝐴𝑑𝑥 (𝑡 − 𝑑) + 𝐵0𝑢 (𝑡) , 𝑡 ≥ 𝑡0, (97)

where 𝑢(𝑡) is the control input and 𝐵0 is the input matrix with
the pair 𝐴0, 𝐵0 being controllable. We seek to design a state
feedback controller

𝑢 (𝑡) = K0𝑥 (𝑡) , (98)

such that the closed-loop system

�̇� (𝑡) = 𝐴𝑐𝑥 (𝑡) + 𝐴𝑑𝑥 (𝑡 − 𝑑) , 𝐴𝑐 = 𝐴0 + 𝐵0K0, (99)

is asymptotically stable [55]. This is attained by convex
analysis [31] leading to the following theorem.
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Theorem39. Theclosed-loop time-delay system (97) is asymp-
totically stable for any 𝑑 ≥ 0 if there exist matrices X >0,Y,W > 0 verifying

[
[
𝐴0X +X𝐴𝑡0 + 𝐵0Y +Y𝑡𝐵𝑡0 +W 𝐴𝑑X

∙ −W ]
] < 0. (100)

8.1. A Class of Nonlinear Systems. One of the standard classes
of nonlinear time-delay systems is given by

�̇� (𝜎) = 𝐴𝑜𝑥 (𝜎) + 𝐴𝑑𝑥 (𝜎 − 𝜎𝑑) + 𝐵𝑜𝑢 (𝜎)
+ ℎ (𝑡, 𝑥, 𝑥 (𝑡 − 𝑑)) (101)

in the dimensionless coordinates 𝜎, where 𝑥(𝜎) is the state
vector, 𝑢(𝑡) is the control input, and 𝐴𝑜, 𝐵𝑜, and 𝐴𝑑 are
known real constant matrices. The nonlinear vector functionℎ(⋅, ⋅) is a piecewise-continuous function in its arguments.
In the discussions to follow, we assume that this function is
uncertain satisfying the quadratic inequality

ℎ𝑡 (𝑡, 𝑥, 𝑥 (𝑡 − 𝑑)) ℎ (𝑡, 𝑥, 𝑥 (𝑡 − 𝑑))
≤ 𝛼2𝑥𝑡𝐻𝑡

𝑜𝐻𝑜𝑥 + 𝜃2𝑥𝑡 (𝑡 − 𝑑)𝐻𝑡
𝑑𝐻𝑑𝑥 (𝑡 − 𝑑) ,

(102)

where 𝛼 > 0 and 𝜃 > 0 are the bounding parameters. The
matrices 𝐻𝑜 ∈ R𝑟×𝑛 and 𝐻𝑑 ∈ R𝑝×𝑛 are constants and
characterize the upper bound on system nonlinearities.

For stability purposes, we let 𝛼−2 = 𝛾 and 𝜃−2 = 𝜓. The
following convex optimization result holds.

Theorem 40. Nonlinear system (101) with 𝑢 ≡ 0 is robustly
stable if the following LMI feasibility problem is solvable:

min 𝛾, 𝜓
subject to X > 0

[[[[[[[[[[
[

𝐴𝑜X +X𝐴𝑡𝑜 XW X𝐻𝑡
𝑜 𝐼 𝐴𝑑 0∙ −W 0 0 0 0∙ ∙ −𝛾𝐼 0 0 0∙ ∙ ∙ −𝐼 0 0

∙ ∙ ∙ ∙ −𝑊 𝐻𝑡
𝑑∙ ∙ ∙ ∙ ∙ −𝜓

]]]]]]]]]]
]

< 0.

(103)

Given that the pair (𝐴𝑜, 𝐵𝑜) is stabilizable. We achieve
state feedback stabilization in two stages as follows.

(S1) Let the linear state feedback be 𝑢(𝑡) = 𝐾𝑜𝑥(𝑡), and
then the closed-loop system becomes

�̇� (𝑡) = 𝐴𝑘𝑥 (𝑡) + 𝐴𝑑𝑥 (𝑡 − 𝑑) + ℎ (𝑡, 𝑥, 𝑥 (𝑡 − 𝑑)) ,
𝐴𝑘 = (𝐴𝑜 + 𝐵𝑜𝐾𝑜) . (104)

This establishes the following theorem.

Theorem 41. Nonlinear system (101) is robustly stabilized by
control law 𝑢(𝑡) = 𝐾𝑜𝑥(𝑡), if the following LMI problem has a
feasible solution.

min 𝛾, 𝜓
subject to X > 0,

Y

[[[[[[[[[[[[[[[[
[

𝐴𝑜X +X𝐴𝑡𝑜 + 𝐵𝑜Y +Y𝑡𝐵𝑡𝑜 XW X𝐻𝑡
𝑜 𝐼 𝐴𝑑 0

∙ −W 0 0 0 0
∙ ∙ −𝛾𝐼 0 0 0
∙ ∙ ∙ −𝐼 0 0
∙ ∙ ∙ ∙ −𝑊 𝐻𝑡

𝑑

∙ ∙ ∙ ∙ ∙ −𝜓

]]]]]]]]]]]]]]]]
]

< 0.
(105)

(S2) Next, to include bounds the gain matrix 𝐾𝑜, we set
the bounding relations

𝑀𝑡𝑀 < 𝜇𝐼, 𝜇 > 0,
𝑋−1 < 𝜑𝐼, 𝜑 > 0. (106)

Moreover, to guarantee desired values {𝛼, 𝜃} of the bound-
ing factors {𝛼, 𝜃}, we enforce 𝛼−2 = 𝛾 and 𝜃−2 = 𝜓. The
following theorem summarizes the main result.

Theorem 42. Nonlinear system (101) is robustly stabilized by
control law 𝑢(𝑡) = 𝐾𝑜𝑥(𝑡), with constrained feedback gains if
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following convex optimization problem over LMIs has a feasible
solution:

min 𝛾 + 𝜓 + 𝜇 + 𝜑
subject to X > 0,

Y

[[[[[[[[[[[
[

𝐴𝑜X +X𝐴𝑡𝑜 + 𝐵𝑜Y +Y𝑡𝐵𝑡𝑜 XW X𝐻𝑡
𝑜 𝐼 𝐴𝑑 0

∙ −W 0 0 0 0
∙ ∙ −𝛾𝐼 0 0 0
∙ ∙ ∙ −𝐼 0 0
∙ ∙ ∙ ∙ −𝑊 𝐻𝑡

𝑑∙ ∙ ∙ ∙ ∙ −𝜓

]]]]]]]]]]]
]

< 0

𝛾 − 1𝛼2 < 0,
𝜓 − 1𝜎2 < 0,
[−𝜇𝐼 Y𝑡

∙ −𝐼] < 0,
[−𝜑𝐼 𝐼

∙ −𝑋] < 0.

(107)

Remark 43. One can address the performance deterioration
issue by considering that the actual linear state feedback
controller has the form 𝑢(𝑡) = [𝐾𝑜+Δ𝐾𝑜]𝑥(𝑡), 𝐾𝑜 ∈ R𝑚×𝑛 is a
constant gain matrix, and Δ𝐾𝑜 is a gain perturbation matrix.

9. Kalman Filtering

The seminal Kalman filtering algorithm [56] is the optimal
estimator over all possible linear ones and gives unbiased
estimates of the unknown state vectors under the condi-
tions that the system and measurement noise processes are
mutually independent Gaussian distributions. Robust state-
estimation arose out of the desire to estimate unmeasurable
state variables when the plant model has uncertain parame-
ters. In the sequel, we consider the state-estimation problem
for a class of linear continuous-time-lag systems with norm-
bounded parameter uncertainties. Specifically, we address
the state-estimator design problem such that the estimation
error covariance has a guaranteed bound for all admissible
uncertainties.

9.1. A Class of Continuous-Time-Lag Systems. We consider a
class of uncertain time-delay systems represented by

�̇� (𝑡) = [𝐴 (𝑡) + Δ𝐴 (𝑡)] 𝑥 (𝑡) + 𝐴𝑑 (𝑡) 𝑥 (𝑡 − 𝜏)+ 𝑤 (𝑡)
= 𝐴Δ (𝑡) 𝑥 (𝑡) + 𝐴𝑑 (𝑡) 𝑥 (𝑡 − 𝜏) + 𝑤 (𝑡) ,

(108)

𝑦 (𝑡) = [𝐶 (𝑡) + Δ𝐶 (𝑡)] 𝑥 (𝑡) + V (𝑡)
= 𝐶Δ (𝑡) 𝑥 (𝑡) + V (𝑡) , (109)

where 𝑥(𝑡) ∈ R𝑛 is the state, 𝑦(𝑡) ∈ R𝑚 is the measured
output, and 𝑤(𝑡) ∈ R𝑛 and V(𝑡) ∈ R𝑚 are, respectively, the
process and measurement noises. In (1)-(2), 𝐴(𝑡) ∈ R𝑛×𝑛,𝐴𝑑(𝑡) ∈ R𝑛×𝑛, and 𝐶(𝑡) ∈ R𝑚×𝑛 are piecewise-continuous
matrix functions. Here, 𝜏 is a constant scalar representing the
amount of time-lag in the state.ThematricesΔ𝐴(𝑡) andΔ𝐶(𝑡)
represent time-varying parametric uncertainties which are of
the form:

[Δ𝐴 (𝑡)
Δ𝐶 (𝑡)] = [𝐻 (𝑡)

𝐻𝑐 (𝑡)]Δ (𝑡) 𝐸 (𝑡) , (110)

where 𝐻(𝑡) ∈ R𝑛×𝛼, 𝐻𝑐(𝑡) ∈ R𝑚×𝛼, and 𝐸(𝑡) ∈ R𝛽×𝑛 are
known piecewise-continuous matrix functions and Δ(𝑡) ∈
R𝛼×𝛽 is an unknown matrix with Lebesgue measurable
elements satisfying

Δ𝑡 (𝑡) Δ (𝑡) ≤ 𝐼 ∀𝑡. (111)

The initial condition is specified as ⟨𝑥(0), 𝑥(𝑠)⟩ = ⟨𝑥𝑜, 𝜙(𝑠)⟩,
where 𝜙(⋅) ∈ L2[−𝜏, 0] which is assumed to be a zero-mean
Gaussian random vector. The following standard assump-
tions on noise statistics are recalled.
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Assumption 44. ∀𝑡, 𝑠 ≥ 0
(a)

E [𝑤 (𝑡)] = 0;
E [𝑤 (𝑡) 𝑤𝑡 (𝑠)] = 𝑊 (𝑡) 𝛿 (𝑡 − 𝑠) ;

𝑊 (𝑡) > 0.
(112)

(b)

E [V (𝑡)] = 0;
E [V (𝑡) V𝑡 (𝑠)] = 𝑉 (𝑡) 𝛿 (𝑡 − 𝑠) ;

𝑉 (𝑡) > 0.
(113)

(c)

E [𝑥 (0) 𝑤𝑡 (𝑡)] = 0;
E [𝑥 (0) V𝑡 (𝑡)] = 0. (114)

(d)

E [𝑤 (𝑡) V𝑡 (𝑠)] = 0;
E [𝑥 (0) 𝑥𝑡 (0)] = 𝑅𝑜, (115)

where E[⋅] stands for the mathematical expectation and 𝛿(⋅)
is the Dirac function.

9.2. Robust Kalman Filtering. Our objective is to design a
stable state estimator of the form:

̇̂𝑥 (𝑡) = 𝐺 (𝑡) 𝑥 (𝑡) + 𝐾 (𝑡) 𝑦 (𝑡) , 𝑥 (0) = 0, (116)

where 𝐺(𝑡) ∈ R𝑛×𝑛 and 𝐾(𝑡) ∈ R𝑛×𝑚 are piecewise-
continuous matrices to be determined such that there exists
a matrix Ψ ≥ 0 satisfying

E [(𝑥 − 𝑥) (𝑥 − 𝑥)𝑡] ≤ Ψ, ∀Δ : Δ𝑡 (𝑡) Δ (𝑡) ≤ 𝐼. (117)

Note that (112) implies

E [(𝑥 − 𝑥)𝑡 (𝑥 − 𝑥)] ≤ tr (Ψ) , ∀Δ : Δ𝑡 (𝑡) Δ (𝑡) ≤ 𝐼. (118)

In this case, the estimator (116) is said to provide a guaranteed
cost (GC) matrix Ψ.

Examination of the proposed estimator proceeds by
analyzing the estimation error

𝑒 (𝑡) = 𝑥 (𝑡) − 𝑥 (𝑡) . (119)

Substituting (109) and (116) into (119), we express the dynam-
ics of the error in the form

̇𝑒 (𝑡) = 𝐺 (𝑡) 𝑒 (𝑡) + [𝐴 (𝑡) − 𝐺 (𝑡) − 𝐾 (𝑡) 𝐶 (𝑡)] 𝑥 (𝑡)
+ [Δ𝐴 (𝑡) − 𝐾 (𝑡) Δ𝐶 (𝑡)] 𝑥 (𝑡)
+ 𝐴𝑑 (𝑡) 𝑥 (𝑡 − 𝜏) + [𝑤 (𝑡) − 𝐾 (𝑡) V (𝑡)] .

(120)

By introducing the extended state vector

𝜉 (𝑡) = [𝑥 (𝑡)𝑒 (𝑡)] ∈ R
2𝑛, (121)

it follows from (108)-(109) and (120) that
̇𝜉 (𝑡) = [𝐴 (𝑡) + 𝐻 (𝑡) 𝐹 (𝑡) 𝐸 (𝑡)] 𝜉 (𝑡) + 𝐷 (𝑡) 𝜉 (𝑡 − 𝜏)

+ 𝐵 (𝑡) 𝜂 (𝑡)
= 𝐴Δ (𝑡) 𝜉 (𝑡) + 𝐷 (𝑡) 𝜉 (𝑡 − 𝜏) + 𝐵 (𝑡) 𝜂 (𝑡) ,

(122)

where 𝜂(𝑡) is a stationary zero-mean noise signal with identity
covariance matrix and

𝐴 (𝑡) = [ 𝐴 (𝑡) 0
𝐴 (𝑡) − 𝐺 (𝑡) − 𝐾 (𝑡) 𝐶 (𝑡) 𝐺 (𝑡)] ,

𝐻 (𝑡) = [ 𝐻 (𝑡)
𝐻 (𝑡) − 𝐾 (𝑡)𝐻𝑐 (𝑡)] ,

𝐸 (𝑡) = [𝐸 (𝑡) 0] ,
𝐵𝐵𝑡 (𝑡) = [𝑊 (𝑡) 𝑊 (𝑡)

𝑊 (𝑡) 𝑊 (𝑡) + 𝐾 (𝑡) 𝑉 (𝑡)𝐾𝑡 (𝑡)] ,
𝐷 (𝑡) = [𝐴𝑑 (𝑡) 0

𝐴𝑑 (𝑡) 0] ,
𝜂 = [𝑤 (𝑡)

V (𝑡) ] .

(123)

Definition 45. Estimator (111) is said to be a quadratic estima-
tor (QE) associated with a matrixΩ(𝑡) > 0 for system (108) if
there exists a scalar 𝜆(𝑡) > 0 and a matrix

0 < Ω (𝑡) = [Ω1 (𝑡) Ω3 (𝑡)Ω𝑡3 (𝑡) Ω2 (𝑡)] (124)

satisfying the algebraic inequality

− Ω̇ (𝑡) + 𝐴Δ (𝑡) Ω (𝑡) + Ω (𝑡) 𝐴𝑡Δ (𝑡) + 𝜆 (𝑡)Ω (𝑡 − 𝜏)
+ 𝜆−1 (𝑡) 𝐷 (𝑡)Ω (𝑡 − 𝜏) 𝐷𝑡 (𝑡) + 𝐵 (𝑡) 𝐵𝑡 (𝑡)

≤ 0.
(125)

The next result shows that if (112) is QE for system (108)-
(109) with costmatrixΩ(𝑡), thenΩ(𝑡) defines an upper bound
for the filtering error covariance; that is,

E [𝑒 (𝑡) 𝑒𝑡 (𝑡)] ≤ Ω2 (𝑡) ∀𝑡 (126)

for all admissible uncertainties satisfying (110)-(111).

Theorem 46. Consider the time-delay (108)-(109) satisfying
(110)-(111) and with known initial state. Suppose there exists a
solution Ω(𝑡) ≥ 0 to inequality (125) for some 𝜆(𝑡) > 0 and for
all admissible uncertainties. Then the estimator (116) provides
an upper bound for the filtering error covariance; that is,

E [𝑒 (𝑡) 𝑒𝑡 (𝑡)] ≤ Ω2 (𝑡) . (127)
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We employ hereafter a Riccati equation approach to solve
the robust Kalman filtering for time-delay systems. To this
end, we define piecewise matrices 𝑃(𝑡) = 𝑃𝑡(𝑡) ∈ R𝑛×𝑛;𝐿(𝑡) = 𝐿𝑡(𝑡) ∈ R𝑛×𝑛 as the solutions of the Riccati differential
equations (RDE):

�̇� (𝑡) = 𝐴 (𝑡) 𝑃 (𝑡) + 𝑃 (𝑡) 𝐴𝑡 (𝑡) + 𝜆 (𝑡) 𝑃 (𝑡 − 𝜏)
+ �̂� (𝑡) + 𝜆−1 (𝑡) 𝐴𝑑 (𝑡) 𝑃 (𝑡 − 𝜏)𝐴𝑡𝑑 (𝑡) + 𝜇 (𝑡)
⋅ 𝑃 (𝑡) 𝐸𝑡 (𝑡) 𝐸 (𝑡) 𝑃 (𝑡) ;

𝑃 (𝑡 − 𝜏) = 0 ∀𝑡 ∈ [0, 𝜏] ,
�̇� (𝑡) = 𝐴 (𝑡) 𝐿 (𝑡) + 𝐿 (𝑡) 𝐴𝑡 (𝑡) + 𝜆 (𝑡) 𝐿 (𝑡 − 𝜏)

+ �̂� (𝑡) + 𝜆−1 (𝑡) 𝐴𝑑 (𝑡) 𝑃 (𝑡 − 𝜏)𝐴𝑡𝑑 (𝑡) + 𝜇 (𝑡)
⋅ 𝐿 (𝑡) 𝐸𝑡 (𝑡) 𝐸 (𝑡) 𝐿 (𝑡)
− [𝐿 (𝑡) 𝐶𝑡 (𝑡) + 𝜇−1 (𝑡)𝐻 (𝑡)𝐻𝑡

𝑐 (𝑡)] �̂�−1 (𝑡)
⋅ [𝐶 (𝑡) 𝐿 (𝑡) + 𝜇−1 (𝑡)𝐻𝑐 (𝑡)𝐻𝑡 (𝑡)] ;

𝐿 (𝑡 − 𝜏) = 0 ∀𝑡 ∈ [0, 𝜏] ,

(128)

where 𝜆(𝑡) > 0 and 𝜇(𝑡) > 0 ∀𝑡 are scaling parameters and
the matrices 𝐴(𝑡), �̂�(𝑡), and �̂�(𝑡) are given by

�̂� (𝑡) = 𝑊 (𝑡) + 𝜇−1 (𝑡)𝐻 (𝑡)𝐻𝑡 (𝑡) , (129)

�̂� (𝑡) = 𝑉 (𝑡) + 𝜇−1 (𝑡)𝐻𝑐 (𝑡)𝐻𝑡
𝑐 (𝑡) , (130)

𝐴 (𝑡) = 𝐴 (𝑡) + 𝛿𝐴 (𝑡)
= 𝐴 (𝑡) + 𝜇−1 (𝑡) 𝐿𝑡 (𝑡) 𝐸𝑡 (𝑡) 𝐸 (𝑡) . (131)

Let the (𝜆, 𝜇)-parameterized estimator be expressed as

̇̂𝑥 (𝑡) = {𝐴 (𝑡) + 𝜇−1 (𝑡) 𝐿𝑡 (𝑡) 𝐸𝑡 (𝑡) 𝐸 (𝑡)} 𝑥 (𝑡)
+ 𝐾 (𝑡) {𝑦 (𝑡) − 𝐶 (𝑡) 𝑥 (𝑡)} , (132)

where the gain matrixK𝑒(𝑡) ∈ R𝑛×𝑚 is to be determined. The
following theorem summarizes the main result.

Theorem47. Consider system (108)-(109) satisfying the uncer-
tainty structure (110)-(111) with zero initial condition. Suppose
the process andmeasurement noises satisfy Assumption 44. For
some 𝜇(𝑡) > 0, 𝜆(𝑡) > 0, let 𝑃(𝑡) = 𝑃𝑡(𝑡) and 𝐿(𝑡) = 𝐿𝑡(𝑡) be
the solutions of RDE (131)-(132), respectively. Then the (𝜆, 𝜇)-
parametrized estimator (132) is QE estimatorwithGC such that

E [{𝑥 (𝑡) − 𝑥 (𝑡)}𝑡 {𝑥 (𝑡) − 𝑥 (𝑡)}] ≤ tr [𝐿 (𝑡)] . (133)

Moreover, the gain matrix K(𝑡) is given by

K𝑒 (𝑡) = {𝐿 (𝑡) 𝐶𝑡 (𝑡) + 𝜇−1 (𝑡)𝐻 (𝑡)𝐻𝑡
𝑐 (𝑡)} �̂�−1 (𝑡) . (134)

Further details can be found in [57].

Remark 48. Had we considered a class of uncertain time-
delay systems represented by

𝑥𝑘+1 = [𝐴𝑘 + Δ𝐴𝑘] 𝑥𝑘 + 𝐷𝑘𝑥𝑘−𝜏 + 𝑤𝑘
= 𝐴𝑘,Δ𝑥𝑘 + 𝐷𝑘𝑥𝑘−𝜏 + 𝑤𝑘,

𝑦𝑘 = [𝐶𝑘 + Δ𝐶𝑘] 𝑥𝑘 + V𝑘 = 𝐶𝑘,Δ𝑥𝑘 + V𝑘,
𝑧𝑘 = 𝐶1,𝑘𝑥𝑘,

(135)

where 𝑥𝑘 ∈ R𝑛 is the state, 𝑦𝑘 ∈ R𝑚 is the measured output,𝑧𝑘 ∈ R𝑝 is a linear combination of the state variables to
be estimated, and 𝑤𝑘 ∈ R𝑟 and V𝑘 ∈ R𝑚 are, respectively,
the process andmeasurement noise sequences, and following
parallel development to the continuous-case, we would be
able to generate a robust discrete-time Kalman filter.

10. Neural Networks

We consider a continuous-time-delayed uncertain neural
network (UNN) which is described by the following nonlin-
ear retarded functional differential equations:

̇𝑦 (𝑡) = − (𝐴o + Δ𝐴𝑜) 𝑦 (𝑡)
+ (𝑊𝑜 + Δ𝑊𝑜) 𝑔 (𝑦 (𝑡) , 𝑡)
+ (𝑊1 + Δ𝑊1) 𝑔 (𝑦 (𝑡 − 𝜏) , 𝑡) + 𝑏,

(136)

where 𝑦(𝑡) = [𝑦1(𝑡), . . . , 𝑦𝑛(𝑡)]𝑡 ∈ R𝑛 is the neuron state
vector with 𝑛 being the number of neurons in NN, 𝑔(𝑦(𝑡)) =[𝑔1(𝑦1(𝑡)), . . . , 𝑔𝑛(𝑦𝑛(𝑡))]𝑡 ∈ R𝑛 denotes the neuron activa-
tion function, 𝑔(𝑦(𝑡 − 𝜏(𝑡))) = [𝑔1(𝑦1(𝑡 − 𝜏(𝑡))), . . . , 𝑔𝑛(𝑦𝑛(𝑡 −𝜏(𝑡)))]𝑡 ∈ R𝑛, 𝐴𝑜 = diag{𝑎𝑜𝑗} ∈ R𝑛×𝑛 is a positive diagonal
matrix,𝑊𝑜 = (𝑊𝑜

𝑗𝑘) ∈ R𝑛×𝑛 and𝑊1 = (𝑊1
𝑗𝑘) ∈ R𝑛×𝑛 are the

interconnectionmatrices representing the weight coefficients
of the neurons, 𝑏 = [𝑏1, . . . , 𝑏𝑛]𝑡 ∈ R𝑛 is a constant input
vector, and Δ𝐴(𝑡), Δ𝑊𝑜(𝑡), and Δ𝑊1(𝑡) are uncertain system
matrices of the form

Δ𝐴𝑜 = 𝐸𝐺 (𝑡) 𝐹,
Δ𝑊𝑜 = 𝐸𝑜𝐺𝑜 (𝑡) 𝐹𝑜,
Δ𝑊1 = 𝐸1𝐺1 (𝑡) 𝐹1,

𝐺𝑡 (𝑡) 𝐺 (𝑡) ≤ 𝐼,
𝐺𝑡𝑜 (𝑡) 𝐺𝑜 (𝑡) ≤ 𝐼,
𝐺𝑡1 (𝑡) 𝐺1 (𝑡) ≤ 𝐼.

(137)

In the sequel, it is assumed that the delay 𝜏(𝑡) is a differen-
tiable time-varying function satisfying

0 < 𝜏 (𝑡) ≤ ,
̇𝜏 (𝑡) ≤ 𝜇, (138)

where the bounds  and 𝜇 are known constant scalars.
Observe that there is no restriction on the derivative of the
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time-varying delay function 𝜇, thereby allowing fast time-
delays to occur. This is in contrast with other methods which
places 𝜇 < 1, thereby limiting the method to slow variations
in time-delay.

Assumption 49. The neuron activation functions, 𝑔𝑜𝑗(𝑦𝑗(𝑡)),𝑗 = 1, . . . , 𝑛, and 𝑔𝑜𝑗((𝑦𝑗(𝑡 − 𝜏(𝑡)))), 𝑗 = 1, . . . , 𝑛, are assumed
to be nondecreasing, bounded, globally Lipschitz and satisfy

0 ≤ 𝑔𝑗 (𝜁𝑗) − 𝑔𝑘 (𝜁𝑘)𝜁𝑗 − 𝜁𝑘 ≤ 𝑘𝑗,
𝜁𝑗, 𝜁𝑘 ∈ R, 𝜁𝑗 ̸= 𝜁𝑘, 𝑗 = 1, . . . , 𝑛,

(139)

where 𝑘𝑗, 𝑗 = 1, . . . , 𝑛, are positive constants.
We note that the existence of an equilibrium point of

system (136) is guaranteed by the fixed point theorem. Now
let 𝑦∗ = [𝑦∗1 , . . . , 𝑦∗𝑛 ]𝑡 be an equilibrium of (136), and let

𝑥 (𝑡) = 𝑦 (𝑡) − 𝑦∗. (140)

It is easy to see that (136) is transformed to

�̇� (𝑡) = − [𝐴𝑜 + Δ𝐴𝑜 (𝑡)] 𝑥 (𝑡)
+ [𝑊𝑜 + Δ𝑊𝑜 (𝑡)] 𝑓 (𝑥 (𝑡))
+ [𝑊1 + Δ𝑊1 (𝑡)] 𝑓 (𝑥 (𝑡 − 𝜏 (𝑡)))

= −𝐴𝑜Δ𝑥 (𝑡) + 𝑊𝑜Δ𝑓 (𝑥 (𝑡))
+ 𝑊1Δ𝑓 (𝑥 (𝑡 − 𝜏 (𝑡))) ,

(141)

where 𝑓(𝑥(𝑡)) = [𝑓1(𝑥(𝑡)), . . . , 𝑓𝑛(𝑥(𝑡))]𝑡 and 𝑓𝑗(𝑥𝑗(𝑡)) =𝑔𝑗(𝑥𝑗(𝑡) + 𝑦∗𝑗 ) − 𝑔𝑗(𝑦∗𝑗 ) with 𝑓𝑗(0) = 0, 𝑗 = 1, . . . , 𝑛. It
is observed that 𝑓(𝑥(𝑡)) satisfies 𝑓(0, 𝑡) = 0, ∀𝑡, and the
following condition for all (𝑥, 𝑡), ∈ R𝑛 ×R:

𝑓 (𝑥 (𝑡) , 𝑡) ≤ 𝑘𝑥,
𝑓 (𝑥 (𝑡 − 𝜏) , 𝑡) ≤ 𝑘𝑥 (𝑡 − 𝜏) , (142)

where 𝑘 > 0 is a constant. In the absence of uncertainties, we
get from (141) the nominal NN model

�̇� (𝑡) = −𝐴𝑜𝑥 (𝑡) + 𝑊𝑜𝑓 (𝑥 (𝑡)) + 𝑊1𝑓 (𝑥 (𝑡 − 𝜏 (𝑡))) . (143)

In the sequel, the global delay-dependent asymptotic
stability the equilibrium of system (136) is investigated, which
corresponds to the uniqueness of the equilibrium point.

The following theorem establishes the main result for
global delay-dependent asymptotic stability of the NN sys-
tem.

Theorem 50. Given  > 0 and 𝜇 > 0. System (143) is globally
delay-dependent asymptotically stable if there exist weighting
matricesP > 0, Q > 0,R > 0, andZ > 0 and free-weighting

parameter matrices 𝑁𝑎, 𝑁𝑐,𝑀𝑎,𝑀𝑐,S > 0,M > 0 satisfying
the following LMI:

Ξ =
[[[[[[
[

Ξ𝑜 P̂𝑜 P̂𝑐 N
∙ −2𝑘−1S 0 0
∙ ∙ −2𝑘−1M 0
∙ ∙ ∙ −Z

]]]]]]
]
< 0, (144)

where

Ξ𝑜 =
[[[[[
[

Ξ𝑜1 Ξ𝑜2 𝑁𝑎 P −𝑀𝑡
𝑎 − 𝐴𝑡𝑜𝑀𝑐∙ Ξ𝑜3 𝑁𝑐 0

∙ ∙ −R 0
∙ ∙ ∙ −𝑀𝑐 −𝑀𝑡

𝑐 + Z

]]]]]
]
,

Ξ𝑜1 = −𝑀𝑡
𝑎𝐴𝑜 − 𝐴𝑡𝑜𝑀+

𝑎Q +R + 𝑁𝑎 + 𝑁𝑡𝑎,
Ξ𝑜2 = −2𝑁𝑎 + 𝑁𝑡𝑐 ,
Ξ𝑜3 = − (1 − 𝜇)Q − 2𝑁𝑐 − 2𝑁𝑡𝑐 ,

N = [[[[[
[

𝑁𝑎𝑁𝑐0
0
]]]]]
]
,

P̂𝑜 =
[[[[[
[

𝑀𝑡
𝑎𝑊𝑜 +S

0
0

𝑀𝑡
𝑐𝑊𝑜

]]]]]
]
,

P̂𝑐 =
[[[[[
[

𝑀𝑡
𝑎𝑊1
M

0
𝑀𝑡
𝑐𝑊1

]]]]]
]
.

(145)

On considering the UNN system in (141) with the uncer-
tainty in (137), it follows from Theorem 50 that the UNN
system is globally delay-dependent asymptotically stable if
there exist weighting matrices P > 0, Q > 0, R >0, and Z > 0 and free-weighting parameter matrices𝑁𝑎, 𝑁𝑐,𝑀𝑎,𝑀𝑐,S > 0,M > 0 satisfying the following LMI:

ΞΔ =
[[[[[
[

Ξ𝑜Δ P𝑜 P𝑐 N
∙ −2𝑘−1S 0 0
∙ ∙ −2𝑘−1M 0
∙ ∙ ∙ −Z

]]]]]
]
< 0, (146)
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where

Ξ𝑜Δ =
[[[[[
[

Ξ𝑜1Δ Ξ𝑜2 𝑁𝑎 P −𝑀𝑡
𝑎 − 𝐴𝑡𝑜Δ𝑀𝑐∙ Ξ𝑜3 𝑁𝑐 0

∙ ∙ −R 0
∙ ∙ ∙ −𝑀𝑐 −𝑀𝑡

𝑐 + Z

]]]]]
]
,

Ξ𝑜1Δ = −𝑀𝑡
𝑎𝐴𝑜Δ − 𝐴𝑡𝑜Δ𝑀𝑎 + Q +R + 𝑁𝑎 + 𝑁𝑡𝑎,

(147)

where Ξ𝑜2, Ξ𝑜3,N,P𝑜,P𝑐 are given in (145). Applying Fact 1
for some scalars 𝜀1 > 0, 𝜀2 > 0, and 𝜀3 > 0 and invoking Schur
complements, it is easy to show that the following theorem
holds.

Theorem 51. System (141) with norm-bounded uncertainty
(137) is globally delay-dependent asymptotically stable if there
exist weighting matrices P > 0, Q > 0, R > 0, and Z >0, free-weighting parameter matrices 𝑁𝑎, 𝑁𝑐,𝑀𝑎,𝑀𝑐,S >0,M > 0, and scalars 𝜎 > 0, 𝜅 > 0, 𝜀𝑖 > 0, 𝑖 = 1, 2, 3,
satisfying the following LMI:

Ξ̂ = [Ξ𝑠 Ξ𝑥∙ Ξ𝑦] < 0, (148)

where

Ξ𝑠 =
[[[[[
[

Ξ𝑜𝑠 P̂𝑜 P̂𝑐 𝑁𝑎∙ Ξ𝑓1 0 𝑁𝑐∙ ∙ Ξ𝑓2 0
∙ ∙ ∙ −W

]]]]]
]
,

Ξ𝑜𝑠 =
[[[[[
[

Ξ𝑜1𝑠 Ξ𝑜2 𝑁𝑎 P −𝑀𝑡
𝑎 − 𝐴𝑡𝑀𝑐∙ Ξ𝑜3 𝑁𝑐 0

∙ ∙ −R 0
∙ ∙ ∙ −𝑀𝑐 −𝑀𝑡

𝑐 + Z

]]]]]
]
,

Ξ𝑜1𝑠 = −𝑀𝑡
𝑎𝐴𝑜 − 𝐴𝑡𝑜𝑀𝑎 + Q +R + 𝑁𝑎 + 𝑁𝑡𝑎

+ 𝜀1𝐹𝑡𝐹,
Ξ𝑓1 = −2𝑘−1S + 𝜀2𝐹𝑡𝑜𝐹𝑜,
Ξ𝑓2 = −2𝑘−1M + 𝜀3𝐹𝑡1𝐹1,

Ξ𝑥 =

[[[[[[[[[[[[[[
[

−𝑀𝑡
𝑎𝐸 𝑀𝑡

𝑎𝐸𝑜 𝑀𝑡
𝑎𝐸10 0 0

0 0 0
−𝑀𝑡

𝑐𝐸 𝑀𝑡
𝑐𝐸𝑜 𝑀𝑡

𝑐𝐸10 0 0
0 0 0
0 0 0

]]]]]]]]]]]]]]
]

,

Ξ𝑦 = [[
[
−𝜀1𝐼 0 0
∙ −𝜀2𝐼 0
∙ ∙ −𝜀3𝐼

]]
]
.

(149)

The reader is referred to [58] for further results on using
expanded LKFs.

11. Networked Control Systems

Typically in process industries, a network used at the lowest
level of a process/factory communication hierarchy is called
a fieldbus. Fieldbuses are intended to replace the tradi-
tional wiring between sensors, actuators, and controllers. In
distributed control system applications, a feedback control
loop is often closed through the network, which is called
a network-based control system (NBCS); see details in
[44, 59–69]. In theNBCS, various delayswith variable lengths
occurred due to sharing a common network medium, which
are called network-induced delays.These delays are dependent
on configurations of the network and the given system.Those
make the NBCS unstable.

In feedback control systems, it is significant that sampled
data must be transmitted within a sampling period and
stability of control systems should be guaranteed. While a
shorter sampling period is preferable inmost control systems,
for some cases, it can be lengthened up to a certain bound
within which stability of the system is guaranteed in spite of
the performance degradation. This certain bound is called
a maximum allowable delay bound (MADB). The MADB
depends only on parameters and configurations of the given
plant and the controller.

In addition, a faster sampling is said to be desirable
in sampled-data systems because the performance of the
discrete-time system controller can approximate that of the
continuous-time system. But in NBCS (see Figure 1), the high
sampling rate can increase network load,which in turn results
in longer delay of the signals. Thus finding a sampling rate
that can both tolerate the network-induced delay and achieve
desired system performance is of fundamental importance in
the NBCS design.

11.1. State Feedback Stabilization. Consider the plant model
described as

�̇� (𝑡) = 𝐴𝑥 (𝑡) + 𝐵𝑢 (𝑡) ,
𝑡 ∈ [𝑘ℎ + 𝜏𝑘, (𝑘 + 1) ℎ + 𝜏𝑘+1) ,

𝑦 (𝑡) = 𝐶𝑥 (𝑡) ,
𝑢 (𝑡+) = −𝐾𝑖𝑥 (𝑡 − 𝜏𝑘) ,

𝑡 ∈ {𝑘ℎ + 𝜏𝑘, 𝑘 = 0, 1, 2, . . .} .

(150)

Sampling the above system with period ℎ and defining𝑧(𝑘ℎ) = [𝑥𝑇(ℎ), 𝑢𝑇((𝑘 − 1)ℎ)]𝑇 yielded the following closed-
loop system:

𝑧 ((𝑘 + 1) ℎ) = Φ̃ (𝐾𝑖) 𝑧 (𝑘ℎ) ∀𝑖 = 1, 2, . . . , 𝑝. (151)
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Figure 1: A feedback control loop with network-induced delays.

A recent survey of the stabilization methods is reported in
[44].

11.2. Observer-Based Feedback Stabilization. An observer-
based stabilizing controller can be designed for networked
systems involving both random measurement and actuation
delays. The LTI plant under consideration was assumed to be
of the form

𝑥𝑝 (𝑘 + 1) = 𝐴𝑥𝑝 + 𝐵𝑢𝑝,
𝑦𝑝 = 𝐶𝑥𝑝, (152)

where 𝑥𝑝(𝑘) ∈ R𝑛 is the state vector and 𝑢𝑝(𝑘) ∈ R𝑚 and𝑦𝑝(𝑘) ∈ R𝑝 are the control input and output vectors of the
plant, respectively. The measurement subjected to random
communication delay is given by

𝑦𝑐 (𝑘) = (1 − 𝛿 (𝑘)) 𝑦𝑝 (𝑘) + 𝛿 (𝑘) 𝑦𝑝 (𝑘 − 𝜏𝑚𝑘 ) , (153)

where 𝜏𝑚𝑘 is the measurement delay, whose occurrence is
governed by the Bernoulli distribution, and 𝛿(𝑘) is Bernoulli
distributed sequence with

Prob {𝛿 (𝑘) = 1} = E {𝛿 (𝑘)} = 𝛿,
Prob {𝛿 (𝑘) = 0} = 1 − E {𝛿 (𝑘)} = 1 − 𝛿. (154)

The following observer-based controller is designedwhen
the full state vector is not available.

Observer

𝑥 (𝑘 + 1) = 𝐴𝑥 + 𝐵𝑢𝑐 (𝑘) + 𝐿 (𝑦𝑐 (𝑘) − 𝑦𝑐 (𝑘)) ,
𝑦𝑐 (𝑘) = (1 − 𝛿)𝐶𝑥 (𝑘) + 𝛿𝐶𝑥 (𝑘 − 𝜏𝑚𝑘 ) . (155)

Controller

𝑢𝑐 (𝑘) = 𝐾𝑥 (𝑘)
𝑢𝑝 = (1 − 𝛼) 𝑢𝑐 (𝑘) + 𝛼𝑢𝑐 (𝑘 − 𝜏𝑎𝑘 ) , (156)

where 𝑥(𝑘) ∈ R𝑛 is the estimate of system (152), 𝑦𝑐(𝑘) ∈ R𝑝

is the observer output, and 𝐿 ∈ R𝑛×𝑝 and 𝐾 ∈ R𝑚×𝑛 are
the observer gain and the controller gain, respectively. The
stochastic variable 𝛼, mutually independent of 𝛿, is also a
Bernoulli distributed white sequence with

Prob {𝛼 (𝑘) = 1} = E {𝛼 (𝑘)} = 𝛼,
Prob {𝛼 (𝑘) = 0} = 1 − E {𝛼 (𝑘)} = 1 − 𝛼, (157)

where 𝜏𝑎𝑘 is the actuation delay. It is assumed that 𝜏𝑎𝑘 and 𝜏𝑚𝑘
are time-varying and have the following bounded condition:

𝑑𝑚 ≤ 𝜏𝑚𝑘 ≤ 𝑑𝑚,
𝑑𝑎 ≤ 𝜏𝑎𝑘 ≤ 𝑑𝑎. (158)

The estimation error is defined by

𝑒 (𝑘) = 𝑥𝑝 (𝑘) − 𝑥 (𝑘) . (159)

This yields

𝑥𝑝 (𝑘 + 1) = [𝐴 + (1 − 𝛼) 𝐵𝐾] 𝑥𝑝 (𝑘)
− (1 − 𝛼) 𝐵𝐾𝑒 (𝑘) + 𝛼𝐵𝐾𝑥𝑝 (𝑘 − 𝜏𝑎𝑘 )
− 𝛼𝐵𝐾𝑒 (𝑘 − 𝜏𝑎𝑘 )
− (𝛼 − 𝛼) 𝐵𝐾𝑥𝑝 (𝑘)
+ (𝛼 − 𝛼) 𝐵𝐾𝑒 (𝑘)
+ (𝛼 − 𝛼) 𝐵𝐾𝑥𝑝 (𝑘 − 𝜏𝑎𝑘 )
− (𝛼 − 𝛼) 𝐵𝐾𝑒 (𝑘 − 𝜏𝑎𝑘 ) ,

𝑒 (𝑘 + 1) = [𝐴 − (1 − 𝛿) 𝐿𝐶] 𝑒 (𝑘)
− 𝛿𝐿𝐶𝑒 (𝑘 − 𝜏𝑚𝑘 )
+ (𝛿 − 𝛿) 𝐿𝐶𝑥𝑝 (𝑘)
− (𝛿 − 𝛿) 𝐿𝐶𝑥𝑝 (𝑘 − 𝜏𝑚𝑘 ) .

(160)
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Figure 2: Networked output-feedback control system.

System (160) is equivalent to the following compact form:

𝜀 (𝑘 + 1) = (𝐴 + 𝐴) 𝜀 (𝑘) + (𝐵 + 𝐵) 𝜀 (𝑘 − 𝜏𝑚𝑘 )
+ (𝐶 − 𝐶) 𝜀 (𝑘 − 𝜏𝑎𝑘 ) , (161)

where

𝜀 (𝑘) = [𝑥𝑇𝑝 (𝑘) 𝑒𝑇 (𝑘)]𝑇 ,
𝐴 = [𝐴 + (1 − 𝛼) 𝐵𝐾 − (1 − 𝛼) 𝐵𝐾

0 𝐴 − (1 − 𝛿) 𝐿𝐶] ,

𝐴 = [− (𝛼 − 𝛼) 𝐵𝐾 (𝛼 − 𝛼) 𝐵𝐾
(𝛿 − 𝛿) 𝐿𝐶 0 ] ,

𝐵 = [0 0
0 −𝛿𝐿𝐶] ,

𝐵 = [ 0 0
− (𝛿 − 𝛿) 𝐿𝐶 0] ,

𝐶 = [𝛼𝐵𝐾 −𝛼𝐵𝐾
0 0 ] ,

𝐶 = [(𝛼 − 𝛼) 𝐵𝐾 − (𝛼 − 𝛼) 𝐵𝐾
0 0 ] .

(162)

Remark 52. It is noted that a majority of the existing works
on the stability of NCS (in the framework of time-delay
approach) are reduced to some Lyapunov-based analysis of
systemswith uncertain and bounded time-varying delays; see
[44]. In the following sections, we will present alternative
approaches that will lead to improved results.

11.3. Lyapunov-Based Sampled-Data Stabilization. Three
main approaches have been used to the sampled-data control
and later to theNetworkedControl Systems (NCS), where the
plant is controlled via communication network:

(A) The first one is based on discrete-timemodels [70, 71].
This approach is not applicable to the performance

analysis (like the exponential decay rate) of the
resulting continuous-time closed-loop system.

(B) The second one is a time-delay approach, where
the system is modeled as a continuous-time system
with a time-varying sawtooth delay in the con-
trol input [8, 72–74]. The time-delay approach via
time-independent Lyapunov-Krasovskii functionals
or Lyapunov-Razumikhin functions leads to linear
matrix inequalities (LMIs) for analysis and design of
linear uncertain NCS.

(C) The third approach is based on the representation
of the sampled-data system in the form of impul-
sive model [72, 73]. Recently, the impulsive model
approach was extended to the case of uncertain
sampling intervals [75] by employing a discontinuous
Lyapunov function method, which improved the
existing Lyapunov-based results. Recently, the latter
result was recovered via an input-output approach
by application of the vector extension of Wirtinger’s
inequality [76].

Consider the continuous-time system depicted in Fig-
ure 2:

�̇� (𝑡) = 𝐴𝑥 (𝑡) + 𝐵𝑢 (𝑡) + 𝐸𝑤 (𝑡) ,
𝑧 (𝑡) = 𝐶1𝑥 (𝑡) + 𝐷1𝑢 (𝑡) , (163)

where 𝑥(𝑡) ∈ R𝑛 is the state, 𝑧(𝑡) ∈ R𝑟 is the signal to be
controlled or estimated, 𝑤(𝑡) ∈ R𝑞 is the disturbance, 𝑢(𝑡) ∈
R𝑚 is the control input, and 𝐴(𝑡) ∈ R𝑛×𝑛, 𝐵(𝑡) ∈ R𝑛×𝑚, 𝐶1 ∈
R𝑝×𝑛,𝐷1 ∈ R𝑝×𝑚, and 𝐸 ∈ R𝑛×𝑞 are system matrices.

In Figure 2, the sampler is time-driven, whereas the
controller and the Zero-Order Hold (ZOH) are event-driven
(in the sense that the controller and the ZOH update their
outputs as soon as they receive a new sample). For simplicity
in exposition, we assume that the measurement output𝑦(𝑠𝑘) ∈ R𝑝 is available at discrete sampling instants

0 = 𝑠0 < 𝑠1 < ⋅ ⋅ ⋅ < 𝑠𝑘 < ⋅ ⋅ ⋅ , lim
𝑘→∞

𝑠𝑘 = ∞, (164)

and it may be corrupted by a measurement noise signal V(𝑠𝑘):
𝑦 (𝑡) = 𝐶𝑥 (𝑡) + 𝐷𝑢 (𝑡) . (165)
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Figure 3: NCS timing diagram.

By considering nonuniform sampling, data packet drop-
outs can be accommodated. In this respect, 𝑦(𝑠𝑘), 𝑘 =0, 1, 2, . . ., correspond to the measurements that are not lost.
The timing diagram of the considered NCS with both delay
and packet dropout is shown in Figure 3, where 𝑠𝑘 = 𝑡𝑘 − 𝜆𝑘
accounts for the sampling time of the data that has not been
lost. In this setup, 𝑡𝑘 denotes the updating instant time of the
ZOH, and suppose that the updating signal at the instant 𝑡𝑘
has experienced a signal transmission delay 𝜆𝑘. Adopting the
approach of [75], we allow the delays 𝜆𝑘 to grow larger than𝑠𝑘+1 − 𝑠𝑘, provided that the sequence of input update times 𝑡𝑘
remains strictly increasing. This implies that if an old sample
gets to the destination after the most recent one, it should be
dropped.

The static output-feedback controller has a form

𝑢 (𝑡𝑘) = 𝐾𝑜𝑦 (𝑡𝑘 − 𝜆𝑘) , 𝑡𝑘 ≤ 𝑡 ≤ 𝑡𝑘+1, (166)

where 𝐾𝑜 is the controller gain and 𝑡𝑘+1 is the next updating
instant time of the ZOH after 𝑡𝑘. It is known that

𝑡𝑘+1 − 𝑡𝑘 + 𝜆𝑘 ≤ 𝜏𝑀, 0 ≤ 𝜆𝑘 ≤ 𝜆𝑀, 𝑘 = 0, 1, 2, . . . , (167)

where 𝜆𝑀 is a known upper bound on the network-induced
delays 𝜆𝑘 and 𝜏𝑀 denotes the maximum time span between
the time 𝑠𝑘 = 𝑡𝑘−𝜆𝑘 atwhich the state is sampled, and the time𝑡𝑘+1 at which next update arrives at the ZOH. Observe that
the sampling intervals and the numbers of successive packet
dropouts are uniformly bounded.

Within the foregoing representation, exponential stabil-
ity, state feedback, and static output-feedback results are
developed in [77].More elaborate results can be found in [74].

12. Interconnected Systems

We consider a class of linear systems S structurally composed
of 𝑛𝑠 coupled subsystems Sj depicted in Figure 4 andmodeled
by the state-space model:

�̇�𝑗 (𝑡) = 𝐴𝑗Δ𝑥𝑗 (𝑡) + 𝐴𝑑𝑗Δ𝑥𝑗 (𝑡 − 𝜏𝑗) + 𝐵𝑗Δ𝑢𝑗 (𝑡)
+ 𝑐𝑗 (𝑘) + Γ𝑗Δ𝑤𝑗 (𝑡) ,

Cj (interaction)

wj

uj

zj

yj

�휏j

Delay

Subsystem
Sj

Figure 4: Subsystem model.

𝑧𝑗 (𝑡) = 𝐺𝑗Δ𝑥𝑗 (𝑡) + 𝐺𝑑𝑗Δ𝑥 (𝑡 − 𝜏𝑗) + 𝐷𝑗Δ𝑢𝑗 (𝑡)
+ Φ𝑗Δ𝑤𝑗 (𝑡) ,

𝑦𝑗 (𝑡) = 𝐶𝑗Δ𝑥𝑗 (𝑡) + 𝐶𝑑𝑗Δ𝑥 (𝑡 − 𝜏𝑗) ,
𝑐𝑗 (𝑡) = 𝑛𝑠∑

𝑘=1

𝐹𝑗𝑘Δ𝑥𝑘 (𝑡) + 𝑛𝑠∑
𝑘=1

𝐸𝑗𝑘Δ𝑥𝑘 (𝑡 − 𝜂𝑗𝑘 (𝑡))
(168)

whose matrices are containing uncertainties which belong to
a real convex bounded polytopic model of the type

[[
[
𝐴𝑗Δ 𝐴𝑑𝑗Δ 𝐵𝑗Δ Γ𝑗Δ𝐺𝑗Δ 𝐺𝑑𝑗Δ 𝐷𝑗Δ Φ𝑗Δ𝐶𝑗Δ 𝐶𝑑𝑗Δ 𝐸𝑗𝑘Δ 𝐹𝑗𝑘Δ

]]
]
∈ Π𝜆

≜ {{{{{{{
[[
[
𝐴𝑗𝜆 𝐴𝑑𝑗𝜆 𝐵𝑗𝜆 Γ𝑗𝜆𝐺𝑗𝜆 𝐺𝑑𝑗𝜆 𝐷𝑗𝜆 Φ𝑗𝜆𝐶𝑗𝜆 𝐶𝑑𝑗𝜆 𝐸𝑗𝑘𝜆 𝐹𝑗𝑘𝜆

]]
]

= 𝑁∑
𝑠=1

𝜆𝑠 [[[
𝐴𝑗𝑠 𝐴𝑑𝑗𝑠 𝐵𝑗𝑠 Γ𝑗𝑠𝐺𝑗𝑠 𝐺𝑑𝑗𝑠 𝐷𝑗𝑠 Φ𝑗𝑠𝐶𝑗𝑠 𝐶𝑑𝑗𝑠 𝐸𝑗𝑘𝑠 𝐹𝑗𝑘𝑠

]]
]
, 𝜆𝑠 ∈ Λ

}}}}}}}
,

(169)
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where Λ is the unit simplex:

Λ ≜ {{{(𝜆1, . . . , 𝜆𝑁) :
𝑁∑
𝑗=1

𝜆𝑗 = 1, 𝜆𝑗 ≥ 0}}} . (170)

Define the vertex set N = {1, . . . , 𝑁}. We use {𝐴, . . . , Φ} to
imply generic system matrices and {𝐴𝑗, . . . , Φ𝑗, 𝑗 ∈ N} to
represent the respective values at the vertices.

In the absence of uncertainties, system (168) reduces to
the nominal state-space model

�̇�𝑗 (𝑡) = 𝐴𝑗𝑥𝑗 (𝑡) + 𝐴𝑑𝑗𝑥𝑗 (𝑡 − 𝜏𝑗 (𝑡)) + 𝐵𝑗𝑢𝑗 (𝑡)
+ 𝑐𝑗 (𝑡) + Γ𝑗𝑤𝑗 (𝑡) ,

𝑧𝑗 (𝑡) = 𝐺𝑗𝑥𝑗 (𝑡) + 𝐺𝑑𝑗𝑥𝑗 (𝑡 − 𝜏𝑗 (𝑡)) + 𝐷𝑗𝑢𝑗 (𝑡)
+ Φ𝑗𝑤𝑗 (𝑡) ,

𝑦𝑗 (𝑡) = 𝐶𝑗𝑥𝑗 (𝑡) + 𝐶𝑑𝑗𝑥𝑗 (𝑡 − 𝜏𝑗 (𝑡)) ,
𝑐𝑗 (𝑡) = 𝑛𝑠∑

𝑘=1

𝐹𝑗𝑘𝑥𝑘 (𝑡) + 𝑛𝑠∑
𝑘=1

𝐸𝑗𝑘𝑥𝑘 (𝑡 − 𝜂𝑗𝑘 (𝑡)) ,

(171)

where, for 𝑗 ∈ {1, . . . , 𝑛𝑠}, 𝑥𝑗(𝑡) ∈ R𝑛𝑗 is the state vector,𝑢𝑗(𝑡) ∈ R𝑚𝑗 is the control input, 𝑦𝑗(𝑡) ∈ R𝑝𝑗 is the measured
output, 𝑤𝑗(𝑡) ∈ R𝑞𝑗 is the disturbance input which belongs
toL2[0,∞), 𝑧𝑗(𝑡) ∈ R𝑞𝑗 is the performance output, 𝑐𝑗(𝑡) ∈
R𝑛𝑗 is the coupling vector, and 𝜏𝑗, 𝜂𝑗𝑘, 𝑗, 𝑘 ∈ {1, . . . , 𝑛𝑠}, are
unknown time-delay factors satisfying

0 ≤ 𝜏𝑗 (𝑡) ≤ 𝑗, ̇𝜏𝑗 (𝑡) ≤ 𝜇𝑗,
0 ≤ 𝜂𝑗𝑘 (𝑡) ≤ 𝑗𝑘, ̇𝜂𝑗𝑘 (𝑡) ≤ 𝜇𝑗𝑘, (172)

where the bounds 𝑗, 𝑗𝑘, 𝜇𝑗, 𝜇𝑗𝑘 are known constants in order
to guarantee smooth growth of the state trajectories. The
matrices 𝐴𝑗 ∈ R𝑛𝑗×𝑛𝑗 , 𝐵𝑗 ∈ R𝑛𝑗×𝑚𝑗 , 𝐷𝑗 ∈ R𝑞𝑗×𝑚𝑗 , 𝐴𝑑𝑗 ∈
R𝑛𝑗×𝑛𝑗 , Φ𝑗 ∈ R𝑞𝑗×𝑞𝑗 , Γ𝑗 ∈ R𝑛𝑗×𝑞𝑗 , 𝐶𝑗 ∈ R𝑝𝑗×𝑛𝑗 , 𝐶𝑑𝑗 ∈ R𝑝𝑗×𝑛𝑗 ,𝐺𝑗 ∈ R𝑞𝑗×𝑛𝑗 , 𝐺𝑑𝑗 ∈ R𝑞𝑗×𝑛𝑗 , 𝐹𝑗𝑘 ∈ R𝑛𝑗×𝑛𝑘 , and 𝐸𝑗𝑘 ∈ R𝑛𝑗×𝑛𝑘

are real and constants. The initial condition ⟨𝑥𝑗(0), 𝑥𝑗(𝑟)⟨=⟨𝑥𝑜𝑗, 𝜙𝑗⟨, 𝑗 ∈ {1, . . . , 𝑛𝑠}, where 𝜙𝑗(⋅) ∈ L2[−𝜏∗𝑗 , 0], 𝑗 ∈{1, . . . , 𝑛𝑠}. The inclusion of the terms 𝐴𝑑𝑗𝑥𝑗(𝑡 − 𝜏𝑗(𝑡)) and𝐸𝑗𝑘𝑥𝑘(𝑡 − 𝜂𝑗𝑘(𝑡)) is meant to emphasize the delay within each
subsystem (local delay) and among the subsystems (coupling
delay), respectively.

We develop new criteria for LMI-based characterization
of delay-dependent asymptotic stability andL2 gain analysis
which requires only subsystem information thereby assur-
ing decentralization. The criteria include some parameter
matrices aims at expanding the range of applicability of the
developed conditions. The following theorem establishes the
main result subsystem Sj.

Theorem 53. Give 𝑗 > 0, 𝜇𝑗 > 0, 𝑗𝑘 > 0, and 𝜇𝑗𝑘 > 0, 𝑗, 𝑘 =1, . . . , 𝑛𝑠. The family of nominal subsystems {S𝑗} with 𝑢𝑗(⋅) ≡ 0
where Sj is described by (171) is delay-dependent asymptotically
stable with L2-performance bound 𝛾𝑗, 𝑗 = 1, . . . , 𝑛𝑠, if

there exist positive-definite matrices P𝑗,Q𝑗,W𝑗,Z𝑘𝑗, 𝑘, 𝑗 =1, . . . , 𝑛𝑠, and parameter matrices Θ𝑗 and Υ𝑗 satisfying the
following LMIs for 𝑗 = 1, . . . , 𝑛𝑠

[[[[[[[[[[[[[[[[
[

Ξ𝑜𝑗 Ξ𝑎𝑗 −𝑗Θ𝑗 Ξ𝑐𝑗 P𝑗Γ𝑗 𝐺𝑡𝑗 𝑗𝐴𝑡𝑗W𝑗∙ −Ξ𝑚𝑗 −𝑗Υ𝑗 0 0 𝐺𝑡𝑑𝑗 𝑗𝐴𝑡𝑑𝑗W𝑗∙ ∙ −𝑗W𝑗 0 0 0 0
∙ ∙ ∙ −Ξ𝑛𝑗 0 0 𝑗 𝑛𝑠∑

𝑘=1

𝐸𝑘𝑗W𝑗

∙ ∙ ∙ ∙ −𝛾2𝑗 𝐼𝑗 Φ𝑡𝑗 𝑗Γ𝑡𝑗W𝑗∙ ∙ ∙ ∙ ∙ −𝐼𝑗 0
∙ ∙ ∙ ∙ ∙ ∙ −𝑗W𝑗

]]]]]]]]]]]]]]]]
]

< 0,

(173)

where

Ξ𝑜𝑗 = P𝑗 [𝐴𝑗 + 𝑛𝑠∑
𝑘=1

𝐹𝑘𝑗] + [𝐴𝑗 + 𝑛𝑠∑
𝑘=1

𝐹𝑘𝑗]
𝑡

P
𝑡
𝑗 + Θ𝑗

+ Θ𝑡𝑗 + Q𝑗 + 𝑛𝑠∑
𝑘=1

Z𝑘𝑗,
Ξ𝑚𝑗 = Υ𝑗 + Υ𝑡𝑗 + (1 − 𝜇𝑗)Q𝑗,
Ξ𝑎𝑗 = P𝑗𝐴𝑑𝑗 − Θ𝑗 + Υ𝑡𝑗 ,
Ξ𝑛𝑗 = 𝑛𝑠∑

𝑘=1

(1 − 𝜇𝑘𝑗)Z𝑘𝑗,
Ξ𝑐𝑗 = P𝑗

𝑛𝑠∑
𝑘=1

𝐸𝑘𝑗.

(174)

More detailed results can be found in [78].

13. Conclusions and Future Work

This paper has overviewed the research area of stability and
stabilization of systems with time-delayswith emphasis on the
following topics:

(i) Systems with time-delays constitute a good com-
promise between the too simple models with finite
dimension and the great complexity of PDEs. The
behavior features and the structural characteristics of
delay systems are particular enough to justify specific
techniques.

(ii) The main Lyapunov-based tools have to be used
developing robust stability in combination with
model transformations. Several extensions are antic-
ipated when examining different forms of Lyapunov-
Krasovskii functionals.

(iii) In the robust control area, existing results can be
generally subdivided into two classes:
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(C1) The first class consists in systems with input
or output delays (mainly, H∞ performance or
predictor-like techniques).

(C2) The second class in state delays (discrete or
distributed). The intersection of the two classes
is still to be addressed.

(iv) Many contemporary dynamical systems with afteref-
fect are still requiring further investigation: this is the
case, for instance, of delay systems with strong non-
linearities, as well as time-varying or state-dependent
delays.

(v) There are classes of nonlinear dynamical systems with
delays including jump systems, fuzzy systems, and
switched systems inviting additional research efforts.

(vi) Recently, a surge of interests has been recently arisen
regarding Wirtinger-based integral inequality and
augmented Lyapunov-Krasovskii functionals [79–
83].The ensuing results triggered recent development
in the time-delay system stability. Further discussions
and assessments of these results and related issues
suggest attractive research directions at least from the
computational standpoint.

(vii) The class of uncertain nonlinear networked systems
with both multiple stochastic time-varying commu-
nication delays and multiple packet dropouts was
addressed in [84] for filtering design and in [85] for
reliable control. A promising research direction is to
extend the role of delay patterns to alternative forms.
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Consensus of first-order and second-order multiagent systems has been wildly studied. However, the convergence of high-order
(especially the third-order to the sixth-order) state variables is also ubiquitous in various fields. The paper handles consensus
problems of high-ordermultiagent systems in the presence ofmultiple time delays. Obtained by a novel frequency domain approach
which properly resolves the challenges associated with nonuniform time delays, the consensus conditions for the first-order and
second-order systems are proven to be nonconservative, and those for the third-order to the sixth-order systems are provided in
the form of simple inequalities. The method revealed in this article is applicable to arbitrary-order systems, and the results are less
conservative than those based on Lyapunov approaches, because it roots in sufficient and necessary criteria of stabilities. Simulations
are carried out to validate the theoretical results.

1. Introduction

Consensus problems of multiagent systems have foundmany
applications in the fields that hold great promise, including
(but not limited to) biosciences, robotics, and computer
sciences. Consensus is the agreement regarding a certain
quality of interest on specific states of all the agents, which
is widely demanded in the engineering applications. The
research on consensus problems has lasted for decades. Vari-
ous techniques are developed to solve consensus problems of
numerous multiagent systems [1–23].

This paper addresses the consensus control problems
of high-order multiagents systems with nonuniform time
delays. One motivation for studying high-order systems is
to achieve accurate control of complex motion: for example,
when performing consensus motion that requires abrupt
change of heading, a team of vehicles shouldmaintain consis-
tency of acceleration (as well as position and velocity) among
them by controlling the third-order state (acceleration),
while lower-order (first-order and second-order) consensus
protocols are usually designed for more regular motion (e.g.,

rectilinear [16] and rotational [23] motion). Besides high-
order dynamics [3–9], nonlinearities [1, 2, 24], time delays
[8–21, 24, 25] and fuzziness [26, 27] also bring complexities to
the control systems, which often lead to difficulties in stability
analysis.

A novel frequency-domain-basedmethod is developed to
challenge the system complexities and derive the consensus
conditions. Comparing to the universal stability analysis
tool Lyapunov approaches, frequency domain methods are
more possibly conducing to less conservative results as it
roots in sufficient and necessary stability criteria. On the
other hand, Lyapunov approaches applied inmany literatures
yield consensus conditions in the form of Linear Matrix
Inequalities (LMIs) [7–9], while with frequency domain
methods authors of [12–16, 22] as well as this note obtain
consensus conditions in the form of inequalities which
are more perspicuous and simple to calculate. However,
frequency domain methods are limited to linear and time-
invariant systems, and consequently most of the aforemen-
tioned articles [1–11, 24, 25] especially those coping with
nonlinear and high-order systems have adopted Lyapunov
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approaches instead.Moreover, both high-order dynamics and
nonuniform time delays give rise to dramatic increment of
the systems’ dimensionality, whichmakes it a knotty problem.
In existing literatures, methods based on the properties of
nonnegative matrices [17, 18] and Nyquist stability theories
[19–21] are introduced as alternative stability analysis tools.

The main idea of the proposed approach is to transform
the high-order systems’ dynamics into high-degree poly-
nomials with respect to hypothetically existing imaginary
eigenvalues of the systems. By studying the monotonicity of
the polynomials and their derivatives, consensus conditions
can be figured out in the form of inequalities. The present
work first brings out sufficient consensus conditions for
the first-order to sixth-order nonuniformly delayed systems
which are most likely to apply to practical engineering
applications [28]: if all the delays are bounded by a given value
and all the parameters agree to corresponding inequalities,
the systems can achieve consensus and in addition, for the
sake of nonconservativeness, the paper provides stronger
conditions for the first-order and second-order systems by
thorough derivation: the states converge when all the delays
are bounded by a given value but diverge when all the delays
exceed that value.

Literature [29] has proposed a high-order nonlinear con-
sensus tracking algorithm with unmeasurable system states
which applies to wide-range multiagent systems and proven
the achievement of consensus by constructing Lyapunov
functions, while time delays are not considered. In [9], Zhang
et al. have solved average consensus problem of high-order
multiagent system with time-varying delays and provided
stability conditions in the form of LMIs via a Lyapunov-
Krasovskii approach. The authors of [19] have derived nec-
essary and sufficient consensus conditions for large-scale
high-order linear multiagent systems with heterogeneous
communication delays by using the generalized Nyquist
criterion; however, the derived consensus conditions are set-
valued graphical conditions, and inequality conditions are
only derived for the first-order system. The previous work in
[30] has studied consensus motion of delayed second-order
multiagent systems by a nonconservative frequency-domain-
based method, while this article will present stationary con-
sensus conditions for more complex high-order multiagent
systems.

The remainder of this note is organized as follows:
Section 2 states the consensus problemwith the help of graph
theory; Section 3 presents the main results by demonstrating
the stability analysis; Section 4 depicts the selected simula-
tion experiments; Section 5 draws conclusions with future
research directions.

2. Problem Statement

This section starts with some definitions and results in graph
theory.

Consider an 𝑛-agent system. The communication net-
work topology among them is represented by an undirected
graphG(V,E,A), which consists of a set of nodesV = {𝑠𝑖},𝑖 ∈ I = {1, 2, . . . , 𝑛}, a set of edgesE ⊆V×V, and aweighted

adjacency matrix A = [𝑎𝑖𝑗], where 𝑎𝑖𝑖 = 0 and 𝑎𝑖𝑗 = 𝑎𝑗𝑖 ≥ 0
(forG is undirected). 𝑎𝑖𝑗 > 0 if and only if there exists an edge𝑒𝑖𝑗 ∈ E between the 𝑖th and 𝑗th nodes, which implies that they
can get information from each other. The set of neighbors of
node 𝑠𝑖 is denoted by𝑁𝑖 ≜ {𝑠𝑗 ∈ V : 𝑒𝑗𝑖 ∈ E}. The Laplacian
corresponding to the graph G is defined as 𝐿𝜎 ≜ [ℓ𝑖𝑗], whereℓ𝑖𝑖 = ∑𝑛𝑗=1 𝑎𝑖𝑗 and ℓ𝑖𝑗 = −𝑎𝑖𝑗, 𝑖 ̸= 𝑗. A path is a sequence of
indexed edges 𝑒𝑘1𝑘2 , 𝑒𝑘2𝑘3 , . . ., where 𝑒𝑘𝑖𝑘𝑖+1 ∈ E. If there is a
path between every pair of nodes in graph G, the graph is
said to be connected. The following lemma is given by [31].

Lemma 1. If the undirected graph G is connected, then its
Laplacian 𝐿𝜎 has one singleton zero eigenvalue (with eigenvec-
tor 1), and the rest 𝑛 − 1 eigenvalues of 𝐿𝜎 are all positive.

Consider an 𝑙th-order multiagent system consisting of 𝑛
agents. The dynamics of the 𝑖th agent (𝑖 ∈ I) is

�̇�(0)𝑖 (𝑡) = 𝜓(1)𝑖 (𝑡) ,...
�̇�(𝑙−2)𝑖 (𝑡) = 𝜓(𝑙−1)𝑖 (𝑡) ,
�̇�(𝑙−1)𝑖 (𝑡) = 𝑢𝑖 (𝑡) ,

(1)

where 𝜓(𝑘)𝑖 ∈ R is the 𝑘th state variable of the 𝑖th agent, 𝑘 =0, 1, . . . , 𝑙 − 1, and 𝑢𝑖(𝑡) ∈ R is the control input. Let 𝜓𝑖 ≜[𝜓(0)𝑖 , 𝜓(1)𝑖 , . . . , 𝜓(𝑙−1)𝑖 ]𝑇 be the state vector of the 𝑖th agent; we
assume that the initial conditions are 𝜓(0)𝑖 (𝑠) = 𝜓(0)𝑖 (0) and𝜓(𝑘)𝑖 (𝑠) = 𝜓(𝑘)𝑖 (0) = 0, 𝑘 = 1, 2, . . . , 𝑙 − 1, for 𝑠 ∈ (−∞, 0].
The control input 𝑢𝑖(𝑡) is said to solve the consensus problem
asymptotically, if and only if lim𝑡→+∞[𝜓𝑖(𝑡) − 𝜓𝑗(𝑡)] = 0 for
all 𝑖, 𝑗 ∈ I.

In [8], a discrete-time control input was introduced as

𝑢𝑖 (𝑘) = −𝑙−1∑
𝑗=1

𝑝𝑗𝜓(𝑗)𝑖 (𝑘)
− ∑
𝑠𝑗∈𝑁𝑖(𝑘)

𝑎𝑖𝑗 (𝑘) [𝜓(0)𝑖 (𝑘) − 𝜓(0)𝑗 (𝑘 − 𝜏𝑖𝑗)] . (2)

In this paper, we introduce an continuous-time consensus
algorithm for system (1) with multiple time delays, and the
input delays are supposed to occur. The protocol is

𝑢𝑖 (𝑡) = −𝑙−1∑
𝑗=1

𝑝𝑗𝜓(𝑗)𝑖 (𝑡)
− ∑
𝑠𝑗∈𝑁𝑖

𝑎𝑖𝑗 [𝜓(0)𝑖 (𝑡 − 𝜏𝑖𝑗) − 𝜓(0)𝑗 (𝑡 − 𝜏𝑖𝑗)] , (3)

for any 𝑖 ∈ I, where 𝑝𝑗 > 0 for 𝑗 = 1, 2, . . . , 𝑙 − 1; 𝑎𝑖𝑗 > 0
denotes the edge weight, and 𝜏𝑖𝑗 = 𝜏𝑗𝑖 is the time delay for
the 𝑖th agent to get the state information of the 𝑗th agent. We
assume that the system has𝑀 different time delays, denoted
by 𝜏𝑚 ∈ (𝜏𝑖𝑗, 𝑖, 𝑗 ∈ I(𝑚 = 1, 2, . . . ,𝑀).
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Let 𝜓(𝑡) ≜ [𝜓1(𝑡), 𝜓2(𝑡), . . . , 𝜓𝑛(𝑡)], and

𝐴 ≜
[[[[[[[[[[[

0 1 0 0 00 0 1 0 0... d d d 0
0 ... 0 0 10 −𝑝1 . . . −𝑝𝑙−2 −𝑝𝑙−1

]]]]]]]]]]]
∈ R𝑙×𝑙,

𝐵 ≜ [[[[[[[

0 0 . . . 0... ... ... ...0 0 . . . 01 0 . . . 0
]]]]]]]
∈ R𝑙×𝑙.

(4)

Under the control input given by (3), the network dynamics
of the multiagent system becomes

�̇� (𝑡) = (𝐼𝑛 ⊗ 𝐴)𝜓 (𝑡) − 𝑀∑
𝑚=1

(𝐿𝜎𝑚 ⊗ 𝐵)𝜓 (𝑡 − 𝜏𝑚) (5)

with the initial condition 𝜓(𝑠) = 𝜓(0), 𝑠 ∈ (−∞, 0], where𝐿𝜎𝑚 denotes the Laplacian of a subgraph associated with the
delay 𝜏𝑚. Clearly, 𝐿𝜎 = ∑𝑀𝑚=1 𝐿𝜎𝑚. If all the time delays are
equal to zero, system (5) could be rewritten as�̇� (𝑡) = (𝐼𝑛 ⊗ 𝐴 − 𝐿𝜎 ⊗ 𝐵)𝜓 (𝑡) . (6)

This paper assumes that the graphG is always connected
and undirected.

3. Main Results

The following lemma presents a sufficient condition for the
stability of high-degree polynomials given by [32], which is
helpful in the present work.

Lemma 2. Consider a polynomial 𝑓(𝑥) = 𝑎0 + 𝑎1𝑥 + ⋅ ⋅ ⋅ +𝑎𝑛𝑥𝑛, where 𝑎𝑘 > 0, 𝑘 = 0, 1, . . . , 𝑛, 𝑛 ≥ 3, with coefficients of
determination defined as

𝜇𝑖 ≜ 𝑎𝑖−1𝑎𝑖+2𝑎𝑖𝑎𝑖+1 , (7)

if all the coefficients of determination satisfy that 𝜇𝑖 < 𝛽/2 ≈0.4655, where 𝑖 = 1, 2, . . . , 𝑛 − 2, 𝑛 ≥ 3, and 𝛽 is the only real
root of equation

𝛽34 + 𝛽2 + 𝛽 − 2 = 0; (8)

then all the roots of 𝑓(𝑥) = 0 have negative real parts.
Let Φ ≜ 𝐼𝑛 ⊗ 𝐴 − 𝐿𝜎 ⊗ 𝐵 (9)

and suppose that the eigenvalues of 𝐿𝜎 are 0 = 𝜆1 < 𝜆2 ≤𝜆3 ≤ ⋅ ⋅ ⋅ ≤ 𝜆𝑛 according to Lemma 1.

Assumption 3. Assume for 𝑙 ≥ 3 that all 𝑝𝑗 > 0 (𝑗 =1, 2, . . . , 𝑙 − 1) satisfy the following:𝑝𝑙−1𝑝𝑙−2 > 3𝑝𝑙𝑝𝑙−3𝑝𝑙−2𝑝𝑙−3 > 3𝑝𝑙−1𝑝𝑙−4...𝑝3𝑝2 > 3𝑝4𝑝1𝑝2𝑝1 > 2.15𝑝3𝜆𝑛,
(10)

where 𝑝𝑙 = 1 and 𝜆𝑛 is the largest eigenvalue of 𝐿𝜎.
Under Assumption 3, the following lemma can be proven.

Lemma 4. Matrix Φ has a singleton zero eigenvalue and all
other eigenvalues have negative real parts if Assumption 3 is
satisfied.

Proof. According to Lemma 1, there exists an orthogonal
matrix𝑊, such that𝑊𝑇𝐿𝜎𝑊 = diag {0, 𝜆2, . . . , 𝜆𝑛} , (11)

and then it follows that(𝑊 ⊗ 𝐼𝑙)𝑇Φ(𝑊 ⊗ 𝐼𝑙)= diag {𝐴, 𝐴 − 𝜆2𝐵, . . . , 𝐴 − 𝜆𝑛𝐵} . (12)

Through simple calculations, the eigenpolynomial of (𝐴 −𝜆𝑗𝐵) could be obtained; then we get

det (𝑠𝐼2 − 𝐴 + 𝜆𝑗𝐵) = 𝑠𝑙 + 𝑙−1∑
𝑖=1

𝑝𝑖𝑠𝑖 + 𝜆𝑗 = 0. (13)

To simplify the following statements, let𝑝𝑙 = 1, and (13) could
be written as

𝑙∑
𝑖=1

𝑝𝑖𝑠𝑖 + 𝜆𝑗 = 0. (14)

For the first-order system, since 𝑙 = 1, it is evident that −𝜆𝑗
are the eigenvalues of the system; thus the lemma is proven.
For the second-order system, (14) becomes 𝑠2 + 𝑝1𝑠 + 𝜆𝑗 = 0
and its roots are −𝑝1 ± √𝑝21 − 4𝜆𝑗2 . (15)

If 𝑝21 < 4𝜆𝑗, the real part of (15) is −𝑝1/2 < 0, and when 𝑝21 ≥4𝜆𝑗, (15) apparently is a pair of nonpositive real numbers, and
the bigger one equals zero if and only if 𝜆𝑗 = 0; then the
lemma is proven.

When 𝑙 ≥ 3, note that 𝑝𝑖 > 0 for 𝑖 = 1, 2, . . . , 𝑙, and 𝜆𝑛
is the largest eigenvalue of 𝐿𝜎. It is apparent that 3 > 2.15 >2.1482 ≈ 1/0.4655; according to Lemma 2, (10) is a group of
more conservative condition, which ensures that all the roots
of (14) have negative real parts except that there exists one
singleton zero root for 𝜆𝑗 = 0. Thus, matrixΦ has a singleton
zero eigenvalue and all its other 𝑛 ∗ 𝑙 − 1 eigenvalues have
negative real parts.
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Remark 5. Lemma 4 has shown that each of the nondelayed
multiagent systems given by (6) has all its eigenvalues on the
open LHP except one equals zero.That implies that system (6)
is stable, and all the states of each agent will reach a common
value. The existence of the only zero root indicates that only
the first-order state variable of each agent reaches a value that
is decided by the initial state and all the other high-order state
variables return to zero at last; that is, if all 𝜏𝑚 = 0, multiagent
system (5) will reach consensus.

By analyzing the effect of nonuniform time delays on the
stability of the systems, we will give a proof to the ensuing
theorem.

Theorem 6. Consider 𝑙th-order (𝑙 = 1, 2, . . . , 6) system given
by (5) that satisfies Assumption 3, and the following inequalities
(16), (17), and (18) are satisfied for 𝑙 = 4, 5, 6, respectively:

𝑝2 > 𝜆𝑛√𝑝3𝑝1 + 2𝑝1𝑝3 . (16)

𝑝1 > 14 (𝑝2𝑝4)
2

(17)

𝑝1 > max{𝑝54 (𝑝2𝑝4)
2 , 𝜆𝑛√ 3𝑝4} . (18)

Define functions 𝜃𝑙(𝜔) and 𝑇𝑙(𝜔) (𝑙 = 1, 2, . . . , 6) as follows:
𝜃𝑙 (𝜔) ≜ arg [𝐹𝑙 (𝜔)] = arg[− 𝑙∑

𝑖=1

(−𝑗𝜔)𝑖 𝑝𝑖]
∈ (0, 2𝜋] , (19)

𝑇𝑙 (𝜔) ≜ 1𝜔𝜃𝑙 (𝜔) , (20)

where 𝐹𝑙(𝜔) is defined in (27). If all 𝜏𝑚 satisfy 𝜏𝑚 < 𝜏 for 𝑙th-
order multiagent system, where

𝜏
=
{{{{{{{{{{{{{{{

𝑇𝑙 (𝜆𝑛) 𝑙 = 1𝑇𝑙 (√𝜆𝑛/𝑝2) 𝑙 = 2, 3𝑇𝑙 (√2𝜆𝑛/𝑝2) 𝑙 = 4
min {𝑇𝑙 (√2𝜆𝑛/𝑝2) , 𝑇𝑙 (√𝑝𝑙−2/ (𝑙 − 3))} 𝑙 = 5, 6,

(21)

then control input (3) can solve the consensus problem of system
(5).

Proof. Consider the network of high-order multiagents with
nonuniform time delays. Let Ψ(𝑠) = 𝐺−1𝜏 Ψ(0), where Ψ(𝑠) is
the Laplace transform of 𝜓(𝑡), and

𝐺𝜏 (𝑠) = 𝑠𝐼𝑛×𝑙 − (𝐼𝑛 ⊗ 𝐴) + 𝑀∑
𝑚=1

(𝐿𝜎𝑚 ⊗ 𝐵) 𝑒−𝜏𝑚𝑠. (22)

According to the foregoing discussions, to study the stability
of the delayed system, we only need to investigate the values

of 𝜏𝑚 that guarantee the existence of nonzero roots of 𝐺𝜏(𝑠)
on imaginary axis, which represents the crossing of the
characteristic roots from the stable region to the unstable
one.The roots of characteristic polynomials such as𝐺𝜏(𝑠) are
hereinafter referred to as “the eigenvalues of the system.”

Suppose 𝑠 = 𝑗𝜔 ̸= 0 is an imaginary root of 𝐺𝜏(𝑠), and𝑢 = 𝑢1⊗[1, 0, . . . , 0]𝑇+𝑢2⊗[0, 1, . . . , 0]𝑇+⋅ ⋅ ⋅+𝑢𝑙⊗[0, 0, . . . , 1]𝑇
is a corresponding eigenvector, where ‖𝑢‖ = 1, 𝑢𝑖 ∈ C𝑛, 𝑖 =1, 2, . . . , 𝑛. Then we have

[𝑗𝜔𝐼𝑛×𝑙 − (𝐼𝑛 ⊗ 𝐴) + 𝑀∑
𝑚=1

(𝐿𝜎𝑚 ⊗ 𝐵) 𝑒−𝑗𝜔𝜏𝑚]𝑢 = 0. (23)

Note that all the complex roots of each 𝐺𝜏(𝑠) appeared in
conjugated pairs; we only need to study the situation that𝜔𝑞 > 0. Since all of the first 𝑙 − 1 elements of the vector
obtained by calculating the left part of (23) are equal to zero,
we get 𝑗𝜔𝑢𝑖 = 𝑢𝑖+1, (24)

for all 𝑖 = 1, 2, . . . , 𝑙 − 1. Multiplied by 𝑢∗ (the conjugate
transpose of 𝑢) on the left side of the left part of (23), and
with (24) substituted, we obtain

𝑀∑
𝑚=1

𝛼𝑚𝑒−𝑗𝜔𝜏𝑚 + 𝑙∑
𝑖=1

(𝑗𝜔)𝑖 𝑝𝑖 = 0, (25)

where 𝑝𝑙 = 1, and
𝛼𝑚 = 𝑢∗ (𝐿𝜎𝑚 ⊗ 𝐼𝑙) 𝑢𝑢∗𝑢 . (26)

Rewrite (25) as
𝑀∑
𝑚=1

𝛼𝑚𝑒𝑗𝜔𝜏𝑚 = − 𝑙∑
𝑖=1

(−𝑗𝜔)𝑖 𝑝𝑖 ≜ 𝐹𝑙 (𝜔) . (27)

Take modulus of both sides of (27); then, we have

𝑀𝑙 (𝜔) ≜ 𝐹𝑙 (𝜔) = 
𝑀∑
𝑚=1

𝛼𝑚𝑒𝑗𝜔𝜏𝑚  ≤

𝑀∑
𝑚=1

𝛼𝑚
= 𝑢∗ (𝐿𝜎 ⊗ 𝐼𝑙) 𝑢𝑢∗𝑢 ≤ 𝜆𝑛.

(28)

Another necessary condition of (27) is

arg( 𝑀∑
𝑚=1

𝛼𝑚𝑒𝑗𝜔𝜏𝑚) = arg [𝐹𝑙 (𝜔)] = 𝜃𝑙 (𝜔) . (29)

As 𝜔𝜏𝑚 > 0, 𝜃𝑙(𝜔) should be discussed in the positive
interval (0, 2𝜋]. From (29), it is obvious that

𝜃𝑙 (𝜔) = arg( 𝑀∑
𝑚=1

𝛼𝑚𝑒𝑗𝜔𝜏𝑚) ≤ max {𝜔𝜏𝑚} . (30)

Define

𝑅𝑙 (𝜔) ≜ Im [𝐹𝑙 (𝜔)]
Re [𝐹𝑙 (𝜔)] = tan [𝜃𝑙 (𝜔)] , (31)
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where Im(𝑐) and Re(𝑐) denote the imaginary part and real
part of the complex number 𝑐, respectively. 𝑅𝑙(𝜔) is an access
to 𝜃𝑙(𝜔).

Consider the first-order system; then, we have 𝐹1(𝜔) =0 + 𝑗𝜔 and 𝑅1(𝜔) = 𝜔/0. It is apparent that 𝜃1(𝜔) = 𝜋/2,
and𝑀1(𝜔) = 𝜔; according to (28), we should only consider𝜔 ≤ 𝜆𝑛; if we set all 𝜏𝑚 < 𝜏 = 𝑇1(𝜆𝑛) = 𝜋/(2𝜆𝑛), then𝜔𝜏𝑚 < 𝜆𝑛𝜏 = 𝜋/2 = 𝜃1 (𝜔) , (32)

which contradicts (30). Then when all 𝜏𝑚 < 𝜏, the first-order
system is impossible to have an imaginary eigenvalue which
presents the first contact of the eigenvalues from the stable
region to the unstable one. Hence the system is still stable
then, and it can reach consensus, and the theorem is proven
for 𝑙 = 1.

Unlike 𝜃1(𝜔), 𝜃𝑙(𝜔) (𝑙 ≥ 2) are not a fixed value. But we
have found that the derivatives of 𝑅𝑙(𝜔) (2 ≤ 𝑙 ≤ 6) listed
below are negative values when Assumption 3 is applied:

𝑅2 = −𝑝1𝑝2(𝑝2𝜔)2 < 0,
𝑅3 = −𝑝2𝑝3𝜔2 − 𝑝1𝑝2(𝑝2𝜔)2 < 0,
𝑅4 = −𝑝3𝑝4𝜔4 − (𝑝2𝑝3 − 3𝑝1𝑝4) 𝜔2 − 𝑝1𝑝2(𝑝2𝜔 − 𝑝4𝜔3)2 < 0,
𝑅5 = −𝑝4𝑝5𝜔6 − (𝑝3𝑝4 − 3𝑝2𝑝5) 𝜔4 − (𝑝2𝑝3 − 3𝑝1𝑝4) 𝜔2 − 𝑝1𝑝2(𝑝2𝜔 − 𝑝4𝜔3)2 < 0,
𝑅6 = −𝑝5𝑝6𝜔8 − (𝑝4𝑝5 − 3𝑝3𝑝6) 𝜔6 − (𝑝3𝑝4 − 3𝑝2𝑝5 + 5𝑝1𝑝6) 𝜔4 − (𝑝2𝑝3 − 3𝑝1𝑝4) 𝜔2 − 𝑝1𝑝2(𝑝2𝜔 − 𝑝4𝜔3)2 < 0.

(33)

𝑅𝑙 < 0 means that 𝑅𝑙 = tan[𝜃𝑙(𝜔)] are monotonically de-
creasing with the growth of 𝜔. Then it can be deduced
that the arguments 𝜃𝑙(𝜔) also decrease monotonically and
continuously because the values of 𝐹𝑙(𝜔) vary smoothly.
Evidently, we have

lim
𝜔→0+

𝑅𝑙 = 𝑝1𝜔 + 𝑜 (𝜔)𝑝2𝜔2 + 𝑜 (𝜔) = +∞, (34)

for 𝑙 ≥ 2, which implies that the arguments 𝜃𝑙(𝜔) start at 𝜋/2
when 𝜔 → 0+.

By investigating the locus of 𝐹6(𝜔) on a complex plane,
we have found that the value of the argument 𝜃6(𝜔) first
falls from 𝜋/2, tending to 0; as the trajectory of 𝐹6(𝜔)
passes from the first quadrant to the fourth, 𝜃6(𝜔) does
not really turn negative but jumps to 2𝜋 instead and then
it falls again, without second “jump” to perform. Similar
phenomena occur in the other high-order systems when 𝑙 <6; in each system, the argument 𝜃𝑙(𝜔)performs a jump atmost
once and no jumps for some of these systems, such as the
second-order system, because the real and imaginary parts
of 𝐹2(𝜔) are always positive when 𝜔 > 0. The trajectories of𝐹2(𝜔) and𝐹6(𝜔) on the complex plane are shown in Figure 1 to
give evidence of the variation on their arguments. For those
whose arguments perform jumps, we consider the value of
each 𝜃𝑙(𝜔) in two continuous intervals: (0, 𝜋/2) and (0, 2𝜋].

For 𝑙 = 2, 3, if 𝜔 > √𝜆𝑛/𝑝2 then Re[𝐹𝑙(𝜔)] = 𝑝2𝜔2 > 𝜆𝑛
and𝑀𝑙(𝜔) > 𝜆𝑛, which we do not want. Thus, 𝜃𝑙(√𝜆𝑛/𝑝2) is
the minimum to consider. Then 𝑝1𝜔 − 𝑝3𝜔3 > 0 holds when

𝑙 = 3, which implies 𝜃3(𝜔) ∈ (0, 𝜋/2). Setting all 𝜏𝑚 < 𝜏 =𝑇𝑙(√𝜆𝑛/𝑝2), we have
𝜔𝜏𝑚 < √𝜆𝑛𝑝2 𝑇𝑙(√𝜆𝑛𝑝2) = 𝜃𝑙(√𝜆𝑛𝑝2) < 𝜃𝑙 (𝜔) , (35)

which contradicts (30); then by the same idea of the proof for
the first-order system, the theorem for 𝑙 = 2, 3 is proven.

Investigate the following parabola when 𝜔 ∈ [√2𝜆𝑛/𝑝2,√𝑝2/𝑝4 − 2𝜆𝑛/𝑝2]:
𝜉 (𝜔) = −𝑝4𝜔4 + 𝑝2𝜔2 − 𝜆𝑛. (36)

Apparently, its maximal value comes at the point when𝜔 = √𝑝2/2𝑝4. According to the symmetry of parabolas,𝜉(√2𝜆𝑛/𝑝2) = 𝜉(√𝑝2/𝑝4 − 2𝜆𝑛/𝑝2) are the minima of 𝜉(𝜔).
According to Assumption 3 that 𝑝2/𝑝4 > 3𝑝1/𝑝3 > 6𝜆𝑛/𝑝2,
which implies 𝑝22 > 4𝜆𝑛𝑝4, we have
𝜉(√2𝜆𝑛𝑝2) = 2𝜆𝑛 − 4𝑝4 𝜆

2
𝑛𝑝22 − 𝜆𝑛 = 𝜆𝑛𝑝22 (𝑝22 − 4𝜆𝑛𝑝4)> 0. (37)

Thus, 𝜉(𝜔) ≥ 𝜉(√2𝜆𝑛/𝑝2) > 0. Then we have 𝑀𝑙(𝜔) ≥
Re[𝐹𝑙(𝜔)] ≥ 𝑝2𝜔2−𝑝4𝜔4 > 𝜆𝑛 for 𝑙 ≥ 4, when 𝜔 ∈ [√2𝜆𝑛/𝑝2,√𝑝2/𝑝4 − 2𝜆𝑛/𝑝2].

Let𝐹𝑙(𝜔0) be the first contact of its trajectory from the first
quadrant to the fourth, as is shown in Figure 1. We analyze 𝜔
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in two intervals: (0, 𝜔0) and [𝜔0, +∞). Obviously, 𝜔0 is the
smallest positive real root of Im[𝐹𝑙(𝜔0)] = 0.

Consider the interval 𝜔 < 𝜔0. If 𝜔0 ∈ (√2𝜆𝑛/𝑝2,√𝑝2/𝑝4 − 2𝜆𝑛/𝑝2), then 𝜃𝑙(√2𝜆𝑛/𝑝2) would be smaller than
the minimal possible value of 𝜃𝑙(𝜔) to satisfy (27), because𝑀(𝜔) > 𝜆𝑛 if√2𝜆𝑛/𝑝2 < 𝜔 < 𝜔0.

Taking the fourth-order system into account, we have

𝜔0 = √𝑝1𝑝3 ∈ (√2𝜆𝑛𝑝2 , √ 𝑝2𝑝4 − 2𝜆𝑛𝑝2 ) . (38)

According to (16), one can obtainIm[𝐹4(√𝑝2𝑝4 − 2𝜆𝑛𝑝2)]


= 𝑝3√𝑝2𝑝4 − 2𝜆𝑛𝑝2 (𝑝2𝑝4 − 2𝜆𝑛𝑝2 − 𝑝1𝑝3)
> 𝑝3√𝑝1𝑝3 (𝑝2𝑝4 − 2𝑝1𝑝3) = √𝑝3𝑝1 (𝑝2𝑝4 − 2𝑝1𝑝3)> 𝜆𝑛,

(39)

where 𝑝4 = 1. Because |Im[𝐹4(𝜔)]| = 𝑝3𝜔3 − 𝑝1𝜔 is mono-
tonically increasing when 𝜔 ≥ 𝜔0, we have |Im[𝐹4(𝜔)]| >

|Im[𝐹4(√𝑝2/𝑝4 − 2𝜆𝑛/𝑝2)]| > 𝜆𝑛 for 𝜔 > √𝑝2/𝑝4 − 2𝜆𝑛/𝑝2.
Then we know that𝑀4(𝜔) > 𝜆𝑛 holds if 𝜔 > √2𝜆𝑛/𝑝2. The
only situation that needs to be considered is 𝜔 ≤ √2𝜆𝑛/𝑝2,
where 𝜃𝑙(√2𝜆𝑛/𝑝2) is the smallest value of 𝜃𝑙(𝜔); if we set all𝜏𝑚 < 𝜏 = 𝑇4(√2𝜆𝑛/𝑝2), it can be obtained that

𝜔𝜏𝑚 < √2𝜆𝑛𝑝2 𝑇𝑙(√2𝜆𝑛𝑝2 ) = 𝜃𝑙(√2𝜆𝑛𝑝2 ) < 𝜃𝑙 (𝜔) , (40)

which brings about the impossibility of (30) and provides the
fourth-order system with consensus achievement.

For 𝑙 = 5, 6, Im[𝐹𝑙(𝜔)] = 𝑝1𝜔 − 𝑝3𝜔3 + 𝑝5𝜔5, then
𝜔0 = √𝑝3 − √𝑝23 − 4𝑝1𝑝52𝑝5 . (41)

Comparing 𝜔20 and 𝑝2/𝑝4 − 2𝜆𝑛/𝑝2, we have
(𝑝2𝑝4 − 2𝜆𝑛𝑝2 ) −(𝑝3 − √𝑝

2
3 − 4𝑝1𝑝52𝑝5 )

= √( 𝑝32𝑝5)
2 − 𝑝1𝑝5 − ( 𝑝32𝑝5 − 𝑝2𝑝4 + 2𝜆𝑛𝑝2 ) .

(42)

According to (17) and (18), 4 − 𝑝5𝑝22/𝑝1𝑝24 > 0, so that
[( 𝑝32𝑝5)

2 − 𝑝1𝑝5] − ( 𝑝32𝑝5 − 𝑝2𝑝4 + 2𝜆𝑛𝑝2 )
2

= 𝑝1𝑝5 [(2𝑝2𝑝3𝑝1𝑝4 − 6) + 4𝑝5𝜆𝑛𝑝1𝑝2 (𝑝2𝑝4 − 𝜆𝑛𝑝2 ) + (4 − 𝑝5𝑝
2
2𝑝1𝑝24) + (1 − 2𝑝3𝜆𝑛𝑝1𝑝2 )] > 0

(43)

under Assumption 3. Thus (42) is also positive, which means𝜔0 < √𝑝2/𝑝4 − 2𝜆𝑛/𝑝2. When 𝜔 < 𝜔0, if we set all 𝜏𝑚 <𝑇𝑙(√2𝜆𝑛/𝑝2), for 𝑙 = 5, 6, (30) is impossible.
Consider the interval 𝜔 ≥ 𝜔0. Evidently, when 𝜔 ≥√𝑝3/2 > √𝑝2/𝑝4, |Re[𝐹5(𝜔)]| = 𝑝4𝜔4 − 𝑝2𝜔2 is mono-

tonically increasing, According to Assumption 3, we have𝑝2𝑝3 > 18𝜆𝑛. Then

Re[𝐹5 (√𝑝32 )]
 = 𝑝4𝑝

3
34 − 𝑝2𝑝32 > 3𝑝2𝑝34 − 𝑝2𝑝32

= 𝑝2𝑝34 > 𝜆𝑛. (44)

Therefore, all 𝜏𝑚 < 𝑇𝑙(√𝑝3/2) would make (30) impossible
when 𝜔 ≥ 𝜔0. As is described in Theorem 6, if all 𝜏𝑚 <
min{𝑇𝑙(√2𝜆𝑛/𝑝2), 𝑇𝑙(√𝑝3/2)}, the consensus problem of the
fifth-order system is solved.

Likewise, for 𝑙 = 6, according to (18) we have
Re[𝐹6 (√𝑝43 )] − 𝜆𝑛
= √𝑝43 [𝑝1 − 𝑝3𝑝43 + 𝑝5 (𝑝43 )2] − 𝜆𝑛
= (√𝑝43 )3 [13 (𝑝5𝑝4 − 3𝑝3)] + (𝑝1√𝑝43 − 𝜆𝑛)
> 0;

(45)

when 𝜔 > √𝑝4/3 > √𝑝3/𝑝5, Re[𝐹6(𝜔)] is a monotonically
increasing function. Since Re[𝐹6(√𝑝4/3)] > 𝜆𝑛 is positive
already, 𝑀6(𝜔) would be further greater than 𝜆𝑛 as the
growth of 𝜔 has passed through √𝑝4/3 where the sit-
uation should be ignored. Consequently, if all 𝜏𝑚 <
min{𝑇𝑙(√2𝜆𝑛/𝑝2), 𝑇𝑙(√𝑝4/3)}, the sixth-order system is sta-
ble, and the theorem is proven out.
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Figure 1: The trajectories of 𝐹2(𝜔) and 𝐹6(𝜔) on the complex plane.

Remark 7. Despite the fact that it is difficult to present
a general solution in the form of inequality to consensus
problems of all high-order multiagent systems because the
monotonicity of each high-degree polynomial that the solu-
tion relies on requires specialized derivation to figure out,
the process of deriving the consensus conditions for the first-
to-sixth-order systems has demonstrated a general approach,
with which one can work out consensus conditions for an
arbitrary-order system. Moreover, by further calculation, we
provide stronger consensus conditions for the first-order and
second-order multiagent systems in the following theorem.

Theorem 8. Consider the first-order and second-order multi-
agent system (5) with the control input (3) (𝑙 = 1, 2); then, the
systems reach consensus if all the delays 𝜏𝑚 < 𝜏𝑙, where𝜏1 = 𝜋2𝜆𝑛 ,

𝜏2 = √ 2√𝑝41 + 4𝜆2𝑛 − 𝑝21
⋅ arctan(√ 2𝑝21√𝑝41 + 4𝜆2𝑛 − 𝑝21).

(46)

Moreover, if all the delays 𝜏𝑚 ≥ 𝜏𝑙, the systems will be unstable,
and the agents will fail to reach consensus.

Proof. For the first-order multiagent system, we have already
proven in Theorem 6 that 𝜏𝑚 < 𝜏1 is a sufficient condition
for the system to reach consensus. If all 𝜏𝑚 = 𝜏1, 𝑗𝜆𝑛 is the
imaginary eigenvalue and its corresponding eigenvector 𝑢 is
the one ensuring | ∑𝑀𝑚=1 𝛼𝑚| = 𝜆𝑛 ≜ 𝜔1. With these values
substituted into (27) (𝑙 = 1), the equation

𝑀∑
𝑚=1

𝛼𝑚𝑒𝑗𝜔1𝜏1 = 𝐹1 (𝜔1) (47)

holds true; that is, 𝜏1 is the “delay margin” equal to which the
delays of the first-order system present the first contact of the
eigenvalues from the stable region to the unstable one. When
all the delays exceed the delay margin, the systems will be
unstable, because there then exist eigenvalues in the unstable
region (the RHP). The instabilities become stronger and the
delays get greater distances exceeding the delay margin.
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Figure 2: Two communication topologies of the 4-agent system.

For 𝑙 = 2, 𝑀2(𝜔) = √𝜔4 + 𝑝21𝜔2. Let 𝜔∗ =
√(√𝑝41 + 4𝜆2𝑛 − 𝑝21)/2 be the only positive root of 𝑀2(𝜔) =𝜆𝑛; thus𝑀2(𝜔) ≤ 𝜆𝑛 as long as 𝜔 ≤ 𝜔∗. Owing to the decline
of 𝜃(𝜔), we can set all 𝜏𝑚 < 𝜃(𝜔∗)/𝜔∗ = 𝜏2 to avoid the
possibility of (27) (𝑙 = 2). Therefore the sufficiency of the
condition has been proven. By the same principle as that for
the first-order system, 𝜏2 is also the delay margin bringing
about the failure of the system to reach consensus.

4. Numerical Simulations

In this section, some simulations are provided to illustrate the
theoretical results obtained by the previous analysis.

Consider a multiagent system consisting of 4 agents.
Figure 2 shows two different communication topologies
described with undirected graphs G1 and G2, respectively.
With three different time delays on each connection, G1
presents the simplest connected topology, while G2 having
six different time delays displays full connectivity. All the
delays are marked with 𝜏𝑖𝑗, where 𝑖 and 𝑗 are the indices of
the connected agents. Suppose the weight of each edge on
both graphs is 1; then, for G1, 𝜆𝑛 ≈ 3.4142, and, for G2,𝜆𝑛 = 4. Selected experiments will be carried out to validate
the obtained results on 4-agent systems with both topologies
illustrated byG1 andG2.

For a third-order multiagent system with simply con-
nected graph G1, set 𝑝1 = 9 and 𝑝2 = 6; thus 𝜏 = 1.43
according to Theorem 6. Let 𝜏12 = 1.42, 𝜏23 = 1.40, and 𝜏34 =1.38. Seen from the simulation results shown in Figure 3, it
is apparent that agents have reached consensus. And for the
systemwith topologyG2 showing full connectivity, let 𝑝1 = 9
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Figure 3: The trajectories of agents in the third-order system (the topology isG1).
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Figure 4: The trajectories of agents in the third-order system (the topology isG2).
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Figure 5: The trajectories of agents in the sixth-order system (the topology isG1).
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Figure 6: The trajectories of agents in the sixth-order system (the topology isG2).
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Figure 7: The trajectories of agents in the second-order system (the topology isG1).
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Figure 8: The trajectories of agents in the second-order system (the topology isG2).

and 𝑝2 = 6, and then one gets 𝜏 = 1.2729. With time delays𝜏12 = 1.27, 𝜏23 = 1.26, 𝜏34 = 1.25, 𝜏14 = 1.24, 𝜏13 = 1.23, and𝜏24 = 1.22, simulation results are depicted in Figure 4, where
the consensus achievement recurs.

For a sixth-order system connected asG1, the parameters𝑝1 = 12, 𝑝2 = 27, 𝑝3 = 40, 𝑝4 = 28, and 𝑝5 = 12 yield𝜏 = 0.51. Figure 5 has shown that the consensus achievement
is guaranteed, where 𝜏12 = 0.50, 𝜏23 = 0.48, and 𝜏34 = 0.46.
With connections in G2, the system reaches consensus as
shown in Figure 6, where 𝑝1 = 12, 𝑝2 = 27, 𝑝3 = 35, 𝑝4 = 28,
and𝑝5 = 12 and time delays 𝜏12 = 0.47, 𝜏23 = 0.46, 𝜏34 = 0.45,𝜏14 = 0.44, 𝜏13 = 0.43, and 𝜏24 = 0.42 which are bounded by𝜏 = 0.4713 calculated according toTheorem 6.

To examine Theorem 8, we set 𝑝1 = 0.4 for the second-
order system. According to Theorem 8, for G1, the delay
margin 𝜏 = 0.1181. Two groups of delays are set: 𝜏12 =0.11, 𝜏23 = 0.10, 𝜏34 = 0.09, which are bounded by the delay
margin, and 𝜏12 = 0.12, 𝜏23 = 0.13, 𝜏34 = 0.14, which exceed
the delay margin. The results are shown in Figure 7: the first
two figures are the trajectories of agents when time delays
are bounded, which indicates that and consensus is reached;
the last two figures are the trajectories of agents when all
time delays exceed the delay margin, where the system is

unstable. These phenomena have attested the theorem. And
for G2, similar experiment is carried out: the delay margin
is obtained as 𝜏 = 0.1007, and then, respectively, gives the
bounded delays 𝜏12 = 0.10, 𝜏23 = 0.09, 𝜏34 = 0.08, 𝜏14 =0.07, 𝜏13 = 0.06, and 𝜏24 = 0.05 and the exceeded delays𝜏12 = 0.101, 𝜏23 = 0.104, 𝜏34 = 0.107, 𝜏14 = 0.11, 𝜏13 = 0.113,
and 𝜏24 = 0.116. As shown in Figure 8, the simulation results
validate the theorem again.

5. Conclusions

This paper has studied consensus problem of high-order
multiagent systems with nearest-neighbor control rules in
the presence of nonuniform time delays. For each delayed𝑙th-order (𝑙 = 1, 2, . . . , 6) system, a sufficient condition
has been provided in the form of inequalities and, for the
first-order and second-order system, consensus conditions
have been presented in the form of delay margins, which
are less conservative and simpler in calculation than the
existing results by Lyapunov methods in the form of LMIs.
Numerical simulations on systems with two sets of different
topologies have been carried out to testify the theorems. The
simulation results show that the selected experiments have
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reached expected effect: the systems achieve consensus under
given conditions.

Future research will seek solutions to consensus problems
of nonuniformly delayed high-order systems with directed
topologies by applying this method. The main challenge is
the calculation of 𝐹𝑙(𝜔)’s arguments (see (27)), because the
eigenvalues of systems with directed topologies are complex
values even in the absence of time delays and it is hard to
tell the relationship among the arguments of several complex
values and their summation.
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In this paper, we consider the consensus control problem for a multiagent system (MAS) consisting of integrator dynamics with
input and output time delays. First, we investigate a consensus condition for theMAS with a linear controller and without any delay
compensation. We then propose a consensus controller with a state predictor to compensate the effect of time delay.The consensus
condition for this controller is derived and investigated. Finally, we present an example of solving the consensus control problem for
two-wheel mobile robots with feedback loops that pass through a computer network with time delays. To demonstrate the validity
of the predictor-based controller, we conduct experiments with two-wheel mobile robots and present the results.

1. Introduction

Achieving cooperative control of robotic systems is of
increasing interest andhas attracted a great attention in recent
years. There are many potential applications for multirobot
systems, including unmanned aerial vehicles, satellite clus-
ters, automated highways, and search and rescue operations.
Control tasks for robotic systems include consensus [1, 2],
flocking [3–5], formation control [6, 7], and tracking [8–
10]. Of these, consensus constitutes a fundamental prob-
lem for the coordination control of distributed systems.
Since cooperativemultirobot systems rely on communication
between robots in order to collaborate, time delays due to
communication through networks and computations are a
problem that cannot be neglected. Time delays in general
can degrade system performance or even destroy stability.
When each robot is considered to be an individual agent,
multirobot systems can be considered multiagent systems
(MASs). Here, we consider the consensus problem of MASs
with time delay.

For nonlinear systems with input delay, Oguchi and
Nijmeijer [11] proposed a delay compensation method with a
state predictor based on anticipating synchronization. Several
studies [1, 12–16] have focused on the consensus problem
in a MAS with time delay. The papers [12, 13] showed the

upper bound of allowable input time delay under which
consensus could be achieved. We attempt to consider both
input and output time delay due to both communication
and computation. In this study, we first introduce a linear
time-delay control protocol with a corresponding consensus
condition, similar to that in [12]. The consensus condition is
used to give the consensus region of the allowable time delay
corresponding to coupling strength. To compensate the time-
delay effect, we focus on using a prediction control scheme for
MASs with input and output time delays to allow the system
to achieve consensus. A previously proposed state predictor-
based controller for nonlinear systems with time delay is
based on anticipating synchronization [11]. Kojima et al. used
it for a tracking-control problem with time delay [17], as did
Alvarez-Aguirre et al. [18]. In our previous work [2], we used
a controller based on this predictor [11] to solve the consensus
problem of MASs in undirected graph networks with time
delay and derived the corresponding consensus condition. In
this paper, by extending the results, we show that the system
achieves the average consensus, and the MASs with directed
communication graph can also achieve consensus under the
consensus condition. To show the validity of the obtained
results, wemake the experiments in amultirobot systemwith
the proposed controllers to solve the consensus problem of
the coordinates of mobile robots.
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This article is organized as follows. In Section 2, we
introduce consensus problems for networks of dynamic
agents with input and output time delays and show the
necessary and sufficient conditions with linear coupling
without the predictor to achieve consensus. We then propose
a predictor-based consensus controller, for which we derive
the necessary and sufficient conditions. Simulation results are
presented in Section 3. Section 4 shows experimental results
of nonholonomic mobile robots with input and output time
delays to show the effectiveness of the proposed control
scheme. Finally, Section 5 contains our conclusions.

2. Problem Formulation

Consider a network that consists of 𝑁 identical integrator
agents with invariant input and output time delays given as
the following dynamics:

ẋ𝑖 (𝑡) = u𝑖 (𝑡 − 𝜏in𝑖 )
y𝑖 (𝑡) = x𝑖 (𝑡 − 𝜏out𝑖 )

for 𝑖 = 1, 2, . . . , 𝑁.
(1)

Here x𝑖 = [𝑥1𝑖, 𝑥2𝑖, . . . , 𝑥𝑛𝑖]𝑇 ∈ R𝑛, y𝑖 = [𝑦1𝑖, 𝑦2𝑖, . . . , 𝑦𝑛𝑖]𝑇 ∈
R𝑛, and u𝑖 = [𝑢1𝑖, 𝑢2𝑖, . . . , 𝑢𝑛𝑖]𝑇 ∈ R𝑛 denote the state,
output, and input vectors of the 𝑖th agent, respectively. 𝜏in𝑖
and 𝜏out𝑖 ∈ R+ separately denote the input and output delays
corresponding to agent 𝑖.

For this system, the consensus problem is formulated as
follows.

Definition 1 (consensus problem). For multiagent system (1)
with input and output time delays, the consensus problem is
to find a control protocol tomake the states of all agents reach
agreement such that x𝑖(𝑡) = x𝑗(𝑡) for all 𝑖, 𝑗 ∈ {1, . . . , 𝑁} as𝑡 → ∞.

Following the consensus control protocol proposed by
[12], we assume that these agents are interconnected by the
following controller:

u𝑖 (𝑡) = − ∑
𝑗∈N𝑖

𝑘𝑖𝑗 (y𝑖 (𝑡) − y𝑗 (𝑡)) (2)

for 𝑖 = 1, . . . , 𝑁, where 𝑘𝑖𝑗 ∈ R+ denotes the coupling
strength between agents 𝑖 and 𝑗.N𝑖 denotes the set of agents
adjacent to agent 𝑖, which means these agents are connected
to agent 𝑖 in the network topology. We now introduce some
definitions about a graphG. 𝐿(G) is the Laplacian matrix of a
graphG corresponding to the network topology constructed
by the interconnection of the agents. If the information
communication between agent 𝑖 and 𝑗 is bidirectional, the
graphG is undirected, and the corresponding Laplacian 𝐿(G)
has the following entries:

ℓ𝑖𝑗 =
{{{{{{{{{

−1 if 𝑗 ∈ N𝑖

0 if 𝑗 ∉ N𝑖, 𝑗 ̸= 𝑖N𝑖 if 𝑗 = 𝑖.
(3)

It is well known that the bidirectional graph Laplacian 𝐿(G) is
diagonalized and has a zero eigenvalue, and𝑁−1 positive real
eigenvalues such as 0 = 𝜆0 < 𝜆1 ≤ ⋅ ⋅ ⋅ ≤ 𝜆𝑁−1 corresponding
to the 𝑁 agents system.

Assuming that 𝜏in𝑖 = 𝜏out𝑖 = 𝜏, each round-trip time delay
is given by 2𝜏 for 𝑖 = 1, . . . , 𝑁. All coupling strengths are
identical and denoted as 𝑘. Controller (2) is simplified as

u (𝑡) = −𝑘 (𝐿 (G) ⊗ I𝑛) y (𝑡) , (4)

where ⊗ denotes the Kronecker product of two matrices and
y = [y𝑇1 , y𝑇2 , . . . , y𝑇𝑁]𝑇 ∈ R𝑛𝑁 and u = [u𝑇1 , u𝑇2 , . . . , u𝑇𝑁]𝑇 ∈
R𝑛𝑁 denote the output vector and the input vector, respec-
tively.

The dynamics of the total system can then be derived as

ẋ (𝑡) = −𝑘 (𝐿 (G) ⊗ I𝑛) x (𝑡 − 2𝜏) , (5)

where x = [x𝑇1 , . . . , x𝑇𝑁]𝑇 ∈ R𝑛𝑁 denotes the state vector. The
initial condition of the states is given as x(𝜃) = 𝜑(𝜃) (−2𝜏 ≤𝜃 ≤ 0), where 𝜑(𝜃) ∈ 𝐶([−2𝜏, 0],R𝑛𝑁).

Therefore, from the stability of system (5), the following
consensus condition is proven following the results of Olfati-
Saber and Murray [12].

Theorem 2. Assume that each system (1) is interconnected
by (2) with a coupling strength 𝑘 and constant input and
output time delay 𝜏. The constructed network topology is fixed,
undirected, and connected. If the pair (𝑘, 𝜏) satisfies

0 < 𝑘𝜏 < 𝜋4𝜆𝑁−1 , (6)

the delayed system achieves consensus. Here 𝜆𝑁−1 is the
maximum eigenvalue of 𝐿(G) for an 𝑁-agents system.

Rewriting 𝑘𝜆𝑁−1 as 𝑘, pairs of (𝑘, 𝜏) satisfying 0 < 𝜏 <𝜋/4𝑘 can stabilise the delayed system.Thus, 𝜏 has amaximum
value boundary corresponding to each value of 𝑘. In general,
if the number of agents increases, 𝜆𝑁−1 corresponding to
the network structure also tends to increase. Based on 𝑘 =𝑘/𝜆𝑁−1, for a fixed time delay 𝜏, 𝑘 decreases as 𝜆𝑁−1 increases,
and this slows the convergence rate.Therefore, this condition
means that the convergence rate gets slower as the number
of agents and the allowable delay increases. To overcome this
problem, in the next section, we propose a state predictor-
based controller that can counteract the effect of 𝜆𝑁−1.

Moreover, if the graph is undirected and connected, [12]
shows that MAS without time delays achieve the consensus,
and the consensus solution is given as the average of the states
of all agents; that is, Ave(𝑥(𝑡)) = (1/𝑁)∑𝑁𝑖=1 x𝑖(𝑡). In [19], the
necessary and sufficient condition for an average consensus
problem for MAS with nonuniform and asymmetric time
delay is given. From these results, we know that the MAS
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in Theorem 2 achieves the average consensus and that the
consensus value is given as

𝛼 fl
1𝑇𝑁 ⊗ I𝑛𝑁 {𝜑 (0) + ∫0

−2𝜏
(𝐿 (G) ⊗ I𝑛) 𝜑 (𝑠) 𝑑𝑠}

= 1𝑇𝑁 ⊗ I𝑛𝑁 𝜑 (0) ,
(7)

where 1𝑁 = [1, . . . , 1]𝑇 ∈ R𝑁.

3. Main Results

Based on the MAS (1) with controller (2), we propose a
controller with a state predictor based on anticipating syn-
chronization for the consensus control of agents. We present
the consensus controller and discuss its stability problem in
this section.

3.1. State Predictor-Based Controller. Anticipating synchro-
nization is a kind of master-slave synchronization. The
predictor is constituted by the given system dynamics and
coupling of the difference of the system output and delayed
predictor states. The dynamics of this predictor can be stated
as follows:

̇̂y (𝑡) = u (𝑡) − 𝑘𝑝 (ŷ (𝑡 − 2𝜏) − y (𝑡)) , (8)

where 𝑘𝑝 ∈ R+ is the prediction gain. Meanwhile, ŷ = [ŷ𝑇1 ,. . . , ŷ𝑇𝑁]𝑇 ∈ R𝑛𝑁, where ŷ𝑖(𝑡) = [𝑦1𝑖(𝑡), . . . , 𝑦𝑛𝑖(𝑡)]𝑇 ∈ R𝑛, 𝑖 ∈{1, . . . , 𝑁} denotes the predicted outputs. The initial condi-
tion of the predicted states is given as ŷ(𝜃) = 𝜙(𝜃) (−2𝜏 ≤ 𝜃 ≤0), where 𝜙(𝜃) ∈ 𝐶([−2𝜏, 0],R𝑛𝑁). Then, using the output of
the predictor instead of the output of the actual system, the
main controller is given as

u (𝑡) = −𝑘 (𝐿 (G) ⊗ I𝑛) ŷ (𝑡) . (9)

Controller (9) with state predictor (8) compensates the
effect of time delays at input and output. If the predictor
has prior knowledge of the initial states of the system, the
prediction error always remains 0, and the predictor can
predict the exact future value of the states of the system.
Thereafter, the total system is shown as

ẋ (𝑡) = u (𝑡 − 𝜏) ,
y (𝑡) = x (𝑡 − 𝜏) ,
u (𝑡) = −𝑘 (𝐿 (G) ⊗ I𝑛) ŷ (𝑡) ,
̇̂y (𝑡) = u (𝑡) − 𝑘𝑝 (ŷ (𝑡 − 2𝜏) − y (𝑡)) .

(10)

3.2. Consensus Condition. As we use a predictor to predict
the states, it is important to prove that the prediction error
converges to 0. The prediction error is defined as

ê (𝑡) = ŷ (𝑡 − 𝜏) − x (𝑡) . (11)

When the prediction error ŷ(𝑡−𝜏)−x(𝑡) converges to zero,
this means that ŷ(𝑡) estimates the exact future value of x(𝑡),

which is x(𝑡 + 𝜏). The time-delay 2𝜏 is totally compensated at
this time.

With the use of (8) and (9), the dynamics of prediction
error can be obtained as

̇̂e (𝑡) = −𝑘𝑝ê (𝑡 − 2𝜏) . (12)

To derive the necessary and sufficient conditions such
that the whole system converges to consensus, we consider
the coordinate transformation as follows:

e𝑠 (𝑡) = [[
[
𝑁∑
𝑖=1

x𝑖 (𝑡)
e (𝑡)

]]
]

=
[[[[[[
[

x1 (𝑡) + ⋅ ⋅ ⋅ + x𝑁 (𝑡)
x1 (𝑡) − x2 (𝑡)...
x1 (𝑡) − x𝑁 (𝑡)

]]]]]]
]

= (M0 ⊗ I𝑛) x (𝑡) ,

(13)

where

M0 =
[[[[[[
[

1 1 ⋅ ⋅ ⋅ 1
1 −1 0
... d

1 0 −1

]]]]]]
]

∈ R
𝑁×𝑁 (14)

and e(𝑡) = [x1(𝑡) − x2(𝑡), . . . , x1(𝑡) − x𝑁(𝑡)]𝑇 denotes the syn-
chronization error. Substituting (8), (9), and (11) for the
derivative of (13), we obtain the following dynamics:

ė𝑠 (𝑡) = −𝑘 (M0𝐿 (G)M−10 ⊗ I𝑛) e𝑠 (𝑡)
− 𝑘 (M0𝐿 (G) ⊗ I𝑛) ê (𝑡) . (15)

The prediction error dynamics (12) and the dynamics (15) can
be rewritten in a matrix form as

[ė𝑠 (𝑡)̇̂e (𝑡) ] = [0 0
0 −𝑘𝑝][e𝑠 (𝑡 − 2𝜏)

ê (𝑡 − 2𝜏) ]

+ [−𝑘 (M0𝐿 (G)M−10 ⊗ I𝑛) −𝑘 (M0𝐿 (G) ⊗ I𝑛)0 0 ] [e𝑠 (𝑡)
ê (𝑡) ] .

(16)

From this equation, the consensus condition is given in
the following theorem.

Theorem 3. Assume that each agent (1) is controlled by
predictor (8) and controller (9) with gain 𝑘, constant input and
output time delay 𝜏 and prediction gain 𝑘𝑝. The constructed
network topology is fixed, undirected, and connected. Then, if
the pair (𝑘𝑝, 𝜏) and 𝑘 satisfy

𝑘 > 0,
0 < 𝑘𝑝𝜏 < 𝜋4 , (17)

the MAS achieves consensus.
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Proof. The proof is given for the stability of the total synchro-
nization error dynamics (16). After the Laplace transforma-
tion, the characteristic equation of (16) can be derived as

det[
[
𝑠I𝑛𝑁 + 𝑘 (M0𝐿 (G)M−10 ⊗ I𝑛) 𝑘 (M0𝐿 (G) ⊗ I𝑛)

0 𝑠I𝑛𝑁 + 𝑘𝑝 (e−2𝜏𝑠I𝑛𝑁)]]
= det (𝑠I𝑛𝑁 + 𝑘 (M0𝐿 (G)M−10 ) ⊗ I𝑛)
⋅ det (𝑠I𝑛𝑁 + 𝑘𝑝 (e−2𝜏𝑠I𝑛𝑁)) = 0.

(18)

Tomake the equation hold, one of the above determinates
should be equal to 0. As can be seen, the first determinant
of (18) represents the synchronization error, and the latter
represents the prediction error. Tomake both errors converge
to 0, all solutions satisfying the following equationsmust have
negative real parts:

det (𝑠I𝑛𝑁 + 𝑘 (M0𝐿 (G)M−10 ) ⊗ I𝑛) = 0,
det (𝑠I𝑛𝑁 + 𝑘𝑝 (e−2𝜏𝑠I𝑛𝑁)) = 0. (19)

Since 𝐿(G) for a fixed, undirected, and connected graph is a
symmetric real matrix and for the eigenvalues it holds that0 < 𝜆1 ≤ ⋅ ⋅ ⋅ ≤ 𝜆𝑁−1, the term of the first equation in (19)
satisfies the following results:

PM0𝐿 (G)M−10 P−1 =
[[[[[[
[

0 0 ⋅ ⋅ ⋅ 00 𝜆1 ⋅ ⋅ ⋅ 0
... ... d

...
0 0 ⋅ ⋅ ⋅ 𝜆𝑁−1

]]]]]]
]

, (20)

where P ∈ R𝑁×𝑁 is the matrix that transforms M0𝐿(G)M−10
into the diagonalized form. Thus, the first equation can be
written as 𝑠 + 𝑘𝜆𝑖 = 0, 𝑖 = 1, . . . , 𝑁 − 1. To make 𝑠 have
negative real part, we get the condition 𝑘 > 0 from the first
equation.

For the second equation, we consider the smallest value
of 𝜏, such that 𝑠 = 𝑗𝜔, which has a zero real part on the
imaginary axis. Then we have

𝜔 − 𝑘𝑝 sin (𝜔𝜏) = 0,
𝑘𝑝 cos (𝜔𝜏) = 0. (21)

Assuming 𝜔 > 0, we can get 𝜔𝜏 = (𝜋/2) + 2𝑘𝜋, 𝑘 =0, 1, . . . , 𝑁 and 𝜔 = 𝑘𝑝. Since the delay-free system is
described by 𝑠 + 𝑘𝑝 = 0 (which is exponentially stable for𝑘𝑝 > 0), and the continuity of eigenvalues for LTI systems
holds, the roots of the dynamics of the second equation of
(19) lie on the open left half-plane.Therefore, from the second
equation, we get 0 < 𝑘𝑝𝜏 < 𝜋/2.

The first condition corresponds to the consensus condi-
tion for the systemwithout delay, and the second comes from
the stability of the prediction error. This discussion means

that the synchronization-based predictor is an extension of
the full-state observer, and a counterpart of the separation
principle holds for the stability of the system with the
synchronization-based predictor.

Comparedwith the consensus condition (6) ofTheorem 2,
the ranges of both 𝑘 and 𝜏 are extended.The coupling strength𝑘 is independent of time delay in Theorem 3 and 𝑘𝑝 < 𝜋/4𝜏
holds for any constant 𝜏. Moreover, if the prediction error
is not zero, both 𝑘 and 𝑘𝑝 affect the convergence rate. If the
predictor has prior knowledge of the initial condition, 𝑘 is the
only influence factor for the convergence rate.We can choose
a larger value of 𝑘 in order to make the system converge to
consensus faster.

Remark 4. It is known that a directed graph contains a
directed spanning tree, if and only if the corresponding graph
Laplacian 𝐿(G) always has one zero eigenvalue and 𝑁 − 1
eigenvalues that have positive real parts [20]. In this network
topology, the MAS satisfying inequalities (17) can also reach
a consensus.

Concerning the average value of agent states, we have the
following results.

Theorem 5. Consider that the system with agent (1) satisfies
Theorem 3, so that the MAS achieves consensus. This MAS
achieves average consensus for any initial states 𝜑(0) ∈ R𝑛𝑁

and the consensus solution is given as

𝛼𝑝 fl
1𝑇𝑁 ⊗ I𝑛𝑁 𝜑 (0) . (22)

Proof. The total system can be summarised as

ẋ (𝑡) = −𝑘 (𝐿 (G) ⊗ I𝑛) ŷ (𝑡 − 𝜏) ,
̇̂y (𝑡) = −𝑘 (𝐿 (G) ⊗ I𝑛) ŷ (𝑡)

− 𝑘𝑝 (ŷ (𝑡 − 2𝜏) − x (𝑡 − 𝜏)) .
(23)

Following the method shown in [19], we consider the
following functional vector 𝐹1 : 𝐶([−𝜏, 0],R𝑛𝑁) → R𝑛:

𝐹1 (x𝑡) = 1𝑁 (1𝑇N ⊗ I𝑛)
⋅ (x (𝑡) + ∫𝑡

𝑡−𝜏
−𝑘 (𝐿 (G) ⊗ I𝑛) ŷ (𝑠) 𝑑𝑠)

= 1𝑁 (1𝑇𝑁 ⊗ I𝑛) x (𝑡) ,
(24)

where x𝑡 ∈ 𝐶([−𝜏, 0],R𝑛𝑁) represents the solution x(𝑡) ∈
R𝑛𝑁 on the time interval [𝑡−𝜏, 𝑡] such that x𝑡(𝑠) = x(𝑡+𝑠), 𝑠 ∈[−𝜏, 0]. Since this graph Laplacian 𝐿(G) is a symmetric zero
column-sum matrix, 1𝑇𝑁𝐿(G) = 0 holds. Thus, the integral
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Figure 1: Network structures for three and four agents.

term is vanished in (24).The time-derivative of (24) along the
solution of (23) is given as

𝑑𝑑𝑡𝐹1 (x𝑡) = 1𝑁 (1𝑇𝑁 ⊗ I𝑛)
⋅ (x (𝑡) + ∫𝑡

𝑡−𝜏
−𝑘 (𝐿 (G) ⊗ I𝑛) ŷ (𝑠) 𝑑𝑠)

= 1𝑁 (1𝑇𝑁 ⊗ I𝑛) (−𝑘 (𝐿 (G) ⊗ I𝑛) ŷ (𝑡 − 𝜏)) = 0.
(25)

Therefore, the functional vector 𝐹1(x𝑡) is time-invariant,
and the value always equals the average of the initial state x(0)
given as

𝐹1 (x𝑡) = 1𝑇𝑁 ⊗ I𝑛𝑁 I𝑛𝑁 (1𝑁 ⊗ 𝛼𝑝) = 𝛼𝑝
= 1𝑇𝑁 ⊗ I𝑛𝑁 𝜑 (0) .

(26)

3.3. Simulation Results. By using controller (9) and predictor
(8), we can obtain the simulation results for the system (10)
of three and four agents, respectively, connected by networks
in Figure 1.

The graph Laplacian 𝐿(G1) for three agents is

𝐿 (G1) = [[
[

2 −1 −1
−1 1 0
−1 0 1

]]
]

(27)

and the corresponding eigenvalues are 𝜆𝑖 = [0, 1, 3], 𝑖 =0, 1, 2.
In this simulation the coupling strength is 𝑘 = 2, the

prediction gain 𝑘𝑝 = 0.8, and the time-delay is set as 𝜏 =
0.25 s. The initial states are set as x𝐴 = [1.35, 2.54]𝑇, x𝐵 =[0.98, 2.99]𝑇, and x𝐶 = [1.60, 3.07]𝑇 for each agent, and the
initial states of the predictor are given as ŷ(𝑡) = 0 for −2𝜏 ≤𝑡 ≤ 0.The simulation results are shown in Figure 2. It is clearly
shown that both the prediction error and the synchronization
error converge to 0 for each state. The consensus values of
the system are the average of the states at 𝑡 = 0; that is,
𝛼𝑝 = [3.93, 2.9]𝑇.

For a four-agent system, the graph Laplacian 𝐿(G2) of the
communication network in Figure 1 is

𝐿 (G2) = [[[[[
[

2 −1 0 −1
−1 2 −1 0
0 −1 2 −1
−1 0 −1 2

]]]]]
]

(28)

and the corresponding eigenvalues are 𝜆𝑖 = [0, 2, 2, 4], 𝑖 =0, 1, 2, 3. The time delay is set as 𝜏 = 1 s, coupling strength𝑘 = 2, and prediction gain 𝑘𝑝 = 0.4 satisfying the consensus
condition shown in Theorem 3. We set ŷ(𝑡) = 0 for −2𝜏 ≤𝑡 ≤ 0 as the initial states of the predictor; the initial states
of dynamics (1) are x𝐴 = [1.12, 2.56]𝑇, x𝐵 = [1.62, 2.57]𝑇,
x𝐶 = [1.59, 3.06]𝑇, and x𝐷 = [1.15, 3.06]𝑇 for the four agents,
respectively.

With more agents and a longer time delay, the MAS
satisfies Theorem 3 and converges to consensus, and the
prediction error converges to 0, as shown in Figure 3. Since
the simulation results show that the two MASs all converge
to consensus under the conditions given in Theorem 3, the
validity of the predictor-based controller is verified.

4. Experimental Results

In this section, by applying controller (9) with state predictor
(8), we show experimental results for multirobot systems.

Consider the two-wheel mobile robot shown in Figure 4.
Let us suppose that the robot moves on a flat plane under a
fixed global frame without drift. Let 𝜉𝑖(𝑡) and 𝜁𝑖(𝑡) denote the
global coordinates of the centre of the 𝑖th mobile robot; 𝜃𝑖(𝑡)
denotes the current angle between the direction of velocity
V𝑖(𝑡) of the centre and the 𝑥-axis, and 𝜔𝑖(𝑡) = 𝑑𝜃𝑖(𝑡)/𝑑𝑡 is the
angular velocity.The kinematic model of the 𝑖th mobile robot
is expressed as

[[[
[

̇𝜉𝑖 (𝑡)̇𝜁𝑖 (𝑡)̇𝜃𝑖 (𝑡)
]]]
]

= [[[
[

cos 𝜃𝑖 (𝑡) 0
sin 𝜃𝑖 (𝑡) 0

0 1
]]]
]

[V𝑖 (𝑡)𝜔𝑖 (𝑡)] (29)

for 𝑖 = 1, . . . , 𝑁.Then, the coordinate (𝜉𝑖𝑜(𝑡), 𝜁𝑖𝑜(𝑡)) of point𝑂𝑖
on the head of the robot used as the outputs is represented by
the coordinate transformation

[𝜉𝑖𝑜 (𝑡)
𝜁𝑖𝑜 (𝑡)] = [𝜉𝑖 (𝑡) + 𝑅 cos 𝜃𝑖 (𝑡)𝜁𝑖 (𝑡) + 𝑅 sin 𝜃𝑖 (𝑡)] , (30)

where 𝑅 ∈ R+ is the radius of the mobile robot.
Applying (30) into (29), we obtain

[ ̇𝜉𝑖𝑜 (𝑡)̇𝜁𝑖𝑜 (𝑡)] = [cos 𝜃𝑖 (𝑡) −𝑅 sin 𝜃𝑖 (𝑡)
sin 𝜃𝑖 (𝑡) 𝑅 cos 𝜃𝑖 (𝑡) ] [V𝑖 (𝑡)𝜔𝑖 (𝑡)] . (31)



6 Mathematical Problems in Engineering

x2i

x1i

−4

−2

0
2
4

Pr
ed

. e
rr

or
s o

fA

5 10 150
t (s)

−4

−2

0
2
4

Pr
ed

. e
rr

or
s o

fB

5 10 150
t (s)

−4

−2

0
2
4

Pr
ed

. e
rr

or
s o

fC

5 10 150
t (s)

(a) Prediction error

x2i

x1i

−1

0

1

2

Sy
nc

. e
rr

or
e A

C

−1

0

1

2

Sy
nc

. e
rr

or
e A

B

5 10 150
t (s)

5 10 150
t (s)

(b) Synchronization error

Figure 2: Simulation results for three agents with controller (9) and state predictor (8).
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Figure 3: Simulation results for four agents with controller (9) and state predictor (8).
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Figure 4: Kinematic model of a mobile robot.

For clarity, we simplify [𝜉𝑖𝑜(𝑡), 𝜁𝑖𝑜(𝑡)]𝑇 as x𝑖(𝑡) = [𝜉𝑖(𝑡),𝜁𝑖(𝑡)]𝑇 for the 𝑖th mobile robot. Then (31) can be rewritten as

ẋ𝑖 (𝑡) = [ ̇𝜉𝑖 (𝑡)̇𝜁𝑖 (𝑡)] = [cos 𝜃𝑖 (𝑡) −𝑅 sin 𝜃𝑖 (𝑡)
sin 𝜃𝑖 (𝑡) 𝑅 cos 𝜃𝑖 (𝑡) ] [V𝑖 (𝑡)𝜔𝑖 (𝑡)]

= B (𝜃𝑖 (𝑡)) p𝑖 (𝑡) ,
(32)

where p𝑖(𝑡) = [V𝑖(𝑡), 𝜔𝑖(𝑡)]𝑇. Since det(B(𝜃𝑖(𝑡))) = 𝑅, the
matrix B(𝜃𝑖(𝑡)) is invertible for any 𝜃𝑖(𝑡).

The schematic for the system in the experiment is
depicted in Figure 5. Time delay occurs in the communica-
tion between each robot and a centralized controller. Such a
configuration corresponds with a system that has a separate
central controller and several local controllers as simple on-
board controllers. By using this system, each robot needs only
weak computation capability for the local controller, which
makes the robots smaller and cheaper. We implement the
delayed system by using e-pucks [21], which are two-wheel
mobile robots.

We assume that there is a unified constant input and
output time delay 𝜏 between each robot and a centralized
controller. Applying the input-output feedback linearization
technique, we design the local controller carried by each
robot as follows:

p𝑖 (𝑡) = B−1 (𝜃𝑖 (𝑡)) u𝑖 (𝑡 − 𝜏) , (33)

where u𝑖(𝑡 − 𝜏) ∈ R2 denotes the output from the centralized
controller with time delay 𝜏 ∈ R+. In this way, 𝜃𝑖(𝑡) is the
local information without time delay for each robot 𝑖. The
differential of an angular ̇𝜃𝑖(𝑡) = 𝜔𝑖(𝑡) depends on the control
input 𝜔𝑖(𝑡); 𝜃𝑖(𝑡) is a variant local state, and ̇𝜃𝑖(𝑡) converges
to zero when the control input 𝜔𝑖(𝑡) converges to zero. By

Centralized
controller

uA(t)
e−𝜏s

e−𝜏s

A Local controller
pA(t)

Collision
avoidance

xA(t)

Figure 5: Schematic of the robot𝐴 system.The local controller and
collision avoidance are on-board the robot. Time delay happens on
communications between robot 𝐴 and the centralized controller.

applying (33) to (32), the system is linearized as an integrator
system with input and output time delay given as

ẋ𝑖 (𝑡) = u𝑖 (𝑡 − 𝜏) ,
y𝑖 (𝑡) = x𝑖 (𝑡 − 𝜏) (34)

for 𝑖 = 1, . . . , 𝑁.Then the predictor-based control scheme can
be used for this multirobot system to converge the output of
the robot to consensus.

4.1. Collision Avoidance. On the way to convergence consen-
sus, a robot may collide with other robots. Here, we assume
for robot 𝑖 that the other robots are obstacles. The robot 𝑗 in
danger of colliding with robot 𝑖 is denoted as belonging to the
set

𝑀𝑖 = {x𝑗 (𝑡) | 𝑥2𝑖𝑗 (𝑡) < 𝑑2min, 𝑗 ̸= 𝑖 (𝑗 = 1, . . . , 𝑁)} , (35)

where 𝑥2𝑖𝑗(𝑡) = (𝜉𝑖(𝑡) − 𝜉𝑗(𝑡))2 + (𝜁𝑖(𝑡) − 𝜁𝑗(𝑡))2 denotes the
square of the distance between robots 𝑖 and 𝑗 and 𝑑min is
the minimum safe distance between two robots. Here, the
following RPF proposed in [22] is adopted as

𝑉𝑖𝑗 (𝑡) = {{{{{{{
𝜂( 1𝑥2𝑖𝑗 (𝑡) − 1𝑑2)

2

if 𝑥𝑖𝑗 (𝑡) < 𝑑min

0 if 𝑥𝑖𝑗 (𝑡) ≥ 𝑑min,
(36)

where 𝜂 ∈ R+ is the gain of the RPF. The collision
avoidance algorithm can be implemented by the following
local controller:

u𝑖 (𝑡) = − ∑
𝑗∈𝑀𝑖

𝜕𝑉𝑖𝑗 (𝑡)𝜕x𝑖 (𝑡)
= 4 ∑
𝑗∈𝑀𝑖

𝜂( 1𝑥2𝑖𝑗 (𝑡) − 1𝑑2)( 1𝑥2𝑖𝑗 (𝑡))
2 (x𝑖 (𝑡) − x𝑗 (𝑡)) .

(37)

Here, the distance 𝑥𝑖𝑗(𝑡) is measured by sensing under
the measuring range of robot 𝑖 and the angle 𝜃𝑖(𝑡) is available
as local information. With such local information, the
RPF approach can be utilized without time delay, as in
x𝑖(𝑡) − x𝑗(𝑡) = [𝑥𝑖𝑗(𝑡) cos(𝜃𝑖(𝑡)), 𝑥𝑖𝑗(𝑡) sin(𝜃𝑖(𝑡))]𝑇. With
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Figure 6: Structure of experimental system.

collision avoidance, the controller for the experiment is given
as

p𝑖 (𝑡) = B−1 (𝜃𝑖 (𝑡)) u𝑖 (𝑡 − 𝜏) , (38)

̇̂y𝑖 (𝑡) = u𝑖 (𝑡) − 𝑘𝑝 (ŷ𝑖 (𝑡 − 2𝜏) − y𝑖 (𝑡)) , (39)

u𝑖 (𝑡) =
{{{{{{{{{{{{{{{

−𝑘 ∑
𝑗∈𝑁𝑖

(ŷ𝑖 (𝑡) − ŷ𝑗 (𝑡)) if 𝑥𝑖𝑗 (𝑡) > 𝑑max

0 if 𝑑min ≤ 𝑥𝑖𝑗 (𝑡) ≤ 𝑑max

4 ∑
𝑗∈𝑀𝑖

𝜂( 1𝑥2𝑖𝑗 (𝑡) − 1𝑑2)( 1𝑥2𝑖𝑗 (𝑡))
2 (x𝑖 (𝑡) − x𝑗 (𝑡)) if 𝑥𝑖𝑗 (𝑡) < 𝑑min

(40)

for 𝑖 = 1, . . . , 𝑁.
The consensus problem is to converge the coordinates of

point𝑂𝑖 onmobile robots to one point. However, considering
the possibility of collision, we first use△𝑟 as the transformed
distance instead of the radius 𝑅 of the robot. Thus, the
transformed coordinates are on the line between point𝑂𝑖 and
the centre of the robot. Then, if 𝑥𝑖𝑗(𝑡) ∈ [𝑑min, 𝑑max] for all𝑖, 𝑗 = 1, . . . , 𝑁, the robots are considered to have achieved
consensus, and the control program stops. Since the actual
volume of the robot should be considered,𝑑min = 2𝑅−2△𝑟+𝛿
and 𝑑max = 2𝑅 + 2△𝑟 + 𝛿, where 𝛿 is the tolerance.

4.2. Experiment Configuration. As shown in Figure 6, the
experimental setup is composed of robots named e-puck,
which move on a smooth plane with two overhead CCD
cameras to obtain the images of the robots moving. PC(i)
is used to analyse the position and angle information of
the robots by image processing designed using the software
HALCON, and another PC(ii) is applied to calculate the
control input 𝑢𝑖(𝑡) and send the control signal to each robot
through a Bluetooth module.

In the experiment, the radius of each robot is 𝑅 =37.5mm, the transformed distance is set as △𝑟 = 5mm, and
the tolerance is set as 𝛿 = 10mm. Therefore, 𝑑max and 𝑑min
in (37) are defined as 𝑑max = 95mm and 𝑑min = 75mm.The

gain of RPF is given as 𝜂 = 0.002. To show the effect of the
predictor, time delays are set artificially.

Figure 7 shows the experimental results in the graph
topology of the three robots in Figure 1 using controller (40).
The initial states, (𝜉𝑖(0), 𝜁𝑖(0), 𝜃𝑖(0)), are 𝐴(1.35, 2.54, 1.33),𝐵(0.98, 2.99, −0.29), and 𝐶(1.60, 3.07, −2.13), respectively.
The design parameters are set as the coupling strength 𝑘 = 2
and prediction gain 𝑘𝑝 = 0.8. Time delay is set as 𝜏 = 0.25 s
artificially.The initial states of the predictor are set as ŷ(𝑡) = 0
for −2𝜏 ≤ 𝑡 ≤ 0.

In Figure 7(a), the ×marks indicate the starting positions
and the solid circles show the final positions of the robots
in which the radius of the small circles is △𝑟 and the
transformed coordinates are on these circles. Both the final
positions of the robots and the synchronization errors given
in Figure 7(b) show that the robots converged to consensus
intuitively.

Figure 8 shows the experimental results for controller
(40) for four e-pucks in the graph topology in Figure 1. The
initial coordinates are 𝐴(1.12, 2.56, 0.98), 𝐵(1.62, 2.57, 2.46),𝐶(1.59, 3.06, −2.29), and 𝐷(1.15, 3.06, −0.84) for the four
robots, respectively, and we set ŷ(𝑡) = 0 for −2𝜏 ≤ 𝑡 ≤ 0
as the initial state of the predictor. Time delay is set as 𝜏 = 1 s
artificially, coupling strength is 𝑘 = 2, and prediction gain𝑘𝑝 = 0.4.
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Figure 7: Experimental results for three robots with controller (40).
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Figure 8: Experimental results for four robots with controller (40).

From the experimental results in Figure 8, we confirmed
that consensus is achieved. Figure 8(a) shows the trajectories
of the four robots that converge to one point. Figure 8(b)
shows that the robots converge to consensus.

Figure 7 shows an experimental result for the same net-
work topology, coupling strength, prediction gain, and initial

conditions as the simulation shown in Figure 2 by using
the robots. In Figures 2(b) and 7(b), the synchronization
errors both have the tendency of convergence to zero and
the agents finally achieve consensus. In the experiment, we
considered the volume of the robot and the collision problem.
The achieved synchronization error is between [𝑑min, 𝑑max]
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due to the controller (37) in Figure 7(b). In Figures 3 and 8,
the similar results are obtained for four agents.

Remark 6. In real applications, time-delay in network com-
munication may be time-varying and/or unknown. Accord-
ing to the experimental results in [18], Internet-induced time
delays between different countries are almost constant. If the
variation of time-varying delay is relatively slower comparing
with the velocity of convergence of prediction error, the delay
can be considered as constant. In this case, the proposed
method is available for the MAS using communication
networks. Even if the practical time-delay is time-varying,
it is possible to add artificial delay to true up the length of
delay to a constant value and adopt the proposed scheme by
overestimating the maximum size of delay.

5. Conclusions

In this paper, we considered the consensus problem of MAS
with input and output time delays. A controller with a
state predictor based on anticipating synchronization was
proposed for this system. The consensus conditions for the
controller were given, and we discussed the average consen-
sus.We concluded that the proposed controller and predictor
could cope with longer time delays, since the number of
robots increased. We provided numerical simulations to
show the validity of the control scheme. Validity was fur-
ther confirmed in experiments with nonholonomic mobile
robots based on the theoretical stability criteria and collision
avoidance mechanism. It was shown that the validity of the
proposed predictor-based controller could be used in real
applications to control multiple mobile robots converging to
consensus. In this study, to apply the predictor-based control
approach, time-delay is considered as a constant value. Since
time-delay is variable in real applications, we would like to
discuss this problem in the future study.
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In this paper, a MIMO PI design procedure is proposed for linear time invariant (LTI) systems with multiple time delays. The
controller tuning is established in two stages and guarantees performances for set-point changes, disturbance variations, and
parametric uncertainties. In the first stage, an iterative linear matrix inequality (ILMI) approach is extended to design PI controllers
for systems with multiple time delays without performance guarantee, a priori. The second stage is devoted to improve the closed-
loop performances by minimizing sensitivity functions. Simulations results carried out on the unstable distillation column, the
stable industrial scale polymerization (ISP) reactor, and the non-minimum phase 4-tank benchmark prove the efficiency of the
proposed approach. A comparative analysis with the conventional internal model control (IMC) approach, a multiloop IMC-PI
approach, and a previous ILMI PID approach proves the superiority of the proposed approach compared to the related ones.

1. Introduction

PID controllers have been at the heart of control engineering
practice for several decades [1, 2]. They are widely used in
industrial applications as no other controllers match simple
control structure, fewer tuning parameters, and robustness
against uncertainties. However, until now, a high percentage
of PID control systems seem to be badly tuned and many
difficulties occur essentially when the multi-input multi-
output systems are considered [3–5]. One major reason may
be explained by coupling interactions between the different
loops and mainly the negligence of uncertain and immeasur-
able dead times. Tuning multiloop PID controllers for LTI
systems with multiple time delays [6–9] is then considered
until now as a challenging problem in control theory. In
this framework, the internal model control (IMC) method is
considered as the most conventional and effective approach
for PID controller design while taking into account time
delays [10–12]. The design of MIMO IMC-PID controllers is
based on a series of SISO controllers using IMC interaction
measures between the different loops. This method becomes

very hard when the number of inputs/outputs increases.
Even more, its implementation may fail when the interaction
measures between the different loops are so high. The last
difficulty represents the main disadvantage of this method
and an alternative solution was proposed by Vu and Lee [13]
to solve such a problem. Unfortunately, this result remains
applicable only when the first-order MIMO systems are
considered.

On the other hand, iterative linear matrix inequalities
(ILMIs) are known to be powerful tools to solvemultivariable
control problems. Particularly, ILMI approaches were already
used to design PID controllers for LTI systems without delays
[14–18]. The basic idea was based on transforming the PID
controller into an equivalent static output feedback (SOF) sta-
bilization one by augmenting, using some new state variables,
the dimension of the controlled system. Unfortunately, such
controllers are known by their bad performances compared
to those designed via IMC approaches (when applicable).

As Loop Shaping (LS) techniques [19, 20] are well
known for their abilities to improve the closed-loop system
performances by minimizing the signal transmission from
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load disturbances and measurement noise to input and
output process or in terms of requirements on the sensitivity
functions and/or complementary sensitivity functions [21–
23], this paper suggests using this concept for improving the
MIMO PI controller performances computed via ILMIs. The
proposed approach overcomes the problems introduced by
the well known IMC method when the fully cross-coupled
multivariable systems are considered. Its implementation
requires two steps: in the first step, the ILMI method
proposed by Zheng et al. [14], appropriate for systemswithout
delays, is extended for the design of PI controller for multiple
time delay systems. As such approach generally gives bad
performances, a second stage is then launched in order
to improve the performances of the closed-loop system by
shaping the already designed PI controller by minimizing the
sensitivity function of the system.

To illustrate the effectiveness and the performances of
the proposed approach, three examples of multiple time
delay systems including unstable, stable, and non-minimum
systems are considered. A comparative analysis with related
approaches is also given to prove the superiority of the
proposed approach.

The paper is organized as follows: The problem formu-
lation is stated in Section 2. Model reduction of the MIMO
system with multiple time delays is detailed in Section 3.
Section 4 is devoted to the main results. Section 5 shows the
validity of the proposed approach where a comparative study
with related approaches using typical examples for set-point
tracking, disturbance rejection, and parametric uncertainties
scenarios is considered.

2. Problem Statement

Consider a nominal multivariable LTI system with multiple
time delays described by�̇� (𝑡) = 𝐴0𝑥 (𝑡) + 𝐴1𝑥 (𝑡 − 𝜏1) + 𝐵0𝑢 (𝑡 − 𝜏2)+ 𝐵1𝑢 (𝑡 − 𝜏3) ,𝑦 (𝑡) = 𝐶𝑥 (𝑡) , (1)

where 𝑥(𝑡) ∈ R𝑛, 𝑢(𝑡) ∈ R𝑚, and 𝑦(𝑡) ∈ R𝑝 are the state
vector, the control vector, and the output vector, respectively.𝐴0 ∈ R𝑛×𝑛, 𝐴1 ∈ R𝑛×𝑛, 𝐵0 ∈ R𝑛×𝑚, 𝐵1 ∈ R𝑛×𝑚, and𝐶 ∈ R𝑝×𝑛 are known constantmatrices. 𝜏1, 𝜏2, and 𝜏3 are time
delays.

The objective is to design a finite dimensional PI con-
troller described by

𝑢 (𝑡) = 𝐹1𝑒 (𝑡) + 𝐹2 ∫𝑡
0
𝑒 (𝑡) 𝑑𝑡, (2)

where 𝑒(𝑡) = 𝑟(𝑡) − 𝑦(𝑡), 𝑟(𝑡) ∈ R𝑝, is the set-point vector
and 𝐹1, 𝐹2 ∈ R𝑚×𝑝 are proportional and time integral gain
matrices, respectively, that stabilize the system (1) to the set-
point vector.

Let 𝐺(𝑠) ∈ R𝑝×𝑚 be the general transfer matrix of the
delayed system (1), computed as described in [24], and𝐾(𝑠) =

[𝐾𝑖𝑗(𝑠)] ∈ R𝑚×𝑝 the transfer matrix of the PI controller given
by 𝐾𝑖𝑗 (𝑠) = 𝐹1𝑖𝑗 + 𝐹2𝑖𝑗𝑠 , (3)

where 𝐾𝑖𝑗(𝑠) is the 𝑖𝑗th element of the transfer matrix 𝐾(𝑠),𝐹1𝑖𝑗 is the proportional gain of the 𝑖𝑗th element of 𝐾(𝑠), and𝐹2𝑖𝑗 is the integral gain of the 𝑖𝑗th element of𝐾(𝑠),
For such PI controller there are 2 × 𝑚 × 𝑝 parameters to

be tuned for a plant with𝑚 inputs and 𝑝 outputs.
The last control problem is very complex since system (1)

is a MIMO infinite dimensional system. To be relaxed, the
control problem will be organized in two subproblems.

2.1. Subproblem 1: Design a Finite Dimensional PI Controller
for Just SOF Stabilization. In this stage, the infinite dimen-
sional system (1) will be reduced to the finite dimensional sys-
tem (4)-(5) whereas the PI controller (2) will be transformed
into the SOF controller (6) described, respectively, bẏ̃𝑧 = �̃��̃� + �̃�𝑢, (4)�̃� = �̃��̃�, (5)𝑢 = �̃��̃�, (6)

where �̃�(𝑡) ∈ R𝑛


, 𝑢(𝑡) ∈ R𝑚, and �̃�(𝑡) ∈ R𝑝


are the
sate vector, the control vector, and the output vector of the
approximated system, respectively. �̃� ∈ R𝑛

×𝑛 , �̃� ∈ R𝑛
×𝑚,

and �̃� ∈ R𝑝
×𝑛 are matrices related to the approximated

system to be computed using the approximation method and
the SOF transformation and �̃� ∈ R𝑚×𝑝



and is the SOF
feedback gain matrix, to be designed under the following
assumptions.

Assumption 1. The set-point vector 𝑟(𝑡) in (2) is assumed to
be null (𝑟(𝑡) = 0).
Assumption 2. 𝜏1, 𝜏2, and 𝜏3 are assumed to be uncertain but
constant delays.

Assumption 3. The PI controller (2) is well-posed.

Assumption 4. The finite dimensional closed-loop dynamicṡ̃𝑧 = (�̃� + �̃��̃��̃�)�̃� with a realization (�̃�, �̃�, �̃�) is stabilizable via
SOF controller.

To this end, the PI design procedure is proposed in
Section 4.1.

2.2. Subproblem 2: Set-Point Stabilization and Output Distur-
bance Attenuation by Minimizing Sensitivity Functions. The
objective of the subproblem 2 is to design a shaped controller
described by 𝐾sh (𝑠) = 𝑉1 (𝑠) 𝐾 (𝑠) 𝑉2 (𝑠) (7)
that improves the closed-loop response considering a shaped
system described by𝐺sh (𝑠) = 𝑉1 (𝑠) 𝐺 (𝑠) 𝑉2 (𝑠) , (8)
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Delay block

𝜓(1, t) = �(t − 𝜏)𝜓(0, t)�(t)

e−𝜏

Figure 1: Modeling a delayed variable via a distributed parameter
system.

where 𝑉1(𝑠) ∈ R𝑝×𝑝 and 𝑉2(𝑠) ∈ R𝑚×𝑚 are a pre-
and postcompensators to be chosen in order to satisfy, in
closed-loop, performance specifications such as set-point
stabilization and load disturbance rejection.

Themost crucial part of the design procedure is to find the
appropriate weighting matrices𝑉1(𝑠) and𝑉2(𝑠). Note that the
shape of the weights is determined by the closed-loop design
specifications. Once the desired loop shape is achieved, the
final controller 𝐾fin(𝑠) to be applied to the nominal transfer
matrix 𝐺(𝑠) is then constructed. To this end, a Loop Shaping
design procedure is proposed in Section 4.2.

3. Model Reduction of the MIMO System with
Multiple Time Delays

Each delayed variable can be modeled as a distributed
parameter system described by a partial differential equation
as follows [25]: 𝜕𝜓 (𝑧, 𝑡)𝜕𝑡 = −1𝜏 𝜕𝜓 (𝑧, 𝑡)𝜕𝑧 (9)

with the boundary condition

V (𝑡) = 𝜓 (0, 𝑡) (10)

and the output equations:

V (𝑡 − 𝜏) = 𝜓 (1, 𝑡) , (11)

where 𝑡 and 𝑧 are time and pseudospace variables, respec-
tively. As shown by Figure 1, V(𝑡), 𝜓(𝑧, 𝑡), and V(𝑡 − 𝜏) are the
input, the state variable, and the output of the delay block,
respectively. 𝜏 is a constant time delay.

For numerical simulation or control design purposes, an
infinite dimensional system is generally reduced to a finite
dimensional system by using an approximation method.
Within the framework of weighted residuals methods, the
orthogonal collocation method is applied in this paper to
approximate the partial differential equations described by
relation (9) augmented by boundary conditions (10)-(11) for
its simplicity since it avoids integration [26].

The principle of the orthogonal collocation method is to
search a finite dimensional approximation for the distributed
parameter variable 𝜓(𝑧, 𝑡) in the following form [27]:

𝜓∗ (𝑧, 𝑡) = 𝑁∑
𝑖=0

𝑐𝑖 (𝑡) 𝐿𝑁𝑖 (𝑧) , (12)

where 𝜓∗ denotes the approximation of 𝜓(𝑧, 𝑡); 𝑁 is the
order reduction; 𝑐𝑖(𝑡) are unknown time-varying coefficients
chosen such that the approximated solution is the exact one
at the collocation points such that𝑐𝑖 (𝑡) = 𝜓∗ (𝑧𝑖, 𝑡) = 𝜓 (𝑧, 𝑡)𝑧=𝑧𝑖 , ∀𝑖 ∈ {0, . . . , 𝑁} (13)

and 𝐿𝑁𝑖 (𝑧) are the𝑁th order Lagrange interpolation polyno-
mials; that is:

𝐿(𝑁)𝑖 (𝑧) fl 𝑁∏
𝑗=0
̸=𝑖

𝑧 − 𝑧𝑗𝑧𝑗 − 𝑧𝑖 , (14)

where 𝑧0, 𝑧1, . . . , 𝑧𝑁 ∈ [0, 1] are the collocation points of
the method. In this paper, the internal collocation points
are considered as the zeros of the (𝑁 + 2)th order Jacobi
polynomial defined for 𝑖 = 1, . . . , 𝑁 + 2 by Lefèvre et al. [27]
as follows: 𝑝(𝑝,𝑞)𝑁 = (𝑧 − 𝑔(𝑝,𝑞)𝑁 ) 𝑝(𝑝,𝑞)𝑁−1 − ℎ(𝑝,𝑞)𝑁 𝑝(𝑝,𝑞)𝑁−2 (15)

with 𝑝(𝑝,𝑞)0 = 1 and where coefficients ℎ(𝑝,𝑞)𝑁 and 𝑔(𝑝,𝑞)𝑁 are
defined as follows:

ℎ(𝑝,𝑞)𝑁 fl

{{{{{{{{{{{
(𝑁 − 1) (𝑁 + 𝑝 − 1) (𝑁 + 𝑞 − 1) (𝑁 + 𝑝 + 𝑞 − 1)(2𝑁 + 𝑝 + 𝑞 − 1) (2𝑁 + 𝑝 + 𝑞 − 2)2 (2𝑁 + 𝑝 + 𝑞 − 3) , if 𝑁 > 2,(𝑝 + 1) (𝑞 + 1)(𝑝 + 𝑞 + 2)2 (𝑝 + 𝑞 + 3) , if 𝑁 = 2,

𝑔(𝑝,𝑞)𝑁 fl

{{{{{{{{{{{{{{{
0, otherwise,12 (1 − 𝑝2 − 𝑞2(2𝑁 + 𝑝 + 𝑞 − 1)2 − 1) , if 𝑁 > 1,𝑞 + 1𝑝 + 𝑞 + 2 , if 𝑁 = 1,

(16)

where 𝑝 and 𝑞 are two constant parameters affecting the
position of the collocation points.

By applying delay variable approximation on each delayed
variable of the vectors 𝑥(𝑡 − 𝜏1), 𝑢(𝑡 − 𝜏2), and 𝑢(𝑡 − 𝜏3), the
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following 3(𝑁 + 1) finite dimensional equations can be then
obtained from the partial differential equation (9), [28]:�̇�1 (𝑡) = − 1𝜏1𝐴1𝜓1 (𝑡) + 1𝜏1𝐵1𝑥 (𝑡) ,�̇�2 (𝑡) = − 1𝜏2𝐴2𝜓2 (𝑡) + 1𝜏2𝐵2𝑢 (𝑡) ,�̇�3 (𝑡) = − 1𝜏3𝐴3𝜓3 (𝑡) + 1𝜏3𝐵3𝑢 (𝑡) ,

(17)

augmented by the following outputs:𝑥 (𝑡 − 𝜏1) = 𝜓1 (1, 𝑡) = 𝐶1𝜓1 (𝑡) ,𝑢 (𝑡 − 𝜏2) = 𝜓2 (1, 𝑡) = 𝐶2𝜓2 (𝑡) ,𝑢 (𝑡 − 𝜏3) = 𝜓3 (1, 𝑡) = 𝐶3𝜓3 (𝑡) , (18)

where for 𝑘 = 1, 2, 3, 𝐴𝑖, 𝐵𝑖, 𝐶𝑖 are computed as given in [28].
Let consider Cauchy’s formula for the interpolation error

defined by Lefèvre et al. [27] as follows:𝑒𝑁 (𝑧, 𝑡) = 𝜓 (𝑧, 𝑡) − 𝜓∗ (𝑧, 𝑡) (19)

and assume that the unknown solution 𝜓(𝑧, 𝑡) is sufficiently
continuously differentiable; we have then𝑒𝑁 (𝑧, 𝑡) = 𝑤 (𝑧) 𝜓 (𝑧)(𝑁+1) (𝜂 (𝑧) , 𝑡)(𝑁 + 1)! , (20)

where 𝑤(𝑧) fl ∏𝑁𝑗=0(𝑧 − 𝑧𝑗) and 𝜂(𝑧) ∈ [−1, +1].
Hence, we try to choose the interior collocation points𝑧1, . . . , 𝑧𝑁−1 that minimize the interpolation error (19).With-

out any a priori knowledge on the behavior of the exact
solution, this problem reduces to finding 𝑧1, . . . , 𝑧𝑁−1 such
that 𝜓(𝑧) is minimal.

By considering the case study of the Chebyshev poly-
nomials belonging to the family of Jacobi polynomials, and,
corresponding to the values of the parameters 𝑝 = 𝑞 = −1/2,
the corresponding minimal norm is given by Lefèvre et al.
[27] as follows:𝑒𝑁∞ ≤ 𝜓 (𝑧)𝑁+1 (𝜂 (𝑧) , 𝑡)∞(𝑁 + 1)!2𝑁−2 . (21)

Through the result (21), we demonstrate that the interpolation
error for a variable delay approximation is always bounded
for the parameters 𝑝 = 𝑞 = −1/2.
4. Main Results

4.1. PI Controller Design via ILMIs. In the following, the SOF
transformation of the PI controller of the delayed system (1)
will be detailed. Using (18), the system (1) can be written as
follows: �̇� (𝑡) = 𝐴0𝑥 (𝑡) + 𝐴1𝐶1𝜓1 (𝑡) + 𝐵0𝐶2𝜓2 (𝑡)+ 𝐵1𝐶3𝜓3 (𝑡) ,𝑦 (𝑡) = 𝐶𝑥 (𝑡) . (22)

Let now �̃�𝑇 = [�̃�1𝑇 �̃�2𝑇] , (23)

where: �̃�1 = [𝑥 (𝑡) 𝜓1 (𝑡) 𝜓2 (𝑡) 𝜓3 (𝑡)] ∈ R4𝑛,�̃�2 (𝑡) = ∫𝑡
0
𝑦 (𝑡) 𝑑𝑡 (24)

and let: �̃� = [�̃�1 �̃�2]𝑇 = �̃��̃�, (25)

where: �̃�1 = 𝑦 = 𝐶𝑥 = [𝐶 0 0 0 0] �̃�,�̃�2 = ∫𝑡
0
𝑦 (𝑡) 𝑑𝑡 = [0 0 0 0 𝐼] �̃�. (26)

The state space of a new augmented system controlled via an
SOF controller is then deduced as follows:̇̃𝑧 = �̃��̃� + �̃�𝑢,�̃� = �̃��̃�,𝑢 = �̃��̃�, (27)

where:

�̃� =(((((
(

𝐴0 𝐴1𝐶1 𝐵0𝐶2 𝐵1𝐶3 01𝜏1𝐵1 − 1𝜏1𝐴1 0 0 00 0 − 1𝜏2𝐴2 0 00 0 0 − 1𝜏3𝐴3 0𝐶 0 0 0 0
)))))
)∈ R𝑛×𝑛 ,

�̃� =(((((
(

001𝜏2𝐵21𝜏3𝐵30
)))))
)
∈ R𝑛×𝑚,

�̃� = [�̃�1𝑇 �̃�2𝑇]𝑇 ∈ R𝑝×𝑛 ,�̃�1 = [𝐶 0 0 0 0] ∈ R𝑝×𝑛 ,�̃�2 = [0 0 0 0 𝐼𝑝×𝑝] ∈ R𝑝×𝑛 .

(28)

Taking into account (27), the control law (2) under
Assumption 1 can be written as follows:𝑢 = − (𝐹1�̃�1 + 𝐹2�̃�2) . (29)
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On the other hand, we have from (27) the following:𝑢 = − (�̃�1�̃�1 + �̃�2�̃�2) = �̃��̃�. (30)

We can deduce that once thematrix �̃� = [−�̃�1 −�̃�2] ∈ R𝑚×𝑝
is designed the closed-loop system (4)–(6) is asymptotically
stable. Considering analogy between (29) and (30), the
original PI gains can be recovered as follows:[𝐹1 𝐹2] = [�̃�1 �̃�2] . (31)

Theorem 5. The multivariable LTI system with multiple time
delays (1) is stabilizable via SOF if and only if there exist a
constant matrix �̃� = [−�̃�1 −�̃�2] ∈ R𝑚×𝑝



and a symmetric
positive definite matrix𝑋 = 𝑋𝑇 > 0,𝑋 ∈ R𝑛×𝑛 satisfying the
following matrix inequality:�̃�𝑇𝑋 + 𝑋�̃� − 𝑋�̃��̃�𝑇𝑋 + (�̃�𝑇𝑋 + �̃��̃�)𝑇 (�̃�𝑇𝑋 + �̃��̃�)< 0 (32)

such that 𝐹1 = �̃�1,𝐹2 = �̃�2. (33)

Proof.

Sufficiency. Note that(�̃� + �̃��̃��̃�)𝑇𝑋 + 𝑋(�̃� + �̃��̃��̃�)≤ (�̃� + �̃��̃��̃�)𝑇𝑋 + 𝑋(�̃� + �̃��̃��̃�) + �̃�𝑇�̃�𝑇�̃��̃�= �̃�𝑇𝑋 + 𝑋�̃� − 𝑋�̃��̃�𝑇𝑋+ (�̃�𝑇𝑋 + �̃��̃�)𝑇 (�̃�𝑇𝑋 + �̃��̃�) < 0.
(34)

FromLyapunov’s theory, the closed-loop system∑𝑐 : ̇̃𝑧 = (�̃�+�̃��̃��̃�)𝑧 is then asymptotically stable.

Necessity. Suppose that ∑𝑐 is asymptotically stable for some�̃�. Then there exists𝑋 = 𝑋𝑇 > 0 such that(�̃� + �̃��̃��̃�)𝑇𝑋 + 𝑋(�̃� + �̃��̃��̃�) < 0. (35)

It is easy to find that there exists a scalar 𝜌 > 0 such that(�̃� + �̃��̃��̃�)𝑇𝑋 + 𝑋(�̃� + �̃��̃��̃�) + 1𝜌2 �̃�𝑇�̃�𝑇�̃��̃� < 0; (36)

that is,�̃�𝑇𝑋 + 𝑋�̃� − 𝜌2𝑋�̃��̃�𝑇𝑋+ (𝜌�̃�𝑇𝑋 + 1𝜌�̃��̃�)𝑇 (𝜌�̃�𝑇𝑋 + 1𝜌�̃��̃�) < 0,�̃�𝑇𝑋 + 𝑋�̃� − 𝜌2𝑋�̃��̃�𝑇𝑋+ (𝜌�̃�𝑇𝑋 + 1𝜌�̃��̃�)𝑇 (𝜌�̃�𝑇𝑋 + 1𝜌�̃��̃�) < 0.
(37)

Obviously, (37) is equivalent to𝜌2�̃�𝑇𝑋 + 𝜌2𝑋�̃� − 𝜌4𝑋�̃��̃�𝑇𝑋+ (𝜌2�̃�𝑇𝑋 + �̃��̃�)𝑇 (𝜌2�̃�𝑇𝑋 + �̃��̃�) < 0. (38)

By substituting 𝜌2𝑋with𝑋 in (38), we obtain inequality (32).
Condition (33) is already proved in (31).

Due to the term −𝑋�̃��̃�𝑇𝑋, (32) cannot be simplified to
an LMI. Similarly to SOF control problem described in [14–
16], an ILMI algorithm can be addressed to solve the Bilin-
ear Matrix Inequality (BMI) in (32). To accommodate the−𝑋�̃��̃�𝑇𝑋 term, an additional design variable𝑌 is introduced.
Because (𝑌−𝑋)𝑇�̃��̃�𝑇(𝑌−𝑋) ≥ 0 for any 𝑌 > 0 and𝑋 for the
same dimension, we obtain𝑌𝑇�̃��̃�𝑇𝑋 + 𝑋𝑇�̃��̃�𝑇𝑌 − 𝑌𝑇�̃��̃�𝑇𝑌 ≤ 𝑋𝑇�̃��̃�𝑇𝑋. (39)

By combining (32) and (39), a sufficient condition for the
existence of SOF gain matrix �̃� is obtained such that�̃�𝑇𝑋 + 𝑋�̃� − 𝑌�̃��̃�𝑇𝑋 − 𝑋�̃��̃�𝑇𝑌 + 𝑌�̃��̃�𝑇𝑌+ (�̃�𝑇𝑋 + �̃��̃�)𝑇 (�̃�𝑇𝑋 + �̃��̃�) < 0. (40)

Considering the𝛼/2 stabilizability via SOF concept [29], if the
matrix inequality (40) has a solution (𝑋 > 0, �̃�), then there
exist a real number 𝛼 ≥ 0 and a fixed matrix 𝑌 > 0 such that�̃�𝑇𝑋 + 𝑋�̃� − 𝑌�̃��̃�𝑇𝑋 − 𝑋𝑇�̃��̃�𝑇𝑌 + 𝑌𝑇�̃��̃�𝑇𝑌+ (�̃�𝑇𝑋 + �̃��̃�)𝑇 (�̃�𝑇𝑋 + �̃��̃�) − 𝛼𝑋 < 0. (41)

Based on the idea that all eigenvalues of �̃� + �̃��̃��̃� are
shifted progressively towards the left-half-plane through the
reduction of 𝛼, we may close in on the feasibility of (32) [29].
Using Schur complement, inequality (41) is equivalent to the
following matrix inequality:

[[[�̃�
𝑇𝑋 + 𝑋�̃� − 𝑌�̃��̃�𝑇𝑋 − 𝑋𝑇�̃��̃�𝑇𝑌 + 𝑌𝑇�̃��̃�𝑇𝑌 − 𝛼𝑋 (�̃�𝑇𝑋 + �̃��̃�)𝑇(�̃�𝑇𝑋 + �̃��̃�) −𝐼 ]]] < 0. (42)
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The previous inequality (42) points to an iterative approach
to solve �̃� and 𝑋 > 0; namely, if 𝑌 is fixed in (42), then it
reduces to an LMI problem in the unknowns 𝛼, �̃� and𝑋.

The following is a constructive ILMI algorithm for PI
control of LTI MIMO with multiple delays systems, and the
explanations are given in Remark 7.

Algorithm 6.

Step 1. Define the orthogonal collocation method parameters𝑁, 𝑝, and 𝑞.
Step 2. Transform the infinite dimensional system (1) to a
finite dimensional system (17)-(18) by computing matrices𝐴1, 𝐴2, 𝐴3, 𝐵1, 𝐵2, 𝐵3, 𝐶1, 𝐶2, and 𝐶3.
Step 3. Design the SOF transformation to give the system’s
state space realization (�̃�, �̃�, �̃�). If it does proceed to Step 4.

Step 4. Set 𝑖 = 1 and choose 𝑌1 = 𝐼𝑛 + 𝜀1 where 𝜀1 ≥ 0.
Step 5. Solve the following optimization problem for 𝑋𝑖, �̃�,
and 𝛼𝑖:

OP1: Minimize 𝛼𝑖 subject to the following LMI con-
straints:[[ Σ1𝑖 (�̃�𝑇𝑋𝑖 + �̃��̃�)𝑇�̃�𝑇𝑋𝑖 + �̃��̃� −𝐼 ]] < 0, 𝑋𝑖 > 0, (43)

whereΣ1𝑖 = �̃�𝑇𝑋𝑖+𝑋𝑖�̃�−𝑌𝑖�̃��̃�𝑇𝑋𝑖−𝑋𝑖�̃��̃�𝑇𝑌𝑖+𝑌𝑖�̃��̃�𝑇𝑌𝑖−𝛼𝑖𝑋𝑖.
Denote by 𝛼∗𝑖 the minimized value of 𝛼𝑖.
Step 6. If 𝛼∗𝑖 ≤ 0, the feedback matrix gains are 𝐹1 = �̃�1 and𝐹2 = �̃�2. Stop. Otherwise, go to Step 7.

Step 7. Solve the following optimization problem for 𝑋𝑖 and�̃�.
OP2: Minimize tr(𝑋𝑖) subject to LMI constraints (43)

with 𝛼𝑖 = 𝛼∗𝑖 , where tr stands for the trace of a square matrix.
Denote by 𝑋∗𝑖 the optimal 𝑋𝑖. The feedback matrix gains are𝐹1 = �̃�1 and 𝐹2 = �̃�2.
Step 8. If ‖𝑌𝑖�̃� − 𝑋∗𝑖 �̃�‖ < 𝛿, where 𝛿 is a prescribed tolerance,
go to Step 9; otherwise, set 𝑖 fl 𝑖 + 1, 𝑌𝑖 = 𝑋∗𝑖 and go to
Step 5.

Step 9. It cannot be decided by this algorithm whether SOF
problem is solvable. Stop.

Remark 7. Due to the bad performances generated by initial
data selection in ILMI algorithms [14, 15], 𝑌1 = 𝐼𝑛 + 𝜀1 is
proposed in this paper where 𝜀1 > 0, yielding to a feasible
solution.

4.2. Improving Closed-Loop Performances. In this section,
a modified approach of Loop Shaping technique [19] will
be introduced to design the multiloop PI controller as

K(s) G(s)
r y

d

+ +
+ +u+ e

−

uG

Gddi

Figure 2: Block diagram of the controlled system.

described in subproblem 2. Figure 2 shows the block diagram
of the controlled system where 𝑟, 𝑦, 𝑢, 𝑢𝐺, 𝑒, 𝑑 and 𝑑𝑖 denote
the set-point vector, the output vector, the control signal
vector, the process control signal vector, the error vector, the
output disturbance vector, and the input disturbance vector,
respectively.

Let us define the input loop transfer matrix, 𝐿 𝑖, and the
output transfer matrix, 𝐿𝑜, respectively, as follows [20]:𝐿 𝑖 = 𝐾𝐺,𝐿𝑜 = 𝐺𝐾. (44)

The input sensitivity matrix is defined as the transfer matrix
from 𝑑𝑖 to 𝑢𝐺 such as 𝑆𝑖 = (𝐼 + 𝐿 𝑖)−1 ,𝑢𝐺 = 𝑆𝑖𝑑𝑖 (45)

and the output sensitivity matrix is defined as the transfer
matrix from 𝑑 to 𝑦 such that𝑆𝑜 = (𝐼 + 𝐿𝑜)−1 ,𝑦 = 𝑆𝑜𝐺𝑑𝑑. (46)

The input and output complementary sensitivity matrices are
defined as follows:𝑇𝑖 = 𝐼 − 𝑆𝑖 = 𝐿 𝑖 (𝐼 + 𝐿 𝑖)−1 ,𝑇𝑜 = 𝐼 − 𝑆𝑜 = 𝐿𝑜 (𝐼 + 𝐿𝑜)−1 . (47)

It is easy to see that the closed-loop system, if it is internally
stable, satisfies the following equations:𝑦 = 𝑇𝑜𝑟 + 𝑆𝑜𝐺𝑑𝑖 + 𝑆𝑜𝐺𝑑𝑑, (48)𝑢 = 𝐾𝑆𝑜𝑟 − 𝐾𝑆𝑜𝐺𝑑𝑑 − 𝑇𝑖𝑑𝑖, (49)𝑒 = 𝑆𝑜 (𝑟 − 𝐺𝑑𝑑) − 𝑆𝑜𝐺𝑑𝑖, (50)𝑢𝐺 = 𝐾𝑆𝑜𝑟 − 𝐾𝑆𝑜𝐺𝑑𝑑 + 𝑆𝑖𝑑𝑖. (51)

Equation (48) shows that the effects of the disturbance 𝑑
on the plant output 𝑦 can be made “small” by making the
output sensitivity function 𝑆𝑜 small, as 𝐺𝑑 is fixed. Similarly,
(50) shows the effect of the set-point 𝑟 to the error 𝑒 by
making 𝑆𝑜 as small as possible. The notion of smallness
for a transfer matrix in a certain range of frequencies can
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Figure 3: Block diagram of a controlled shaped system.

be made explicit using frequency dependent singular values
particularly minimizing 𝜎(𝑆𝑜) where 𝜎 is the maximum
singular value. Similarly to the conventional Loop Shaping
design [19, 20], shaping the open-loop nominal system
corresponds to shaping the loop gain 𝐺𝐾 using the pre-
and postcompensators 𝑉1(𝑠) and 𝑉2(𝑠). The new shaped
control system is shown in Figure 3. It is obvious that a well
designed control system should meet, at least, the following
requirements: (1) stability, (2) set-point tracking, and (3)
output disturbance attenuation. Let us then define the input
loop transfer matrix, 𝐿 𝑖sh, and the output transfer matrix,𝐿𝑜sh, as 𝐿 𝑖sh = 𝐾sh𝐺sh,𝐿𝑜sh = 𝐺sh𝐾sh. (52)

The input sensitivity matrix is defined as the transfer matrix
from 𝑑𝑖 to 𝑢𝐺 as follows:𝑆𝑖sh = (𝐼 + 𝐿 𝑖sh)−1 ,𝑢𝐺 = 𝑆𝑖sh𝑑𝑖 (53)

and the output sensitivity matrix is defined as the transfer
matrix from 𝑑 to 𝑦 as follows:𝑆𝑜sh = (𝐼 + 𝐿𝑜sh)−1 ,𝑦 = 𝑆𝑜sh𝐺𝑑𝑑. (54)

The input and output complementary sensitivity matrices are
defined as 𝑇𝑖sh = 𝐼 − 𝑆𝑖sh = 𝐿 𝑖sh (𝐼 + 𝐿 𝑖sh)−1 ,𝑇𝑜sh = 𝐼 − 𝑆𝑜sh = 𝐿𝑜sh (𝐼 + 𝐿𝑜sh)−1 . (55)

It is easy to see that the closed-loop system, if it is internally
stable, satisfies the following equations:𝑦 = 𝑇𝑜sh𝑟 + 𝑆𝑜sh𝐺sh𝑑𝑖 + 𝑆𝑜sh𝐺𝑑𝑑, (56)𝑢 = 𝐾sh𝑆𝑜sh𝑟 − 𝐾sh𝑆𝑜sh𝐺𝑑𝑑 − 𝑇𝑖sh𝑑𝑖, (57)𝑒 = 𝑆𝑜sh (𝑟 − 𝐺𝑑𝑑) − 𝑆𝑜sh𝐺sh𝑑𝑖, (58)𝑢𝐺 = 𝐾sh𝑆𝑜sh𝑟 − 𝐾sh𝑆𝑜sh𝐺𝑑𝑑 + 𝑆𝑖sh𝑑𝑖. (59)

As𝐺𝑑 is fixed, from (56) and (58), good set-point tracking and
output disturbance attenuation would require the maximum
singular value of the output sensitivity matrix of the shaped
system 𝜎(𝑆𝑜sh) be made small such as𝜎 (𝑆𝑜sh) = 𝜎 ((𝐼 + 𝐺sh𝐾sh)−1) = 1𝜎 (𝐼 + 𝐺sh𝐾sh)≤ 1𝜎 (𝐺sh𝐾sh) . (60)

It should be indicated that improving the closed-loop shaped
systemperformances over those of the nominal systemwould
require 𝜎(𝑆𝑜sh) be made smaller than 𝜎(𝑆𝑜), particularly in
the low frequency range where 𝑑 is usually significant. As𝐺(𝑠) and 𝐾(𝑠) are fixed by subproblem 1, 𝑉1(𝑠) and 𝑉2(𝑠)
play a key role in the Loop Shaping design procedure. Thus,
synthesis of the shaped controller𝐾sh is reduced to choose an
appropriate𝑉1(𝑠) and𝑉2(𝑠) in order to guarantee closed-loop
performances, under the following:

min𝜎 (𝑆𝑜sh) (61)

such that 𝜎 (𝑆𝑜sh) < 𝜎 (𝑆𝑜) . (62)

Figure 4 synthesizes the Loop Shaping design procedure
proposed in this paper where the proposed Loop Shaping
design procedure is stated below:

Algorithm 8.

Step 1. Consider the PI controller designed via Algorithm 6.
Assume that the closed-loop system performances are not
well performed and define the control objectives for the
desired closed-loop system responses (good disturbance
rejection, steady state error minimization).

Step 2. Choose a precompensator 𝑉1(𝑠) and a postcompen-
sator 𝑉2(𝑠) such that the singular values of the nominal plant𝐺(𝑠) are shaped to give a desired open-loop shape (high low
frequency gain and low high frequency gain).

Step 3. For the shaped plant 𝐺sh(𝑠), if the control objectives
and constraint (62) are satisfied then go to Step 4. Else adjust𝑉1(𝑠) and 𝑉2(𝑠) and go to Step 2.
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Figure 4: Loop Shaping design procedure.

Step 4. Synthesize a final feedback controller 𝐾fin(𝑠) for the
nominal plant 𝐺(𝑠) by𝐾fin (𝑠) = 𝐾sh (𝑠) 𝑉1 (𝑠) , (63)

where 𝐾sh(𝑠) is given in (7). For tuning purpose, we always
choose 𝑉2(𝑠) = 𝐼; then𝐾fin (𝑠) = 𝑉1 (𝑠) 𝐾 (𝑠) 𝑉1 (𝑠) . (64)

Step 5. Verify that the desired closed-loop system responses
are met. If yes stop. Else adjust 𝑉1(𝑠) and 𝑉2(𝑠) and go to
Step 2.

Remark 9. If𝐺(𝑠) is a nonsquarematrix such as 𝑝 > 𝑚 or 𝑝 <𝑚, then it is obvious that the proposed algorithm does not

hold. Some minor modifications are required to tackle this
problem. In fact, compatible dimensions for the shaped plant𝐺sh(𝑠) and the shaped controller 𝐾sh(𝑠) require taking 𝑉1(𝑠),𝑉2(𝑠),𝐺(𝑠), and𝐾(𝑠)with the same dimension (max (𝑝,𝑚))×(max (𝑝,𝑚)). Thereby, the dimensions of 𝐺sh(𝑠) and 𝐾sh(𝑠)
are chosen to be equal to (max (𝑝,𝑚))× (max (𝑝,𝑚)) and the
proposed Loop Shaping design procedure still holds.

Remark 10. Note that the final PI controller designed in
Algorithm 8 is related to the PI controller designed in
Algorithm 6. Indeed, 𝐾fin(𝑠), given by relation (64), is
designed, on one hand, using the full MIMO PI controller𝐾(𝑠) given by relation (3) computed via Algorithm 6, and,
on the other hand, using weighting functions 𝑉1(𝑠) properly
designed following Algorithm 8.
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Remark 11. It must be noted that there are severe limitations
when the conventional Loop Shaping design procedure is
used for MIMO systems as discussed in [20]. Among these
limitations, it may still be much harder to find a stabilizing𝐾sh if 𝐺sh for non-minimum phase or unstable systems.
However, this paper succeeds in overcoming these limitations
thanks to the first stage of the design procedure that guaran-
tees internally stable closed-loop.

5. Application

In this section, simulation results will be performed using
three typical examples: the distillation column (unstable
system), the ISP reactor (stable system), and the 4-tank
process (non-minimum phase system). Furthermore, we will
illustrate the superiority of the proposed approach over
related ones for set-point tracking, disturbance rejection, and
parametric uncertainties scenarios. The comparative study
will be established between the following approaches:

(i) The proposed PI controller designed via the Algo-
rithms 6 and 8.

(ii) The PI controller designed via Algorithm 6.
(iii) The PID controller designed in [14].
(iv) IMC-PI controller approach [13]
(v) The conventional IMC-PID approach [10]

Sedumi and Yalmip Toolbox [30] are used to solve ILMIs. To
evaluate the closed-loop performances, the Integral Absolute
Error (IAE) and the Total Variation (TV) criteria are con-
sidered. They are defined, respectively, by Vu and Lee [13] as
follows:

IAE = ∫𝑇
0
|𝑒 (𝑡)| 𝑑𝑡,

TV = 𝑇∑
𝑘=1

|𝑢 (𝑘 + 1) − 𝑢 (𝑘)| , (65)

where 𝑇 is finite time chosen for the integral approach steady
state value and 𝑒(𝑡) is defined as the total error between the
set-points and the outputs.

For the different simulations, unit step changes in the set-
points and disturbances are made to the 1st and 2nd loops.
Furthermore, the robustness of the controller is evaluated
by considering a perturbation uncertainty of ±10% in the
important parameters, particularity, gains, and delays of the
process.

Just for the second example, we will prove that the
most conventional multiloop IMC-PID control approach
proposed by Economou and Morari [10] fails and that the
multiloop IMC-PI proposed by Vu and Lee [13] has less
TV performances. This last approach will not be tested on
the third example since it is only appropriate for first-order
systems.

For systems with given transfer matrix, the passage
from the matrix transfer to a minimal state space model is
established using Gilbert method detailed in [31].

For the orthogonal collocation method, optimal param-
eters are chosen such as 𝑁 = 3 and 𝑝 = 𝑞 = −1/2. The
different performances singular values are plotted by means
of 1/𝜎(𝑆) and 1/𝜎(𝑆sh) by noting that max 1/𝜎(𝑆sh) is equal to
min𝜎(𝑆sh).

To prove the validity of the transformation between the
state space representation and the corresponding transfer
matrix and the approximation of the delayed system, let us
introduce the following errors: let 𝑒1 be the error between
the unit step response to the state space representation (1)
and the corresponding transfermatrix of the LTIMIMOwith
multiple time delays 𝐺(𝑠). 𝑒2 is defined as the total error
between the delayed system (1) outputs and the approximated
ones by model (4)-(5) using the orthogonal collocation
method.

Remark 12. Due the bad performances obtained via the PID
controller designed via the approach given in [14], an additive
filter is joined to the derivative action to attenuate noises.
Thus, the transfer matrix of the PID controller with filter
considered is described by

𝐾PID, 𝑓 (𝑠) = 𝐹1,PID + 𝐹2,PID𝑠 + 𝐹3,PID × 𝑠𝜏𝑑𝑠 + 1 ,𝜏𝑑 > 0. (66)

It should be noted that the PID controller with filter (66) is
applied to stable and non-minimum phase systems. Due to
bad simulation results performed for the unstable system, the
PID controller with filter is not considered.

5.1. Example 1:The Distillation Column System. Consider the
typical example of the distillation column described in [6, 32,
33] belonging to the class ofMIMOunstable plants with input
delays; its transfer matrix model is described by Mete et al.
[32] as follows:

𝐺 (𝑠) = [[[[[
3.0400𝑒−𝜏2𝑠𝑠 −278.2000𝑒−𝜏3𝑠𝑠 (𝑠 + 6) (𝑠 + 30)0.0520𝑒−𝜏2𝑠𝑠 206.6000𝑒−𝜏3𝑠(𝑠 + 6) (𝑠 + 30)

]]]]] . (67)

Applying a column decomposition method [31] for (67), the
state space representation (1) can be deduced as follows:

𝐴0 =(0 0 0 00 0 0 00 0 −6 00 0 0 −30),
𝐵0 =(1 00 00 00 0),
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𝐵1 =(0 00 10 10 1),𝐶 = (3.0400 −1.5400 1.9300 0.38000.0520 1.1400 −1.4300 0.2800)
(68)

for 𝜏2 = 0.5 h and 𝜏3 = 0.6 h.
Using the orthogonal collocation method, the following

matrices are obtained for model (4)-(5):

𝐴2 = 𝐴3
=(10.3923 1.1547 −1.1547 0.8038−4.6188 −0.0000 4.6188 −31.1547 −1.1547 −10.3923 11.1962−1.4291 1.3333 −19.9043 19 ),

𝐵2 = 𝐵3 =(−11.1962 −11.19623 3−0.8038 −0.80381 1 ),
𝐶2 = 𝐶3 = (0 0 0 10 0 0 1) .

(69)

By solvingAlgorithm 6with𝑋1 = 𝐼14+0.0010 and 𝛿 = 0.1000
yielding to 𝛼 = 1.5000, the following PI gains are obtained:

𝐹1 = (0.1945 0.29530.1946 0.2955) ,𝐹2 = (0.0432 0.00060.0429 0.0006) . (70)

Thus, the PI controller transfer matrix is given by

𝐾 (𝑠) = [[[[
0.1945𝑠 + 0.0432𝑠 0.2953𝑠 + 0.0006𝑠0.1946𝑠 + 0.0429𝑠 0.2955𝑠 + 0.0006𝑠 ]]]] . (71)

Figure 5 illustrates the validity of the passage between the
transfer matrix model (67) and the state space representation
(1) and also the validity of the approximated model (4)-(5)
obtained via the orthogonal collocation method.
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Figure 5: Models validation of the distillation column.

Table 1: Comparative analysis of controller’s performances: the
distillation column case study.

Tuning method Set-point Disturbance
IAE TV IAE TV

Proposed 175.16 19.82 453.14 19.77
PI controller 494.05 1.810 1366.10 6.69

Figure 6 proves that the PI design procedure satisfies
the desired specifications for a precompensator 𝑉1(𝑠) and
postcompensator 𝑉2(𝑠) chosen as follows:

𝑉1 (𝑠) = [[[1.8000
𝑠 + 1𝑠 + 1.0400 00 2 𝑠 + 1𝑠 + 1.0200]]] ,𝑉2 (𝑠) = [1 00 1] .

(72)

To boost the low frequency gain and give almost zero steady
state error,𝑉1(𝑠) is chosen accordingly as an approximated PI
precompensator.

The resulting performance indices for the proposed mul-
tivariable controller and the one computed by ILMI method
for the nominal and perturbed system cases are summarized
in Tables 1 and 2. The proposed controller affords better
performances especially for the second output and better
disturbance rejection over PI controller as shown by Figures
8 and 9. As listed in Tables 1 and 2, the controller settings
of the proposed method provide superior performances
by the smallest total IAE for both case studies: set-point
changes, disturbances changes, and parametric uncertainties.
Acceptable TV indices are also shown by the proposed
method for this process.
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Figure 6: Singular values of 𝐺, 𝐺sh, 1/𝑆𝑜, and 1/𝑆𝑜sh for the distillation column.

Table 2: Robustness analysis under ±10% in the gain and delay: the distillation column with input delays.

Tuning method
The distillation column with input delays (+10%) The distillation column with input delays

(−10%)
Set-point Disturbance Set-point Disturbance

IAE TV IAE TV IAE TV IAE TV
Proposed 166.17 60.42 453.14 19.77 189.34 11.97 371.23 15.83
PI controller 457.45 1.82 1366.10 6.69 537.84 1.80 1118 5.18

5.2. Example 2: The Industrial Scale Polymerization (ISP)
Reactor. Consider the ISP reactor system described by its
transfer matrix given by Chien et al. [34] as follows:

𝐺 (𝑠) = [[[[[
22.8900𝑒−𝜏2𝑠4.5720𝑠 + 1 −11.6400𝑒−𝜏3𝑠1.8070𝑠 + 14.6890𝑒−𝜏2𝑠2.1740𝑠 + 1 5.8000𝑒−𝜏3𝑠1.8010𝑠 + 1

]]]]] . (73)

Its minimal realization via Gilbert method gives the state
space model (1) where

𝐴0 =(−0.2187 0 0 00 −0.5534 0 00 0 −0.4600 00 0 0 −0.5552) ,
𝐵0 =(5.0065 00 02.1569 00 0),

𝐵1 =(0 00 −6.44160 00 3.2204 ) ,𝐶 = (1 1 0 00 0 1 1)
(74)

for 𝜏2 = 0.2 h and 𝜏3 = 0.4 h.
Let us first test for the previous system the conventional

IMC-PID approach proposed by Economou & Morari [10].
In this approach, the IMC interaction measure surfaces are
practical tools to assess the potential value of the multiloop
design. By their definitions, they must vary between 0 and 1
such that for the 𝑖th input/output pair of a particular system
configuration, the Row IMC interaction measure 𝑅𝑖 is the
quantity defined by𝑅𝑖 (𝑖𝜔) ≜ 11 + 𝑓∗𝑅𝑖 (𝑖𝜔) = ∑𝑗, 𝑗 ̸=𝑖 𝑔𝑖𝑗 (𝑖𝜔)∑𝑗 𝑔𝑖𝑗 (𝑖𝜔) , 0 ≤ 𝜔 < ∞ (75)
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Table 3: Interaction measures of the ISP reactor via the IMC-PID approach [10].

Pairing IMC interaction measure𝑅𝑖 𝐶𝑖(𝑢1, 𝑦1) = (1, 1) 𝑅𝑖(𝑖𝜔) = 𝑔12𝑔11 + 𝑔12 𝐶𝑖(𝑖𝜔) = 𝑔21𝑔11 + 𝑔21(𝑢2, 𝑦2) = (2, 2) 𝑅𝑖(𝑖𝜔) = 𝑔21𝑔21 + 𝑔22 𝐶𝑖(𝑖𝜔) = 𝑔12𝑔12 + 𝑔22(𝑢2, 𝑦1) = (1, 2) 𝑅𝑖(𝑖𝜔) = 𝑔11𝑔11 + 𝑔12 𝐶𝑖(𝑖𝜔) = 𝑔22𝑔12 + 𝑔22(𝑢1, 𝑦2) = (2, 1) 𝑅𝑖(𝑖𝜔) = 𝑔22𝑔21 + 𝑔22 𝐶𝑖(𝑖𝜔) = |𝑔11||𝑔11| + |𝑔21|
whereas, for the same input/output pair and configuration,
the complementary quantity 𝐶𝑖 is defined by

𝐶𝑖 (𝑖𝜔) ≜ 11 + 𝑓∗𝐶𝑖 (𝑖𝜔) = ∑𝑗 ̸=𝑖 𝑔𝑗𝑖 (𝑖𝜔)∑𝑗 𝑔𝑗𝑖 (𝑖𝜔) , 0 ≤ 𝜔 < ∞. (76)

The following scenarios are expected:

(i) 0.5 < 𝑅𝑖, 𝐶𝑖 < 1.0 corresponds to significant
interactions between themultiple loops and an overall
poor performances of the multiloop structure are
expected.

(ii) 0 < 𝑅𝑖, 𝐶𝑖 ≤ 0.5 corresponds to good pairing and
SISO controllers can be designed for each loop and
granting good performances.

For the ISP reactor, the transfer function matrix (73) can be
written as follows:

𝐺 (𝑠) = [𝑦𝑢] = [[[[[
22.8900𝑒−0.2𝑠4.5720𝑠 + 1 −11.6400𝑒−0.4𝑠1.8070𝑠 + 14.6890𝑒−0.2𝑠2.1740𝑠 + 1 5.8000𝑒−0.4𝑠1.8010𝑠 + 1

]]]]]= [𝑔11𝑒−𝜃11 𝑔12𝑒−𝜃12𝑔21𝑒−𝜃21 𝑔22𝑒−𝜃22] .
(77)

From (75) and (76), we compute the IMC interactions
measure for each pairing as summarized in Table 3. Figure 10
shows the IMC interaction measure for 𝑢1 controlling 𝑦1 and𝑢2 controlling 𝑦2 for the original pairing whereas reverse
pairing is shown as the IMC interaction measure for 𝑢1
controlling 𝑦2 and 𝑢2 controlling 𝑦1. As it can be observed
by the IMC measure interaction, the original pairing as the
reverse pairing cannot guarantee good performances that is
why such an approach fails.

Let us now apply the extended IMC-PI controller
approach proposed by Vu and Lee [13] for the class of
TITO multidelay processes with first-order plus delay time

Table 4: Multiloop PI controller design of the ISP reactor via the
IMC-PI approach [13].

Loop 𝐾𝐶𝑖 𝐾𝐼𝑖
1 0.4211 0.1068
2 0.1320 0.1121

(FOPDT) systems. From the ISP reactor and referring to [13],
the following data are deduced:𝐾11 = 22.8900,𝐾12 = −11.6400,𝐾21 = 4.6890,𝐾22 = 5.8000,𝑇11 = 4.5720,𝑇12 = 1.8070,𝑇21 = 2.1740,𝑇22 = 1.8010,𝜃11 = 0.2000,𝜃12 = 0.4000,𝜃21 = 0.2000,𝜃22 = 0.4000,𝜆1 = 0.0900,𝜆2 = 0.6900,𝐾𝑒𝑖 = −0.4111,𝑇𝑒𝑖 = −2.1800.

(78)

The steady state relative gain array of the ISP reactor isΛ 𝑖𝑖(0) = 0.7087 < 1, which proves that the closed-loop gain
is greater than the open-loop gain. The ISP reactor system
does not then exhibit open-loop diagonal dominance. The
diagonal PI-multi-loop controller parameters𝐾𝐶𝑖 and𝐾𝐼𝑖 for
each loop 𝑖, 𝑖 = 1, 2 are then designed and given by Table 4.
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Figure 7: Input and output sensitivity matrices of the shapedmodel
for the distillation column.

Table 5: Comparative analysis of the controller’s performances: the
ISP reactor case study.

Tuning method Set-point Disturbance
IAE TV IAE TV

Proposed 20.24 10.74 123.08 2.66
PI 174.42 1.97 224.96 1.33
PID [14] 440.57 4.93 417.66 1.48
IMC-PI [13] 3.97 1.98 49.05 9.13

We have also verified that the two outputs converge to the set-
points in response to a unit step.

For 𝜏2 = 0.2 h and 𝜏3 = 0.4 h, the reduced model (4)-
(5) is obtained via the collocation method. Figure 11 proves
the validity of models (1) and (4)-(5). By solving Algorithm 6
using the parameters 𝑌1 = 𝐼18 + 0.0020 and 𝛿 = 0.1000 and
yielding 𝛼 = 0.7549, the following PI matrix gains are given:

𝐹1 = (0.2059 0.30610.2062 0.3060) ,𝐹2 = (0.0302 0.03320.0292 0.0335) . (79)

The transfer matrix of the related computed PI controller is
given by

𝐾 (𝑠) = [[[[
0.2059𝑠 + 0.0302𝑠 0.3061𝑠 + 0.0332𝑠0.2062𝑠 + 0.0292𝑠 0.3060𝑠 + 0.0335𝑠 ]]]] . (80)

By solving algorithm in [14], the PID feedback matrix gains
are given by

𝐹1,PID = (0.0187 0.29880.0192 0.2989) ,𝐹2,PID = (−0.0132 0.0812−0.0135 0.0812) ,𝐹3,PID = (0.0151 0.06610.0151 0.0660) .
(81)

Figure 12 proves that PI design procedure satisfies the desired
specifications for a precompensator 𝑉1(𝑠) and postcompen-
sator 𝑉2(𝑠) chosen as follows:

𝑉1 (𝑠) = [[[3.5000 ×
0.5000𝑠 + 1𝑠 + 1 00 3 × 0.1500𝑠 + 1𝑠 + 1 ]]] ,𝑉2 (𝑠) = [1 00 1] .

(82)

For a sequential unit step change in the set-points at𝑡 = 0 and 𝑡 = 600 h, one can see that the proposed
controller has the faster rising time and settling
response over other ILMI approaches as shown by
Figure 14. The disturbance model 𝐺𝑑 is taken as 𝐺𝑑 =[−4.2430𝑒−0.4𝑠/(3.4450𝑠 + 1) −0.6010𝑒−0.4𝑠/(1.9820𝑠 + 1)]𝑇
as in [34]. Unit step changes in the disturbance were also
made to the 1st and 2nd loops, respectively, as shown by
Figure 15. The resulting performance indices for the nominal
and perturbed system cases for various tuning methods are
given in Tables 5 and 6. The proposed MIMO PI controller
provides superior performances over PI controller and PID
controller designed via ILMI approaches by means of the
smallest total IAE. Acceptable TV values are also listed by
the proposed method.

5.3. Example 3:The 4-Tank Process. Consider the quadruple-
tank process for which one of the two transmission-zeros
of the linearized system dynamics can be moved between
the positive and negative real axis [35]. The corresponding
model with multiple delays is described in [36] by taking into
account transport delays between valves and tanks. Applying
the numerical values corresponding to the non-minimum
phase model found in [35], system (1) is given by

𝐴0 =(−0.1993 0 0 00 −0.1422 0 00 0 −0.1230 00 0 0 −0.0873) ,
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Table 6: Robustness analysis under ±10% parametric uncertainties: The ISP reactor case study.

Tuning method
ISP (+10%) ISP (−10%)

Set-point Disturbance Set-point Disturbance
IAE TV IAE TV IAE TV IAE TV

Proposed 19.75 8.72 120.67 2.90 21.28 9.27 127.46 2.54
PI 158.68 1.95 224.06 1.33 193.50 1.94 225.85 1.33
PID [14] 404.24 4.82 415.56 1.28 482.68 4.94 418.84 1.52
IMC-PI [13] 4.36 2.05 48.33 8.26 3.58 1.92 49.95 10.32

𝐴1 =(0 0 0.1230 00 0 0 0.08730 0 0 00 0 0 0 ),
𝐵0 =(0.0482 00 0.03500 00 0 ),
𝐵1 =( 0 00 00 0.07750.0559 0 ).

(83)

The measurement level signals 𝑦1 and 𝑦2 are 𝑘𝑐ℎ1 and 𝑘𝑐ℎ2
where 𝑘𝑐 = 0.5V/cm. The output matrix is then given by

𝐶 = (0.5000 0 0 00 0.5000 0 0) . (84)

Its transfer matrix is described by

𝐺 (𝑠)
= [[[[[

0.0241𝑒−𝑠𝜏2𝑠 + 0.1993 0.0047𝑒−𝑠(𝜏1+𝜏3)(𝑠 + 0.1995) (𝑠 + 0.1230)0.0024𝑒−𝑠(𝜏1+𝜏3)(𝑠 + 0.1422) (𝑠 + 0.0873) 0.0175𝑒−𝑠𝜏2𝑠 + 0.1422
]]]]] .

(85)

For simulation results, the constant delays are chosen as
follows: 𝜏1 = 5 s, 𝜏2 = 2 s, and 𝜏3 = 4 s.

To investigate the validity of the 4-tank process, the
different model errors are depicted in Figure 16. By solving
Algorithm 6 using the parameters 𝑌1 = 𝐼18 + 0.2050, 𝛿 =

0.1000, and yielding 𝛼 = 0.2500, the following PI gains are
given: 𝐹1 = (0.1569 0.15320.0236 0.0154) ,𝐹2 = (0.1569 0.15320.0236 0.0154) . (86)

Thus, the PI controller transfer matrix is given by

𝐾 (𝑠) = [[[[
0.1569𝑠 + 0.1569𝑠 0.1532𝑠 + 0.1532𝑠0.0236𝑠 + 0.0236𝑠 0.0154𝑠 + 0.0154𝑠 ]]]] . (87)

The feedback matrix gains designed by solving algorithm in
[14] are given by𝐹1,PID = (0.1562 0.15150.0231 0.0150) ,𝐹2,PID = (0.1562 0.15150.0231 0.0150) ,𝐹3,PID = (−3.7924 5.5584−3.7924 5.5584) .

(88)

Figure 17 shows that PI design procedure satisfies the desired
specifications for a precompensator 𝑉1(𝑠) and postcompen-
sator 𝑉2(𝑠) chosen as follows:

𝑉1 (𝑠) = [[[3 ×
2𝑠 + 1𝑠 + 1 00 3 × 3𝑠 + 1𝑠 + 1 ]]] ,𝑉2 (𝑠) = [1 00 1] .

(89)

The resulting performance indices for the proposed mul-
tivariable controller and those of other ILMI methods for
the nominal and perturbed system cases are summarized in
Tables 7 and 8. For a sequential unit step changes in the set-
point and disturbance, Figures 19 and 20 compare the closed-
loop time responses and controller output responses afforded
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Figure 8: Closed-loop responses and controller output responses to set-point changes for the distillation column.

Table 7: Comparative analysis of controller’s performances. The non-minimum phase 4-tank process.

Tuning method Set-point Disturbance
IAE TV IAE TV

Proposed 479.04 119.47 98.24 15.20
PI 4005.50 39.10 105.91 11.48
PID [14]. 4100.80 338.06 105.22 6.75
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Table 8: Robustness analysis under ±10% in the gain and delay: the non-minimum phase 4-tank process case study.

Tuning method
4-tank process (+10%) 4-tank process (−10%)

Set-point Disturbance Set-point Disturbance
IAE TV IAE TV IAE TV IAE TV

Proposed 418.26 120.51 99.43 15.84 510.06 98.66 94.85 13.21
PI 3678.10 37.14 106.96 11.99 4383.80 41.88 102.31 11.58
PID [14]. 3768.90 333.93 106.24 7.04 4482.50 339.06 101.65 5.76
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Figure 10: IMC interaction measures for the ISP reactor: fail of the conventional IMC-PID approach.

by the proposed controller with those given by PI and PID
with filter controllers. The disturbance model 𝐺𝑑 is taken as
a perturbation uncertainty of +10% in the process gain and
time delay into the actual process, simultaneously. As listed
in Tables 7 and 8, the proposed MIMO PI controller settings
provide superior performance over PI and PID controllers
by means of the smallest total IAE. High TV values are

explained by non-minimum phase system characteristics for
this process.

Furthermore, noise rejection in high frequencies is also
known as an important requirement in a control system
design. In order to evaluate the effect of such noise on
the closed-loop performances of the most complex exam-
ples considered in this paper, simulation results have been
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Figure 14: Closed-loop responses and controller output responses to set-point changes for the ISP reactor.

conducted taking into account of White Gaussian Noise
Measurements (WGNM) with a variation of 0.01 V and zero
mean. It is apparent from Figure 21 that the output responses
are not sensitive to WGNM whereas acceptable fluctuations
are however observed for the control inputs. Improving such
performances will be considered in future works.

Remark 13. Equations (56) and (59) show the effects of the
disturbances 𝑑 and 𝑑𝑖 on the output vector 𝑦 and the control

signal vector 𝑢𝐺, respectively. This can be obviously made
small by making the output sensitivity function 𝑆𝑜sh and
the input sensitivity function 𝑆𝑖sh small. In other words, a
good disturbance attenuation can be improved bymaking the
sensitivity functions 1/𝑆𝑜sh and 1/S𝑖sh decrease faster in low
frequencies. From Figures 7, 13, and 18, it is clear that this
principle is well managed for the three examples. Indeed, a
high frequency roll-off is shown over 0.01 rad/s and 1 rad/s
with 31 dB/decade, 20 dB/decade and 17.5 dB/decade for 1/𝑆𝑜sh
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Figure 15: Closed-loop responses and controller output responses to unit step changes in the disturbance for the ISP reactor.

and with 33.5 dB/decade, 20 dB/decade, and 18 dB/decade for1/𝑆𝑖sh for the considered unstable, stable, and non-minimum
phase systems, respectively.

5.4. Comparative Analysis. Previous results can be summa-
rized as follows:

(i) Even more the controller design procedure has not
considered decoupling principle of multivariable sys-
tems; the proposed approach provides generally supe-
rior performances by the smallest total IAE for the

set-point changes, disturbance changes and paramet-
ric uncertainties, over related approaches, for the
unstable distillation column, the ISP reactor, and the
4-tank process as summarized by Tables 1-2 and 5–8.
Low TV values are also shown for the ISP reactor.

(ii) The proposed method succeeds to synthesize a
MIMO PI controller for the ISP reactor when the
IMC-PID approach proposed by Economou and
Morari [10] fails due to high interactions measure for
the original and reverse pairings. Furthermore, the
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Figure 19: Closed-loop responses and controller output responses to set-point changes for the 4-tank process.

proposed controller settings give a much smoother
response for the disturbance rejection case with (TV
= 2.66, TV = 2.90 and TV = 2.54) over the IMC-PI
approach [13] with (TV = 9.13, TV = 8.26, TV = 10.32)
for both the nominal and the perturbed models.

(iii) The proposed method is applicable to the 4-tank pro-
cess where the IMC-PI approach [13] is not applicable
due to the presence of second-order functions in the

transfer matrix. The IMC-PI approach proposed by
Vu and Lee [13] is only applicable for FOPTD systems.

(iv) The proposed method is applicable to the unsta-
ble distillation column with input delays where the
IMC-PI approach proposed by Vu and Lee [13] is only
applicable for FOPTD systems and where the IMC-
PID approach proposed by Economou and Morari
[10] is limited to models with first or second orders.
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Figure 20: Closed-loop responses and controller output responses to unit step changes in the disturbance for the 4-tank process.

It should be pointed out that the unstable distillation
column holds third-order elements.

(v) For the 4-tank process, some large IAE and TV
values listed are due to non-minimum phase sys-
tem characteristics; it is obvious that non-minimum
zero dynamics cause performance deterioration of
the closed-loop system responses (initial undershoot,
overshoot and zero crossings) and then increase IAE
and TV performances indices.

6. Conclusion

This paper presents a MIMO PI controller design procedure
for LTI MIMO systems with multiple time delays by means
of ILMI and sensitivity functions. The proposed Loop Shap-
ing design procedure with minimizing sensibility functions
yields to optimized closed-loop system responses. The dis-
tillation column, the ISP reactor, and the 4-tank process as
benchmarks of unstable, stable, and non-minimum phase
systems are provided to illustrate the validity, effectiveness,
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and robustness of the proposed method. Considering dif-
ferent case studies (set-point tracking, disturbance rejec-
tion, and parametric uncertainties), a comparative analysis
between the proposed method and related ones showed
that the proposed method afforded the superior perfor-
mances both in the nominal and in the perturbed case
studies.
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This paper investigates the robust direct yaw-moment control (DYC) through parameter-dependent fuzzy sliding mode control
(SMC) approach for all-wheel-independent-drive electric vehicles (AWID-EVs) subject to network-induced delays. AWID-EVs
have obvious advantages in terms of DYC over the traditional centralized-drive vehicles. However it is one of the most principal
issues for AWID-EVs to ensure the robustness of DYC. Furthermore, the network-induced delays would also reduce control
performance of DYC and even deteriorate the EV system. To ensure robustness of DYC and deal with network-induced delays,
a parameter-dependent fuzzy sliding mode control (FSMC)method based on the real-time information of vehicle states and delays
is proposed in this paper. The results of cosimulations with Simulink� and CarSim� demonstrate the effectiveness of the proposed
controller. Moreover, the results of comparison with a conventional FSMC controller illustrate the strength of explicitly dealing
with network-induced delays.

1. Introduction

In recent years, all-wheel-independent-drive electric vehi-
cles (AWID-EVs) have attracted increasing research efforts
from both the academia and industry [1–3]. Equipped by
advanced electric motors with more accurate and quicker
torque generations than internal combustion engine (ICE)
and hydraulic braking systems, AWID-EVs have obvious
advantages in terms of direct yaw-moment control (DYC)
through flexible differential driving/braking functions over
traditional centralized drive vehicles [1, 3–6]. Plenty of
existing studies have focused on themore flexibleDYC and its
integration control with active steering for AWID-EVs [2, 7–
13]. However, considering the presence of model uncertain-
ties, system parameter variations and external disturbances
such as road rough orwind gust, it is one of themost principal
issues for AWID-EVs to ensure the robustness of DYC.

To improve and ensure the robustness of DYC, in
the existing lateral dynamics control strategies of AWID-
EVs, sliding mode control (SMC) has been widely adopted,
which is robust and suitable for nonlinear systems such as
vehicles. Goodarzi and Esmailzadeh used a sliding mode
controller in low-level control to improve the robustness of
vehicle dynamics control system for AWID-EVs [1]. Li et
al. employed a sliding mode controller in the main loop
to offer enough robustness for an integrated vehicle chassis
control system based on DYC, active steering, and active
stabilizer [14]. Wang and Longoria designed three sliding
mode controllers to ensure control system robustness in
a new coordinated-reconfigurable vehicle dynamics control
strategy for AWID-EVs [15] and [16, 17] presented a terminal
sliding mode control method to improve the robustness of
yaw rate tracking control and torque distribution control. But,
in all of these aforementioned control strategies based on
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Figure 1: Overall structure for DYC of networked AWID-EVs.

SMC, the interference from electronic control systems such
as networked-induced delays is not considered.

However, in a modern AWID-EV, the control signals
from controllers and themeasurements from sensors are usu-
ally exchanged through an in-vehicle communication net-
work, for example, controller area network (CAN) or FlexRay
[2]. In other words, a modern AWID-EV is a networked
control system (NCS) rather than a conventional centralized
control system [2, 7, 9, 10].Thus, the network-induced delays
cannot be ignored. According to these research results in
[2, 7, 9, 10], the network-induced delays caused byCANcould
reduce the control performance of DYC and even deteriorate
the EV system. Some researchers proposed𝐻∞-based linear
quadratic regulator (LQR) control method against CAN
network delays as in [2, 7, 10]. However, research on SMC-
based DYC of AWID-EVs is rare.

Furthermore, as a variable structure control technology,
SMC is more vulnerable to network-induced delays than
continuous control technologies such as LQR or PID [18, 19].
There are numerous approaches to improve SMC. Among
these approaches, the state-dependent boundary layer tuning
method [20] has been widely used to improve the robustness
of SMC. However the conventional state-dependent bound-
ary layer tuning method is not sufficiently effective to deal
with network-induced delay.

The main work is as follows: firstly, the network- induced
delays are explicitly considered in the DYC through SMC
control method. Considering that the network-induced
delays lead to a challenging problem for the DYC based on
SMC, the chattering problem of SMC caused by the delays
is analyzed in detail and the delays are determined with a
command-first scheme, which is a more accurate method
than the existing approaches. Furthermore, a parameter-
dependent fuzzy slidingmode control (FSMC)method based
on the real-time information of vehicle states and system

delays is proposed to ensure the robustness of DYC for
AWID-EVs against network-induced delays.

The remaining sections of this paper are organized
as follows: In Section 2, problem formulation is described
containing overall structure for DYC of networked AWID-
EVs, control-oriented vehicle lateral dynamics model, and
reference state model.The negative impact that resulted from
NCS on the lateral dynamicsmodel of AWID-EVs is also ana-
lyzed in detail in this section. In Section 3, an integrated state-
dependent and delay-dependent fuzzy SMC is proposed to
improve the robustness of DYC for networkedAWID-EVs. In
Section 4, the results of cosimulationswithMatlab�/Simulink
and CarSim are demonstrated. Conclusions are summarized
in Section 5.

2. Problem Formulation

2.1. Overall Structure for DYC of Networked AWID-EVs.
According to vehicle dynamics, the main working principle
of theDYC of AWID-EVs is to keep the vehicle lateral motion
state variables such as the yaw rate and the slip angle tracking
the reference states by using the external yaw moment [21],
which is directly generated by active longitude tire forces
distribution of all wheels. As shown in Figure 1, a typical
overall structure forDYCof networked 4-wheel-independent
drive vehicles mainly consists of AWID-EV controller, con-
troller area network (CAN), 4motor controllers, motion state
sensors, and BMS.The overall control system is integrated by
CAN.

The DYC function is implemented by AWID-EV con-
troller, which is usually designed as a hierarchical controller
including reference state model, motion controller unit,
torque distribution unit, and estimation and processing unit
as in Figure 1. The reference state model is used to solve the
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reference states such as the reference sideslip angle 𝛽res and
the reference yaw rate 𝛾res according to vehicle speed 𝑉 and
the front wheel steering angle 𝛿 from the driver.The reference
states indicate the desired motion state by the driver. The
motion controller unit is used to calculate the external yaw-
moment Δ𝑀𝑧 to keep the sideslip angle 𝛽 and the yaw rate𝛾 tracking the reference states.The torque distribution unit is
used to solve the longitude forces𝐹𝑥𝑓𝑙,𝐹𝑥𝑓𝑟,𝐹𝑥𝑟𝑙, and𝐹𝑥𝑟𝑟 for 4
motors according to theΔ𝑀𝑧.The estimation and processing
unit is used to measure or estimate states such as 𝑉, 𝛽, 𝛾.

In this study, the motion controller unit, which influ-
ences the system robustness against network-induced delays,
will be studied, whereas the reference state model, torque
distribution unit, and estimation and processing unit are
simplified.

2.2. Control-Oriented Vehicle Lateral Dynamics Model. As
shown in Figure 3, a two-degree-of-freedom (2-DOF) vehicle
model, which has been widely studied as the control-oriented
vehicle lateral dynamics model in various researches on DYC
of vehicles [2, 21], is used in the paper, where CG is the center
of gravity;𝑚 is the vehicle mass; 𝐼𝑧 is the vehicle yaw inertia;𝑀𝑧 is the yaw moment; 𝐹𝑥𝑓 and 𝐹𝑥𝑟 are the longitude tire
forces of front and rear wheels, respectively; 𝐹𝑦𝑓 and 𝐹𝑦𝑟 are
the lateral tire forces of front and rear wheels, respectively; 𝛼𝑓
and 𝛼𝑟 are the slip angle of front and rear wheels, respectively.

With the 2-DOF vehicle model, the state-space formula-
tion of control-oriented vehicle lateral dynamics model for
DYC of AWID-EVs is expressed as follows [10]:

�̇� = 𝐴𝑥 + 𝐵𝑢 + 𝐸𝛿, (1)
where

𝑥 = [𝛽 𝛾]𝑇 ,
𝑢 = Δ𝑀𝑧,

𝐴 = [[[[
[

−2𝑐𝑓 + 𝑐𝑟𝑚𝑉 −2𝑐𝑓𝑙𝑓 − 𝑐𝑟𝑙𝑟𝑚𝑉2 − 1
−2𝑐𝑓𝑙𝑓 − 𝑐𝑟𝑙𝑟𝐼𝑧 −2𝑐𝑓𝑙2𝑓 + 𝑐𝑟𝑙2𝑟𝐼𝑧𝑉

]]]]
]
,
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Figure 3: 2-DOF model of control-oriented vehicle lateral dynam-
ics.

𝐸 = [[[[
[

2𝑐𝑓𝑚𝑉2𝑐𝑓𝑙𝑓𝐼𝑧

]]]]
]
.

(2)

𝑐𝑓 and 𝑐𝑟 are the cornering stiffness of the front and rear
tires, respectively.

2.3. Reference State Model. In vehicle lateral motion control,
the desired sideslip angle is generally selected to be zero
to ensure vehicle stability, while the desired yaw rate is
usually defined to ensure good handling performance [10]. A
widespread expression of the desired yaw rate is described in
[2, 10]. Therefore, the reference state model can be written as
follows:

𝑟 = 𝑅𝛿, (3)

where

𝑟 = [𝛽res𝛾res] ,

𝑅 = [0 𝑉
𝑙𝑓 + 𝑙𝑟 + 𝑚𝑉2 (𝑐𝑟𝑙𝑟 − 𝑐𝑓𝑙𝑓) /2𝑐𝑓𝑐𝑟 (𝑙𝑓 + 𝑙𝑟)]

𝑇 .
(4)

2.4.The Impact Resulted from NCS on Vehicle Lateral Dynam-
ics Model. Firstly, without loss of generality as in [22], it
is possible to make following assumption. In the NCS of
DYC for AWID-EVs shown in Figure 2, the sensor node
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periodically samples the vehicle states with fixed period𝑇𝑠, the controller node and the actuator node operate in
event-driven mode which means a task will be immediately
implemented once a message arrives via CAN, and the
task implementation time in each node is ignored. With
such assumption and without considering network-induced
delays, the NCS of DYC for AWID-EVs runs like an ideal
centralized control systemwith fixed sampling period𝑇𝑠.The
control-oriented discrete-time model of the vehicle lateral
dynamics along with reference state model can be written as
[2]

𝑥𝑘+1 = 𝐴𝑑𝑥𝑘 + 𝐵𝑑𝑢𝑘 + 𝐸𝑑𝛿𝑘,
𝑟𝑘 = 𝑅𝑑𝛿𝑘, (5)

where

𝐴𝑑 = 𝑒𝐴𝑇𝑠 ,
𝑅𝑑 = 𝑅,
𝐵𝑑 = ∫𝑇𝑠

0
𝑒𝐴(𝑇𝑠−𝜃)𝑑𝜃 ⋅ 𝐵,

𝐸𝑑 = ∫𝑇𝑠
0
𝑒𝐴(𝑇𝑠−𝜃)𝑑𝜃 ⋅ 𝐸

(6)

with 𝑥𝑘, 𝛿𝑘, 𝑢𝑘, and 𝑟𝑘 indicating the state vector, steering
angle vector, control input vector, and the reference state
vector at time 𝑘𝑇𝑠, respectively.

Secondly, considering the network-induced delays and
the same assumption mentioned above, the control input 𝑢
will be delayed by CAN as shown in Figure 4.

Thus, the control input 𝑢 of the vehicle model at time 𝑡
can be expressed as follows [22]:

𝑢 (𝑡) = 𝑢𝑘, ∀𝑡 ∈ [𝑘𝑇𝑠 + 𝜏𝑘, (𝑘 + 1) 𝑇𝑠 + 𝜏𝑘+1] . (7)

If the delay 𝜏𝑘 is expressed as

𝜏𝑘 = (Υ + V) 𝑇𝑠, (8)

where Υ ∈ 𝑍+ and V ∈ 𝑅[0,1).

Then, the control-oriented discrete-time model of the
vehicle lateral dynamics with network-induced delays can be
expressed as follows [2]:

𝑥𝑘+1 = 𝐴𝑑𝑥𝑘 + 𝐸𝑑𝛿𝑘 + 𝐵𝑑𝑢𝑘 + Δ 0,𝑘 (𝑢𝑘−1 − 𝑢𝑘)
+ Δ 1,𝑘 (𝑢𝑘−2 − 𝑢𝑘−1) + ⋅ ⋅ ⋅
+ ΔΥ,𝑘 (𝑢𝑘−Υ−1 − 𝑢𝑘−Υ)

= 𝐴𝑑𝑥𝑘 + 𝐸𝑑𝛿𝑘 + 𝐵𝑑𝑢𝑘 +
Υ∑
𝑖=0

Δ 𝑖,𝑘 (𝑢𝑘−𝑖−1 − 𝑢𝑘−𝑖) ,
(9)

where the coefficient of each disturbance element induced by
network-induced delays is expressed as follows [2]:

Δ 𝑖,𝑘

=

{{{{{{{{{{{{{{{{{{{{{

0, 𝜏𝑘−𝑖 − 𝑖 ⋅ 𝑇𝑠 ≤ 0

∫𝜏𝑘−𝑖−𝑖⋅𝑇𝑠
0

𝑒𝐴(𝑇𝑠−𝜃)𝑑𝜃 ⋅ 𝐵, 0 ≤ 𝜏𝑘−𝑖 − 𝑖 ⋅ 𝑇𝑠 ≤ 𝑇𝑠
∫𝑇𝑠
0
𝑒𝐴(𝑇𝑠−𝜃)𝑑𝜃 ⋅ 𝐵, 𝑇𝑠 ≤ 𝜏𝑘−𝑖 − 𝑖 ⋅ 𝑇𝑠.

(10)

For analyzing, expression (9) is rewritten as follows:

𝑥𝑘+1 = 𝐴𝑑𝑥𝑘 + 𝐵𝑑𝑢𝑘 + 𝐸𝑑𝛿𝑘 + 𝑓 (𝑘) , (11)

where the disturbance item

𝑓 (𝑘) = Υ∑
𝑖=0

Δ 𝑖,𝑘 (𝑢𝑘−𝑖−1 − 𝑢𝑘−𝑖) . (12)

𝑓(𝑘) is the function of the network-induced delay 𝜏 and
the input 𝑢.

Thus, the control-oriented model of vehicle lateral
dynamics for networked AWID-EVs is described as a
discrete-timemodel with the disturbance elements caused by
network-induced delays.
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x1
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Figure 5: Trajectories of quasi-sliding mode.

3. Controller Design

3.1. Sliding Mode Controller Design for DYC of 4WID-EV.
Firstly, without considering network-induce delays, a general
SMC for the discrete-time model (5) is designed. According
to the typical designmethodology of an general SMC [18], the
sliding mode surface can be defined as

𝑠 (𝑥) = 𝑐𝑇 (𝑥 − 𝑟) = 𝑐𝑇𝑒. (13)

𝑒 denotes the tracing error of motion states and 𝑐𝑇 = [𝑐1𝑐2] is
the weight coefficient of elements of 𝑒.

A reach law has been widely used [15, 18], which is written
as
𝑠𝑘+1 − 𝑠𝑘 = −𝑞𝑇𝑠𝑠𝑘 − 𝜀𝑇𝑠sgn (𝑠𝑘) ,

𝜀 > 0, 𝑞 ≥ 0, 1 − 𝑞𝑇𝑠 > 0, (14)

where 𝑠𝑘 denotes 𝑠(𝑥𝑘) at the time 𝑇𝑘.
With the reach law (14), the control law can be solved as

follows:

𝑢𝑘 = − (𝑐𝑇𝐵𝑑)−1 {𝑐𝑇𝐴𝑑𝑥𝑘 + 𝑐𝑇𝐸𝑑𝛿𝑘 − 𝑐𝑇𝑟𝑘+1
− 𝑐𝑇 (𝑥𝑘 − 𝑟𝑘) + 𝑞𝑇𝑠𝑐𝑇 (𝑥𝑘 − 𝑟𝑘)
+ 𝜀𝑇𝑠sgn [𝑐𝑇 (𝑥𝑘 − 𝑟𝑘)]} .

(15)

However, according to the research in [18], for a discrete-
time system, the state trajectory hardly occurs on the sliding
mode surface (13) but zigzags around the sliding mode
surface cause a quasi-slidingmode with a quasi-slidingmode
band (QSMB) as in Figure 5. The QSMB is expressed as
follows [18]:

{𝑥 | |𝑠 (𝑥)| < 𝜀𝑇𝑠1 − 𝑞𝑇𝑠} . (16)

In order to avoid the chattering phenomenon in the
QSMB, a boundary layer technique [1, 14] is usually adopted
by defining a saturation function sat(𝑠𝑘) instead of sgn(𝑠𝑘) in
(14) and (15)

sat (𝑠𝑘) =
{{{{{{{{{

1, if 𝑠𝑘 > 𝑤bl

𝑘𝑠𝑘, if 𝑠𝑘 ≤ 𝑤bl, 𝑘 = 1𝑤bl−1, if 𝑠𝑘 > −𝑤bl,
(17)

where 𝑤bl is the boundary layer width.

Sliding mode
control

Vehicle
model

u xx

Fuzzy
logic

r

𝜏

|s|
SF1

SF2

wbl

Figure 6: Fuzzy sliding mode controller for DYC of AWID-EV.

Thus, the reach law (14) and control law (15) can be
rewritten as

𝑠𝑘+1 − 𝑠𝑘 = −𝑞𝑇𝑠𝑠𝑘 − 𝜀𝑇𝑠sat (𝑠𝑘) , (18)

𝑢𝑘 = − (𝑐𝑇𝐵𝑑)−1 {𝑐𝑇𝐴𝑑𝑥𝑘 + 𝑐𝑇𝐸𝑑𝛿𝑘 − 𝑐𝑇𝑟𝑘+1
− 𝑐𝑇 (𝑥𝑘 − 𝑟𝑘) + 𝑞𝑇𝑠𝑐𝑇 (𝑥𝑘 − 𝑟𝑘)
+ 𝜀𝑇𝑠sat [𝑐𝑇 (𝑥𝑘 − 𝑟𝑘)]} .

(19)

According to the expression (16), it is necessary to tune
the boundary layer width 𝑤bl based on the dynamics of 𝑠(𝑥)
in the controller design stage. When the control law (19) is
used for the discrete-time system (5), the 𝑠(𝑥) dynamics can
be expressed as [18]:

𝑠𝑘+1 = 𝑠𝑘 − 𝑞𝑇𝑠𝑠𝑘 − 𝜀𝑇𝑠sat (𝑠𝑘) . (20)

The 𝑠(𝑥) dynamics can be solved by (5) and (12).
However, when the control law (19) is used for the DYC of

networked AWID-EVs, according to formulas (11), (13), (14),
and (19), the 𝑠(𝑥) dynamics will be changed as follows:

𝑠𝑘+1 = 𝑠𝑘 − 𝑞𝑇𝑠𝑠𝑘 − 𝜀𝑇𝑠sat (𝑠𝑘) − 𝑐𝑇𝑓 (𝑘) . (21)

Comparing (21) with (20), the disturbance item 𝑐𝑇𝑓(𝑘),
which is caused by network-induced delays, will impose a
new uncertainty item on the 𝑠(𝑥) dynamics and will result in
adverse impact on the robustness of DYC.

3.2. Integrated State-Dependent and Delay-Dependent Sliding
Mode Controller Design. A state-dependent boundary layer
tuningmethod [20], which can tune the boundary layerwidth
actively according to the dynamic state such as 𝑠(𝑥) instead of
a fixed boundary layer, has been widely used to improve the
robustness of SMC in the real-time system applications [20].

However, according to (21), the network-induced delays
cause the uncertainty of the 𝑠(𝑥) dynamics. Consequently, it is
reasonable to create an integrated state-dependent and delay-
dependentmethod to tune the boundary layer width for SMC
dynamically (see Figure 6).
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Table 1: Fuzzy linguistic variable value terms.

Name Description (relative value)
NB Negative big
NS Negative small
ZE Zero
PS Positive small
PB Positive big
PB1+ Positive big + level 1
PB2+ Positive big + level 2
PB3+ Positive big + level 3
PB4+ Positive big + level 4

However, according to expressions (10), (12), and (21),
the mathematic function between the 𝑠(𝑥) and the network-
induced delay 𝜏 is complicated nonlinear. It is too difficult
to be solved online in general in-vehicle ECUs. Thus, a fuzzy
logic unit is designed to deal with the complicated nonlinear
mathematic problem as in Figure 6.

3.3. Fuzzy Logic Unit Design for the Integrated State-
Dependent and Delay-Dependent Method. As shown in
Figure 6, the fuzzy logic unit is used to solve the boundary
layer width 𝑤bl according to the state norm |𝑠| and the
network-induced delay 𝜏. Thus the fuzzy logic unit has
two input values and one unique output value, which are,
respectively, defined as follows.

Input 1

|𝑆| ∈ {NB,NS,ZE,PS,PB} (22)

Input 2

𝜏 ∈ {NB,NS,ZE,PS,PB} (23)

Output

𝑊bl

∈ {NB,NS,ZE,PS,PB,PB1+,PB2+,PB3+,PB4+} (24)

And the fuzzy linguistic variable values are defined in
Table 1. As shown in Figure 7, the triangular membership
functions are used for the fuzzification of the two input
variables and the one output variable. The scaling factors SF1
and SF2 (see Figure 6), which are tuned at the design stage by
trial and extensive simulations performed in this study, are
used tomap the actual values of the input andoutput variables
to their fuzzified values [23]. The rule base for the proposed
fuzzy logic unit is described in Table 2.

The variable domains such as the inputs |𝑠| ∈ [0, 0.5] and𝜏 ∈ [0, 20] and the output 𝑤bl ∈ [0.6, 1.4] are selected based
on the simulation results with a high-fidelity full-vehicle
model in CarSim and Matlab in this study.

Table 2: Rule base of the fuzzy logic unit.

|𝑆| 𝜏 𝑊bl

NB NB NB
NS NB NS
ZE NB ZE
PS NB PS
PB NB PB
NB PS PS
NS PS PB
ZE PS PB1+
PS PS PB2+
PB PS PB3+
NB NS NS
NS NS ZE
ZE NS PS
PS NS PB
PB NS PB1+
NB PB PB
NS PB PB1+
ZE PB PB2+
PS PB PB3+
PB PB PBPB4+
NB ZE ZE
NS ZE PS
ZE ZE PB
PS ZE PB1+
PB ZE PB1+

The fuzzy unit employs the Mamdani Fuzzy Inference
System (FIS), which is described by the following schema:

IF |𝑆| is 𝐴, 𝜏 is 𝐵, THEN 𝑊bl is 𝐶.
IF |𝑆| is 𝐴, 𝜏 is 𝐵, THEN 𝑊bl is 𝐶, (25)

where 𝐴, 𝐴, 𝐵, 𝐵, 𝐶, and 𝐶 are fuzzy values defined as the
input and output variables, respectively. The centre of area
method is used in the defuzzification to solve𝑊bl.

The rule base in detail between the inputs and the
outputs is shown in Figure 8. Thus, once the state norm |𝑠|
and the network-induced delay 𝜏 are known, the boundary
layer width can be calculated by the fuzzy unit, and these
rules could be easily implemented into the microprocessor
of vehicle controller with a look-up mode. According to
definition (13), the state norm |𝑠| is known, and the unknown
network-induced delay 𝜏 will be discussed in the following
section.

3.4. Determination of the Network-Induced Time Delay. To
implement the proposedmethod, the network-induced delay𝜏 should be determined. According to the assumption above
(see Figures 2 and 4), the network-induced delay 𝜏𝑘, which
consists of the delays in both the forward and feedback links
in the 𝑘th cycle, can be expressed as follows:

𝜏𝑘 = 𝑑𝑘 + 𝜎𝑘. (26)
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Figure 7: Membership functions for three variables.
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Figure 8: The rule relations between the inputs and the outputs for the proposed controller.

Generally, the feedback link delay 𝜎𝑘 in a NCS is known,
which can bemeasured by using a “time sampling technology”
with the time tag within each received message sent by
sensor node. However, the current delay 𝑑𝑘 in the forward
link cannot be measured. In this paper, a “delay estimating
technology,” which is based on Network CalculusTheory [24],

is introduced to estimate the forward link delay 𝑑𝑘 with an
explicit expression as follows [24]:

𝜏large,𝑗 = (𝑗 + 2) 𝑙
𝑅 − ∑𝑗−1𝑖=0 (𝑙/𝑐𝑖) , (27)
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Figure 12: Control performance in 𝐽-turn maneuver under the ideal network condition. (a) Vehicle yaw rate. (b) Vehicle sideslip angle. (c)
Vehicle lateral acceleration.

where 𝜏large,𝑗 is the upper bound of delay of amessage with the
jth priority sent by CAN; 𝑙 indicates themaximumdata frame
length; 𝑅 is the baud rate of the CAN; 𝑐𝑖 is the cycle length of
the message with the 𝑖th priority.

According to the research result in [24], the networked-
induced delay of the message with the highest priority sent
by CAN network can be accurately estimated through the
expression (27). Therefore, this paper uses a “command-first
scheme,” in which the command message in the forward link
is sent with the highest priority to ensure the accuracy of 𝑑𝑘
as follows:

𝑑𝑘 = 𝜏large,𝑗 = (𝑗 + 2) 𝑙
𝑅 − ∑𝑗−1𝑖=0 (𝑙/𝑐𝑖) , setting 𝑗 = 0. (28)

Thus, the network-induced delay 𝜏𝑘 can be precisely
determined by the following formula:

𝜏𝑘 = 𝜎𝑘 + (𝑗 + 2) 𝑙
𝑅 − ∑𝑗−1𝑖=0 (𝑙/𝑐𝑖) , setting 𝑗 = 0. (29)

Table 3: Main vehicle parameters.

Parameter Description Quantity
𝑀 Vehicle mass 1350 kg
𝐼𝑍 Yaw moment of inertia 1975 kg⋅m2
𝑙𝑓 Front semiwheelbase 1.085m
𝑙𝑟 Rear semiwheelbase 1.386m
𝑐𝑓 Cornering stiffness of front tires 58000N/rad
𝑐𝑟 Cornering stiffness of rear tires 60000N/rad

4. Simulation Results

To study the effectiveness of the proposed controller, the
cosimulations are carried out in Matlab/Simulink with a full-
vehicle model constructed by CarSim (see Figure 9). The
vehicle parameters used in the simulations are based on a
prototyped 4WID-EV, and main parameters are listed in
Table 3.

The proposed controller is used in motion controller unit
(see Figure 1) and a simple torque distribution strategy, which
distributes the direct yaw-moment equally to the driving or
braking torques of 4 wheels, is used in torque distribution
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Figure 13: Control performance in 𝐽-turn maneuver with the network-induced delays caused by CAN. (a) Vehicle yaw rate. (b) Vehicle
sideslip angle. (c) Vehicle lateral acceleration.

unit (see Figure 1). For comparison, a conventional state-
dependent fuzzy SMC controller (the conventional FSMC)
without considering network-induced delays is also designed.
And the designed rule base of the conventional FSMC is
shown in Figure 10.

The reaching law parameters of SMC are chosen as 𝜀 =27.5 and 𝑞 = 0. According to the results in [22], the
upper bound of network-induced delays in a practical vehicle
control system is about as high as 1.7𝑇𝑠. The sampling period
of the closed-loop system is adopted as 𝑇𝑠 = 10ms. Thus,
CAN-induced delays in simulations are assumed to change
randomly in time range [0, 1.7𝑇𝑠] (see Figure 11).

Two different steering maneuvers, which are commonly
used in vehicle tests, are considered: a ramp steering
maneuver and a double lane-changing maneuver. The ramp
steering maneuver is often adopted in the 𝐽-turn test and
the double lane-changing maneuver is usually used in
extreme cases, for example, high-speed overtaking or obstacle
avoidance.

In each driving maneuver, simulations are carried out
in two stages. The first stage is under the ideal network
condition to evaluate the effectiveness of controllers without
considering network-induced delays. The second stage is

to verify the robustness of the proposed controller with
network-induced delays.

4.1. 𝐽-Turn Steering Maneuver. In this case, the vehicle runs
at a low speed of 40 km/h on a slippery road with a low road
friction (𝜇 = 0.4). During the 𝐽-turn maneuver, the steering
wheel angle first increases from 0 deg to 18 deg in 0.5 s, which
is used to simulate a sharp turn. Then it decreases to 0 deg
again in 4 s.

Figure 12 shows the results of cosimulations in the 𝐽-
turn steering maneuver under the ideal network condition.
It is obvious in Figures 12(a), 12(b), and 12(c) that the
vehicle yaw rate can precisely track the desired reference by
the driver, the vehicle sideslip angle can be restrained in a
narrow scope around 0.014 rad, and the lateral acceleration
can be restrained in a narrow scope around 0.013 g. For
the two controllers, the control performance is satisfactory.
The results demonstrate the effectiveness of the conventional
FSMC and the proposed controller.

Figure 13 shows the results of cosimulations in the 𝐽-turn
steering maneuver with the network-induced delays caused
by CAN. It is obvious in Figures 13(a), 13(b), and 13(c) that,
with the conventional FSMC, the vehiclemotion cannot track
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Figure 14: Motor torques of 4 wheels with two different controllers for DYC of 4WID-EV in double 𝐽-turn maneuver with the network-
induced delays caused by CAN.
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Figure 17: Control performance in double lane-changing maneuver under the ideal network condition. (a) Vehicle yaw rate. (b) Vehicle
sideslip angle. (c) Vehicle lateral acceleration.

the desired yaw rate in the transient phase but can keep
tracking the desired yaw rate in the steady phase, and the yaw
rate overshoot is about 10.3% in the transient phase, while, for
the proposed controller, the adverse impact of delays can be
eliminated and the control performance is still satisfactory.
The yaw rate overshoot is about 3.4%.Therefore the results of
comparison explicitly illustrate the strength of the proposed
controller dealing with network-induced delays.

Figure 14 shows the torque response of 4 motors in the𝐽-turn steering maneuver with the network-induced delays
caused by CAN. It is obvious that, with the conventional
FSMC, the chattering phenomenon of eachmotor is severe in
the transient phase, whichwould reduce control performance
of DYC and even deteriorate the EV system, while, for the
proposed controller, the performance of the torque response
of each motor is satisfactory.

Figures 15 and 16 show the dynamic boundary layers of
two controllers in the 𝐽-turn steering maneuver with the
network-induced delays caused by CAN.

The results show that the conventional FSMC can tune
the boundary layer width according to the vehicle states but
not the network-induced delays.The proposed controller can
tune the boundary layer width according to both the vehicle
states and the network-induced delays.

4.2. Double Lane-Changing Steering Maneuver. In this case,
the vehicle runs at a high speed of 100 km/h on a road with a
high road friction (𝜇 = 0.85).

The following cosimulation process is quite similar to that
for the 𝐽-turn steering maneuver. Under different network
conditions, the results are shown in Figures 17, 18, 19, 20, and
21. Under the ideal network condition, the actual vehicle yaw
rate can track the desired reference very well, and the vehicle
sideslip angle and the vehicle lateral acceleration can also be
kept regulated for both controllers. When with the network-
induced delays, the proposed control can still keep the vehicle
yaw rate tracking the desired reference very well, whereas
the conventional FSMC results in significant oscillations due
to the effect of the network-induced delays. Furthermore, a
similar observation can be found in the vehicle sideslip angle
and the vehicle lateral acceleration. The torque response of
each motor is also shown as in Figure 19. The results show
that network-induced delays have a significant impact on the
stability of the closed-loop control system and can obviously
reduce the robustness of the conventional FSMC.

The tuning boundary layer width processes of two con-
trollers in double lane-changing maneuver are shown in
Figures 20 and 21.The results also show that the conventional
FSMC only can tune the boundary layer width according to
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Figure 18: Control performance in double lane-changing maneuver with the network-induced delays caused by CAN. (a) Vehicle yaw rate.
(b) Vehicle sideslip angle. (c) Vehicle lateral acceleration.

the vehicle states but not the network-induced delays, while
the proposed controller can tune the boundary layer width
actively according to both the vehicle states and the system
delays, which makes the control system more robust.

5. Conclusions

This paper proposed an integrated state-dependent and
delay-dependent fuzzy sliding mode control method to
improve the robustness of DYC of AWID-EVs subject to
network-induced delays.The SMC, which can effectively deal
with model uncertainties, system parameter variations, and
external disturbances, has been widely used to improve the
robustness of DYC of AWID-EVs instead of common contin-
uous control technologies such as LQR and PID. However, on
the other hand, the SMC,which is a variable structure control,
is more vulnerable to the system delays from electronic
control systems. Meanwhile, in modern AWID-EVs, the
networked control system based on in-vehicle networks such
as CAN would inevitably impose network-induced delays on
the vehicle control system. In order to improve the robustness
of DYC of AWID-EVs, this paper first analyzed the adverse
impact resulted from NCS on DYC based on SMC in detail.

Then an integrated state-dependent and delay-dependent
fuzzy SMCmethod is proposed to improve the robustness of
DYC for AWID-EVs.

The results of comparison in both typical steeringmaneu-
ver cases show that the proposed controller can effectively
improve the robustness of DYC for AWID-EVs subject to
network-induced delays. Moreover, the proposed controller
also inherits the robustness of SMC in terms of dealing
with model uncertainties, system parameter variations, and
external disturbances.
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Figure 20: Tuning the boundary layer width process by the conventional FSMC in double lane-changing steeringmaneuverwith the network-
induced delays caused by CAN.
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In this paper, we study a class of second-order neutral impulsive functional differential equations. Under certain conditions, we
establish the existence of multiple periodic solutions by means of critical point theory and variational methods. We propose an
example to illustrate the applicability of our result.

1. Introduction and Main Results

In this paper we consider a class of second-order neutral
impulsive functional differential equations

𝑢 (𝑡 − 𝜏) − 𝑢 (𝑡 − 𝜏)
+ 𝜆𝑓 (𝑡, 𝑢 (𝑡) , 𝑢 (𝑡 − 𝜏) , 𝑢 (𝑡 − 2𝜏)) = 0,

𝑡 ̸= 𝑡𝑗, 𝑡 ∈ 𝐽 = [0, 2𝑘𝜏] ,
Δ𝑢 (𝑡𝑗) = 𝐼𝑗 (𝑢 (𝑡𝑗)) , 𝑗 = 1, 2, . . . , 𝑙,
𝑢 (0) − 𝑢 (2𝑘𝜏) = 𝑢 (0) − 𝑢 (2𝑘𝜏) = 0,

(1)

where 𝑓 ∈ 𝐶(R4,R), 𝐼𝑗 ∈ 𝐶(R,R), and 0 = 𝑡0 < 𝑡1 < 𝑡2 <⋅ ⋅ ⋅ < 𝑡𝑙 < 𝑡𝑙+1 = 2𝑘𝜏. The operator Δ is defined as Δ𝑢(𝑡𝑗) =𝑢(𝑡+𝑗 ) − 𝑢(𝑡−𝑗 ), where 𝑢(𝑡+𝑗 )(𝑢(𝑡−𝑗 )) denotes the right-hand
(left-hand) limit of 𝑢 at 𝑡𝑗. 𝜆 ∈ R, 𝜏 is a constant with 𝜏 > 0
and 𝑘 is a given positive integer.

The necessity to study delay differential equations is due
to the fact that these equations are useful mathematical
tools in modeling many real processes and phenomena
studied in biology,medicine, chemistry, physics, engineering,
economics, and so forth [1, 2].

On the other hand, impulsive differential equation not
only is richer than the corresponding theory of differential
equations but also represents a more natural framework for
mathematical modeling of real world phenomena. People
generally consider impulses in positions 𝑢 and 𝑢 for the
second-order differential equation 𝑢 = 𝑓(𝑡, 𝑢, 𝑢). However
it is well known that in themotion of spacecraft instantaneous
impulses depend on the position which result in jump
discontinuities in velocity, with no change in position.

Thus, it is more realistic to consider the case of combined
effects: impulses and time delays. This motivates us to
consider neutral impulsive functional differential system (1).

The existence of periodic solutions of delay differential
equations has been focused on by many researchers [3–6].
Several available approaches to tackle them include Lyapunov
method, Fourier analysis method, fixed point theory, and
coincidence degree theory [7–10]. Recently, some researchers
have studied the existence of solutions for delay differential
equations via variational methods [11–13]. In recent years,
some researchers, by using critical point theory, have studied
the existence of solutions for boundary value problems, peri-
odic solutions, and homoclinic orbits of impulsive differential
systems [14–19].

In this paper, we aim to establish existence of multiple
periodic solutions for the second-order neutral impulsive
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functional differential equation (1) by using critical point
theory and variational methods.

For (1) with 𝐼𝑗 = 0, Shu and Xu [20] obtained the
following periodic solutions result.

TheoremA.Assume that the following conditions are satisfied.
(H1) 𝜕𝑓(𝑡, 𝑢1, 𝑢2, 𝑢3)/𝜕𝑡 ̸= 0.
(H2) There exists a function 𝐹(𝑡, 𝑢1, 𝑢2) ∈ 𝐶1(R3,R) such

that
𝜕𝐹 (𝑡, 𝑢1, 𝑢2)𝜕𝑢2 + 𝜕𝐹 (𝑡, 𝑢2, 𝑢3)𝜕𝑢2 = 𝑓 (𝑡, 𝑢1, 𝑢2, 𝑢3) . (2)

(H3) 𝐹(𝑡, 𝑢1, 𝑢2) is 𝜏-periodic in 𝑡.
(H4) 𝐹 satisfies 𝐹(𝑡, −𝑢1, −𝑢2) = 𝐹(𝑡, 𝑢1, 𝑢2) and 𝑓(𝑡, −𝑢1,−𝑢2, −𝑢3) = −𝑓(𝑡, 𝑢1, 𝑢2, 𝑢3).
(H5) 𝐹(𝑡, 𝑢1, 𝑢2) = 0 if and only if (𝑢1, 𝑢2) = 0, ∀𝑡 ∈ [0, 𝜏].
(H6) lim|𝑢|→0(𝐹(𝑡, 𝑢1, 𝑢2)/|𝑢|2) = 1, where |𝑢| = (|𝑢1|2 +|𝑢2|2)1/2, 𝑡 ∈ [0, 𝜏].
(H7) There exists a constant 𝛼 > 0 such that when |𝑢1|2 +|𝑢2|2 > 𝛼2, 𝐹(𝑡, 𝑢1, 𝑢2) < 0, 𝑡 ∈ [0, 𝜏].

Moreover, if there exists an integer𝑚 > 0 such that 𝜆 satisfying
𝜆 > 𝑚2 (𝜋2 + 𝑘2𝜏2)

4𝑘𝜏2 , (3)

then the system

𝑢 (𝑡 − 𝜏) − 𝑢 (𝑡 − 𝜏)
+ 𝜆𝑓 (𝑡, 𝑢 (𝑡) , 𝑢 (𝑡 − 𝜏) , 𝑢 (𝑡 − 2𝜏)) = 0,

𝑢 (0) − 𝑢 (2𝑘𝜏) = 𝑢 (0) − 𝑢 (2𝑘𝜏) = 0
(4)

possesses at least 2𝑚 nonzero solutions with the period 2𝑘𝜏.
Our main result is stated as follows.

Theorem 1. Assume that (H1)–(H7) and the following condi-
tion are satisfied.
(H8) 𝐼𝑗 is odd about 𝑢, and there exists a constant 0 ≤ 𝐷 < 1

such that |𝐼𝑗(𝑢)| ≤ 𝐷|𝑢|, where 𝑗 = 1, 2, . . . , 𝑙.
Moreover, if there exists an integer𝑚 > 0 such that

𝜆 > 𝑚2 (𝜋2 + (1 + 𝐷) 𝑘2𝜏2)
4𝑘2𝜏2 , (5)

then system (1) admits at least 2𝑚 nonzero solutions with the
period 2𝑘𝜏.

Clearly, when 𝐼𝑗 = 0, Theorem 1 generalizes Theorem A.
Note that the first equation of system (1) is equivalent to

the following equation:

𝑢 (𝑡 − 𝜏) − 𝑢 (𝑡 − 𝜏) + 𝜆 (𝐹1 (𝑡, 𝑢 (𝑡 − 𝜏) , 𝑢 (𝑡 − 2𝜏))
+ 𝐹2 (𝑡, 𝑢 (𝑡) , 𝑢 (𝑡 − 𝜏))) = 0, (6)

where𝐹1(𝑡, 𝑢(𝑡−𝜏), 𝑢(𝑡−2𝜏)) = 𝜕𝐹(𝑡, 𝑢(𝑡−𝜏), 𝑢(𝑡−2𝜏))/𝜕𝑢(𝑡−
𝜏) and 𝐹2(𝑡, 𝑢(𝑡), 𝑢(𝑡 − 𝜏)) = 𝜕𝐹(𝑡, 𝑢(𝑡), 𝑢(𝑡 − 𝜏))/𝜕𝑢(𝑡 − 𝜏).

The rest of this paper is organized as follows. In Section 2,
we present some preliminaries, which will be used to prove
our main result. In Section 3 we prove our main result
and provide an example to illustrate the applicability of our
results.

2. Some Preliminaries

Let

𝐻12𝑘𝜏 = {𝑢 : R → R | 𝑢, 𝑢 ∈ 𝐿2 (([0, 2𝑘𝜏]) ,R) , 𝑢 (0)
= 𝑢 (2𝑘𝜏) , 𝑢 (0) = 𝑢 (2𝑘𝜏)} . (7)

Then 𝐻12𝑘𝜏 is a separable and reflexive Banach space and the
inner product

(𝑢, V) = ∫2𝑘𝜏
0

(𝑢 (𝑡) V (𝑡) + 𝑢 (𝑡) V (𝑡)) 𝑑𝑡 (8)

induces the norm

‖𝑢‖𝐻1
2𝑘𝜏

= (∫2𝑘𝜏
0

𝑢 (𝑡)2 + |𝑢 (𝑡)|2 𝑑𝑡)
1/2

. (9)

Definition 2. A function 𝑢 ∈ 𝐻12𝑘𝜏 is a solution of system (1)
if the function 𝑢 satisfies system (1).

Define a functional 𝜑 as

𝜑 (𝑢) = 1
2 ∫
2𝑘𝜏

0
(|𝑢 (𝑡)|2 + 𝑢 (𝑡)2) 𝑑𝑡

− 𝜆∫2𝑘𝜏
0

𝐹 (𝑡, 𝑢 (𝑡) , 𝑢 (𝑡 − 𝜏)) 𝑑𝑡

+ 𝑙∑
𝑗=1

∫𝑢(𝑡𝑗)
0

𝐼𝑗 (𝑠) 𝑑𝑠, 𝑢 ∈ 𝐻12𝑘𝜏.

(10)

Then 𝜑 is Fréchet differentiable at any 𝑢 ∈ 𝐻12𝑘𝜏. For any V ∈𝐻12𝑘𝜏, by a simple calculation, we have

𝜑 (𝑢) (V) = ∫2𝑘𝜏
0

(𝑢 (𝑡) V (𝑡) + 𝑢 (𝑡) V (𝑡)) 𝑑𝑡

− 𝜆∫2𝑘𝜏
0

(𝐹1 (𝑡, 𝑢 (𝑡) , 𝑢 (𝑡 − 𝜏)) V (𝑡)
+ 𝐹2 (𝑡, 𝑢 (𝑡) , 𝑢 (𝑡 − 𝜏)) V (𝑡 − 𝜏)) 𝑑𝑡
+ 𝑙∑
𝑗=1

𝐼𝑗 (𝑢 (𝑡𝑗)) V (𝑡𝑗) .

(11)

From (H3), we get

𝜑 (𝑢) (V) = ∫2𝑘𝜏
0

(−𝑢 (𝑡) + 𝑢 (𝑡)) V (𝑡) 𝑑𝑡

− 𝜆∫2𝑘𝜏
0

(𝐹1 (𝑡, 𝑢 (𝑡) , 𝑢 (𝑡 − 𝜏)) V (𝑡)
+ 𝐹2 (𝑡, 𝑢 (𝑡 + 𝜏) , 𝑢 (𝑡)) V (𝑡)) 𝑑𝑡.

(12)
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Therefore, the corresponding Euler equation of func-
tional 𝜑 is

𝑢 (𝑡) − 𝑢 (𝑡)
+ 𝜆 (𝐹1 (𝑡, 𝑢 (𝑡) , 𝑢 (𝑡 − 𝜏)) + 𝐹2 (𝑡, 𝑢 (𝑡 + 𝜏) , 𝑢 (𝑡)))

= 0.
(13)

Note that (6) is equivalent to system (13) and critical
points of the functional 𝜑 are classical 2𝑘𝜏-periodic solutions
of system (1).

Definition 3 (see [21]). Let 𝐸 be a real reflexive Banach space,
and

Σ = {𝐴 | 𝐴 ⊂ 𝐸 \ {0} is closed, symmetric set} . (14)

Define 𝛾 : Σ → Z+ ∪ {+∞} as follows:

𝛾 (𝐴) =
{{{{{{{{{

min {𝑛 ∈ Z+ : there exists an odd continuous map 𝜑 : 𝐴 → R𝑛 \ {0}} ;
0, if 𝐴 = 0;
+∞, if there is no odd continuous map 𝜑 : 𝐴 → R𝑛 \ {0} for any 𝑛 ∈ Z+.

(15)

Then we say 𝛾 is the genus of Σ.
Denote 𝑖1(𝜑) = lim𝑎→−0𝛾(𝜑𝑎) and 𝑖2(𝜑) = lim𝑎→−∞𝛾(𝜑𝑎),

where 𝜑𝑎 = {𝑢 ∈ 𝐸 | 𝜑(𝑢) ≤ 𝑎}.
Lemma 4 (see [22]). Let 𝐸 be a real Banach space and 𝜑 ∈𝐶1(𝐸,R) with 𝜑 even functional and satisfying the Palais-
Smale (PS) condition. Suppose 𝜑(0) = 0 and

(i) if there exist an 𝑚-dimensional subspace 𝑋 of 𝐸 and a
constant 𝑟 > 0 such that

sup
𝑢∈𝑋∩𝐵𝑟

𝜑 (𝑢) < 0, (16)

where 𝐵𝑟 is an open ball of radius 𝑟 in 𝐸 centered at 0,
then we have 𝑖1(𝜑) ≥ 𝑚;

(ii) if there exists 𝑗-dimensional subspace 𝑉 of 𝐸 such that

inf
𝑢∈𝑉⊥

𝜑 (𝑢) > −∞, (17)

then we have 𝑖2(𝜑) ≤ 𝑗.
Moreover, if 𝑚 ≥ 𝑗, then 𝜑 possesses at least 2(𝑚 − 𝑗) distinct
critical points.

3. Proof of Theorem 1 and an Example

We apply Lemma 4 to finish the proof. Under assumption
(H4), it is easy to see that if function 𝑢 is a solution of system
(1), then function−𝑢 is also a solution of system (1).Therefore,
the solutions of system (1) are a set which is symmetric with
respect to the origin in 𝐻12𝑘𝜏. It follows directly from (10),
(H5), and (H8) that 𝜑 is even in 𝑢 and 𝜑(0) = 0. The rest
of the proof is divided into three steps.

Step 1. We show that the functional 𝜑 satisfies assumption (ii)
of Lemma 4.

It follows from (H7) that there exists a constant 𝑀 > 0
such that
max
𝑡∈R

𝐹 (𝑡, 𝑢 (𝑡) , 𝑢 (𝑡 − 𝜏)) ≤ max
(𝑡,𝑢1,𝑢2)∈Ω

𝐹 (𝑡, 𝑢1, 𝑢2) ≤ 𝑀, (18)

whereΩ = [0, 𝜏]×[−𝛼, 𝛼]×[−𝛼, 𝛼]. Combining (10) and (18),
we get

𝜑 (𝑢) = 1
2 ∫
2𝑘𝜏

0
(|𝑢 (𝑡)|2 + 𝑢 (𝑡)2) 𝑑𝑡

− 𝜆∫2𝑘𝜏
0

𝐹 (𝑡, 𝑢 (𝑡) , 𝑢 (𝑡 − 𝜏)) 𝑑𝑡

+ 𝑙∑
𝑗=1

∫𝑢(𝑡𝑗)
0

𝐼𝑗 (𝑠) 𝑑𝑠

≥ 1
2 ∫
2𝑘𝜏

0

𝑢 (𝑡)2 𝑑𝑡 + 1 − 𝐷
2 ∫2𝑘𝜏
0

|𝑢 (𝑡)|2 𝑑𝑡
− 2𝜆𝑀𝑘𝜏 ≥ 1 − 𝐷

2 ‖𝑢‖2𝐻1
2𝑘𝜏
− 2𝜆𝑀𝑘𝜏 > −∞,

(19)

which implies that𝜑 is bounded from below. By condition (ii)
of Lemma 4, we have 𝑖2(𝜑) = 0.
Step 2. We show that the functional 𝜑 satisfies the PS
condition.

For any given sequence {𝑢𝑛} ∈ 𝐻12𝑘𝜏 such that {𝜑(𝑢𝑛)} is
bounded and lim𝑛→∞𝜑(𝑢𝑛) = 0, there exists a constant 𝐶1
such that

𝜑 (𝑢𝑛) ≤ 𝐶1,
𝜑 (𝑢𝑛)(𝐻1

2𝑘𝜏
)∗
≤ 𝐶1,

∀𝑛 ∈ N,
(20)

where (𝐻12𝑘𝜏)∗ is the dual space of𝐻12𝑘𝜏.
Combining (19) and (20), we have

1
2 ‖𝑢‖2𝐻12𝑘𝜏 ≤ 𝐶1 + 2𝜆𝑀𝑘𝜏. (21)

It follows that ‖𝑢𝑛‖𝐻1
2𝑘𝜏

is bounded.
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Since𝐻12𝑘𝜏 is a reflexive Banach space, so we may extract
a weakly convergent subsequence, for simplicity, we also note
again by {𝑢𝑛}, 𝑢𝑛 ⇀ 𝑢 in𝐻12𝑘𝜏. So we have

∫2𝑘𝜏
0

(𝐹1 (𝑡, 𝑢𝑛 (𝑡) , 𝑢𝑛 (𝑡 − 𝜏)) − 𝐹1 (𝑡, 𝑢 (𝑡) , 𝑢 (𝑡 − 𝜏)))
⋅ (𝑢𝑛 (𝑡) − 𝑢 (𝑡)) 𝑑𝑡 → 0,

∫2𝑘𝜏
0

(𝐹2 (𝑡, 𝑢𝑛 (𝑡) , 𝑢𝑛 (𝑡 − 𝜏)) − 𝐹2 (𝑡, 𝑢 (𝑡) , 𝑢 (𝑡 − 𝜏)))
⋅ (𝑢𝑛 (𝑡 − 𝜏) − 𝑢 (𝑡 − 𝜏)) 𝑑𝑡 → 0,
𝑙∑
𝑗=1

(𝐼𝑗 (𝑢𝑛 (𝑡𝑗)) − 𝐼𝑗 (𝑢 (𝑡𝑗))) (𝑢𝑛 (𝑡𝑗) − 𝑢 (𝑡𝑗))
→ 0,

𝑢𝑛 (𝑡) − 𝑢 (𝑡) → 0 as 𝑛 → ∞, 𝑡 ∈ [0, 2𝑘𝜏] .

(22)

Therefore, by (22), we have ‖𝑢𝑛 − 𝑢‖𝐻1
2𝑘𝜏

→ 0. Hence the
functional 𝜑 satisfies the PS condition.

Step 3. We show that the functional 𝜑 satisfies assumption (i)
of Lemma 4.

Let 𝛽𝑗(𝑡) = (𝑘𝜏/𝑗𝜋)sin(𝑗𝜋/𝜅𝜏)𝑡, 𝑗 = 1, 2, . . . , 𝑚. By
calculations, we obtain

∫2𝑘𝜏
0

𝛽𝑗 (𝑡)2 𝑑𝑡 = (𝑘𝜏𝑗𝜋)
2 𝑘𝜏,

∫2𝑘𝜏
0

𝛽𝑗 (𝑡)2 𝑑𝑡 = 𝑘𝜏.
(23)

Define the𝑚-dimensional linear subspace as follows:

𝐸𝑚 = span {𝛽1 (𝑡) , 𝛽2 (𝑡) , . . . , 𝛽𝑚 (𝑡)} . (24)

It is clear to see that 𝐸𝑚 is a symmetric set. Take 𝑟 > 0, when𝑢(𝑡) ∈ 𝐸𝑚 ∩ 𝑆𝑟, where 𝑆𝑟 denotes boundary of 𝐵𝑟, 𝑢(𝑡) has
expansion 𝑢(𝑡) = ∑𝑚𝑗=1 𝑏𝑗𝛽𝑗(𝑡), 𝑏𝑗 ∈ R, and

𝑟2 = ‖𝑢 (𝑡)‖2𝐻1
2𝑘𝜏

= ∫2𝑘𝜏
0

(𝑢 (𝑡)2 + |𝑢 (𝑡)|2) 𝑑𝑡

≤ 𝑘𝜏 𝑚∑
𝑗=1

𝑏2𝑗 (1 + 𝑘2𝜏2
𝑗2𝜋2) .

(25)

By (H6), for given 𝜀 with 0 < 𝜀 < (𝜆𝑚2/4𝑘2𝜏2)(4𝑘2𝜏2/𝑚2 − (𝜋2 + (1 + 𝐷)𝑘2𝜏2)/𝜆), there exists 0 < 𝛿 < 1 such that
when (|𝑢(𝑡)|2 + |𝑢(𝑡 − 𝜏)|2)1/2 < 𝛿, we have

𝜆𝐹 (𝑡, 𝑢 (𝑡) , 𝑢 (𝑡 − 𝜏))
> (𝜆 − 𝜀) (|𝑢 (𝑡)|2 + |𝑢 (𝑡 − 𝜏)|2) . (26)

Combining (10), (25), and (26), when 𝑢(𝑡) ∈ 𝐸𝑚 ∩𝑆𝑟, we have
𝜑 (𝑢) = 1

2 ∫
2𝑘𝜏

0
(|𝑢 (𝑡)|2 + 𝑢 (𝑡)2) 𝑑𝑡

− 𝜆∫2𝑘𝜏
0

𝐹 (𝑡, 𝑢 (𝑡) , 𝑢 (𝑡 − 𝜏)) 𝑑𝑡

+ 𝑙∑
𝑗=1

∫𝑢(𝑡𝑗)
0

𝐼𝑗 (𝑠) 𝑑𝑠 ≤ 1
2 ‖𝑢‖2𝐻12𝑘𝜏 − (𝜆 − 𝜀)

⋅ ∫2𝑘𝜏
0

(|𝑢 (𝑡)|2 + |𝑢 (𝑡 − 𝜏)|2) 𝑑𝑡 + 𝐷
2

⋅ ∫2𝑘𝜏
0

|𝑢 (𝑡)|2 𝑑𝑡 ≤ 𝑘𝜏
2
𝑚∑
𝑗=1

𝑏2𝑗 (1 + (1 + 𝐷) 𝑘2𝜏2
𝑗2𝜋2 )

− 2 (𝜆 − 𝜀) 𝑘2𝜏2
𝑚2𝜋2 𝑘𝜏 𝑚∑

𝑗=1

𝑏2𝑗 ≤ 𝑘𝜏
2𝜋2

⋅ 𝑚∑
𝑗=1

𝑏2𝑗 (𝜋2 + (1 + 𝐷) 𝑘2𝜏2 − 4 (𝜆 − 𝜀) 𝑘2𝜏2
𝑚2 )

= 𝜆𝑘𝜏
2𝜋2

⋅ 𝑚∑
𝑗=1

𝑏2𝑗 (𝜋
2 + (1 + 𝐷) 𝑘2𝜏2

𝜆 − 4𝑘2𝜏2
𝑚2 + 𝜀4𝑘2𝜏2𝜆𝑚2 )

< 0.

(27)

Therefore 𝑖1(𝜑) ≥ 𝑚. Consequently, system (1) admits at least2𝑚 nonzero 2𝑘𝜏-periodic solutions.
We conclude this section with the following example.

Example 5. Consider (1) with

𝑓 (𝑡, 𝑢 (𝑡) , 𝑢 (𝑡 − 𝜏) , 𝑢 (𝑡 − 2𝜏))
= 4𝑢 (𝑡 − 𝜏) − 4 (2 + cos 2𝜋𝑡𝜏 ) 𝑢 (𝑡 − 2𝜏)
⋅ (𝑢2 (𝑡) + 2𝑢2 (𝑡 − 𝜏) + 𝑢2 (𝑡 − 2𝜏)) ,

𝐹 (𝑡, 𝑢1, 𝑢2) = 𝑢21 + 𝑢22 − (2 + cos 2𝜋𝑡𝜏 ) (𝑢21 + 𝑢22)2 ,
𝐼𝑗 (𝑢) = 0.5𝑢.

(28)

It is easy to see that 𝜕𝑓(𝑡, 𝑢1, 𝑢2, 𝑢3)/𝜕𝑡 ̸= 0 and when(𝑢1, 𝑢2) = 0, 𝐹(𝑡, 𝑢1, 𝑢2) = 0; then (H1) and (H5) hold.
Set 𝑢1 = 𝑢(𝑡), 𝑢2 = 𝑢(𝑡 − 𝜏), 𝑢3 = 𝑢(𝑡 − 2𝜏), and then𝜕𝐹(𝑡, 𝑢(𝑡), 𝑢(𝑡−𝜏))/𝜕𝑢(𝑡−𝜏)+𝜕𝐹(𝑡, 𝑢(𝑡−𝜏), 𝑢(𝑡−2𝜏))/𝜕𝑢(𝑡−𝜏) = 𝑓(𝑡, 𝑢(𝑡), 𝑢(𝑡 − 𝜏), 𝑢(𝑡 − 2𝜏)). By a simple computation,
we have 𝐹(𝑡 + 𝜏, 𝑢1, 𝑢2) = 𝐹(𝑡, 𝑢1, 𝑢2), 𝐹(𝑡, −𝑢1, −𝑢2) =𝐹(𝑡, 𝑢1, 𝑢2), and 𝑓(𝑡, −𝑢1, −𝑢2, −𝑢3) = −𝑓(𝑡, 𝑢1, 𝑢2, 𝑢3). So
conditions (H2)–(H4) hold. Clearly, the conditions (H6)–
(H8) hold. Therefore system (1) admits at least 2𝑚 nonzero
solutions with the period 2𝑘𝜏.
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This paper studies the stabilization problem for dampingmultimachine power systemwith time-varying delays and sector saturating
actuator. The multivariable proportional plus derivative (PD) type stabilizer is designed by transforming the problem of PD
controller design to that of state feedback stabilizer design for a system in descriptor form. A new sufficient condition of closed-
loop multimachine power system asymptomatic stability is derived based on the Lyapunov theory. Computer simulation of a two-
machine power system has verified the effectiveness and efficiency of the proposed approach.

1. Introduction

To cope with the increasing demand for quality electric
power, excitation control, power system stabilizer (PSS),
and other power system controllers are playing important
roles in power system stability and maintaining dynamic
performance. Conventional PSS is mainly designed based on
a linear model and considered one operating point. Recently,
to interconnect large energy pools connecting neighboring
electric grids together and transmit bulk energy during peak
times of load demand can satisfy the growing demand for
energy [1]. But it introduces some modes of electromechan-
ical oscillations and frequency deviations within the range
of 0.2–2Hz in the power system which will make power
system more complicated [2, 3]. A conventional PSS cannot
guarantee to have the best performance. Hence, a variety
of control strategies have been used to obtain PSS, such
as lead-lag controller [4], variable structure controller [5–
7], robust controller [8], PID controller [9–11], and fuzzy
logic controller [10]. Most of the controllers are nonlinear.
Some researchers have designed the PSS by using searching
algorithms such as genetic algorithms [10, 12], particle swarm
optimization [13, 14], and chaotic optimization algorithm
[15, 16]. But these algorithms are hard to program and are not
sure to find the optimum solutions.

It is well known that the amplitude of the controller is
always bounded in the real world [17]. So it is very necessary
that the actuator saturation is taken into consideration. Time-
delay is very common in power systemswhich can be a source
of instability of performance degradation [18]. Multimachine
power system with time-varying delay and sector saturating
actuator [19] is a complex interconnected large-scale system
that is composed of many electric devices and mechanical
components with a better description of real world. The state
feedback control problem for such a system is addressed by
[19] based on the LMI methods. However, the conditions in
[19] are conservative because of the amplifying technique to
deal with the nonlinear terms in the conditions. Moreover,
we usually cannot find the state feedback controller to satisfy
demand when system becomes more complex.

The purpose of this paper is to design a PD controller
for damping multimachine power systems with time-varying
delay and sector saturating actuator. Under a descriptor
transformation, the problem of PD type controller design is
transformed into the state feedback controller design for a
descriptor system.Then, a new sufficient condition is derived
for the admissible of the descriptor system based on the
Lyapunov theory. Compared with the existing LMI methods
in [19], our method introduces more relax matrix variables.
Therefore, it is less conservative. Compared with some of the
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nondeterministicmethods, ourmethod has the advantages of
low complexity.

This paper is organized as follows. Section 2 is the
problem formulation and preliminaries. Section 3 gives the
main results. Section 4 provides an example to show the
merits and effectiveness of the results and Section 5 concludes
this paper.

Notation. 𝑅𝑛 denotes 𝑛-dimensional Euclidean space; the
superscripts −1 and 𝑇 denote the matrix inverse and trans-
pose, respectively; 𝑋 > 0 (𝑋 ≥ 0) means that 𝑋 is
positive definite (positive semidefinite); the star∗ denotes the
symmetric term in a matrix.

2. Problem Formulation and Preliminaries

Consider𝑁-machine power systemwith time-varying delays
and input constraints which is described by the interconnec-
tion of 𝑁 subsystems as follows:

�̇�𝑖 (𝑡) = 𝐴 𝑖𝑥𝑖 (𝑡) + 𝐵𝑖𝑢𝑠𝑖 (𝑡)
+ 𝑁∑
𝑗=1

𝑝𝑖𝑗𝐺𝑖𝑗𝑔𝑖𝑗 (𝑥𝑖 (𝑡) , 𝑥𝑗 (𝑡 − 𝜏𝑖𝑗 (𝑡))) ,
𝑢𝑠𝑖 (𝑡) = sat (𝑢𝑖 (𝑡)) ,
𝑥𝑖 (𝑡) = 𝜙𝑖 (𝑡) , 𝑡 ∈ [−𝜏, 0] ,

(1)

where 𝑥𝑖(𝑡) = [Δ𝛿𝑖(𝑡) Δ𝑊𝑖(𝑡) Δ𝐸𝑞𝑖(𝑡) Δ𝐸𝑓𝑑𝑖(𝑡) Δ𝑉𝐷𝐶𝑖(𝑡)]𝑇,𝑢𝑖(𝑡) = [Δ𝑚𝑖], 𝑢𝑖(𝑡) is the control input vector to the actuator,
and 𝑢𝑠𝑖(𝑡) is the control input vector to the plant.𝑔𝑖𝑗(𝑥𝑖(𝑡), 𝑥𝑗(𝑡 − 𝜏𝑖𝑗(𝑡)) is the nonlinear function vector
characterizing the interconnection between 𝑖th generator and𝑗th generator with

𝑔𝑖𝑗 (𝑥𝑖 (𝑡)) , 𝑥𝑗 (𝑡 − 𝜏𝑖𝑗 (𝑡))
= − cos𝛽𝑖 (𝛿) (Δ𝛿𝑖 (𝑡) − Δ𝛿𝑗 (𝑡 − 𝜏𝑖𝑗 (𝑡)))
= − cos𝛽𝑖 (𝛿) 𝑊 (𝑥𝑖 (𝑡) − 𝑥𝑗 (𝑡 − 𝜏𝑖𝑗 (𝑡))) ,

(2)

where 𝜏𝑖𝑗(𝑡) is the time-varying delay and satisfied 0 ⩽ 𝜏𝑖𝑗(𝑡) ⩽𝜏 ⩽ ∞, �̇�𝑖𝑗(𝑡) ⩽ �̇�∗ < 1, and 𝛽𝑖(𝛿) = (𝛿𝑖(𝑡) − 𝛿𝑗(𝑡 − 𝜏𝑖𝑗(𝑡)) +𝛿𝑖0 − 𝛿𝑗0)/2, 𝑊 = [1 0 0 0 0].
The nominal system matrices are represented as follows:

𝐴 𝑖

=

[[[[[[[[[[[[[[[[[
[

0 𝜔0 0 0 0
−𝐾1𝑖𝑀𝑖 − 𝑃𝑖𝑀𝑖 −𝐾2𝑖𝑀𝑖 0 −𝐾𝑝𝑑𝑐𝑖𝑀𝑖
− 𝐾4𝑖𝑇
𝑑0𝑖

0 − 𝐾3𝑖𝑇
𝑑0𝑖

1𝑇
𝑑0𝑖

−𝐾𝑝𝑑𝑐𝑖𝑇
𝑑0𝑖

−𝐾𝐴𝑖𝐾5𝑖𝑇𝐴𝑖 0 −𝐾𝐴𝑖𝐾6𝑖𝑇𝐴𝑖 − 1𝑇𝐴𝑖 −𝐾𝐴𝑖𝐾𝑉𝐷𝐶𝑖𝑇𝐴𝑖
𝐾7𝑖 0 𝐾8𝑖 0 𝐾9𝑖

]]]]]]]]]]]]]]]]]
]

,

𝐵𝑖 = [0 −𝐾𝑝𝑚𝑖 −𝐾𝑞𝑚𝑖 −𝐾V𝑚𝑖 −𝐾𝐷𝐶𝑚𝑖]𝑇 ,
𝐺𝑖𝑗 = [0 − (𝜔0𝐸𝑞𝑖𝐸𝑞𝑗𝐵𝑖𝑗)𝑀𝑖 0 0 0]𝑇 .

(3)

In this modeling, the single-machine infinite bus is modeled
by Heffron-Phillips model which is shown in Figure 1.

The nonlinear saturation function 𝑢𝑠𝑖(𝑡) is considered to
be inside sector (𝑎𝑖, 1) and is shown in Figure 1, where 0 ⩽𝑎𝑖 ⩽ 1.

From Figure 2, it is obvious that 𝑢𝑠𝑖(𝑡) − 0.5(1 + 𝑎𝑖)𝑢𝑖(𝑡) =Δ𝑡𝑖𝑢𝑖(𝑡) ⇒ 𝑢𝑠𝑖(𝑡) = 𝜓𝑖𝑢𝑖(𝑡), where 𝜓𝑖 = 0.5(1 + 𝑎𝑖) + Δ𝑡𝑖,Δ𝑡𝑖 is a real number which varying between −0.5(1 − 𝑎𝑖) and0.5(1 + 𝑎𝑖), 𝑎𝑖 < 𝑎𝑖 < 1.
The control law for a PD controller is

𝑢𝑖 (𝑡) = 𝐾𝑝𝑖𝑥𝑖 (𝑡) + 𝐾𝐷𝑖�̇�𝑖 (𝑡) . (4)

Substituting (4) into (1), we have

(𝐼 − 𝜓𝑖𝐵𝑖𝐾𝐷𝑖) �̇�𝑖 (𝑡)
= (𝐴 𝑖 + 𝜓𝑖𝐵𝑖𝐾𝑝𝑖) 𝑥𝑖 (𝑡)

+ 𝑁∑
𝑗=1

𝑝𝑖𝑗𝐺𝑖𝑗𝑔𝑖𝑗 (𝑥𝑖 (𝑡) , 𝑥𝑗 (𝑡 − 𝜏𝑖𝑗 (𝑡))) ,
𝑥𝑖 (𝑡) = 𝜙𝑖 (𝑡) , 𝑡 ∈ [−𝜏, 0] .

(5)

Taking the inverse of the left-hand side of (5), we obtain

�̇�𝑖 (𝑡) = (𝐼 − 𝜓𝑖𝐵𝑖𝐾𝐷𝑖)−1((𝐴 𝑖 + 𝜓𝑖𝐵𝑖𝐾𝑝𝑖) 𝑥𝑖 (𝑡)

+ 𝑁∑
𝑗=1

𝑝𝑖𝑗𝐺𝑖𝑗𝑔𝑖𝑗 (𝑥𝑖 (𝑡) , 𝑥𝑗 (𝑡 − 𝜏𝑖𝑗 (𝑡)))) ,
𝑥𝑖 (𝑡) = 𝜙i (𝑡) , 𝑡 ∈ [−𝜏, 0] .

(6)

Properly selecting the controller gains 𝐾𝑝𝑖 and 𝐾𝐷𝑖, so
that the closed-loop systems are stable, then we have the
PD controller design. It is obvious from (6) that the PD
controller is nonlinear. Some researchers have designed such
a controller with the aid of searching algorithms [10]. A huge
amount of computation burden is foreseeable. In the follow-
ing, we introduce a new state variable 𝑥𝑖(𝑡) = [𝑥𝑇𝑖 (𝑡) �̇�𝑇𝑖 (𝑡)]𝑇,
then system (1) with controller (4) is transformed into the
following PD control system:

𝐸�̇�𝑖 (𝑡) = 𝐴𝑖𝑥𝑖 (𝑡) + 𝐵𝑖𝑢𝑠𝑖 (𝑡)
+ 𝑁∑
𝑗=1

𝑝𝑖𝑗𝐺𝑖𝑗𝑔𝑖𝑗 (𝑥𝑖 (𝑡) , 𝑥𝑗 (𝑡 − 𝜏𝑖𝑗 (𝑡))) ,
𝑢𝑠𝑖 (𝑡) = sat (𝑢𝑖 (𝑡)) ,
𝑢𝑖 (𝑡) = 𝐾𝑖𝑥𝑖 (𝑡) ,

(7)
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Figure 1: Heffron-Phillips model for single-machine power system connected to infinite bus along with SSSC series in the transmission line.
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Figure 2: Sector saturation function.

where

𝐴𝑖 = [ 0 𝐼
𝐴 𝑖 −𝐼] ,

𝐵𝑖 = [ 0
𝐵𝑖] ,

𝐺𝑖𝑗 = [ 0
𝐺𝑖𝑗] ,

𝐸 = [𝐼𝑛 0
0 0] ,

𝑔𝑖𝑗 (𝑥𝑖 (𝑡) , 𝑥𝑗 (𝑡 − 𝜏𝑖𝑗 (𝑡))) = 𝑔𝑖𝑗 (𝑥𝑖 (𝑡) , 𝑥𝑗 (𝑡 − 𝜏𝑖𝑗 (𝑡)))
= − cos𝛽𝑖 (𝛿) 𝑊 (𝑥𝑖 (𝑡) − 𝑥𝑗 (𝑡 − 𝜏𝑖𝑗 (𝑡))) ,

(8)

𝐾𝑖 = [𝐾𝑝𝑖 𝐾𝐷𝑖], and 𝑊 = [𝑊 0].
System (7) is a descriptor system as rank(𝐸) = 𝑛 <

dim(𝐸), 𝑢𝑖(𝑡) = 𝐾𝑝𝑖𝑥𝑖(𝑡) + 𝐾𝐷𝑖�̇�𝑖(𝑡) = 𝐾𝑖𝑥𝑖(𝑡); then, we have
𝐸�̇�𝑖 (𝑡)

= (𝐴𝑖 + 𝜓𝑖𝐵𝑖𝐾𝑖) 𝑥𝑖 (𝑡)
+ 𝑁∑
𝑗=1

𝑝𝑖𝑗𝐺𝑖𝑗𝑔𝑖𝑗 (𝑥𝑖 (𝑡) , 𝑥𝑗 (𝑡 − 𝜏𝑖𝑗 (𝑡)))
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= (𝐴𝑖 + 𝜓𝑖𝐵𝑖𝐾𝑖) 𝑥𝑖 (𝑡)
− cos𝛽𝑖 (𝛿) 𝑁∑

𝑗=1

𝑝𝑖𝑗𝐺𝑖𝑗𝑊 (𝑥𝑖 (𝑡) − 𝑥𝑗 (𝑡 − 𝜏𝑖𝑗 (𝑡)))
= (𝐴𝑐𝑖 − 𝑁∑

𝑗=1

𝐴𝑑𝑖𝑗) 𝑥𝑖 (𝑡) + 𝑁∑
𝑗=1

𝐴𝑑𝑖𝑗𝑥𝑗 (𝑡 − 𝜏𝑖𝑗 (𝑡)) ,
(9)

where 𝐴𝑑𝑖𝑗 = cos𝛽𝑖(𝛿)𝑝𝑖𝑗𝐺𝑖𝑗𝑊 and 𝐴𝑐𝑖 = 𝐴𝑖 + 𝜓𝑖𝐵𝑖𝐾𝑖.
The following definition and lemmas will be useful in this

paper.

Definition 1 (see [20]). (i) Descriptor system

𝐸�̇� (𝑡) = 𝐴𝑥 (𝑡) + 𝑁∑
𝑗=1

𝐴𝑑𝑗𝑥 (𝑡 − 𝑑𝑗) (10)

is said to be regular and impulse-free, if pair (𝐸, 𝐴) is regular
and impulse-free.

(ii) System (10) is said to be stable if for any scalar 𝜀 > 0,
there exists a scalar 𝛿(𝜀) > 0 such that, for any compatible
initial conditions 𝜙(𝑘) satisfying sup−𝑑≤𝑡≤0‖𝜙(𝑡)‖ ≤ 𝛿(𝜀),
solution 𝑥(𝑡) of system (10) satisfies ‖𝑥(𝑡)‖ ≤ 𝜀 for any 𝑡 ≥ 0;
moreover, lim𝑡→∞𝑥(𝑡) = 0.

(iii) System (10) is said to be admissible if it is regular,
impulse-free, and stable.

Lemma 2 (see [18]). For any constant matrix 𝑀 > 0, scalar𝛾 > 0, and vector function 𝑊 : [0, 𝛾] → 𝑅𝑛, such that
integrations concerned arewell defined, the following inequality
holds:

(∫𝛾
0

𝑊 (𝑠) 𝑑𝑠)𝑇𝑀 (∫𝛾
0

𝑊 (𝑠) 𝑑𝑠)
⩽ 𝛾 (∫𝛾

0
𝑊𝑇 (𝑠) 𝑀𝑊 (𝑠) 𝑑𝑠) .

(11)

Lemma 3. Given any matrices 𝐷 and 𝐸 with appropriate
dimensions, the inequality

𝐷𝐸 + 𝐸𝑇𝐷𝑇 ⩽ 𝐷𝑇𝐷𝑇 + 𝐸𝑇𝑇−1𝐸 (12)

holds for any matrix 𝑇 > 0.
3. Main Results

In this section, wewill give the following condition for system
(9).

Theorem 4. The delay descriptor system (9) is admissible with𝐾𝑖 = 𝑌𝑖𝑋−𝑇𝑖 if there exist matrices 𝑋𝑖 = [𝑋1𝑖 𝑋2𝑖0 𝑋3𝑖
], 𝑄𝑖𝑗 > 0,𝑇 > 0, 𝑌𝑖, 𝑈𝑖𝑗 > 0, (𝑖, 𝑗 = 1, 2, . . . , 𝑁), such that the following

inequalities hold:

𝐸𝑋𝑇𝑖 = 𝑋𝑖𝐸𝑇 ⩾ 0, (13)

[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[
[

sym {𝐴𝑖𝑋𝑇𝑖 + 𝜓𝑖𝐵𝑖𝑌𝑖} ∗ ⋅ ⋅ ⋅ ∗ ∗
+𝜏 𝑁∑
𝑗=1

𝑝𝑗𝑖𝐸𝑇𝑄𝑗𝑖𝐸 − 1 − �̇�∗𝜏
𝑁∑
𝑗=1

𝑝𝑗𝑖𝐸𝑇𝑄𝑗𝑖𝐸
+ 𝑁∑
𝑗=1

𝑝𝑗𝑖𝑈𝑗𝑖 + 𝑁∑
𝑗=1

𝑝𝑖𝑗𝐺𝑖𝑗𝑊𝑇𝑊𝑇𝐺𝑇𝑖𝑗
1 − �̇�∗𝜏 𝐸𝑇𝑄1𝑖𝐸 −𝛼 (1 − �̇�∗) 𝑈1𝑖

−1 − �̇�∗𝜏 𝐸𝑇𝑄1𝑖𝐸... d
1 − �̇�∗𝜏 𝐸𝑇𝑄𝑁𝑖𝐸 −𝛼 (1 − �̇�∗) 𝑈𝑁𝑖

−1 − �̇�∗𝜏 𝐸𝑇𝑄𝑁𝑖𝐸
𝑋𝑇𝑖 − 𝑇𝑁 − 1

]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]
]

< 0, (14)

[− (1 − 𝛼) (1 − �̇�∗) 𝑈𝑖𝑗 𝑋𝑖𝑋𝑇𝑖 −𝑇] < 0, (15)

where 𝛼 is a fixed scalar which satisfies 0 < 𝛼 < 1.
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Proof. Firstly, we prove that system (9) with PD gainmatrices𝐾𝑖 is regular and impulse-free. System (9) can be rewritten as

𝐸�̇� (𝑡) = (�̃� + 𝜓�̃��̃� − 𝑁∑
𝑖=1

𝑁∑
𝑗=1

�̃�𝑑𝑖𝑗) 𝑋 (𝑡)

+ 𝑁∑
𝑖=1

𝑁∑
𝑗=1

�̃�𝑑𝑖𝑗𝑋 (𝑡 − 𝜏𝑖𝑗 (𝑡)) ,
(16)

where𝑋(𝑡) = [𝑥𝑇1 (𝑡), 𝑥𝑇2 (𝑡), . . . , 𝑥𝑇𝑁(𝑡)]𝑇,matrices𝐸 = diag{𝐸,𝐸, . . . , 𝐸}, �̃� = diag{𝐴1, 𝐴2, . . . , 𝐴𝑁}, 𝜓 = diag{𝜓1, 𝜓2, . . .,𝜓𝑁}, �̃� = diag{𝐵1, 𝐵2, . . . , 𝐵𝑁}, �̃� = diag{𝐾1, 𝐾2, . . . , 𝐾𝑁},
and

�̃�𝑑𝑖𝑗 = [
[

0 ⋅ ⋅ ⋅ 0 ⋅ ⋅ ⋅ 00 ⋅ ⋅ ⋅ cos𝛽𝑖 (𝛿) 𝑝𝑖𝑗𝐺𝑖𝑗𝑊 ⋅ ⋅ ⋅ 00 ⋅ ⋅ ⋅ 0 ⋅ ⋅ ⋅ 0]
] 𝑖

𝑗
. (17)

From (14), it is easy to see that

sym {𝐴𝑖𝑋𝑇𝑖 + 𝜓𝑖𝐵𝑖𝑌𝑖} − 1 − �̇�∗𝜏
𝑁∑
𝑗=1

𝑝𝑗𝑖𝐸𝑇𝑄𝑗𝑖𝐸
= sym {(𝐴𝑖 + 𝜓𝑖𝐵𝑖𝐾𝑖) 𝑋𝑇𝑖 } − 1 − �̇�∗𝜏

𝑁∑
𝑗=1

𝑝𝑗𝑖𝐸𝑇𝑄𝑗𝑖𝐸
< 0.

(18)

That is

sym {(�̃� + 𝜓�̃��̃�) 𝑋𝑇}
− 1 − �̇�∗𝜏 𝐸𝑇diag{{{

𝑁∑
𝑗=1

𝑝𝑗𝑖𝑄𝑗𝑖}}} 𝐸 < 0, (19)

where𝑋 = diag{𝑋1, . . . , 𝑋𝑁}. Since𝐸 is descriptor, there exist
nonsingular matrices 𝐺 and 𝐻 such that

𝐺𝐸𝐻 = [𝐼𝑛𝑁 0
0 0] . (20)

Suppose

𝐺 (�̃� + 𝜓�̃��̃�) 𝐻 = [𝐴11 𝐴12𝐴21 𝐴22] ,
𝐺𝑋𝐻 = [𝑋11 𝑋120 𝑋22] .

(21)

Equation (19) yields sym{𝐴22𝑋𝑇22} < 0, which implies that the
pair (𝐸, �̃�+𝜓�̃��̃�) is regular and impulse-free. ByDefinition 1,
system (16) is regular and impulse-free. It also shows that
system (9) is regular and impulse-free.

Next, we will show that system (9) is stable. Consider a
Lyapunov-Krasovskii functional as

𝑉 (𝑡) = 𝑁∑
𝑖=1

{{{𝑥𝑇𝑖 (𝑡) 𝑃11𝑖𝑥𝑖 (𝑡) + 𝑁∑
𝑗=1

𝑝𝑖𝑗

⋅ [∫𝑡
𝑡−𝜏𝑖𝑗(𝑡)

𝑥𝑇𝑗 (𝜉) 𝑈𝑖𝑗𝑥𝑗 (𝜉) 𝑑𝜉

+ ∫0
−𝜏𝑖𝑗(𝑡)

∫𝑡
𝑡+𝛼

�̇�𝑇𝑗 (𝜉) 𝐸𝑇𝑄𝑖𝑗𝐸�̇�𝑇𝑗 (𝜉) 𝑑𝜉 𝑑𝛼]}}} .

(22)

Taking the time derivative of𝑉(𝑡) along the solution of system
(9) yields

�̇� (𝑡) = 𝑁∑
𝑖=1

{{{�̇�𝑇𝑖 (𝑡) 𝑃11𝑖𝑥𝑖 (𝑡) + 𝑥𝑇𝑖 (𝑡) 𝑃11𝑖�̇�𝑖 (𝑡) + 𝑁∑
𝑗=1

𝑝𝑖𝑗

⋅ [𝑥𝑇𝑗 (𝑡) 𝑈𝑖𝑗𝑥𝑗 (𝑡)
− (1 − �̇�𝑖𝑗 (𝑡)) 𝑥𝑇𝑗 (𝑡) (𝑡 − 𝜏𝑖𝑗 (𝑡)) 𝑈𝑖𝑗𝑥𝑗 (𝑡 − 𝜏𝑖𝑗 (𝑡))
+ 𝜏𝑖𝑗 (𝑡) 𝑥𝑇𝑗 (𝑡) 𝐸𝑇𝑄𝑖𝑗𝐸𝑥𝑗 (𝑡)
− (1 − �̇�𝑖𝑗 (𝑡)) ∫𝑡

𝑡−𝜏𝑖𝑗(𝑡)
�̇�𝑗 (𝛼) 𝐸𝑇𝑄𝑖𝑗𝐸𝑥𝑗 (𝛼) 𝑑𝛼]}}} .

(23)

By Lemma 2, we obtain

− (1 − �̇�𝑖𝑗 (𝑡)) ∫𝑡
𝑡−𝜏𝑖𝑗(𝑡)

�̇�𝑗 (𝛼) 𝐸𝑇𝑄𝑖𝑗𝐸�̇�𝑗 (𝛼) 𝑑𝛼
⩽ −1 − �̇�𝑖𝑗 (𝑡)𝜏𝑖𝑗 (𝑡) (𝑥𝑗 (𝑡) − 𝑥𝑗 (𝑡 − 𝜏𝑖𝑗 (𝑡)))𝑇

⋅ 𝐸𝑇𝑄𝑖𝑗𝐸 (𝑥𝑗 (𝑡) − 𝑥𝑗 (𝑡 − 𝜏𝑖𝑗 (𝑡))) .
(24)
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Then,

�̇� (𝑡) ⩽ 𝑁∑
𝑖=1

{{{�̇�𝑇𝑖 (𝑡) 𝐸𝑇𝑃𝑖𝑥𝑖 (𝑡) + 𝑥𝑇𝑖 (𝑡) 𝑃𝑇𝑖 𝐸𝑥𝑖 (𝑡)

+ 𝑁∑
𝑗=1

𝑝𝑖𝑗 [𝑥𝑇𝑗 (𝑡) 𝑈𝑖𝑗𝑥𝑗 (𝑡) − (1 − �̇�∗) 𝑥𝑇𝑗 (𝑡 − 𝜏𝑖𝑗 (𝑡))
⋅ 𝑈𝑖𝑗𝑥𝑗 (𝑡 − 𝜏𝑖𝑗 (𝑡)) + 𝜏𝑥𝑇𝑗 (𝑡) 𝐸𝑇𝑄𝑖𝑗𝐸𝑥𝑗 (𝑡)
− 1 − �̇�∗𝜏 (𝑥𝑗 (𝑡) − 𝑥𝑗 (𝑡 − 𝜏𝑖𝑗 (𝑡)))𝑇

⋅ 𝐸𝑇𝑄𝑖𝑗𝐸 (𝑥𝑗 (𝑡) − 𝑥𝑗 (𝑡 − 𝜏𝑖𝑗 (𝑡)))]}}} = 𝑁∑
𝑖=1

{{{𝑥𝑇𝑖 (𝑡)
⋅ [(𝐴𝑖 + 𝜓𝑖𝐵𝑖𝐾𝑖)𝑇 𝑃𝑖 + 𝑃𝑇𝑖 (𝐴𝑖 + 𝜓𝑖𝐵𝑖𝐾𝑖)] 𝑥𝑖 (𝑡)
+ sym

{{{𝑥𝑇𝑖 (𝑡) 𝑃𝑇𝑖 (− cos𝛽𝑖 (𝛿)) 𝑁∑
𝑗=1

𝑝𝑖𝑗

⋅ 𝐺𝑖𝑗𝑊 (𝑥𝑖 (𝑡) − 𝑥𝑗 (𝑡 − 𝜏𝑖𝑗 (𝑡)))}}} + 𝑁∑
𝑗=1

𝑝𝑖𝑗𝑥𝑇𝑗 (𝑡)
⋅ 𝑈𝑖𝑗𝑥𝑗 (𝑡) − 𝑁∑

𝑗=1

(1 − �̇�∗) 𝑝𝑖𝑗𝑥𝑇𝑗 (𝑡 − 𝜏𝑖𝑗 (𝑡)) 𝑈𝑖𝑗𝑥𝑗 (𝑡

− 𝜏𝑖𝑗 (𝑡)) + 𝑁∑
𝑗=1

𝑝𝑖𝑗𝜏𝑥𝑇𝑗 (𝑡) 𝐸𝑇𝑄𝑖𝑗𝐸𝑥𝑗 (𝑡) − 𝑁∑
𝑗=1

𝑝𝑖𝑗
⋅ 1 − �̇�∗𝜏 (𝑥𝑗 (𝑡) − 𝑥𝑗 (𝑡 − 𝜏𝑖𝑗 (𝑡)))𝑇 𝐸𝑇𝑄𝑖𝑗𝐸 (𝑥𝑗 (𝑡)
− 𝑥𝑗 (𝑡 − 𝜏𝑖𝑗 (𝑡)))}}} ,

(25)

where

𝑃𝑖 = [𝑃11𝑖 𝑃12𝑖0 𝑃22𝑖] . (26)

It is obvious that �̇�(𝑡) < 0 can be obtained by the following
equation:

�̇� = diag {�̇�1 (𝑡) , . . . , �̇�𝑁 (𝑡)} = 𝑋𝑇 (𝑡) [(�̃� + 𝜓�̃��̃�)𝑇 𝑃
+ 𝑃𝑇 (�̃� + 𝜓�̃��̃�)] 𝑋 (𝑡) + sym

{{{−𝑋𝑇 (𝑡) 𝑃𝑇 𝑁∑
𝑖=1

𝑁∑
𝑗=1

�̃�𝑑𝑖𝑗𝑋 (𝑡)

+ 𝑋𝑇 (𝑡) 𝑃𝑇 𝑁∑
𝑖=1

𝑁∑
𝑗=1

�̃�𝑑𝑖𝑗𝑋 (𝑡 − 𝜏𝑖𝑗 (𝑡))}}}
+ 𝑋𝑇 (𝑡) diag{{{

𝑁∑
𝑗=1

𝑝𝑗1𝑈𝑗1, . . . , 𝑁∑
𝑗=1

𝑝𝑗𝑁𝑈𝑗𝑁}}} 𝑋 (𝑡)

− 𝑁∑
𝑖=1

𝑁∑
𝑗=1

(1 − �̇�∗) 𝑋𝑇 (𝑡 − 𝜏𝑖𝑗 (𝑡))U𝑖𝑗𝑋 (𝑡 − 𝜏𝑖𝑗 (𝑡))

+ 𝜏𝑋𝑇 (𝑡) diag{{{
𝑁∑
𝑗=1

𝑝𝑗1𝐸𝑇𝑄𝑗1𝐸, . . . , 𝑁∑
𝑗=1

𝑝𝑗𝑁𝐸𝑇𝑄𝑗𝑁𝐸}}} 𝑋 (𝑡)

− 𝑁∑
𝑖=1

𝑁∑
𝑗=1

𝑝𝑖𝑗 1 − �̇�∗𝜏 (𝑋 (𝑡) − 𝑋 (𝑡 − 𝜏𝑖𝑗 (𝑡)))𝑇Q𝑖𝑗 (𝑋 (𝑡)
− 𝑋 (𝑡 − 𝜏𝑖𝑗 (𝑡))) ,

(27)

where

𝑃 = diag {𝑃1, 𝑃2, . . . , 𝑃𝑁} ,

U𝑖𝑗 = [[
[

0 ⋅ ⋅ ⋅ 0 ⋅ ⋅ ⋅ 0
0 ⋅ ⋅ ⋅ 𝑝𝑗𝑖𝑈𝑗𝑖 ⋅ ⋅ ⋅ 0
0 ⋅ ⋅ ⋅ 0 ⋅ ⋅ ⋅ 0

]]
]

𝑖
𝑗

,

Q𝑖𝑗 = [[[
[

0 ⋅ ⋅ ⋅ 0 ⋅ ⋅ ⋅ 0
0 ⋅ ⋅ ⋅ 𝐸𝑇𝑄𝑗𝑖𝐸 ⋅ ⋅ ⋅ 0
0 ⋅ ⋅ ⋅ 0 ⋅ ⋅ ⋅ 0

]]]
]

𝑖
𝑗

.

(28)

It is obtained from Lemma 3 that

sym
{{{−𝑋𝑇 (𝑡) 𝑃𝑇 𝑁∑

𝑖=1

𝑁∑
𝑗=1

�̃�𝑑𝑖𝑗𝑋 (𝑡)}}} + 𝑋𝑇 (𝑡) 𝑃𝑇 𝑁∑
𝑖=1

𝑁∑
𝑗=1

�̃�𝑑𝑖𝑗𝑋 (𝑡 − 𝜏𝑖𝑗 (𝑡))

⩽ 𝑋𝑇 (𝑡) diag{{{𝑃𝑇1 𝑁∑
𝑗=1

𝑝1𝑗𝐺1𝑗𝑊𝑇𝑊𝑇𝐺𝑇1𝑗𝑃1, . . . , 𝑃𝑇𝑁 𝑁∑
𝑗=1

𝑝𝑁𝑗𝐺𝑁𝑗𝑊𝑇𝑊𝑇𝐺𝑇𝑁𝑗𝑃𝑁}}} 𝑋 (𝑡)
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+ 𝑋𝑇 (𝑡) diag{{{
𝑁∑
𝑗=1

𝑝1𝑗𝑇−1, . . . , 𝑁∑
𝑗=1

𝑝𝑁𝑗𝑇−1}}} 𝑋 (𝑡) + 𝑁∑
𝑖=1

𝑁∑
𝑗=1

𝑝𝑖𝑗𝑋𝑇 (𝑡 − 𝜏𝑖𝑗 (𝑡))T𝑋 (𝑡 − 𝜏𝑖𝑗 (𝑡)) ,
(29)

whereT = diag{0, . . . , 0, 𝑇−1, 0, . . . , 0}.
Substituting (29) into (27), we obtain

�̇� ⩽ 𝑋𝑇 (𝑡) Φ𝑋 (𝑡) + 𝑁∑
𝑖=1

𝑁∑
𝑗=1

𝑝𝑖𝑗𝑋𝑇 (𝑡 − 𝜏𝑖𝑗 (𝑡))
⋅ (T − (1 − �̇�∗)U𝑖𝑗 − 1 − �̇�∗𝜏 Q𝑖𝑗) 𝑋 (𝑡 − 𝜏𝑖𝑗 (𝑡))

+ 𝑁∑
𝑖=1

𝑁∑
𝑗=1

𝑝𝑖𝑗 1 − �̇�∗𝜏 sym {𝑋𝑇 (𝑡)Q𝑖𝑗𝑋 (𝑡 − 𝜏𝑖𝑗 (𝑡))}
= 𝜉𝑇 (𝑡) Ξ𝜉 (𝑡) ,

(30)

where 𝜉(𝑡) = [𝑋𝑇(𝑡) [𝑋𝑇(𝑡 − 𝜏𝑖𝑗)]𝑖,𝑗=1,...,𝑁,𝑖 ̸=𝑗]𝑇,

Φ = (�̃� + 𝜓�̃��̃�)𝑇 𝑃 + 𝑃𝑇 (�̃� + 𝜓�̃��̃�) + diag
{{{𝑃𝑇1 𝑁∑
𝑗=1

𝑝1𝑗𝐺1𝑗𝑊𝑇𝑊𝑇𝐺𝑇1𝑗𝑃1, . . . , 𝑃𝑇𝑁 𝑁∑
𝑗=1

𝑝𝑁𝑗𝐺𝑁𝑗𝑊𝑇𝑊𝑇𝐺𝑇𝑁𝑗𝑃𝑁}}}
+ diag

{{{
𝑁∑
𝑗=1

𝑝1𝑗𝑇−1, . . . , 𝑁∑
𝑗=1

𝑝𝑁𝑗𝑇−1}}} + diag
{{{
𝑁∑
𝑗=1

𝑝𝑗1𝑈𝑗1, . . . , 𝑁∑
𝑗=1

𝑝𝑗𝑁𝑈𝑗𝑁}}}
− 1 − �̇�∗𝜏 diag

{{{
𝑁∑
𝑗=1

𝑝𝑗1𝐸𝑇𝑄𝑗1𝐸, . . . , 𝑁∑
𝑗=1

𝑝𝑗𝑁𝐸𝑇𝑄𝑗𝑁𝐸}}} + 𝜏 diag {{{
𝑁∑
𝑗=1

𝑝𝑗1𝐸T𝑄𝑗1𝐸, . . . , 𝑁∑
𝑗=1

𝑝𝑗𝑁𝐸𝑇𝑄𝑗𝑁𝐸}}} ,

(31)

Ξ =
[[[[[[[[[[[[
[

Φ ∗ ⋅ ⋅ ⋅ ∗
𝑁∑
𝑖=1

1 − �̇�∗𝜏 Q1𝑖

𝑁∑
𝑖=1

(T − (1 − �̇�∗)U1𝑖 − 1 − �̇�∗𝜏 Q1𝑖)
... d

𝑁∑
𝑖=1

1 − �̇�∗𝜏 Q𝑁𝑖

𝑁∑
𝑖=1

(T − (1 − �̇�∗)U𝑁𝑖 − 1 − �̇�∗𝜏 Q𝑁𝑖)

]]]]]]]]]]]]
]

< 0. (32)

From (30), we obtain that

�̇� (𝑡) ⩽ 𝑁∑
𝑖=1

𝜉𝑇𝑖 (𝑡) Ξ𝑖𝜉𝑖 (𝑡) , (33)

[𝑇−1 − (1 − 𝛼) (1 − �̇�∗) 𝑈𝑗𝑖] < 0, 𝑖 ̸= 𝑗, (34)

where 𝜉𝑖(𝑡) = [𝑥𝑇𝑖 (𝑡), 𝑥𝑇𝑖 (𝑡−𝜏1𝑖(𝑡)), . . . , 𝑥𝑇𝑖 (𝑡−𝜏(𝑖−1)𝑖(𝑡)), 𝑥𝑇𝑖 (𝑡−𝜏(𝑖+1)𝑖(𝑡)), . . . , 𝑥𝑇𝑖 (𝑡 − 𝜏𝑁𝑖(𝑡))]𝑇 and
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Ξ =

[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[
[

sym {(𝐴𝑖 + 𝜓𝑖𝐵𝑖𝐾𝑖)𝑇 𝑃𝑖} ∗ ⋅ ⋅ ⋅ ∗
+𝑃𝑇𝑖 𝑁∑
𝑗=1

𝑝𝑖𝑗𝐺𝑖𝑗𝑊𝑇𝑊𝑇𝐺𝑇𝑖𝑗𝑃𝑖
+ 𝑁∑
𝑗=1

𝑝𝑖𝑗𝑇−1 + 𝑁∑
𝑗=1

𝑝𝑗𝑖𝑈𝑗𝑖
+𝜏 𝑁∑
𝑗=1

𝑝𝑗𝑖𝐸𝑇𝑄𝑗𝑖𝐸
−1 − �̇�∗𝜏

𝑁∑
𝑗=1

𝑝𝑗𝑖𝐸𝑇𝑄𝑗𝑖𝐸
1 − �̇�∗𝜏

𝑁∑
𝑗=1

𝐸𝑇𝑄1𝑖𝐸 −𝛼 (1 − �̇�∗) 𝑈1𝑖
−1 − �̇�∗𝜏

𝑁∑
𝑗=1

𝐸𝑇𝑄1𝑖𝐸
... d

1 − �̇�∗𝜏
𝑁∑
𝑗=1

𝐸𝑇𝑄𝑁𝑖𝐸 −𝛼 (1 − �̇�∗) 𝑈𝑁𝑖
−1 − �̇�∗𝜏

𝑁∑
𝑗=1

𝐸𝑇𝑄𝑁𝑖𝐸

]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]
]

< 0. (35)

Pre- and postmultiply (45) by diag{𝑋𝑖, 𝑋𝑖, . . . , 𝑋𝑖} and
its transpose, respectively, where 𝑋𝑖 = 𝑃−𝑇𝑖 , and define𝑌𝑖 = 𝐾𝑖𝑋𝑇𝑖 , 𝑄𝑗𝑖 = 𝑋𝑖𝑄𝑗𝑖𝑋𝑇𝑖 , and 𝑈𝑗𝑖 = 𝑋𝑖𝑈𝑗𝑖𝑋𝑇𝑖 ; we arrive at

[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[
[

sym {𝐴𝑖𝑋𝑇𝑖 + 𝜓𝑖𝐵𝑖𝑌𝑖} + 𝑁∑
𝑗=1

𝑝𝑗𝑖𝑈𝑗𝑖 ∗ ⋅ ⋅ ⋅ ∗
+ 𝑁∑
𝑗=1

𝜏𝑝𝑗𝑖𝐸𝑇𝑄𝑗𝑖𝐸 − 𝑁∑
𝑗=1

1 − �̇�∗𝜏 𝑝𝑗𝑖𝐸𝑇𝑄𝑗𝑖𝐸
+ 𝑁∑
𝑗=1

𝑝𝑖𝑗𝐺𝑖𝑗𝑊𝑇𝑊𝑇𝐺𝑇𝑖𝑗 + 𝑋𝑖 𝑁∑
𝑗=1

𝑝𝑗𝑖𝑇−1𝑋𝑇𝑖
1 − �̇�∗𝜏 𝐸𝑇𝑄1𝑖𝐸 −𝛼 (1 − �̇�∗) 𝑈1𝑖

−1 − �̇�∗𝜏 𝐸𝑇𝑄1𝑖𝐸... d

1 − �̇�∗𝜏 𝐸𝑇𝑄𝑁𝑖𝐸 −𝛼 (1 − �̇�∗) 𝑈𝑁𝑖
−1 − �̇�∗𝜏 𝐸𝑇𝑄𝑁𝑖𝐸

]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]
]

< 0. (36)

By Schur complement, (44) is equivalent to (14).
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Pre-and postmultiplying (34) by 𝑋𝑖 and its transpose,
respectively, and by Schur complement, (34) is equivalent to
(15).

Since 𝐴22 is nonsingular, there exist two nonsingular
matrices 𝐺 and 𝐻 such that

𝐺 𝐸 𝐻 = [𝐼𝑛𝑁 0
0 0] ,

𝐺 (𝐴 + 𝜓𝐵𝐾) 𝐻 = [𝐴1 0
0 𝐼𝑛𝑁] ,

𝐻𝑇𝐸𝑇𝑃𝐸 𝐻 = [𝑃1 0
0 0] ,

𝐺�̃�𝑑𝑖𝑗𝐻 = [𝐴𝑑𝑖𝑗11 𝐴𝑑𝑖𝑗12𝐴𝑑𝑖𝑗21 𝐴𝑑𝑖𝑗22] ,

𝐻𝑇𝑃𝐻 = [𝑃11 𝑃120 𝑃22] ,

𝐻𝑇U𝑗𝑖𝐻 = [𝑈𝑗𝑖11 𝑈𝑗𝑖12𝑈𝑗𝑖21 𝑈𝑗𝑖22] .

(37)

Denote 𝑉(𝑡) = 𝐻−1𝑋(𝑡) = [ V1(𝑡)
V2(𝑡)

], where 𝑄1(𝑡) ∈ R𝑛𝑁 and
V2(𝑡) ∈ R𝑛𝑁. We obtain

− ‖𝑋 (𝑡)‖2 ⩽ − 𝐻−1−2 ‖𝑉 (𝑡)‖2
⩽ − 𝐻−1−2 V1 (𝑡)2 .

(38)

By (30), we obtain that there exists scalar 𝜀 > 0 such that

�̇� (𝑡) < −𝜀 ‖𝑋 (𝑡)‖2 , (39)

which implies

𝜆min (𝑃1) V1 (𝑡)2 − 𝑉 (0) ⩽ ∫𝑡
0

�̇� (𝑠) 𝑑𝑠
⩽ −𝜀 𝐻−1−2 ∫

𝑡

0

V1 (𝑠)2 𝑑𝑠. (40)

Then,∑𝑁𝑖=1 ‖V1(𝑡)‖2 ⩽ 𝑉(0)/𝜆min(𝑃1), and∫𝑡
0

‖V1(𝑠)‖2𝑑𝑠 ⩽
(1/𝜀)𝑉(0)‖𝐻−1‖−2.

Thus,

lim
𝑡→∞

V1 (𝑡) = 0. (41)

Next, we will prove that lim𝑡→∞V2(𝑡) = 0, which is equivalent
to the stability of system (5).

Pre-and postmultiplying (32) by diag{𝐻𝑇, 𝐻𝑇, . . . , 𝐻𝑇}
and its transpose, respectively, we obtain

[[[[[[[[[[[[[
[

𝑃22 + 𝑃𝑇22 + 𝑁∑
𝑖=1

𝑁∑
𝑗=1

𝑈𝑗𝑖22 ∗ ⋅ ⋅ ⋅ ∗
𝑁∑
𝑖=1

𝑃𝑇22𝐴𝑑𝑖122 − 𝑁∑
𝑖=1

(1 − 𝜏∗) 𝑈1𝑖22
... d

𝑁∑
𝑖=1

𝑃𝑇22𝐴𝑑𝑖𝑁22 − 𝑁∑
𝑖=1

(1 − 𝜏∗) 𝑈𝑁𝑖22

]]]]]]]]]]]]]
]

< 0. (42)

Pre- and postmultiplying (42) by [− ∑𝑁𝑖=1∑𝑁𝑗=1 𝐴𝑇𝑑𝑖𝑗22 𝐼 ⋅ ⋅ ⋅ 𝐼]
and its transpose, respectively, we obtain ∑𝑁𝑖=1∑𝑁𝑗=1 𝐴𝑇𝑑𝑖𝑗22⋅ ∑𝑁𝑖=1∑𝑁𝑗=1𝑈𝑗𝑖22∑𝑁𝑖=1∑𝑁𝑗=1 𝐴𝑑𝑖𝑗22−∑𝑁𝑖=1∑𝑁𝑗=1(1−𝜏∗)𝑈𝑗𝑖22 < 0,
which implies that

𝜌 ( 𝑁∑
𝑖=1

𝑁∑
𝑗=1

𝐴𝑑𝑖𝑗22) < 1. (43)

Using the expression in (37), the singular delay system
(16) can be decomposed as

V̇1 (𝑡) = 𝐴1V1 (𝑡) + 𝑁∑
𝑖=1

𝑁∑
𝑗=1

𝐴𝑑𝑖𝑗11V1 (𝑡 − 𝜏𝑖𝑗 (𝑡))
+ 𝑁∑
𝑖=1

𝑁∑
𝑗=1

𝐴𝑑𝑖𝑗12V2 (𝑡 − 𝜏𝑖𝑗 (𝑡)) ,
(44)

0 = V2 (𝑡) + 𝑁∑
𝑖=1

𝑁∑
𝑗=1

𝐴𝑑𝑖𝑗21V1 (𝑡 − 𝜏𝑖𝑗 (𝑡))
+ 𝑁∑
𝑖=1

𝑁∑
𝑗=1

𝐴𝑑𝑖𝑗22V2 (𝑡 − 𝜏𝑖𝑗 (𝑡)) .
(45)

Noting that, for any 𝑡 > 0, there exists positive integer 𝑘.
Such that 𝑘𝜏 − 𝜏 ⩽ 𝑡 ⩽ 𝑘𝜏, and considering (44), we have

V2 (𝑡)
= (− 𝑁∑

𝑖=1

𝑁∑
𝑗=1

𝐴𝑑𝑖𝑗22)
𝑘

V2 (𝑡 − 𝑘𝜏)
− 𝑘∑
𝑙=1

( 𝑁∑
𝑖=1

𝑁∑
𝑗=1

𝐴𝑑𝑖𝑗22)
𝑙−1
𝑁∑
𝑖=1

𝑁∑
𝑗=1

𝐴𝑑𝑖𝑗21V1 (𝑡 − 𝑘𝜏) .
(46)
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Figure 3: Connecting diagram of two-machine system.

This, together with (43) and (41), we obtain lim𝑡→∞V2(𝑡) = 0,
and this completes the proof.

Remark 5. Theorem 4 provides a PD control method for sys-
tem (1). An LMI based criterion is obtained by transforming
a regular system into the state feedback stabilizer design for
a descriptor system. It is worth noting that if 𝐴𝑖, 𝐵𝑖, 𝐺𝑖𝑗,

𝑊, and 𝐸 are replaced with 𝐴 𝑖, 𝐵𝑖, 𝐺𝑖𝑗, 𝑊, and 𝐼𝑛, the state
feedback controller can be solved by the following corollary.
It is obvious that Theorem 4 has wider range of application.

Corollary 6. The delay system (5) with 𝐾𝐷𝑖 = 0 is stable
with 𝐾𝑝𝑖 = 𝑌𝑖𝑋−𝑇𝑖 if there exist matrices 𝑋𝑖 > 0, 𝑄𝑖𝑗 > 0,𝑇 > 0, 𝑌𝑖, 𝑈𝑖𝑗 > 0, (𝑖, 𝑗 = 1, 2, . . . , 𝑁), such that the following
inequalities hold:

[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[
[

sym {𝐴 𝑖𝑋𝑇𝑖 + 𝜓𝑖𝐵𝑖𝑌𝑖} ∗ ⋅ ⋅ ⋅ ∗ ∗
+𝜏 𝑁∑
𝑗=1

𝑝𝑗𝑖𝑄𝑗𝑖 − 1 − �̇�∗𝜏
𝑁∑
𝑗=1

𝑝𝑗𝑖𝑄𝑗𝑖
+ 𝑁∑
𝑗=1

𝑝𝑗𝑖𝑈𝑗𝑖 + 𝑁∑
𝑗=1

𝑝𝑖𝑗𝐺𝑖𝑗𝑊𝑇𝑊𝑇𝐺𝑇𝑖𝑗
1 − �̇�∗𝜏 𝑄1𝑖 −𝛼 (1 − �̇�∗) 𝑈1𝑖

−1 − �̇�∗𝜏 𝑄1𝑖... d1 − �̇�∗𝜏 𝑄𝑁𝑖 −𝛼 (1 − �̇�∗) 𝑈𝑁𝑖
−1 − �̇�∗𝜏 𝑄𝑁𝑖

𝑋𝑇𝑖 − 𝑇𝑁 − 1

]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]
]

< 0, (47)

[− (1 − 𝛼) (1 − �̇�∗) 𝑈𝑖𝑗 𝑋𝑖𝑋𝑇𝑖 −𝑇] < 0, (48)

where 𝛼 is a fixed scalar which satisfies 0 < 𝛼 < 1.
Remark 7. Both Theorem 4 and Corollary 6 are LMIs. The
solutions of 𝑋𝑖, 𝑌𝑖 are obtained, and the corresponding
controller gain matrices are derived as 𝐾𝑖 = 𝑌𝑖𝑋−𝑇𝑖 . Our
method is a deterministic method which can be solved easier
than some of the nondeterministic methods, such as the
genetic algorithm [10] and particle swarm optimization [13].

Remark 8. Compared with Theorem 2 in [19], Corollary 6 is
less conservative in two aspects. Firstly, By using constraint
(48),𝑈𝑖𝑗, and𝑇𝑖 inCorollary 6 can be variablesmatrices, while
relatives 𝑢𝑖𝑗, V𝑖 inTheorem 2 in [19] are fixed scalars. Secondly,
the integral term −(�̇�𝑖𝑗(𝑡)) ∫𝑡

𝑡−𝜏𝑖𝑗(𝑡)
�̇�𝑗(𝛼)𝐸𝑇𝑄𝑖𝑗𝐸�̇�𝑗(𝛼)𝑑𝛼 in the

proof is enlarged by using Lemma 2 instead of being removed
in the proof in [19].
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Figure 4: The close-loop state trajectories.

4. Simulation

In this section, a two-machine infinite bus example system
is chosen to show the effectiveness of the proposed method,
which is shown in Figure 3. The system parameters used in
the simulation are as follows:

𝑝11 = 𝑝22 = 0,
𝑝12 = 𝑝21 = 1,
𝐷1 = 5,
𝐷2 = 3,
𝐴1

=
[[[[[[[[
[

0 379.2000 0 0 0
−0.3169 −0.8333 −0.1123 0 −0.0041
−0.0099 0 −0.2266 0.1983 −0.0048
12.7000 0 −951.7000 −200.0000 −24.4000
−0.1759 0 0.0302 0 0.0257

]]]]]]]]
]

,

𝐴2

=
[[[[[[[[
[

0 379.2000 0 0 0
−0.4054 −0.5000 −0.0463 0 −0.0041
−0.0495 0 −0.0283 0.1983 −0.0048
−12.7000 0 −551.7000 −200.0000 −24.4000
−0.2759 0 0 0 0.0257

]]]]]]]]
]

,

𝐵1 = 𝐵2 = [0 1.0000 −3.0000 0.8000 4.0000]𝑇 ,
𝐺12 = 𝐺13 = [0 0 −2.7 0 0]𝑇 ,
𝐺21 = 𝐺23 = [0 0 −2.3 0 0]𝑇 .

(49)

If we set 𝑎1 = 𝑎2 = 0.3 and �́�1 = �́�2 = 0.5, so 𝜓1 = 𝜓2
varies between 0.4 and 0.9. The upper bound of delay 𝜏 = 5
and �̇�∗ = 0.5. The method in [19] fails to find a state feedback

controller for this system. According to Theorem 4, the PD
controller can be solved as

𝐾𝐷1 = [0.2057 0.0837 −0.3127 −0.1429 0.3615] ,
𝐾𝑝1
= [−645.2015 −107.9008 −156.5715 −33.0835 −94.0722] ,

𝐾𝐷2 = [0.1030 0.0874 −0.3113 −0.2068 0.3635] ,
𝐾𝑝2 = [−559.7891 5.6352 −95.1653 −35.7473 −74.1156] .

(50)

The close-loop state trajectories of generator 1-2 are
shown in Figure 4.

5. Conclusion

In this paper, a decentralized PD control scheme has been
proposed to deal with the time-delay multimachine power
system with sector saturating actuator. A sufficient condition
of closed-loop system asymptomatic stability is presented in
terms of LMIs, which can be solved easily by LMI toolbox.
Then, a sufficient condition of state feedback control is also
obtained which is less conservative than that in [19]. A two-
machine infinite bus system is considered as an example,
and the simulation result shows the effectiveness of proposed
method.

Nomenclature

𝑝𝑖𝑗: Constant of either 1 or 0 and 𝑝𝑖𝑗 = 0 means
that 𝑗th generator has no connection with𝑖th generator𝐵𝑖𝑗: 𝑖th row and 𝑗th column element of nodal
susceptance matrix at the internal nodes
after eliminated all physical buses, in pu𝐻𝑖: Inertia constant for 𝑖th generator, in
seconds
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𝐷𝑖: Damping coefficient for 𝑖th generator, in pu𝜔𝑖: Relative speed for 𝑖th machine, in radian/s𝛿𝑖: Rotor angle for 𝑖th machine, in radian𝜔0: The synchronous machine speed𝐸𝑞𝑖 and 𝐸𝑞𝑗: Internal transient voltage for 𝑖th and 𝑗th
machine, in pu, which are assumed to be
constant𝛿𝑖0: The initial values of 𝛿𝑖Δ𝑃𝑒𝑖: The generator power for 𝑖th machineΔ𝐸𝑓𝑑𝑖: The generator stimulus voltage for 𝑖th
machine.

Competing Interests

The authors declare that there are no competing interests
regarding the publication of this paper.

References

[1] A. Khodabakhshian and R. Hemmati, “Robust decentralized
multi-machine power system stabilizer design using quantita-
tive feedback theory,” International Journal of Electrical Power
and Energy Systems, vol. 41, no. 1, pp. 112–119, 2012.

[2] P. Kundur, Power System Stability and Control, Prentice-Hall,
New York, NY, USA, 1994.

[3] P. M. Anderson and A. A. Fouad, Power System Control and
Stability, IEEE Press, 1997.

[4] A. M. El-Zonkoly, A. A. Khalil, and N. M. Ahmied, “Optimal
tunning of lead-lag and fuzzy logic power system stabilizers
using particle swarm optimization,” Expert Systems with Appli-
cations, vol. 36, no. 2, pp. 2097–2106, 2009.

[5] V. G. D. C. Samarasinghe and N. C. Pahalawaththa, “Design of
universal variable-structure controller for dynamic stabilisation
of power systems,” IEE Proceedings: Generation, Transmission
and Distribution, vol. 141, no. 4, pp. 363–368, 1994.
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Time synchronization is a fundamental requirement for many services provided by a distributed system. Clock calibration through
the time signal is the usual way to realize the synchronization among the clocks used in the distributed system.The interference to
time signal transmission or equipment failures may bring about failure to synchronize the time. To solve this problem, a clock bias
prediction module is paralleled in the clock calibration system. And for improving the precision of clock bias prediction, the first-
order greymodel with one variable (GM(1, 1))model is proposed. In the traditionalGM(1, 1)model, the combination of parameters
determined by least squares criterion is not optimal; therefore, the particle swarm optimization (PSO) is used to optimize GM(1, 1)
model. At the same time, in order to avoid PSO getting stuck at local optimization and improve its efficiency, the mechanisms
that double subgroups and nonlinear decreasing inertia weight are proposed. In order to test the precision of the improved model,
we design clock calibration experiments, where time signal is transferred via radio and wired channel, respectively. The improved
model is built on the basis of clock bias acquired in the experiments. The results show that the improved model is superior to other
models both in precision and in stability. The precision of improved model increased by 66.4%∼76.7%.

1. Introduction

Time synchronization technology has beenwidely used in the
distributed system [1–4], such as global navigation satellite
system (GNSS) and multistatic radar and electric network.
Clock calibration is that devices of distributed system use
reference time to synchronize the local clock. Hence, process
of clock calibration determines the accuracy of time synchro-
nization [5–7]. Nowadays, the way to calibrate local clock is
that finite impulse response (FIR) filter uses the bias between
local and remote clock measured by time interval counter
(TIC) or discriminator to get a control signal [8–10], which
is used to regulate clock until the clocks are synchronized. In
the distributed system with far distance, time signal is always
conveyed by electric cable, satellite, or microwave. Recently,
troposphere scatter has also been proposed to transfer the
time signal [6]. In a process of time signal’s transmission,
channel interruption or equipment failure will lead to the
failure to get clock bias, and the absence of clock bias can
make synchronization system abnormal.

In order to guarantee the distributed system work nor-
mally and add anti-interference ability of the synchronization
system, clock bias predictionmodule is paralleled in the clock
calibration system. In this parallel module, clock bias could
be acquired through the predictionmodule, when the system
cannot get clock bias. And system uses the predicted clock
bias to generate a control signal, which is used to adjust
the local clock. Above all, the performance of clock bias
prediction has a direct impact on synchronization precision
when accidents occur. At present, the clock bias prediction
is an important work in GNSS; researchers have put for-
ward several prediction models [8, 9], such as first-order
grey model with one variable (GM(1, 1)) model, artificial
neutral network (ANN) model, and least squares support
vector machine (LSSVM) model. The sampling interval of
satellite clock bias is generally 15min, which lead to a rela-
tively low real-time requirement. Nevertheless, in the clock
calibration system, the short sampling time puts forward
a great requirement for real-time performance. GM(1, 1)
model needs less data sample and has better real-time than
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Figure 1: Workflow of clock calibration.

artificial intelligence algorithms, which need more data to
train themselves. However, parameters of GM(1, 1)model are
usually determined by the least square criterion (LSC), which
cannot guarantee the parameters are optimal.

Aiming at this problem, we introduce the particle swarm
optimization (PSO) algorithm to optimize GM(1, 1) model.
Also, in order to avoid the PSO getting stuck at local
optimization and improve its efficiency, the mechanisms that
double subgroups andnonlinear decreasing inertiaweight are
proposed.

The rest of this paper is organized as follows. The mecha-
nism that clock bias module is paralleled in clock calibration
system is described in the next section. In Section 3, GM(1, 1)
model optimized by improved particle swarm optimization
(IPSO) is introduced. In Section 4, we design two clock cali-
bration experiments that time signal is transferred via wired
and radio channel, respectively. And the improved model is
built through clock bias acquired by these calibration exper-
iments. Finally, some conclusions are drawn in Section 5.

2. Clock Bias Prediction in Clock Calibration

Figure 1 shows the workflow of the clock calibrationmodel in
time synchronization system.

As shown in Figure 1, TIC is used to calculate the bias
between these two one pulse per second (1 PPS), which come
from the local and remote clock, respectively. FIR filter is used
to generate a control signal on the basis of clock bias. Local
clock continues to be adjusted according to the control signal
until clocks are synchronous. Briefly, when the transmission
channel or equipment is in a fault state, the local system
cannot get the essential clock bias. Namely, absence of clock
bias will bring a failure to time synchronization system.
At present, no effective solutions exist or are proposed to
overcome this failure. So to overcome this shortcoming, clock
bias module is paralleled in clock calibration system; this
mechanism is described in Figure 2.

In Figure 2, prediction module paralleled with the origi-
nal system can predict clock bias, whichmay not be got when
exceptions occur. Also, bias prediction module is paralleled
with the original system, so under normal circumstances,
this new module has no influence on the original system.
Generally speaking, this parallel mechanism can ameliorate
anti-interference ability and guarantee the synchronization
system work normally. And the accuracy of clock bias
prediction has great influence on the performance of time
synchronization, when an exception happens. Therefore, an
excellent clock bias prediction model is urgently needed.

TIC FIR
filter 
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clock
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model
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bias
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Figure 2: Clock error prediction in calibration.

3. GM(1, 1) Model Improved by IPSO

3.1. GM(1, 1) Model. The GM(1, 1) model has advantage not
only in calculation speed but also in prediction accuracy.
Also, building GM(1, 1) model needs less data [11–14].
GM(1, 1)model can be finally expressed as

�̂�0 (𝑘) = 𝑒−𝑎(𝑘−1) ⋅ [𝑥0 (1) − 𝑢
𝑎] ⋅ (1 − 𝑒𝑎) , (1)

where 𝑥0(𝑘) and �̂�0(𝑘) stand for the primitive and predicted
𝑘th element in sequence, respectively. 𝑎 and 𝑢 are the
parameters of this model. According to LSC, the estimated
value of parameters can be expressed as

[�̂�, �̂�]𝑇 = (𝐺𝑇𝐺)−1 𝐺𝑇𝑌𝑛, (2)

where 𝐺 = [−𝑍(𝐾 + 1), 1](𝑛−1)×2, 𝑍(𝐾 + 1) = [𝑥1(𝑘 + 1) +
𝑥1(𝑘)]/2, and 𝑌𝑛 = [𝑥1(2), . . . , 𝑥1(𝑘), . . . , 𝑥1(𝑛)]𝑇. 𝑥1(𝑘) stand
for the first accumulation of the primitive sequence. Equation
(1) indicates that parameters directly affect the performance
of GM(1, 1)model. However, LSC cannot guarantee parame-
ters are optimal.

For demonstrating that parameters obtained by LSC
are not optimal, clock bias of satellite PG01 provided by
the international GNSS service (IGS) in June 10 of 2012 is
selected; the sampling interval is 15min. GM(1, 1) models
with different parameters are established by using these data
during the first 18 hours. Data during last 6 hours are used
to evaluate the performance of different models. Values of
mean errors (ME) and mean square error (MSE) are used to
evaluate accuracy of the model. MSE can be expressed as

MSE = 1
𝑛
𝑛

∑
𝑖=1

(𝑥𝑖 − �̂�𝑖)2 , (3)

where 𝑥𝑖 and �̂�𝑖 stand for the real and predicted clock bias,
respectively. As shown in (3), the minimum value of MSE
refers to the optimal combination of parameters. There are
two strategies to get different combinations of parameters.
Strategy 1: combination of parameters is determined by LSC,
shown as (2). Strategy 2: different combinations of parameters
are chosen close to the parameters determined by LSC.

The values ofME andMSE are got through using different
combinations of parameters. In these different models, the



Mathematical Problems in Engineering 3

−2.5 × 10
−4

−2.0 × 10
−4

−1.5 × 10
−4

−1.0 × 10
−4

−0.5 × 10
−5

0.0

5.0 × 10
−5

1.0 × 10
−4

Er
ro

r (
us

)

2 4 60
Hour (h)

LSC
Optimal
Combination 1

Combination 2
Combination 3

Figure 3: Prediction errors of different models.

optimal combination of 𝑎 and 𝑢 is (−5.965 × 10−6, 260.74).
And values of MSE andME are 1.36×10−3 ns2 and 0.0066 ns,
respectively. The combination of 𝑎 and 𝑢 determined by LSC
is (−5.963×10−6, 260.63). And the values of MSE andME are
3.32 × 10−3 ns2 and −0.043 ns, respectively. Prediction errors
are shown as in Figure 3.

In Figure 3, the labels “combination 1,” “combination 2,”
and “combination 3” stand for the different combinations
close to parameters determined by LSC, respectively. And
the label “optimal” stands for the optimal combination. As
described in Figure 3, the parameters determined by LSC are
not optimal.Therefore, using IPSO algorithm to optimize the
GM(1, 1)model is necessary.

3.2. IPSO Algorithm. PSO algorithm is widely used as a
global optimization algorithm, which has the characteristics
of simple programming, high efficiency, and fast computing
speed [15–17]. The solution space is considered as a multidi-
mension search space. Particle flying in the search space as
an individual bird stands for a candidate solution. And the
swarm is a collection of these particles. Candidate solution
is judged by a fitness function, which usually depends on the
problem to be optimized. During the process of optimization,
each particlemaintains aPbest value as individual experience,
which represents the best solution until now. Meanwhile,
swarm maintains a Gbest value as social knowledge, which
represents the best point achieved by the whole collection
until now.

During iterative procedure, these particles fly through the
problem space following the current optimum particle and
corporate with each other to find the global optimum. The
algorithm updates velocity and position of each particle as
follows:

V𝑘𝑖𝑑 = 𝜔V𝑘−1𝑖𝑑 + 𝑐1𝑟1 (𝑝𝑖𝑑 − 𝑥𝑘−1𝑖𝑑 ) + 𝑐2𝑟2 (𝑔𝑖𝑑 − 𝑥𝑘−1𝑖𝑑 ) ,
𝑥𝑘𝑖𝑑 = 𝑥𝑘−1𝑖𝑑 + V𝑘−1𝑖𝑑 ,

(4)

GM(1, 1) model

GM(1, 1) model

Bias data

IPSO model

Predicted
results

Parameters
initialization

Relative optimal
parameters

Comparison of 2
subgroups

Establishment of 2
subgroups

Update particle
velocity and

position

Update Pbest and
Gbest according

of fitness

Figure 4: Flow of the improved model.

where 𝑟1 and 𝑟2 are randomvalues between 0 and 1. V𝑘𝑖𝑑 and𝑥𝑘𝑖𝑑
are velocity and position of particle 𝑖 in dimension𝑑 at time 𝑘,
respectively. 𝑐1 and 𝑐2 stand for acceleration constants known
as the cognitive and social learning parameters, which pull
each particle towards Pbest and Gbest positions, respectively.
𝜔 stands for the inertia weight reflecting the search ability
of algorithm. Hence, in order to improve the accuracy and
convergence rate of PSO, 𝜔 changing with the optimized
iteration is proposed as follows:

𝜔𝑘 = (𝜔max − 𝜔min) ⋅ 𝑒−𝛽⋅(𝑘/𝑘max)
2 + 𝜔min, (5)

where 𝜔max and 𝜔min stand for the maximum and minimum
of inertia weights, respectively. The value of 𝛽 is between 15
and 20. As described in (5), at the early optimization stage,
a larger inertia weight factor is applied to promote global
exploration; then, in order to facilitate local exploitation
with algorithm running, it decreases in exponential form.
At the same time, for avoiding PSO getting stuck at local
optimization and improving its efficiency, the mechanism
that double subgroups simultaneously search is proposed.
On the basis of original algorithm, the backward searching
subgroup is described as follows:

𝑥𝑖𝑑 (𝑡 + 1) = 𝑥𝑖𝑑 (𝑡) − V𝑖𝑑 (𝑡 + 1) . (6)

After each cycle is complete, these two subgroups will
compare with each other. This mechanism can make the
algorithm avoid local optimization on the basis of not
increasing the optimal algebra obviously.

3.3. GM(1, 1) Model Improved by IPSO. In the time synchro-
nization system, channel interruption or equipment failure
will lead to a failure to get clock bias. Under these negative
circumstances, clock bias acquired through a prediction
model can guarantee the distributed system work normally.
We use GM(1, 1) model to predict these clock bias. In order
to find the optimal parameters of GM(1, 1) model, IPSO
algorithm is proposed. The process of improved model is
shown as in Figure 4.

As shown in Figure 4, GM(1, 1)model improved by IPSO
mainly follows the basic steps of standard PSO. The detailed
steps are as follows.
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Step 1. The parameters of IPSO are firstly initialized, includ-
ing 𝜔min (𝜔max), 𝑐1 (𝑐2), 𝛽, threshold of fitness, and the
maximum number of circulating times.

Step 2. IPSO algorithm establishes two subgroups, which
search in opposite direction according to (6).

Step 3. Velocity and position of particles are updated, and the
Pbest and Gbest of particles are also updated according to the
value of fitness.

Step 4. In order to find the optimal combination of parame-
ters, fitness of two subgroups is compared.

Step 5. IPSO algorithm continues to find the relative optimal
combination of parameters, until it reaches the maximum
number of circulating times or the value of fitness meets the
threshold.

Step 6. After IPSO algorithm finishes, GM(1, 1) model with
the relative optimal combination of parameters determined
by IPSO is used to predict the clock bias.

4. Example Analysis

4.1. Clock Bias Acquisition Schemes. In order to evaluate
the performance of GM(1, 1) model improved by IPSO,
clock bias acquisition experiment is conducted with PSR10-
type rubidium clock, Agilent53230A-type TIC, Tektronix
DPO3054-type Oscilloscope, and so forth. The wired data
transmission experiment is firstly performed as the layout
shown in Figure 5.

As shown in Figure 5, 1 PPS produced by Rb clock B
is transferred through an electric cable and an attenuator
to the data transmission A. Attenuation of long distance
cable is simulated by attenuator. 1 PPS output from the data
transmission A is regarded as a reference; bias between these
two clocks is tested by TIC. PC takes note of the clock bias,
which is used to produce a control signal according to the
principle of FIR filter.The sampling interval is 10 seconds. 150
data pieces are chosen, and the trend terms after invariance in
those data is removed are shown in Figure 6.

Devices are also used to design the clock calibration
experiment that time signal is transmitted through radio
channel. Layout is shown in Figure 7.
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Figure 6: Clock bias acquired by wired channel.
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Figure 8: Clock bias acquired by radio channel.

The sampling interval of this experiment is also 10
seconds. Figure 8 shows the trend terms of these data.

As shown in Figures 6 and 8, the downward trend of
bias indicates that these two clocks tend to be synchronized
with calibration running. Noises in microwave channel and
multipath effect bring jitter to the clock bias, which indicates
that noises have negative effect on clock calibration.

4.2. Prediction Results. In order to get the accuracy of
GM(1, 1) model improved by IPSO, polynomial model,
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Table 1: Statistics of the different models (ns).

Clock bias Polynomial model GM(1, 1)model IPSO-GM(1, 1)model
𝐸max ME SD 𝐸max ME SD 𝐸max ME SD

Data 1 1.543 −0.414 0.641 0.822 0.383 0.325 0.544 0.127 0.301
Data 2 3.247 −1.776 0.850 2.758 −1.248 0.799 1.614 −0.323 0.623

GM(1, 1)model, andGM(1, 1) improved by IPSO are, respec-
tively, established by using 120 sets of data acquired in these
two experiments; the last 30 sets of data are used to test these
different models.

Individual atomic clocks have different frequency offset
characteristic, the relationship between order of polynomial
and atomic clock is defined as

𝑥 (𝑡) = 𝑎 + 𝑏𝑡 + 𝛽 ⋅ 𝑐𝑡
2

2 , 𝛽 = {
{
{
1, Rb,
0, Cs. (7)

Considering that Rb atomic clock is used in these experi-
ments, polynomial with one order is used. Figure 9 shows the
prediction errors of different models.

In Figure 9, the clock bias acquired by wired channel
and microwave channel is expressed as data 1 and data 2,
respectively. Judgments are made in several aspects, such
as maximum absolute error (𝐸max), ME, and standard error
(SD). Table 1 describes the values of these judgments.

Figure 9 and Table 1 illustrate that the MEs of two results
predicted through GM(1, 1) model improved by IPSO are
less than 0.5 ns. Accuracy of ME increases by 66.4%∼76.7%
compared to the traditional GM(1, 1) model. Also, in terms
of accuracy and stability, the improved model is superior
to other models. Therefore, when a channel interruption or
equipment failure happens, the bias predicted by GM(1, 1)
model improved by IPSO can be used to produce the control
signal, which is used to synchronize the clock.

Also, the limitation of parameters selection range at the
beginning can not only overcome the blindness in IPSO but
also reduce the calculation time in a certain degree. The sim-
ulation process on PC platform indicates that running time of
improved prediction model is less than 5 s, which concludes
that the improved predictionmodel can completelymatch the
real-time requirement.

At the same time, the accuracy of all prediction models
built using data 1 is better than using data 2. The noises
in clock bias have negative effect not only on performance
of clock calibration, but also on the accuracy of clock bias
prediction.

5. Conclusion

Thefailure to transfer time signal and equipment’s breakdown
will bring the failure to time synchronization system. Aiming
at this problem, we parallel the clock bias system with
clock calibration system. Also, GM(1, 1) model improved by
IPSO is proposed to predict the clock bias. Clock calibration
experiments that time signal is transferred through wire and
microwave channel are conducted. The parts of clock bias
recorded in the process of the experiment are used to evaluate
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Figure 9: Errors of different prediction models.

this improved model. The consequence indicates that the
ME of improved model is less than 0.5 ns. Also, in view of
accuracy and stability, the improved model is superior to
other models. Therefore, when a failure happens, the clock
bias predicted through GM(1, 1) model improved by IPSO
can be used to produce the control signal, which is vital to
synchronize the clock.
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This papermainly discusses the robust quadratic stability and stabilization of linear discrete-time stochastic systemswith state delay
and uncertain parameters. By means of the linear matrix inequality (LMI) method, a sufficient condition is, respectively, obtained
for the stability and stabilizability of the considered system. Moreover, we design the robust 𝐻∞ state feedback controllers such
that the systemwith admissible uncertainties is not only quadratically internally stable but also robust𝐻∞ controllable. A sufficient
condition for the existence of the desired robust𝐻∞ controller is obtained. Finally, an example with simulations is given to verify
the effectiveness of our theoretical results.

1. Introduction

It is well known that stability and stabilization are very
important concepts in linear system theory. Due to a great
number of applications of stochastic systems in the realistic
world, the studies of stability and stabilization for stochastic
systems attract lots of researchers’ attention in recent years;
we refer the reader to the classic book [1] and the follow-
up books [2, 3], together with references [4–11] and the
references therein, which include robust stochastic stability
[4], exponential stabilization [6], mean-square stability, and
D-stability and D𝑅-stability [8]. The stabilization of various
systems, including impulsive Markovian jump delay systems
[4], stochastic singular systems [10, 12, 13], uncertain stochas-
tic T-S fuzzy systems [14], and time-delay systems [6, 11, 15–
17], has been studied extensively. 𝐻∞ control is one of the
most important robust control approaches when the system
is subject to the influence of external disturbance, which has
been shown to be effective in attenuating the disturbance.
The objective of standard 𝐻∞ control requires designing a
controller to attenuate 𝑙2-gain from the external disturbance
to controlled output below a given level 𝛾 > 0; see [18]. The
study of𝐻∞ control of general linear discrete-time stochastic

systems with multiplicative noise seems to be first initiated
by [19].Then, stochastic𝐻∞ control and its applications have
been investigated extensively; see [14, 16, 20–24].

Because time-delay exists widely in practice and affects
the system stability, there have been many works concerning
the study in stability or 𝐻∞ control of stochastic systems
[4, 6, 9, 11, 14–16, 22, 25]. Due to limitations of measure-
ment technique and tools, it is not easy to construct exact
mathematicalmodels. Comparedwith the nominal stochastic
systemswithout uncertain terms investigated in [2, 5, 24], our
considered system allows the coefficient matrix to vary in a
certain range.

Discrete-time stochastic difference systems have attracted
a great deal of attention with the development of computer
technology in recent years. In our viewpoint, there are
at least two motivations to study discrete-time stochastic
systems, Firstly, discrete-time stochastic systems are ideal
mathematical models in practical modeling such as genetic
regulatory networks [23]. Secondly, discrete-time stochastic
systems provide a better approach to understand extensively
continuous-time stochastic Itô systems [2, 3, 26]. Therefore,
it is of significance to study the stabilization and𝐻∞ control
of discrete-time stochastic time-delay uncertain systems.
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This paper will study quadratic stability, stabilization,
and robust state feedback𝐻∞ control for uncertain discrete-
time stochastic systems with state delay. The parameter
uncertainties are time varying and norm bounded. It can be
found that, up to now, many criteria for testing quadratic
stabilization and 𝐻∞ control have been given in terms of
LMIs and algebraic Riccati equations by applying Lyapunov
function approach. One of our main contributions is to
study quadratic stability and stabilization via LMIs instead of
algebraic Riccati equations which is hardly solved. What we
have obtained extended the work of [15] about the quadratic
stability and stabilization of deterministic uncertain sys-
tems. Another contribution is to solve the state feedback𝐻∞ control and present a state feedback 𝐻∞ controller
design.

The paper is organized as follows. In Section 2 we
give some adequate preliminaries and useful definitions. In
Section 3, sufficient conditions for quadratic stability and
stabilization are given in terms of LMIs which is convenient
to compute by theMATLABLMI toolbox. Section 4 designs a
state feedback 𝐻∞ controller. Two numerical examples with
simulations are given in Section 5 to verify the efficiency of
the proposed results. Finally, we end this paper in Section 6
with a brief conclusion.

For convenience, the notations in this paper are quite
standard such as the following: we letR𝑛 andR𝑚×𝑛 represent
the set of all real 𝑛-dimensional vectors and 𝑚 × 𝑛 real
matrices. For symmetric matrices 𝑋 and 𝑌, 𝑋 ≥ 𝑌 (resp.,𝑋 > 𝑌) stands for the idea that the matrix 𝑋 − 𝑌 is positive
semidefinite (resp., positive definite). 𝐼 denotes the identity
matrix of appropriate dimensions and𝑋𝑇 denotes the matrix
transpose of 𝑋. ‖𝑥‖ = √∑∞𝑘=0 |𝑥𝑘|2 represents the Euclidean
norm or spectral norm of the vector 𝑥. N𝑘0 fl {𝑘0, 𝑘0 +1, 𝑘0 + 2, . . .}, especially, N1 fl {1, 2, . . .}, N0 fl {0, 1, 2, . . .},
and [𝜏1, 𝜏2], represents the set of integers between 𝜏1 and 𝜏2
(inclusive). In symmetric block matrices, the symbol “∗” is
used as an ellipsis for terms induced by symmetry.E(⋅) is the
expectation operator.

2. Preliminaries

Consider a class of uncertain linear discrete-time stochastic
systems with state delay described by

𝑥 (𝑘 + 1) = (𝐴0 + Δ𝐴0 (𝑘)) 𝑥 (𝑘) + (𝐴0𝑑 + Δ𝐴0𝑑 (𝑘))
⋅ 𝑥 (𝑘 − 𝑑) + (𝐵0 + Δ𝐵0 (𝑘)) 𝑢 (𝑘)
+ 𝑠∑
𝑖=1

{[𝐶0 + Δ𝐶0 (𝑘)] 𝑥 (𝑘)
+ [𝐶0𝑑 + Δ𝐶0𝑑 (𝑘)] 𝑥 (𝑘 − 𝑑)
+ [𝐷0 + Δ𝐷0 (𝑘)] 𝑢 (𝑘)} 𝑤𝑖 (𝑘) ,

𝑥 (𝑗) = 𝜙 (𝑗) ∈R𝑛,
𝑗 ∈ {−𝑑, −𝑑 + 1, . . . , 0} , 𝑘 ∈N0,

(1)

where 𝑥(𝑘) ∈ R𝑛 is the system state and 𝑢(𝑘) ∈ R𝑚 is
the control input, and {𝑤(𝑘)}𝑘≥0 are independent white noise
process satisfying the following assumptions:

(H1) E[𝑤𝑘] = 0, E[𝑤𝑘𝑤𝑗] = 𝛿𝑘𝑗, where 𝛿𝑘𝑗 is a Kronecker
function defined by 𝛿𝑘𝑗 = 0 for 𝑘 ̸= 𝑗while 𝛿𝑘𝑗 = 1 for𝑘 = 𝑗.

(H2) {𝑤(𝑘)}𝑘≥0 are defined on the filtered probability space(Ω,F,F𝑘,P) with F𝑘 = 𝜎{𝑤(0), . . . , 𝑤(𝑘)}. In
addition, {F𝑘}𝑘∈N0 is an increasing sequence of 𝜎-
algebras withF𝑡 ⊂ F.

𝐴0, 𝐴0𝑑, 𝐵0, 𝐶0, 𝐶0𝑑, 𝐷0 are known real constant matri-
ces with compatible dimensions. Δ𝐴0(𝑘), Δ𝐴0𝑑(𝑘), Δ𝐵0(𝑘),Δ𝐶0(𝑘), Δ𝐷0(𝑘), Δ𝐶0𝑑(𝑘) are norm bounded and time-
varying uncertain parameter which are assumed to have the
following form:

[Δ𝐴0 (𝑘) Δ𝐴0𝑑 (𝑘) Δ𝐵0 (𝑘) Δ𝐶0 (𝑘) Δ𝐶0𝑑 (𝑘) Δ𝐷0 (𝑘)]
= 𝐸𝐹 (𝑘) [𝐺𝐴0 𝐺𝐴0𝑑 𝐺𝐵0 𝐺𝐶0 𝐺𝐶0𝑑 𝐺𝐷0] , (2)

where 𝐸,𝐺𝐴0 ,𝐺𝐴0𝑑 ,𝐺𝐵0 ,𝐺𝐶0 ,𝐺𝐶0𝑑 ,𝐺𝐷0 are constant matrices
and 𝐹(𝑘) ∈R𝑚×𝑛 is the uncertain matrix satisfying

𝐹 (𝑘)𝑇 𝐹 (𝑘) ≤ 𝐼, 𝑘 ∈N0. (3)

For the purpose of simplicity, throughout this paper, we write
system (1) in the following form:

𝑥 (𝑘 + 1)
= 𝐴0Δ𝑥 (𝑘) + 𝐴0𝑑Δ𝑥 (𝑘 − 𝑑) + 𝐵0Δ𝑢 (𝑘)
+ 𝑠∑
𝑖=1

[𝐶0Δ𝑥 (𝑘) + 𝐶0𝑑Δ𝑥 (𝑘 − 𝑑) + 𝐷0Δ𝑢 (𝑘)] 𝑤𝑖 (𝑘) ,
𝑥 (𝑗) = 𝜙 (𝑗) ∈R𝑛, 𝑗 ∈ [−𝑑, 0] , 𝑘 ∈N0,

(4)

where 𝐴0Δ, 𝐴0𝑑Δ, 𝐵0Δ, 𝐶0Δ, 𝐶0𝑑Δ are bounded uncertain
system matrices with

𝐴0Δ = 𝐴0 + Δ𝐴0 (𝑘) = 𝐴0 + 𝐸𝐹 (𝑘) 𝐺𝐴0 ,
𝐴0𝑑Δ = 𝐴0𝑑 + Δ𝐴0𝑑 (𝑘) = 𝐴0𝑑 + 𝐸𝐹 (𝑘) 𝐺𝐴0𝑑 ,
𝐵0Δ = 𝐵0 + Δ𝐵0 (𝑘) = 𝐵0 + 𝐸𝐹 (𝑘) 𝐺𝐵0 ,
𝐶0Δ = 𝐶0 + Δ𝐶0 (𝑘) = 𝐶0 + 𝐸𝐹 (𝑘) 𝐺𝐶0 ,
𝐶0𝑑Δ = 𝐶0𝑑 + Δ𝐶0𝑑 (𝑘) = 𝐶0𝑑 + 𝐸𝐹 (𝑘) 𝐺𝐶0𝑑 ,
𝐷0Δ = 𝐷0 + Δ𝐷0 (𝑘) = 𝐷0 + 𝐸𝐹 (𝑘) 𝐺𝐷0 .

(5)

Below, we define robust quadratic stability and robust
quadratic stabilizability for the uncertain time-delay discrete-
time system (1), which generalize Definition 1 of [15] to
stochastic systems.

Definition 1. Uncertain discrete time-delay system (1) is said
to be robustly quadratically stable, if there exist matrices 𝑃 >0, 𝑄 > 0 and a scalar 𝜔 > 0 such that, for all admissible
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uncertain terms and given initial condition 𝑥(𝑗) = 𝜙(𝑗) ∈R𝑛
for 𝑗 = 0, −1, . . . , −𝑑, the unforced system of (1) (with 𝑢(𝑘) ≡0) satisfies

E (Δ𝑉𝑘) = E𝑉𝑘+1 −E𝑉𝑘 ≤ −𝜔E ‖𝑥 (𝑘)‖2 (6)

for 𝑥(𝑘) ∈R2𝑛 with 𝑥(𝑘) = (𝑥(𝑘)𝑇, 𝑥(𝑘 − 𝑑)𝑇)𝑇 and
𝑉𝑘 = 𝑥 (𝑘)𝑇 𝑃𝑥 (𝑘) + 𝑑∑

𝑗=1

𝑥 (𝑘 − 𝑗)𝑇𝑄𝑥 (𝑘 − 𝑗) . (7)

Definition 2. Uncertain discrete time-delay system (1) is said
to be robustly quadratically stabilizable if there exists amatrix𝐾 ∈ R𝑚×𝑛 such that closed-loop system (1) with 𝑢(𝑘) =𝐾𝑥(𝑘), that is,
𝑥 (𝑘 + 1)
= (𝐴0Δ + 𝐵0Δ𝐾)𝑥 (𝑘) + 𝐴0𝑑Δ (𝑘) 𝑥 (𝑘 − 𝑑)
+ 𝑠∑
𝑖=1

[(𝐶0Δ + 𝐷0Δ𝐾)𝑥 (𝑘) + 𝐶0𝑑Δ𝑥 (𝑘 − 𝑑)]𝑤𝑖 (𝑘) ,
(8)

is robustly quadratically stable for given 𝑥(𝑗) = 𝜙(𝑗) ∈R𝑛 for𝑗 = 0, −1, . . . , −𝑑.
3. Robust Quadratic Stabilization

In this section, a sufficient condition about robust quadratic
stability and robust quadratic stabilization will be presented
via LMIs, respectively. First, we cite the following lemma
which is essential in proving our main results.

Lemma 3 (see [27]). Suppose that 𝑊 = 𝑊𝑇, 𝐹(𝑘) satisfies
(2), and then for any real matrices 𝑊, 𝑀, and 𝑁 of suitable
dimensions we have

𝑊+𝑀𝐹 (𝑘)𝑁 + 𝑁𝑇𝐹 (𝑘)𝑇𝑀𝑇 < 0 (9)

if and only if (iff), for some 𝛼 > 0,
𝑊+ 𝛼𝑀𝑀𝑇 + 𝛼−1𝑁𝑇𝑁 < 0. (10)

Theorem 4. Consider uncertain discrete-time stochastic delay
system (1) with 𝑢(𝑘) = 0. This system is robustly quadratically

stable if there exist positive definite matrices𝑋 > 0, 𝑌 > 0 such
that the following LMI holds.

[[[[[[[[[[[
[

Δ 11 Δ 12 𝐴𝑇0𝑋 𝑠1/2𝐶𝑇0𝑋 0 0
∗ Δ 22 𝐴𝑇0𝑑𝑋 𝑠1/2𝐶𝑇0𝑑𝑋 0 0
∗ ∗ −𝑋 0 𝑋𝐸 0
∗ ∗ ∗ −𝑋 0 𝑋𝐸
∗ ∗ ∗ ∗ −𝐼 0
∗ ∗ ∗ ∗ ∗ −𝐼

]]]]]]]]]]]
]

< 0, (11)

where

Δ 11 = 𝑌 − 𝑋 + 𝐺𝑇𝐴0𝐺𝐴0 + 𝑠𝐺𝑇𝐶0𝐺𝐶0 ,
Δ 12 = 𝐺𝑇𝐴0𝑑𝐺𝐴0𝑑 + 𝑠𝐺𝑇𝐶0𝑑𝐺𝐶0𝑑 ,
Δ 22 = −𝑌 + 𝐺𝑇𝐴0𝑑𝐺𝐴0𝑑 + 𝑠𝐺𝑇𝐶0𝑑𝐺𝐶0𝑑 .

(12)

Proof. From Definition 1, taking a Lyapunov function 𝑉𝑘 as
in the form of (7), if uncertain discrete time-delay stochastic
system (1) is quadratically stable, then, for all admissible
uncertainties of (1), there exist matrices 𝑃 > 0, 𝑄 > 0 and
a scalar 𝛼 > 0 such that E(Δ𝑉𝑘) associated with unforced
system (8) satisfies (6). In view of the assumption (H1), it is
easy to compute

E𝑉𝑘+1 −E𝑉𝑘 = E {𝑥 (𝑘)𝑇 [𝐴0Δ (𝑘)𝑇 𝑃𝐴0Δ (𝑘)
+ 𝑠𝐶0Δ (𝑘)𝑇 𝑃𝐶0Δ (𝑘) + 𝑄 − 𝑃] 𝑥 (𝑘) + 𝑥 (𝑘)𝑇
⋅ [𝐴0Δ (𝑘)𝑇 𝑃𝐴0𝑑Δ (𝑘) + 𝑠𝐶0Δ (𝑘)𝑇 𝑃𝐶0𝑑Δ (𝑘)] 𝑥 (𝑘
− 𝑑) + 𝑥 (𝑘 − 𝑑)𝑇 [𝐴0𝑑Δ (𝑘)𝑇 𝑃𝐴0Δ (𝑘)
+ 𝑠𝐶0𝑑Δ (𝑘)𝑇 𝑃𝐶0Δ (𝑘)] 𝑥 (𝑘) + 𝑥 (𝑘 − 𝑑)𝑇
⋅ [𝐴0𝑑Δ (𝑘)𝑇 𝑃𝐴0𝑑Δ (𝑘) + 𝑠𝐶0𝑑Δ (𝑘)𝑇 𝑃𝐶0𝑑Δ (𝑘)
− 𝑄] 𝑥 (𝑘 − 𝑑)} = [ 𝑥 (𝑘)

𝑥 (𝑘 − 𝑑)]
𝑇Π[ 𝑥 (𝑘)

𝑥 (𝑘 − 𝑑)] ,

(13)

where 𝐴0Δ, 𝐴0𝑑Δ, 𝐶0Δ, and 𝐶0𝑑Δ are given in (5) and Π is
shown as

Π = [𝐴0Δ (𝑘)𝑇 𝑃𝐴0Δ (𝑘) + 𝑠𝐶0Δ (𝑘)𝑇 𝑃𝐶0Δ (𝑘) + 𝑄 − 𝑃 𝐴0Δ (𝑘)𝑇 𝑃𝐴0𝑑Δ (𝑘) + 𝑠𝐶0Δ (𝑘)𝑇 𝑃𝐶0𝑑Δ (𝑘)
𝐴0𝑑Δ (𝑘)𝑇 𝑃𝐴0Δ (𝑘) + 𝑠𝐶0𝑑Δ (𝑘)𝑇 𝑃𝐶0Δ (𝑘) 𝐴0𝑑Δ (𝑘)𝑇 𝑃𝐴0𝑑Δ (𝑘) + 𝑠𝐶0𝑑Δ (𝑘)𝑇 𝑃𝐶0𝑑Δ (𝑘) − 𝑄] . (14)

By Definition 1, system (1) with 𝑢(𝑘) = 0 is robustly
quadratically stable, only if

Π < 0 (15)

which is equivalent to

Π = Π1 + Π2

= [
[
𝑠𝐶0Δ (𝑘)𝑇 𝑃𝐶0Δ (𝑘) + 𝑄 − 𝑃 𝑠𝐶0Δ (𝑘)𝑇 𝑃𝐶0𝑑Δ (𝑘)
𝑠𝐶0𝑑Δ (𝑘)𝑇 𝑃𝐶0Δ (𝑘) 𝑠𝐶0𝑑Δ (𝑘)𝑇 𝑃𝐶0𝑑Δ (𝑘) − 𝑄

]
]

+ [𝐴0Δ (𝑘)𝑇 𝑃𝐴0Δ (𝑘) 𝐴0Δ (𝑘)𝑇 𝑃𝐴0𝑑Δ (𝑘)
𝐴0𝑑Δ (𝑘)𝑇 𝑃𝐴0Δ (𝑘) 𝐴0𝑑Δ (𝑘)𝑇 𝑃𝐴0𝑑Δ (𝑘)] < 0.

(16)
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Note that Π2 can be rewritten as

Π2 = [ 𝐴0Δ (𝑘)
𝑇 𝑃

𝐴0𝑑Δ (𝑘)𝑇 𝑃]𝑃
−1 [𝑃𝐴0Δ (𝑘) 𝑃𝐴0𝑑Δ (𝑘)] . (17)

By Schur’s complement, it is easy to derive that Π < 0 is
equivalent to

Π̂ = [[[
[

𝜋11 𝑠𝐶0Δ (𝑘)𝑇 𝑃𝐶0𝑑Δ (𝑘) 𝐴0Δ (𝑘)𝑇 𝑃
∗ 𝜋22 𝐴0𝑑Δ (𝑘)𝑇 𝑃∗ ∗ −𝑃

]]]
]
, (18)

where

𝜋11 = 𝑠𝐶0Δ (𝑘)𝑇 𝑃𝐶0Δ (𝑘) + 𝑄 − 𝑃,
𝜋22 = 𝑠𝐶0𝑑Δ (𝑘)𝑇 𝑃𝐶0𝑑Δ (𝑘) − 𝑄. (19)

Then, using the same way as in (16)–(19) yields

Π̂ =
[[[[[[
[

𝑄 − 𝑃 0 𝐴0Δ (𝑘)𝑇 𝑃 𝑠1/2𝐶0Δ (𝑘)𝑇 𝑃
∗ −𝑄 𝐴0𝑑Δ (𝑘)𝑇 𝑃 𝑠1/2𝐶0𝑑Δ (𝑘)𝑇 𝑃∗ ∗ −𝑃 0
∗ ∗ ∗ −𝑃

]]]]]]
]

< 0.

(20)

The above inequality can be rewritten as

Π̂ = Π3 +
[[[[[
[

0 0
0 0
𝑃𝐸 0
0 𝑃𝐸

]]]]]
]
diag (𝐹 (𝑘) , 𝐹 (𝑘))

⋅ [ 𝐺𝐴0 𝐺𝐴0𝑑 0 0
𝑠1/2𝐺𝐶0 𝑠1/2𝐺𝐶0𝑑 0 0] +

[[[[[[
[

𝐺𝑇𝐴0 𝑠1/2𝐺𝑇𝐶0
𝐺𝑇𝐴0𝑑 𝑠1/2𝐺𝑇𝐶0𝑑0 0
0 0

]]]]]]
]

⋅ diag (𝐹 (𝑘)𝑇 , 𝐹 (𝑘)𝑇) [0 0 𝐸𝑇𝑃 0
0 0 0 𝐸𝑇𝑃] < 0,

(21)

where

Π3 =
[[[[[[
[

𝑄 − 𝑃 0 𝐴𝑇0𝑃 𝑠1/2𝐶𝑇0𝑃
∗ −𝑄 𝐴𝑇0𝑑𝑃 𝑠1/2𝐶𝑇0𝑑𝑃∗ ∗ −𝑃 0
∗ ∗ ∗ −𝑃

]]]]]]
]
. (22)

Because Π3 is a symmetric matrix, applying Lemma 3, (21)
holds iff the following inequality holds:

Π3 + 𝛼
[[[[[
[

0 0
0 0
𝑃𝐸 0
0 𝑃𝐸

]]]]]
]
[0 0 𝐸𝑇𝑃 0
0 0 0 𝐸𝑇𝑃]

+ 𝛼−1
[[[[[[
[

𝐺𝑇𝐴0 𝑠1/2𝐺𝑇𝐶0
𝐺𝑇𝐴0𝑑 𝑠1/2𝐺𝑇𝐶0𝑑0 0
0 0

]]]]]]
]
[ 𝐺𝐴0 𝐺𝐴0𝑑 0 0
𝑠1/2𝐺𝐶0 𝑠1/2𝐺𝐶0𝑑 0 0]

=
[[[[[[
[

Λ 11 Λ 12 𝐴𝑇0𝑃 𝑠1/2𝐶𝑇0𝑃
∗ Λ 22 𝐴𝑇0𝑑𝑃 𝑠1/2𝐶𝑇0𝑑𝑃∗ ∗ Λ 33 0
∗ ∗ ∗ Λ 44

]]]]]]
]
< 0,

(23)

where

Λ 11 = 𝑄 − 𝑃 + 𝛼−1𝐺𝑇𝐴0𝐺𝐴0 + 𝑠𝛼−1𝐺𝑇𝐶0𝐺𝐶0,
Λ 12 = 𝛼−1𝐺𝑇𝐴0𝐺𝐴0𝑑 + 𝑠𝛼−1𝐺𝑇𝐶0𝐺𝐶0𝑑,
Λ 22 = −𝑄 + 𝛼−1𝐺𝑇𝐴0𝑑𝐺𝐴0𝑑 + 𝑠𝛼−1𝐺𝑇𝐶0𝑑𝐺𝐶0𝑑,
Λ 33 = Λ 44 = −𝑃 + 𝛼𝑃𝐸𝐸𝑇𝑃.

(24)

Take

𝑃 = 𝛼−1𝑋,
𝑄 = 𝛼−1𝑌 (25)

and then by substituting (25) into (23), for 𝛼 > 0, we get
[[[[[[
[

Δ 11 Δ 12 𝐴𝑇0𝑋 𝑠1/2𝐶𝑇0𝑋
∗ Δ 22 𝐴𝑇0𝑑𝑋 𝑠1/2𝐶𝑇0𝑑𝑋
∗ ∗ −𝑋 + 𝑋𝐸𝐸𝑇𝑋 0
∗ ∗ ∗ −𝑋 + 𝑋𝐸𝐸𝑇𝑋

]]]]]]
]
< 0, (26)

where Δ 11, Δ 12, Δ 22 are shown in (12).
Using the same method as in (16)–(20), (11)-(12) follow

immediately from the above inequality.

Theorem 5. System (1) is robustly quadratically stabilizable if
there exist positive matrices 𝑋 > 0, 𝑌 > 0, 𝐾 ∈ R𝑚×𝑛 and a
scalar 𝜀 > 0 with 𝜀𝐼 − 𝑋−1 < 0 such that the following LMI
holds.
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[[[[[[[[[[[[[[[[[
[

Θ11 Θ12 (𝐴0 + 𝐵0𝐾)𝑇 𝑠1/2 (𝐶0 + 𝐷0𝐾)𝑇 0 0 (𝐺𝐴0 + 𝐺𝐵0𝐾)𝑇 𝑠1/2 (𝐺𝐶0 + 𝐺𝐷0𝐾)𝑇
∗ Θ22 𝐴𝑇0𝑑 𝑠1/2𝐶𝑇0𝑑 0 0 0 0
∗ ∗ −𝜀𝐼 0 𝐸 0 0 0
∗ ∗ ∗ −𝜀𝐼 0 𝐸 0 0
∗ ∗ ∗ ∗ −𝐼 0 0 0
∗ ∗ ∗ ∗ ∗ −𝐼 0 0
∗ ∗ ∗ ∗ ∗ ∗ −𝐼 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ −𝐼

]]]]]]]]]]]]]]]]]
]

< 0, (27)

where

Θ11 = 𝑌 − 𝑋,
Θ12 = (𝐺𝐴0 + 𝐺𝐵0𝐾)𝑇𝐺𝐴0𝑑 + (𝐺𝐶0 + 𝐺𝐷0𝐾)𝑇𝐺𝐶0𝑑,
Θ22 = −𝑌 + 𝐺𝑇𝐴0𝑑𝐺𝐴0𝑑 + 𝐺𝑇𝐶0𝑑𝐺𝐶0𝑑.

(28)

Moreover, a quadratically stabilizing state feedback controller
is given by

𝑢 (𝑘) = 𝐾𝑥 (𝑘) . (29)

Proof. By Definition 2, using the same way as in the proof of
Theorem 4, the following inequality which has a similar form
to (11)-(12) can be obtained by taking 𝑢(𝑘) = 𝐾𝑥(𝑘)
[[[[[[[[[[[
[

Θ̂11 Θ12 (𝐴0 + 𝐵0𝐾)𝑇𝑋 𝑠1/2 (𝐶0 + 𝐷0𝐾)𝑇𝑋 0 0
∗ Θ22 𝐴𝑇0𝑑𝑋 𝑠1/2𝐶𝑇0𝑑𝑋 0 0
∗ ∗ −𝑋 0 𝑋𝐸 0
∗ ∗ ∗ −𝑋 0 𝑋𝐸
∗ ∗ ∗ ∗ −𝐼 0
∗ ∗ ∗ ∗ ∗ −𝐼

]]]]]]]]]]]
]

< 0,

(30)

where

Θ̂11 = 𝑌 − 𝑋 + (𝐺𝐴0 + 𝐺𝐵0𝐾)𝑇 (𝐺𝐴0 + 𝐺𝐵0𝐾)
+ (𝐺𝐶0 + 𝐺𝐷0𝐾)𝑇 (𝐺𝐶0 + 𝐺𝐷0𝐾) .

(31)

In order to eliminate the nonlinear quadratic terms

(𝐴0 + 𝐵0𝐾)𝑇𝑋,
(𝐶0 + 𝐷0𝐾)𝑇𝑋,

(32)

pre- and postmultiplying

diag (𝐼, 𝐼, 𝑋−1, 𝐼, 𝐼, 𝐼) (33)

on both sides of (30) and considering𝑋−1 > 𝜀𝐼, (27)-(28) can
be obtained easily. This theorem is proved.

Remark 6. Compared with the results about quadratic stabil-
ity and quadratic stabilizability of deterministic systems given
in [14], our two theorems not only extend the results of [14]
to stochastic systems, but also provide the corresponding LMI
criteria which can be easily tested by MATLAB LMI toolbox.

Remark 7. From these two theorems, we also can get the
result about quadratic stability with the given decay rate. Take
the function

𝑥𝜆 (𝑘) = 𝑥 (𝑘) 𝑒𝑘𝜆, (34)

and then, substituting (34) into (8), we obtain the following
new system:

𝑥𝜆 (𝑘 + 1) = (�̃�0Δ + �̃�0Δ𝐾)𝑥𝜆 (𝑘) + �̃�0𝑑Δ𝑥𝜆 (𝑘 − 𝑑)
+ 𝑠∑
𝑖=1

[(�̃�0Δ + �̃�0Δ𝐾)𝑥𝜆 (𝑘) + �̃�0𝑑Δ𝑥𝜆 (𝑘 − 𝑑)]
⋅ 𝑤𝑖 (𝑘) ,

(35)

where

�̃�0Δ = 𝑒𝜆𝐴0Δ,
�̃�0Δ = 𝑒𝜆𝐵0Δ,
�̃�0Δ = 𝑒𝜆𝐶0Δ,
�̃�0Δ = 𝑒𝜆𝐷0Δ,
�̃�0𝑑Δ = 𝑒(𝑑+1)𝜆𝐴0𝑑Δ,
�̃�0𝑑Δ = 𝑒(𝑑+1)𝜆𝐶0𝑑Δ.

(36)

So system (1) is quadratically stabilizable with decay rate 𝜆 if
system (35) is quadratically stabilizable.
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4. State Feedback 𝐻∞ Control

In this section we consider the state feedback discrete-
time 𝐻∞ control problem for the following uncertain linear
stochastic system with state delay:

𝑥 (𝑘 + 1) = [𝐴0 + Δ𝐴0 (𝑘)] 𝑥 (𝑘) + [𝐴0𝑑 + Δ𝐴0𝑑 (𝑘)]
⋅ 𝑥 (𝑘 − 𝑑) + 𝐵𝜉 (𝑘) + [𝐵0 + Δ𝐵0 (𝑘)] 𝑢 (𝑘)
+ 𝑠∑
𝑖=1

{[𝐶0 + Δ𝐶0 (𝑘)] 𝑥 (𝑘)
+ [𝐶0𝑑 + Δ𝐶0𝑑 (𝑘)] 𝑥 (𝑘 − 𝑑)
+ [𝐷0 + Δ𝐷0 (𝑘)] 𝑢 (𝑘)} 𝑤𝑖 (𝑘) ,

𝑥 (𝑗) = 𝜙 (𝑗) ∈R𝑛,
𝑗 ∈ {−𝑑, −𝑑 + 1, . . . , 0} , 𝑘 ∈N0

𝑧 (𝑘) = 𝐶𝑥 (𝑘) + 𝐷𝑢 (𝑘) ,

(37)

where 𝑧(𝑘) ∈ R𝑛𝑧 and 𝜉(𝑘) ∈ R𝑞 are called the controlled
output and external disturbance, respectively. In addition,
the effect of the disturbance 𝜉(𝑘) on the controlled output𝑧(𝑘) is described by a perturbation operator G𝑧𝜉 : 𝜉 → 𝑧,
which maps any finite energy disturbance signal 𝜉 into the
corresponding finite energy output signal 𝑧 of the closed-
loop system. The size of this linear operator, that is, ‖G𝑧𝜉‖,
measures the influence of the disturbances in the worst case.
We denote by 𝑙2𝑤(N0,R𝑙) the set of all nonanticipative square
summableR𝑙-valued stochastic processes

𝑦 = {𝑦𝑘 : 𝑦𝑘
∈ 𝐿2 (Ω,R𝑙) , 𝑦𝑘 is F𝑘−1 measurable}

𝑘∈N0
. (38)

𝑙2-norm of 𝑦 ∈ 𝑙2𝑤(N0,R𝑙) is defined by

𝑦𝑙2𝑤(N0 ,R𝑙) = (
∞∑
𝑘=0

E
𝑦𝑘2)

1/2 . (39)

Firstly, for system (37), we define the perturbed operator
G𝑧𝜉 and its norm as follows.

Definition 8. The perturbed operator of system (37), G𝑧𝜉 :𝑙2𝑤(N0,R𝑞) → 𝑙2𝑤(N0,R𝑛𝑧), is defined as

G𝑧𝜉 : 𝜉 (𝑘) ∈ 𝑙2𝑤 (N0,R𝑞) →
𝐶𝑥 (𝑘) + 𝐷𝑢 (𝑘) ,

𝑥 (𝑗) = 0, 𝑗 = 0, −1, −2, . . . , −𝑑
(40)

with its norm

G𝑧𝜉 = sup
𝜉(𝑘)∈𝑙2𝑤(N0 ,R

𝑞),𝜉(𝑘) ̸=0,𝑥(𝑗)=0,𝑗∈[−𝑑,0]

‖𝑧 (𝑘)‖𝑙2𝑤(N0 ,R𝑛𝑧 )𝜉 (𝑘)𝑙2𝑤(N0 ,R𝑞)

= sup
𝜉(𝑘)∈𝑙2𝑤(N0 ,R

𝑞),𝜉(𝑘) ̸=0,𝑥(𝑗)=0,𝑗∈[−𝑑,0]

(∑∞𝑘=0 𝐸 ‖𝐶𝑥 (𝑘) + 𝐷𝑢 (𝑘)‖2)1/2
(∑∞𝑘=0 𝐸 𝜉 (𝑘)2)1/2

.
(41)

Next, we present the definition about stochastic robust 𝐻∞
control.

Definition 9. For a certain level 𝛾 > 0, 𝑢∗(𝑘) = 𝐾𝑥(𝑘) is the𝐻∞ control of the system (37), if

(i) system (37) is internally stabilizable when 𝜉(𝑘) ≡ 0;
(ii) the norm of the perturbed operator of system (37)

satisfies ‖G𝑧𝜉‖ < 𝛾 for all external disturbance 𝜉(𝑘) ∈𝑙2𝑤(N0,R𝑞).
Besides, if 𝑢∗(𝑘) exists, then system (37) is called 𝐻∞

controllable in the disturbance attenuation. Furthermore, it
is called strongly robust𝐻∞ controllable if 𝛾 = 1.
Theorem 10. Consider system (37). For the given 𝛾 > 0 and
some 𝛽 > 0 with 𝑃 < 𝛽−1𝐼 and 𝛼 > 0 if there exist 𝑃 > 0,𝑄 > 0, and 𝐾 ∈R𝑚×𝑛 satisfying the following LMI

[[[[[[[[[[[[[[[[[[[[
[

−2𝑃 + 𝑄 + 𝐶𝑇𝐶 ℏ12 0 𝑠1/2 (𝐶0 + 𝐷0𝐾)𝑇 (𝐴0 + 𝐵0𝐾) 𝐾𝑇𝐷𝑇 ℏ17 ℏ18
∗ ℏ22 0 𝑠1/2𝐶𝑇0𝑑 𝐴𝑇0𝑑 0 0 0
∗ ∗ −𝛾2𝐼 0 𝐵𝑇 0 0 0
∗ ∗ ∗ −𝛽𝐼 + 𝛼𝐸𝐸𝑇 0 0 0 0
∗ ∗ ∗ ∗ −𝛽𝐼 + 𝛼𝐸𝐸𝑇 0 0 0
∗ ∗ ∗ ∗ ∗ −𝐼 0 0
∗ ∗ ∗ ∗ ∗ ∗ −𝐼 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ −𝐼

]]]]]]]]]]]]]]]]]]]]
]

< 0, (42)
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where

ℏ12 = 𝛼−1 [𝑠1/4 (𝐺𝐶0 + 𝐺𝐷0𝐾)𝑇𝐺𝐶0𝑑
+ (𝐺𝐴0 + 𝐺𝐵0𝐾)𝑇𝐺𝐴0𝑑] ,

ℏ22 = −𝑄 + 𝛼−1 (𝑠1/4𝐺𝑇𝐶0𝑑𝐺𝐶0𝑑 + 𝐺𝑇𝐴0𝑑𝐺𝐴0𝑑) ,
ℏ17 = 𝛼−1𝑠1/2 (𝐺𝐶0 + 𝐺𝐷0𝐾)𝑇 ,
ℏ18 = 𝛼−1 (𝐺𝐴0 + 𝐺𝐵0𝐾)𝑇 ,

(43)

then system (37) is robustly𝐻∞ controllable with a control law𝑢(𝑘) = 𝐾𝑥(𝑘).
Proof. By Theorem 5, when disturbance 𝜉(𝑘) = 0, it is easy
to test that system (37) is internally stabilizable with 𝑢∗(𝑘) =𝐾𝑥(𝑘). Nowwe only need to show ‖G𝑧𝜉‖ < 𝛾. By Definition 1,
choose the Lyapunov function 𝑉𝑘 = 𝑥(𝑘)T𝑃𝑥(𝑘) +∑𝑑𝑗=1 𝑥(𝑘 −𝑗)𝑇𝑄𝑥(𝑘 − 𝑗) with 𝑃 > 0 and 𝑄 > 0 to be determined, and
then

EΔ𝑉𝑘 = E𝑉𝑘+1 −E𝑉𝑘 = E[
[
𝑥𝑇 (𝑘 + 1) 𝑃𝑥 (𝑘 + 1)

+ 𝑑∑
𝑗=1

𝑥 (𝑘 + 1 − 𝑗)𝑇𝑄𝑥 (𝑘 + 1 − 𝑗) − 𝑥𝑇 (𝑘) 𝑃𝑥 (𝑘)

− 𝑑∑
𝑗=1

𝑥𝑇 (𝑘 − 𝑗)𝑄𝑥 (𝑘 − 𝑗)]
]

= E [𝑥𝑇 (𝑘 + 1) 𝑃𝑥 (𝑘 + 1) + 𝑥𝑇 (𝑘) (𝑄 − 𝑃) 𝑥 (𝑘)
− 𝑥𝑇 (𝑘 − 𝑑)𝑄𝑥 (𝑘 − 𝑑)] .

(44)

So in the case of 𝑥(𝑗) = 0, 𝑗 = 0, −1, . . . , −𝑑, we have
‖𝑧 (𝑘)‖𝑙2𝑤(N0 ,R𝑛𝑧 ) − 𝛾2 𝜉 (𝑘)𝑙2𝑤(N0 ,R𝑞) = E

∞∑
𝑘=0

{𝑥𝑇 (𝑘)
⋅ (𝐶𝑇𝐶 + 𝐾𝑇𝐷𝑇𝐷𝐾)𝑥 (𝑘) + Δ𝑉 − 𝛾2𝜉𝑇 (𝑘) 𝜉 (𝑘)}
+ 𝑉 (𝑥 (0)) − lim inf

𝑡→∞
E𝑉 (𝑥 (𝑘)) ≤ E

∞∑
𝑘=0

{𝑥 (𝑘)𝑇

⋅ (𝐴0Δ + 𝐵0Δ𝐾)𝑇 𝑃 (𝐴0Δ + 𝐵0Δ𝐾)𝑥 (𝑘) + 𝑥𝑇 (𝑘)
⋅ (𝐴0Δ + 𝐵0Δ𝐾)𝑇 𝑃𝐴0𝑑Δ𝑥 (𝑘 − 𝑑) + 𝑥𝑇 (𝑘)
⋅ (𝐴0Δ + 𝐵0Δ𝐾)𝑇 𝑃𝐵𝜉 (𝑘) + 𝑥𝑇 (𝑘 − 𝑑)
⋅ 𝐴𝑇0𝑑Δ𝑃 (𝐴0Δ + 𝐵0Δ𝐾)𝑥 (𝑘) + 𝑥𝑇 (𝑘 − 𝑑)
⋅ 𝐴𝑇0𝑑Δ𝑃𝐴0𝑑Δ𝑥 (𝑘 − 𝑑) + 𝑥𝑇 (𝑘 − 𝑑)𝐴𝑇0𝑑Δ𝑃𝐵𝜉 (𝑘)
+ 𝜉𝑇 (𝑘) 𝐵𝑇𝑃 (𝐴0Δ + 𝐵0Δ𝐾)𝑥 (𝑘) + 𝜉𝑇 (𝑘)
⋅ 𝐵𝑇𝑃𝐴0𝑑Δ𝑥 (𝑘 − 𝑑) + 𝜉𝑇 (𝑘) 𝐵𝑇𝑃𝐵𝜉 (𝑘) + 𝑠𝑥𝑇 (𝑘)
⋅ (𝐶0Δ𝐾)𝑇 𝑃 (𝐶0Δ + 𝐷0Δ𝐾)𝑥 (𝑘)
+ 𝑠𝑥𝑇 (𝑘) (𝐶0Δ + 𝐷0Δ𝐾)𝑇 𝑃𝐶0𝑑Δ𝑥 (𝑘 − 𝑑)
+ 𝑠𝑥𝑇 (𝑘 − 𝑑) 𝐶𝑇0𝑑Δ𝑃 (𝐶0Δ + 𝐷0Δ𝐾)𝑥 (𝑘)
+ 𝑠𝑥𝑇 (𝑘 − 𝑑) 𝐶0𝑑Δ𝑃𝐶0𝑑Δ𝑥 (𝑘 − 𝑑) − 𝑥𝑇 (𝑘) 𝑃𝑥 (𝑘)
+ 𝑥𝑇 (𝑘) (𝑄 − 𝑃) 𝑥 (𝑘) − 𝑥𝑇 (𝑘 − 𝑑)𝑄𝑥 (𝑘 − 𝑑)
+ 𝑥𝑇 (𝑘) (𝐶𝑇𝐶 + 𝐾𝑇𝐷𝑇𝐷𝐾)𝑥 (𝑘) − 𝛾2𝜉𝑇 (𝑘)

⋅ 𝜉 (𝑘)} = E
∞∑
𝑘=0

[[
[
𝑥 (𝑘)

𝑥 (𝑘 − 𝑑)
𝜉 (𝑘)

]]
]

𝑇

Ξ[[
[
𝑥 (𝑘)

𝑥 (𝑘 − 𝑑)
𝜉 (𝑘)

]]
]
,

(45)

where

Ξ =
[[[[[[[[[[
[

Ξ11 (𝐴0Δ + 𝐵0Δ𝐾)𝑇 𝑃𝐴0𝑑Δ (𝐴0Δ + 𝐵0Δ𝐾)𝑇 𝑃𝐵 𝑠1/2 (𝐶0Δ + 𝐷0Δ𝐾)𝑇 𝑃
∗ 𝐴𝑇0𝑑Δ𝑃𝐴0𝑑Δ − 𝑄 𝐴𝑇0𝑑Δ𝑃𝐵 𝑠1/2𝐶𝑇0𝑑Δ𝑃
∗ ∗ 𝐵𝑇𝑃𝐵 − 𝛾2𝐼 0
∗ ∗ ∗ −𝑃

]]]]]]]]]]
]

,

Ξ11 = (𝐴0Δ + 𝐵0Δ𝐾)𝑇 𝑃 (𝐴0Δ + 𝐵0Δ𝐾) − 2𝑃 + 𝑄 + 𝐶𝑇𝐶 + 𝐾𝑇𝐷𝑇𝐷𝐾.

(46)
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Obviously, it is easy to get that ‖G𝑧𝜉‖ < 𝛾 if Ξ < 0. Then, we
need to eliminate the uncertainties. Using the same method
as in the proof of Theorem 4, we know that, for some 𝛼 > 0,
a sufficient condition for Ξ < 0 can be got from the following
matrix inequality.

[[[[[[[[[
[

Γ11 Γ12 0 𝑠1/2 (𝐶0 + 𝐷0𝐾)𝑇 𝑃 (𝐴0 + 𝐵0𝐾)𝑇 𝑃
∗ Γ22 0 𝑠1/2𝐶𝑇0𝑑𝑃 𝐴𝑇0𝑑𝑃
∗ ∗ −𝛾2𝐼 0 𝐵𝑇𝑃
∗ ∗ ∗ −𝑃 + 𝛼𝑃𝐸𝐸𝑇𝑃 0
∗ ∗ ∗ ∗ −𝑃 + 𝛼𝑃𝐸𝐸𝑇𝑃

]]]]]]]]]
]

< 0,

(47)

where

Γ11 = −2𝑃 + 𝑄 + 𝐶𝑇𝐶 + 𝐾𝑇𝐷𝑇𝐷𝐾 + 𝛼−1𝑠1/4 (𝐺𝐶0
+ 𝐺𝐷0𝐾)𝑇 (𝐺𝐶0 + 𝐺𝐷0𝐾) + 𝛼−1 (𝐺𝐴0 + 𝐺𝐵0𝐾)𝑇
⋅ (𝐺𝐴0 + 𝐺𝐵0𝐾) ,

Γ12 = 𝛼−1 [𝑠1/4 (𝐺𝐶0 + 𝐺𝐷0𝐾)𝑇𝐺𝐶0𝑑
+ (𝐺𝐴0 + 𝐺𝐵0𝐾)𝑇𝐺𝐴0𝑑] ,

Γ22 = −𝑄 + 𝛼−1 (𝑠1/4𝐺𝑇𝐶0𝑑𝐺𝐶0𝑑 + 𝐺𝑇𝐴0𝑑𝐺𝐴0𝑑) .

(48)

Then, by pre- and postmultiplying

diag [𝐼 𝐼 𝐼 𝑃−1 𝑃−1] (49)

on both sides of (47), we have

[[[[[[[[[
[

Γ11 Γ12 0 𝑠1/2 (𝐶0 + 𝐷0𝐾)𝑇 (𝐴0 + 𝐵0𝐾)𝑇
∗ Γ22 0 𝑠1/2𝐶𝑇0𝑑 𝐴𝑇0𝑑
∗ ∗ −𝛾2𝐼 0 𝐵𝑇
∗ ∗ ∗ −𝑃−1 + 𝛼𝐸𝐸𝑇 0
∗ ∗ ∗ ∗ −𝑃−1 + 𝛼𝐸𝐸𝑇

]]]]]]]]]
]

< 0.

(50)

For some constant 𝛽 > 0 with 𝑃−1 > 𝛽𝐼, Theorem 10 is
concluded; that is, an 𝐻∞ control of system (37) is obtained
by solving LMIs (42)-(43). This completes the proof.

5. Simulation Example

In this section, we consider two simple examples with simula-
tions to illustrate the effectiveness of the proposed approach.

Example 11. Consider discrete-time stochastic system (1)
with the following parameters:

𝐴0 = [1 0
0 0.8] ,

𝐴0𝑑 = [0.02 0
0 0.1] ,

𝐵0 = [31] ,

𝐶0 = [0.2 0
0 0.4] ,

𝐶0𝑑 = [0.1 0
0 0.2] ,

𝐷0 = [0.20.7] ,

𝐸 = [0.2 0
0 0.4] ,

𝐺𝐴0 = [0.01 0
0 0.03] ,

𝐺𝐴0𝑑 = [0.04 0
0 0.05] ,

𝐺𝐵0 = [0.20.1] ,

𝐺𝐶0 = [0.3 0
0 0.1] ,

𝐺𝐷0 = [0.10.7] ,

𝐺𝐶0𝑑 = [0.1 0
0 0.01] ,

𝐹 (𝑘) = [cos (𝑤 (𝑘)) 0
0 sin (𝑤 (𝑘))] ,

𝑠 = 1.

(51)

Using LMI toolbox to solve (11)-(12) inTheorem4,we find out
that 𝑡min = 0.0086 > 0 which means that there is no feasible
solution and indicates that system (1) with 𝑢 ≡ 0 is unstable.
Figure 1 verifies the result. By solving LMI (27), a group of
feasible solutions with 𝑡min = −0.9649 < 0 are shown as 𝜀 =16.7436 and

𝑋 = [22.1026 0.6519
0.6519 20.0007] ,

𝑌 = [11.3608 −0.6710−0.6710 13.2231] .
(52)
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Figure 1: State trajectories of the autonomous system.
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Figure 2: State trajectories of the closed-loop system.

By Theorem 5, the system is mean-square stabilizable
which is verified by Figure 2. A robust stabilizing controller
is given by

𝑢 (𝑘) = 𝐾𝑥 (𝑘) = [−0.092 −0.1344] 𝑥 (𝑘) . (53)

Example 12. Consider system (42) with the following param-
eters:

𝐴0 = [1.2 0
0 1.1] ,

𝐴0𝑑 = [0.2 0
0 0.1] ,

𝐵0 = [1.31 ] ,

𝐶0 = [0.2 0
0 0.4] ,

𝐵 = [ 1
0.65] ,

𝐶 = [0.4 0.20.1 0.8] ,

𝐷 = [0.81 ] ,

𝐶0𝑑 = [0.1 0
0 0.2] ,

𝐷0 = [0.20.7] ,

𝐸 = [0.2 0
0 0.4] ,

𝐺𝐴0 = [0.1 0
0 0.3] ,

𝐺𝐴0𝑑 = [0.4 0
0 0.5] ,

𝐺𝐵0 = [0.20.1] ,
𝐺𝐶0 = [0.3 0

0 0.1] ,
𝐺𝐷0 = [0.10.7] ,

𝐺𝐶0𝑑 = [0.1 0
0 0.1] ,

𝐹 (𝑘) = [cos (𝑤 (𝑘)) 0
0 sin (𝑤 (𝑘))] ,

𝑠 = 1.
(54)

For perturbed system (42), we take the external distur-
bance as 𝜉(𝑘) = 𝑒−𝑘 and the certain level as 𝛾 = 0.8. In
addition, according to Lemma 3, an appropriate 𝛼 is given as𝛼 = 4.9.Then, by the result ofTheorem 10, using LMI toolbox
to solve (43) and (47), we find that 𝑡min = −0.1046, which
means we have got a group of feasible solutions with

𝑃 = [1.7258 0.03200.0320 1.8314] ,
𝑄 = [ 1.6581 −0.0480

−0.0480 1.5180 ] ,
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Figure 3: State trajectories of the closed-loop system.
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Figure 4: Controlled output trajectories of the closed-loop system.

𝐾 = [−0.3281 −0.2836] ,
𝛽 = 3.0531.

(55)

The simulation results of state trajectories and controlled
output trajectories of system (42) are given in Figures 3 and 4
with the𝐻∞ controller

𝑢 (𝑘) = 𝐾𝑥 (𝑘) = [−0.3281 −0.2836] 𝑥 (𝑘) . (56)

This further verifies the effectiveness of Theorem 10.

6. Conclusion

In this paper, we have studied the robust quadratic sta-
bility, quadratic stabilization, and robust 𝐻∞ state feed-
back control of discrete-time stochastic systems with state
delay and uncertain parameters. Based on LMI technique, a
sufficient condition about quadratic stability and quadratic

stabilization of our considered system is, respectively, given.
Moreover, an 𝐻∞ state feedback controller is obtained by
solving two LMIs. Finally, we supply two simulation examples
to show the validity of the proposed results. It is expected to
solve the𝐻∞ output feedback control and𝐻∞ filtering in our
forthcoming work.
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This paper tackles the issue of stability analysis for uncertain T-S fuzzy systems with interval time-varying delays, especially based
on the nonquadratic Lyapunov-Krasovskii functional (NLKF). To this end, this paper first provides a less conservative relaxation
technique and then derives a relaxed robust stability criterion that enhances the interactions among delayed fuzzy subsystems.The
effectiveness of our method is verified by two examples.

1. Introduction

Over the past few decades, Takagi-Sugeno (T-S) fuzzy model
has attracted great attention since it can systematically rep-
resent nonlinear systems via a kind of interpolation method
that connects smoothly some local linear systems based on
fuzzy weighting functions [1]. In particular, the T-S fuzzy
model has the advantage that it allows the well-established
linear system theory to be applied to the analysis and synthe-
sis of nonlinear systems. For this reason, the T-S fuzzy model
has been a popular choice not only in consumer products
but also in industrial processes (refer to [2] and references
therein).

As well-known, time-delay phenomena are ubiquitous
in practical engineering systems such as aircraft systems,
biological systems, and chemical engineering system [3–5].
Recently, thus, the research on nonlinear systems with state
delays has been an important issue in the stability analysis
of T-S fuzzy systems. In the literature, there are two major
research trends to deal with such systems: one focuses on
decreasing computational burdens required to solve a set of
conditions from the Lyapunov-Krasovskii functional (LKF)
approach, and the other focuses on improving the solvability
of delay-dependent stability conditions despite significant
computational efforts. Strictly speaking, the first trend is

mainly based on Jensen’s inequality approach [6–11] and the
second one is based on the free-weighing matrix approach
[12–16].

Recently, it is recognized that the common quadratic
Lyapunov function approach leads to overconservative per-
formance for a large number of fuzzy rules [17, 18]. For this
reason, it is essential to tackle the issue of stability analysis in
the light of the nonquadratic Lyapunov-Krasovskii functional
(NLKF) [19–23]. However, to our best knowledge, up to
now, little progress has been made toward using NLKFs for
the stability analysis. Motivated by the above concern, this
paper proposes a relaxed stability criterion for uncertain T-S
fuzzy systems with interval time-varying delays, especially
obtained by theNLKF approach. To this end, this paper offers
a proper relaxationmethod that can enhance the interactions
among delayed fuzzy subsystems. Further, it is worth noticing
that Jensen’s inequality, given in [24], is applicable only to the
case where the internal matrix is constant, that is, to the case
where the common quadratic Lyapunov-Krasovskii func-
tional (CQLKF) is employed. Thus, this paper focuses more
on exploring the second trend in the direction of reducing the
conservatism that stems from the CQLKF approach, without
resorting to any delay-decomposition method. In this sense,
this paper provides two examples numerically to show the
effectiveness of our method.
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The rest of the paper is organized as follows. Section 2
gives a mathematical description of the system considered
here and presents a useful lemma. Section 3 presents themain
result of this paper. Furthermore, through numerical exam-
ples, Section 4 shows the verification of our results. Finally,
Section 5 makes the concluding remarks.

Notation. Throughout this paper, standard notions will be
adopted. The notations 𝑋 ≥ 𝑌 and 𝑋 > 𝑌 mean that 𝑋 − 𝑌
is positive semidefinite and positive definite, respectively. In
symmetric block matrices, (∗) is used as an ellipsis for terms
that are induced by symmetry. For a square matrixX, He(X)
denotes X + X𝑇, where X𝑇 is the transpose of X. The
natation Conv(⋅) denotes the convex hull; col(V1, V2, . . . , V𝑛) =[V𝑇1 V𝑇2 ⋅ ⋅ ⋅ V𝑇𝑛 ]𝑇 for any vector V𝑖; diag(A,B) denotes a
diagonal matrix with diagonal entries A and B; and N+𝑟 ={1, 2, . . . , 𝑟}. For any matrix S𝑖 or S𝑖𝑗,

[S𝑖]𝑟 = [S1 S2 ⋅ ⋅ ⋅ S𝑟] ,
[S𝑖𝑗]𝑟×𝑟 = [[S1𝑖]𝑇𝑟 [S2𝑖]𝑇𝑟 ⋅ ⋅ ⋅ [S𝑟𝑖]𝑇𝑟 ]𝑇 . (1)

All matrices, if their dimensions are not explicitly stated, are
assumed to be compatible for algebraic operation.

2. System Description and Preliminaries

Consider the following uncertain T-S fuzzy system, which
represents a class of nonlinear systems: for 𝑖 ∈ N+𝑟 ,

Plant Rule 𝑖. IF 𝜂1(𝑡) isF𝑖1 and ⋅ ⋅ ⋅ 𝜂𝑠(𝑡) isF𝑖𝑠, THEN

�̇� (𝑡) = 𝐴 𝑖𝑥 (𝑡) + 𝐴𝑑,𝑖𝑥 (𝑡 − 𝑑 (𝑡)) + 𝐸𝑖𝑝 (𝑡) ,
𝑞 (𝑡) = 𝐺𝑖𝑥 (𝑡) + 𝐺𝑑,𝑖𝑥 (𝑡 − 𝑑 (𝑡)) ,
𝑥 (𝑡) = 𝜓 (𝑡) ,

𝑡 ∈ [−𝑑2, 0] ,
(2)

where 𝑥(𝑡) ∈ R𝑛𝑥 and 𝑥(𝑡 − 𝑑(𝑡)) ∈ R𝑛𝑥 denote the state
and the delayed state, respectively; the initial condition 𝜓(𝑡)
is a continuously differentiable vector-valued function; F𝑖𝑗
denotes a fuzzy set; 𝜂𝑖(𝑡) denotes the 𝑖th premise variable; and𝑟 denotes the number of IF-THEN rules. In (2), 𝑝(𝑡) ∈ R𝑛𝑝

and 𝑞(𝑡) ∈ R𝑛𝑞 are used to describe the structured feedback
uncertainty such that 𝑝(𝑡) = Δ(𝑡)𝑞(𝑡) and Δ𝑇(𝑡)Δ(𝑡) ≤ 𝐼 ∈
R𝑛𝑞×𝑛𝑞 . Further, the state delay𝑑(𝑡) is assumed to be unknown
and time-varying with known bounds as follows: 𝑑1 ≤ 𝑑(𝑡) ≤𝑑2, where 𝑑1 and 𝑑2 are constant. Then, the overall T-S fuzzy
model is inferred as follows:

�̇� (𝑡) = 𝐴 (Θ𝑡) 𝑥 (𝑡) + 𝐴𝑑 (Θ𝑡) 𝑥 (𝑡 − 𝑑 (𝑡))
+ 𝐸 (Θ𝑡) 𝑝 (𝑡) ,

𝑞 (𝑡) = 𝐺 (Θ𝑡) 𝑥 (𝑡) + 𝐺𝑑 (Θ𝑡) 𝑥 (𝑡 − 𝑑 (𝑡)) ,
(3)

where 𝐴(Θ𝑡) = ∑𝑟𝑖=1 𝜃𝑖𝐴 𝑖, 𝐴𝑑(Θ𝑡) = ∑𝑟𝑖=1 𝜃𝑖𝐴𝑑,𝑖, 𝐸(Θ𝑡) =∑𝑟𝑖=1 𝜃𝑖𝐸𝑖, 𝐺(Θ𝑡) = ∑𝑟𝑖=1 𝜃𝑖𝐺𝑖, and 𝐺𝑑(Θ𝑡) = ∑𝑟𝑖=1 𝜃𝑖𝐺𝑑,𝑖 in

which 𝜃𝑖 (=𝜃𝑖(𝜂(𝑡)) denotes the normalized fuzzy weighting
function for the 𝑖th rule; 𝜂(𝑡) = col(𝜂1(𝑥(𝑡)), . . . , 𝜂𝑠(𝑥(𝑡)))
denotes the premise variable vector; and Θ𝑡 = col(𝜃1, . . . , 𝜃𝑟)
belongs to

SΘ = {col (𝜃1, . . . , 𝜃𝑟) | 𝑟∑
𝑖=1

𝜃𝑖 = 1, 𝛼𝑖 ≤ 𝜃𝑖 ≤ 𝛽𝑖, ∀𝑖
∈ N
+
𝑟} .

(4)

Assumption 1. The fuzzy weighting functions 𝜃𝑖 are differen-
tiable and Θ̇𝑡 = col(�̇�1, . . . , �̇�𝑟) belongs to

SΘ̇ = {col (�̇�1, . . . , �̇�𝑟) | 𝑟∑
𝑖=1

�̇�𝑖 = 0, 1,𝑖 ≤ �̇�𝑖 ≤ 2,𝑖, ∀𝑖
∈ N
+
𝑟} .

(5)

To simplify the notations, we use 𝜃𝑑1𝑖 = 𝜃𝑖(𝜂(𝑡 − 𝑑1))
and 𝜃𝑑2𝑖 = 𝜃𝑖(𝜂(𝑡 − 𝑑2)). And, for later convenience, we
define 𝑥(𝑡) = col(𝑥(𝑡), 𝑥(𝑡 − 𝑑1), 𝑥(𝑡 − 𝑑(𝑡)), 𝑥(𝑡 − 𝑑2)),𝜂(𝑡) = col(𝑥(𝑡), 𝑝(𝑡)) ∈ R𝑛𝜂 , and 𝑛𝜂 = 4𝑛𝑥 + 𝑛𝑝. And we
use some block entry matrices e𝑖 (𝑖 = 1, 2, . . . , 5) such that𝑥(𝑡) = e1𝜂(𝑡),𝑥(𝑡−𝑑1) = e2𝜂(𝑡),𝑥(𝑡−𝑑(𝑡)) = e3𝜂(𝑡),𝑥(𝑡−𝑑2) =
e4𝜂(𝑡), and 𝑝(𝑡) = e5𝜂(𝑡), which implies 𝑥(𝑡) = e14𝜂(𝑡) by
defining e𝑇14 = [e𝑇1 ⋅ ⋅ ⋅ e𝑇4 ]. Then, (3) becomes

�̇� (𝑡) = Φ𝑡𝜂 (𝑡) ,
𝑞 (𝑡) = Ψ𝑡𝜂 (𝑡) , (6)

whereΦ𝑡 = 𝐴(Θ𝑡)e1+𝐴𝑑(Θ𝑡)e3+𝐸(Θ𝑡)e5 andΨ𝑡 = 𝐺(Θ𝑡)e1+𝐺𝑑(Θ𝑡)e3.
Lemma 2. LetΘ𝑡 ∈ SΘ be satisfied.Then, the following condi-
tion holds:

0 > M

= M0 + 𝑟∑
𝑖=1

𝜃𝑖He (M𝑖) + 𝑟∑
𝑖=1

𝜃2𝑖M𝑖𝑖
+ 𝑟∑
𝑖=1

( 𝑟∑
𝑗=𝑖+1

𝜃𝑖𝜃𝑗M𝑖𝑗 + 𝑖−1∑
𝑗=1

𝜃𝑖𝜃𝑗M𝑇𝑗𝑖)
(7)

if there are all decision variables such that

0 > L = [ L0 [L𝑖]𝑟(∗) [L𝑖𝑗]𝑟𝑟 ] ,
0 < 𝑋𝑖 + 𝑋𝑇𝑖 ,

∀𝑖 ∈ N
+
𝑟 ,

(8)

whereL0 = M0 +He(𝑆0 −∑𝑟𝑖=1 𝛼𝑖𝛽𝑖𝑋𝑖),L𝑖 = M𝑖 + 𝑆𝑖 − 𝑆0 +(𝛼𝑖+𝛽𝑖)𝑋𝑖,L𝑖𝑖 = M𝑖𝑖+He(−𝑆𝑖−𝑋𝑖), andL𝑖𝑗 = M𝑖𝑗−𝑆𝑖−𝑆𝑗.



Mathematical Problems in Engineering 3

Lemma 3. Let Θ̇𝑡 ∈ SΘ̇ be satisfied.Then, the following condi-
tion holds:

0 > Ω + 𝑟∑
𝑖=1

�̇�𝑖P𝑖 (9)

if there are all decision variables such that

0 > Ω + 𝑟∑
𝑖=1

ℓ𝑖 ,𝑖 (P𝑖 + Q) ,
∀ℓ ∈ L = {(ℓ1, . . . , ℓ𝑟) | ℓ𝑖 ∈ N

+
2 , 𝑖 ∈ N

+
𝑟 } .

(10)

Proof. In view of Θ̇𝑡 ∈ SΘ̇, we can get

�̇�𝑖 = 2∑
ℓi=1

𝜆ℓ𝑖 (𝑡) ℓ𝑖 ,𝑖,
0 = 𝑟∑
𝑖=1

�̇�𝑖N,
(11)

where coefficients 𝜆ℓ𝑖 are all positive and sum to one and N
is a constant slack variable. Then, (9) leads to

0 > Ω + 𝑟∑
𝑖=1

( 2∑
ℓ𝑖=1

𝜆ℓ𝑖 (𝑡) ℓ𝑖 ,𝑖)(P𝑖 +N) , (12)

which holds if (10) holds because ∑2ℓ𝑖=1 𝜆ℓ𝑖(𝑡)ℓ𝑖 ,𝑖(P𝑖 + N) ∈
Conv(ℓ𝑖,𝑖(P𝑖 +N)), where ℓ𝑖 denotes the 𝑖th element of ℓ ∈
L.

3. Θ𝑡-Dependent Stability Criterion

Based on a nonquadratic Lyapunov-Krasovskii functional
(NLKF), this section provides a less conservative stability cri-
terion. To this end, we first choose an NLKF of the following
form:

𝑉 (𝑡) = 𝑉1 (𝑡) + 𝑉2 (𝑡) + 𝑉3 (𝑡) ,
𝑉1 (𝑡) = 𝑥𝑇 (𝑡) 𝑃 (Θ𝑡) 𝑥 (𝑡) ,
𝑉2 (𝑡) = ∫𝑡

𝑡−𝑑1

𝑥𝑇 (𝛼)𝑄1 (Θ𝛼) 𝑥 (𝛼) 𝑑𝛼
+ ∫𝑡
𝑡−𝑑2

𝑥𝑇 (𝛼)𝑄2 (Θ𝛼) 𝑥 (𝛼) 𝑑𝛼,
𝑉3 (𝑡) = ∫0

−𝑑1

∫𝑡
𝑡+𝛼

�̇�𝑇 (𝛽) 𝑅1 (Θ𝛽) �̇� (𝛽) 𝑑𝛽 𝑑𝛼
+ ∫−𝑑1
−𝑑2

∫𝑡
𝑡+𝛼

�̇�𝑇 (𝛽) 𝑅2 (Θ𝛽) �̇� (𝛽) 𝑑𝛽 𝑑𝛼,

(13)

where 𝑃(Θ𝑡), 𝑄1(Θ𝛼), 𝑄2(Θ𝛼), 𝑅1(Θ𝛽), and 𝑅2(Θ𝛽) are
positive definite for all admissible grades. Then, the time

derivative of each 𝑉𝑖(𝑡) along the trajectories of (6) is given
by

�̇�1 (𝑡) = 𝜂𝑇 (𝑡) (He (e𝑇1𝑃 (Θ𝑡)Φ𝑡) + e𝑇1 �̇� (Θ𝑡) e1) 𝜂 (𝑡) ,
�̇�2 (𝑡) = 𝜂𝑇 (𝑡) (e𝑇1 (𝑄1 (Θ𝑡) + 𝑄2 (Θ𝑡)) e1

− e𝑇2𝑄1 (Θ𝑡−𝑑1) e2 − e𝑇4𝑄2 (Θ𝑡−𝑑2) e4) 𝜂 (𝑡) ,
�̇�3 (𝑡) = 𝜂𝑇 (𝑡) (𝑑1Φ𝑇𝑡 𝑅1 (Θ𝑡)Φ𝑡 + 𝛿Φ𝑇𝑡 𝑅2 (Θ𝑡)Φ𝑡)

⋅ 𝜂 (𝑡) − ∫𝑡
𝑡−𝑑1

�̇�𝑇 (𝛼) 𝑅1 (Θ𝛼) �̇� (𝛼) 𝑑𝛼
− ∫𝑡−𝑑1
𝑡−𝑑2

�̇�𝑇 (𝛼) 𝑅2 (Θ𝛼) �̇� (𝛼) 𝑑𝛼,

(14)

which leads to

�̇� (𝑡) = 𝜂𝑇 (𝑡) Π1𝜂 (𝑡) + O1 + O2, (15)

where

Π1 = He (e𝑇1𝑃 (Θ𝑡)Φ𝑡)
+ e𝑇1 (�̇� (Θ𝑡) + 𝑄1 (Θ𝑡) + 𝑄2 (Θ𝑡)) e1
− e𝑇2𝑄1 (Θ𝑡−𝑑1) e2 − e𝑇4𝑄2 (Θ𝑡−𝑑2) e4
+ 𝑑1Φ𝑇𝑡 𝑅1 (Θ𝑡)Φ𝑡 + 𝛿Φ𝑇𝑡 𝑅2 (Θ𝑡)Φ𝑡,

O1 = −∫𝑡
𝑡−𝑑1

�̇�𝑇 (𝛼) 𝑅1 (Θ𝛼) �̇� (𝛼) 𝑑𝛼, 𝛿 = 𝑑2 − 𝑑1,
O2 = −∫𝑡−𝑑(𝑡)

𝑡−𝑑2

�̇�𝑇 (𝛼1) 𝑅2 (Θ𝛼1) �̇� (𝛼1) 𝑑𝛼1
− ∫𝑡−𝑑1
𝑡−𝑑(𝑡)

�̇�𝑇 (𝛼2) 𝑅2 (Θ𝛼2) �̇� (𝛼2) 𝑑𝛼2.

(16)

Remark 4. Indeed, it is hard to directly use Jensen’s inequality
approach to obtain the upper bounds of O1 and O2 because𝑅1(Θ𝛼) and 𝑅2(Θ𝛼) are set to be dependent on Θ𝛼, which
motivates the present study.

Lemma 5. Suppose that there exist matrices 𝑈0(Θ𝑡), 𝑈1(Θ𝑡),
and 𝑈2(Θ𝑡) ∈ R4𝑛𝑥×𝑛𝑥 and symmetric matrices 0 < 𝑃(Θ𝑡),�̇�(Θ𝑡), 0 < 𝑄1(Θ𝑡−𝑑1), 0 < 𝑄2(Θ𝑡−𝑑2), 0 < 𝑄1(Θ𝑡), 0 <𝑄2(Θ𝑡), 0 < 𝑅1(Θ𝛼), 0 < 𝑅2(Θ𝛼𝑝), 0 < 𝑅1(Θ𝑡), 0 < 𝑅2(Θ𝑡) ∈
R𝑛𝑥×𝑛𝑥 ,𝑀0(Θ𝑡),𝑀1(Θ𝑡), and𝑀2(Θ𝑡) ∈ R4𝑛𝑥×4𝑛𝑥 such that

0 > Π1 + Π2 + Γ𝑝, ∀𝑝 ∈ N
+
2 , (17)

0 ≤ [𝑀0 (Θ𝑡) 𝑈0 (Θ𝑡)(∗) 𝑅1 (Θ𝛼)] ,

0 ≤ [
[
𝑀𝑝 (Θ𝑡) 𝑈𝑝 (Θ𝑡)

(∗) 𝑅2 (Θ𝛼𝑝)]] ,
∀𝑝 ∈ N

+
2 ,

(18)
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where

Π1 = He (e𝑇1𝑃 (Θ𝑡)Φ𝑡) + e𝑇1 (�̇� (Θ𝑡) + 𝑄1 (Θ𝑡)
+ 𝑄2 (Θ𝑡)) e1 − e𝑇2𝑄1 (Θ𝑡−𝑑1) e2 − e𝑇4𝑄2 (Θ𝑡−𝑑2) e4
+ 𝑑1Φ𝑇𝑡 𝑅1 (Θ𝑡)Φ𝑡 + 𝛿Φ𝑇𝑡 𝑅2 (Θ𝑡)Φ𝑡,

Π2 = Ψ𝑇𝑡 Ψ𝑡 − e𝑇5 e5,
Γ𝑝 = He (e𝑇14𝑈0 (Θ𝑡) (e1 − e2) + e𝑇14𝑈1 (Θ𝑡) (e3 − e4)

+ e𝑇14𝑈2 (Θ𝑡) (e2 − e3)) + 𝑑1e𝑇14𝑀0 (Θ𝑡) e14
+ 𝛿e𝑇14𝑀𝑝 (Θ𝑡) e14.

(19)

Then, (6) is robustly asymptotically stable for 𝑑1 ≤ 𝑑(𝑡) ≤ 𝑑2.
Proof. First of all, by incorporating the following equalities
into (15),

0 = 𝑥𝑇 (𝑡)𝑀0 (Θ𝑡) 𝑥 (𝑡) (𝑑1 − ∫𝑡
𝑡−𝑑1

𝑑𝛼) ,
0 = 𝑥𝑇 (𝑡)𝑀1 (Θ𝑡) 𝑥 (𝑡) ((𝑑2 − 𝑑 (𝑡)) − ∫𝑡−𝑑(𝑡)

𝑡−𝑑2

𝑑𝛼1) ,
0 = 𝑥𝑇 (𝑡)𝑀2 (Θ𝑡) 𝑥 (𝑡) ((𝑑 (𝑡) − 𝑑1) − ∫𝑡−𝑑1

𝑡−𝑑(𝑡)
𝑑𝛼2) ,

0 = 2𝑥𝑇 (𝑡) 𝑈0 (Θ𝑡) ((e1 − e2) 𝜂 (𝑡) − ∫𝑡
𝑡−𝑑1

�̇� (𝛼) 𝑑𝛼) ,
0 = 2𝑥𝑇 (𝑡) 𝑈1 (Θ𝑡)

⋅ ((e3 − e4) 𝜂 (𝑡) − ∫𝑡−𝑑(𝑡)
𝑡−𝑑2

�̇� (𝛼1) 𝑑𝛼1) ,
0 = 2𝑥𝑇 (𝑡) 𝑈2 (Θ𝑡)

⋅ ((e2 − e3) 𝜂 (𝑡) − ∫𝑡−𝑑1
𝑡−𝑑(𝑡)

�̇� (𝛼2) 𝑑𝛼2) ,

(20)

we can get

�̇� (𝑡) = 𝜂𝑇 (𝑡) (Π1 + Γ𝑝) 𝜂 (𝑡) + O1 + O2, (21)

where

Γ𝑝 = He (e𝑇14𝑈0 (Θ𝑡) (e1 − e2) + e𝑇14𝑈1 (Θ𝑡) (e3 − e4)
+ e𝑇14𝑈2 (Θ𝑡) (e2 − e3)) + 𝑑1e𝑇14𝑀0 (Θ𝑡) e14
+ 𝛿e𝑇14( 2∑

𝑝=1

𝜆𝑝 (𝑡)𝑀𝑝 (𝑡)) e14,

O1 = −∫𝑡
𝑡−𝑑1

[ 𝑥 (𝑡)
�̇� (𝛼) ]

𝑇

⋅ [𝑀0 (Θ𝑡) 𝑈0 (Θ𝑡)(∗) 𝑅1 (Θ𝛼)] [
𝑥 (𝑡)
�̇� (𝛼)] 𝑑𝛼,

O2 = −∫𝑡−𝑑(𝑡)
𝑡−𝑑2

[ 𝑥 (𝑡)
�̇� (𝛼1)]

𝑇

⋅ [𝑀1 (Θ𝑡) 𝑈1 (Θ𝑡)
(∗) 𝑅2 (Θ𝛼1)] [ 𝑥 (𝑡)

�̇� (𝛼1)] 𝑑𝛼1
− ∫𝑡−𝑑1
𝑡−𝑑(𝑡)

[ 𝑥 (𝑡)
�̇� (𝛼2)]

𝑇

⋅ [𝑀2 (Θ𝑡) 𝑈2 (Θ𝑡)
(∗) 𝑅2 (Θ𝛼2)] [ 𝑥 (𝑡)

�̇� (𝛼2)] 𝑑𝛼2
(22)

in which 𝜆1(𝑡) = (𝑑2 − 𝑑(𝑡))/(𝑑2 − 𝑑1) and 𝜆2(𝑡) = (𝑑(𝑡) −𝑑1)/(𝑑2−𝑑1). Next, the structured feedback uncertainty, given
as 0 ≤ 𝑞𝑇(𝑡)𝑞(𝑡) − 𝑝𝑇(𝑡)𝑝(𝑡), can be converted into 0 ≤𝜂𝑇(𝑡)(Ψ𝑇𝑡 Ψ𝑡 − e𝑇5 e5)𝜂(𝑡), which yields �̇�(𝑡) ≤ 𝜂𝑇(𝑡)(Π1 +Π2 + Γ𝑝)𝜂(𝑡) + O1 + O2. That is, the robust stability for (6)
is assured by 0 > 𝜂𝑇(𝑡)(Π1 + Π2 + Γ𝑝)𝜂(𝑡) + O1 + O2.
Therefore, if (18) holds, thenO1+O2 ≤ 0, and hence the robust
stability criterion is given by (17) because ∑2𝑝=1 𝜆𝑝(𝑡)𝑀𝑝(𝑡) ∈
Conv(𝑀𝑝(Θ𝑡)).

In the absence of uncertainties, the T-S fuzzy system
becomes �̇�(𝑡) = Φ𝑡𝑥(𝑡), where Φ𝑡 = 𝐴(Θ𝑡)e1 + 𝐴𝑑(Θ𝑡)e3.
The following corollary presents the stability criterion for
nominal T-S fuzzy systems with time-varying delays.

Corollary 6. Suppose that there exist matrices 𝑈0(Θ𝑡),𝑈1(Θ𝑡), and 𝑈2(Θ𝑡) ∈ R4𝑛𝑥×𝑛𝑥 and symmetric matrices 0 <𝑃(Θ𝑡), �̇�(Θ𝑡), 0 < 𝑄1(Θ𝑡−𝑑1), 0 < 𝑄2(Θ𝑡−𝑑2), 0 < 𝑄1(Θ𝑡),0 < 𝑄2(Θ𝑡), 0 < 𝑅1(Θ𝛼), 0 < 𝑅2(Θ𝛼𝑝), 0 < 𝑅1(Θ𝑡), 0 <𝑅2(Θ𝑡) ∈ R𝑛𝑥×𝑛𝑥 , 𝑀0(Θ𝑡),𝑀1(Θ𝑡), and 𝑀2(Θ𝑡) ∈ R4𝑛𝑥×4𝑛𝑥

such that

0 > Π1 + Γ𝑝, ∀𝑝 ∈ N
+
2 ,

0 ≤ [𝑀0 (Θ𝑡) 𝑈0 (Θ𝑡)(∗) 𝑅1 (Θ𝛼)] ,

0 ≤ [
[
𝑀𝑝 (Θ𝑡) 𝑈𝑝 (Θ𝑡)

(∗) 𝑅2 (Θ𝛼𝑝)]] ,
∀𝑝 ∈ N

+
2 ,

(23)

where

Π1 = He (e𝑇1𝑃 (Θ𝑡)Φ𝑡) + e𝑇1 (�̇� (Θ𝑡) + 𝑄1 (Θ𝑡)
+ 𝑄2 (Θ𝑡)) e1 − e𝑇2𝑄1 (Θ𝑡−𝑑1) e2 − e𝑇4𝑄2 (Θ𝑡−𝑑2) e4
+ 𝑑1Φ𝑇𝑡 𝑅1 (Θ𝑡)Φ𝑡 + 𝛿Φ𝑇𝑡 𝑅2 (Θ𝑡)Φ𝑡,
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Γ𝑝 = He (e𝑇14𝑈0 (Θ𝑡) (e1 − e2) + e𝑇14𝑈1 (Θ𝑡) (e3 − e4)
+ e𝑇14𝑈2 (Θ𝑡) (e2 − e3)) + 𝑑1e𝑇14𝑀0 (Θ𝑡) e14
+ 𝛿e𝑇14𝑀𝑝 (Θ𝑡) e14.

(24)

Then, (6) without uncertainties is asymptotically stable for 𝑑1 ≤𝑑(𝑡) ≤ 𝑑2.
Proof. The proof is omitted since it is analogous to the
derivation of Lemma 5.

4. LMI-Based Stability Criterion

Based on Lemmas 2 and 3, to derive a finite number of
solvable LMI conditions from (17), this paper simply sets all
the decision variables to be of affine dependence on fuzzy-
weighting functions:

𝑃 (Θ𝑡) = 𝑟∑
𝑖=1

𝜃𝑖𝑃𝑖,
�̇� (Θ𝑡) = 𝑟∑

𝑖=1

�̇�𝑖𝑃𝑖,
𝑄1 (Θ𝑡) = 𝑟∑

𝑖=1

𝜃𝑖𝑄1,𝑖,
𝑄2 (Θ𝑡) = 𝑟∑

𝑖=1

𝜃𝑖𝑄2,𝑖,

(25)

𝑄1 (Θ𝑡−𝑑1) = 𝑟∑
𝑞=1

𝜃𝑑1𝑞 𝑄1,𝑞,
𝑄2 (Θ𝑡−𝑑2) = 𝑟∑

𝜙=1

𝜃𝑑2𝜙 𝑄2,𝜙,
𝑅1 (Θ𝑡) = 𝑟∑

𝑖=1

𝜃𝑖𝑅1,𝑖,
(26)

𝑅2 (Θ𝑡) = 𝑟∑
𝑖=1

𝜃𝑖𝑅2,𝑖,
𝑅1 (Θ𝛼) = 𝑟∑

𝑖=1

𝜃𝛼𝑖 𝑅1,𝑖,
𝑅2 (Θ𝛼𝑝) = 𝑟∑

𝑖=1

𝜃𝛼𝑝𝑖 𝑅2,𝑖,
(27)

𝑈0 (Θ𝑡) = 𝑟∑
𝑖=1

𝜃𝑖𝑈0,𝑖,
𝑈1 (Θ𝑡) = 𝑟∑

𝑖=1

𝜃𝑖𝑈1,𝑖,

𝑈2 (Θ𝑡) = 𝑟∑
𝑖=1

𝜃𝑖𝑈2,𝑖,
𝑀0 (Θ𝑡) = 𝑟∑

𝑖=1

𝜃𝑖𝑀0,𝑖,
𝑀1 (Θ𝑡) = 𝑟∑

𝑖=1

𝜃𝑖𝑀1,𝑖,
𝑀2 (Θ𝑡) = 𝑟∑

𝑖=1

𝜃𝑖𝑀2,𝑖.
(28)

Remark 7. As away to improve the performance to be consid-
ered, we can increase the degree of polynomial dependence
on fuzzy-weighting functions, as in [31–33] but this is outside
of the intended scope of this paper.

Theorem 8. Let Θ̇𝑡 ∈ SΘ̇ be satisfied. Suppose that there exist
matrices 𝑈0,𝑖, 𝑈1,𝑖, 𝑈2,𝑖 ∈ R4𝑛𝑥×𝑛𝑥 and 𝑆0, 𝑆𝑖, 𝑋𝑖 ∈ R𝑛𝑐×𝑛𝑐 (𝑛𝑐 =6𝑛𝑥 + 𝑛𝑝 + 𝑛𝑞), for 𝑖 ∈ N+𝑟 , symmetric matrices 𝑁, 0 < 𝑃𝑖,0 < 𝑄1,𝑖, 0 < 𝑄2,𝑖, 0 < 𝑅1,𝑖, and 0 < 𝑅2,𝑖 ∈ R𝑛𝑥×𝑛𝑥 , for 𝑖 ∈ N+𝑟 ,
and 𝑀0,𝑖,𝑀1,𝑖,𝑀2,𝑖 ∈ R4𝑛𝑥×4𝑛𝑥 such that, for all 𝑞, 𝜙 ∈ N+𝑟 ,𝑝 ∈ N+2 , and ℓ ∈ L,

0 > [ Lℓ𝑞𝜙,0 [L𝑝,𝑖]𝑟(∗) [L𝑖𝑗]𝑟×𝑟 ] ,
0 < 𝑋𝑞 + 𝑋𝑇𝑞 ,

(29)

0 ≤ [𝑀0,𝜙 𝑈0,𝜙(∗) 𝑅1,𝑞] ,
0 ≤ [𝑀𝑝,𝜙 𝑈𝑝,𝜙(∗) 𝑅2,𝑞] ,

(30)

whereLℓ𝑞𝜙,0 = Mℓ𝑞𝜙,0 +He(𝑆0 −∑𝑟𝑖=1 𝛼𝑖𝛽𝑖𝑋𝑖),L𝑝,𝑖 = M𝑝,𝑖 +𝑆𝑖 − 𝑆0 + (𝛼𝑖 + 𝛽𝑖)𝑋𝑖, L𝑖𝑖 = M𝑖𝑖 + He(−𝑆𝑖 − 𝑋𝑖), and L𝑖𝑗 =
M𝑖𝑗 − 𝑆𝑖 − 𝑆𝑗 in which

Mℓ𝑞𝜙,0 = diag (−𝐼, 0, 0, (4, 4)ℓ𝑞𝜙,0) , (31)

M𝑝,𝑖 =
[[[[[[[
[

0 0 0 (1, 4)𝑖
0 −12𝛿𝑅2,𝑖 0 0
0 0 −12𝑑1𝑅1,𝑖 0
0 0 0 (4, 4)𝑝,𝑖

]]]]]]]
]
, (32)

M𝑖𝑖 =
[[[[[
[

0 0 0 0
0 0 0 (2, 4)𝑖𝑖0 0 0 (3, 4)𝑖𝑖0 (∗) (∗) He ((4, 4)𝑖𝑖)

]]]]]
]
,
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M𝑖𝑗 =
[[[[[
[

0 0 0 0
0 0 0 (2, 4)𝑖𝑗 + (2, 4)𝑗𝑖0 0 0 (3, 4)𝑖𝑗 + (3, 4)𝑗𝑖0 0 0 (4, 4)𝑖𝑗 + (4, 4)𝑗𝑖

]]]]]
]
,

(33)

(4, 4)ℓ𝑞𝜙,0 = e𝑇1 ( 𝑟∑
𝑖=1

ℓ𝑖 ,𝑖 (𝑃𝑖 + 𝑁)) e1 − e𝑇2𝑄1,𝑞e2
− e𝑇4𝑄2,𝜙e4 − e𝑇5 e5,

(1, 4)𝑖 = 𝐺𝑖e1 + 𝐺𝑑,𝑖e3,
(4, 4)𝑝,𝑖 = e𝑇1 (12𝑄1,𝑖 + 12𝑄2,𝑖) e1 + Γ𝑝,𝑖,
(2, 4)𝑖𝑗 = 𝛿 (𝑅2,𝑗𝐴 𝑖e1 + 𝑅2,𝑗𝐴𝑑,𝑖e3 + 𝑅2,𝑗𝐸𝑖e5) ,
(3, 4)𝑖𝑗 = 𝑑1 (𝑅1,𝑗𝐴 𝑖e1 + 𝑅1,𝑗𝐴𝑑,𝑖e3 + 𝑅1,𝑗𝐸𝑖e5) ,
(4, 4)𝑖𝑗 = e𝑇1𝑃𝑗𝐴 𝑖e1 + e𝑇1𝑃𝑗𝐴𝑑,𝑖e3 + e1𝑃𝑗𝐸𝑖e5,

Γ𝑝,𝑖 = e𝑇14𝑈0,𝑖 (e1 − e2) + e𝑇14𝑈1,𝑖 (e3 − e4)
+ e𝑇14𝑈2,𝑖 (e2 − e3) + 12𝑑1e𝑇14𝑀0,𝑖e14
+ 12𝛿e𝑇14𝑀𝑝,𝑖e14.

(34)

Then, the system in (6) is robustly asymptotically stable for 𝑑1 ≤𝑑(𝑡) ≤ 𝑑2.
Proof. Note that Θ̇𝑡 ∈ SΘ̇.Thus, in view of Lemma 3, applying
the Schur complement to (17) is given by

0 > [[[[[
[

−𝐼 0 0 Ψ𝑡0 −𝛿𝑅2 (Θ𝑡) 0 𝛿𝑅2 (Θ𝑡)Φ𝑡0 0 −𝑑1𝑅1 (Θ𝑡) 𝑑1𝑅1 (Θ𝑡)Φ𝑡(∗) (∗) (∗) Ωℓ + Γ𝑝
]]]]]
]
,

∀𝑝 ∈ N
+
2 , ℓ ∈ L,

(35)

whereΩℓ = He(e𝑇1𝑃(Θ𝑡)Φ𝑡)−e𝑇2𝑄1(Θ𝑡−𝑑1)e2−e𝑇4𝑄2(Θ𝑡−𝑑2)e4− e𝑇5 e5 + e𝑇1 (∑𝑟𝑖=1 ℓ𝑖 ,𝑖(𝑃𝑖 + 𝑁) + 𝑄1(Θ𝑡) + 𝑄2(Θ𝑡))e1. Further,
from (26) and (27), (35) and (18) can be converted into

0 > 𝑟∑
𝑞=1

𝑟∑
𝜙=1

𝜃𝑑1𝑞 𝜃𝑑2𝜙 M𝑝,ℓ𝑞𝜙 (Θ𝑡) ∈ R
𝑛𝑐×𝑛𝑐 ,

∀𝑝 ∈ N
+
2 , ℓ ∈ L,

0 ≤ 𝑟∑
𝜙=1

𝑟∑
𝑞=1

𝜃𝜙𝜃𝛼𝑞 [𝑀0,𝜙 𝑈0,𝜙(∗) 𝑅1,𝑞] ,

0 ≤ 𝑟∑
𝜙=1

𝑟∑
𝑞=1

𝜃𝜙𝜃𝛼𝑝𝑞 [𝑀𝑝,𝜙 𝑈𝑝,𝜙(∗) 𝑅2,𝑞] ,

(36)

where

M𝑝,ℓ𝑞𝜙 (Θ𝑡)

= [[[[[
[

−𝐼 0 0 Ψ𝑡0 −𝛿𝑅2 (Θ𝑡) 0 𝛿𝑅2 (Θ𝑡)Φ𝑡0 0 −𝑑1𝑅1 (Θ𝑡) 𝑑1𝑅1 (Θ𝑡)Φ𝑡(∗) (∗) (∗) Ωℓ𝑞𝜙 + Γ𝑝
]]]]]
]
,

Ωℓ𝑞𝜙
= He (e𝑇1𝑃 (Θ𝑡)Φ𝑡) − e𝑇2𝑄1,𝑞e2 − e𝑇4𝑄2,𝜙e4 − e𝑇5 e5

+ e𝑇1 ( 𝑟∑
𝑖=1

ℓ𝑖 ,𝑖 (𝑃𝑖 + 𝑁) + 𝑄1 (Θ𝑡) + 𝑄2 (Θ𝑡)) e1.

(37)

As a result, from the convexity of fuzzy-weighting functions,
(17) and (18) can be assured by (30),

0 > M𝑝,ℓ𝑞𝜙 (Θ𝑡) , ∀𝑞, 𝜙 ∈ N
+
𝑟 , 𝑝 ∈ N

+
2 , ℓ ∈ L. (38)

Further, note that representing (38) in the form of (7)
becomes

0 > Mℓ𝑞𝜙,0 + 𝑟∑
𝑖=1

𝜃𝑖He (M𝑝,𝑖) + 𝑟∑
𝑖=1

𝜃2𝑖M𝑖𝑖
+ 𝑟∑
𝑖=1

( 𝑟∑
𝑗=𝑖+1

𝜃𝑖𝜃𝑗M𝑖𝑗 + 𝑖−1∑
𝑗=1

𝜃𝑖𝜃𝑗M𝑇𝑗𝑖) ,
(39)

where Mℓ𝑞𝜙,0, M𝑝,𝑖, M𝑖𝑖, and M𝑖𝑗 are defined in (31)–(33).
Therefore, from Lemma 2, we can obtain (29) in the sequel
without loss of generality.

The following corollary presents the LMI-based stability
criterion for nominal T-S fuzzy systems with time-varying
delays.

Corollary 9. Let Θ̇𝑡 ∈ SΘ̇ be satisfied. Suppose that there exist
matrices 𝑈0,𝑖, 𝑈1,𝑖, 𝑈2,𝑖 ∈ R4𝑛𝑥×𝑛𝑥 and 𝑆0, 𝑆𝑖, 𝑋𝑖 ∈ R𝑛𝑐×𝑛𝑐 (𝑛𝑐 =6𝑛𝑥), for 𝑖 ∈ N+𝑟 , symmetric matrices 𝑁, 0 < 𝑃𝑖, 0 < 𝑄1,𝑖,0 < 𝑄2,𝑖, 0 < 𝑅1,𝑖, and 0 < 𝑅2,𝑖 ∈ R𝑛𝑥×𝑛𝑥 , for 𝑖 ∈ N+𝑟 , and𝑀0,𝑖,𝑀1,𝑖,𝑀2,𝑖 ∈ R4𝑛𝑥×4𝑛𝑥 such that, for all 𝑞, 𝜙 ∈ N+𝑟 , 𝑝 ∈ N+2 ,
and ℓ ∈ L,

0 > [ Lℓ𝑞𝜙,0 [L𝑝,𝑖]𝑟(∗) [L𝑖𝑗]𝑟×𝑟 ] ,
0 < 𝑋𝑞 + 𝑋𝑇𝑞 ,
0 ≤ [𝑀0,𝜙 𝑈0,𝜙(∗) 𝑅1,𝑞] ,
0 ≤ [𝑀𝑝,𝜙 𝑈𝑝,𝜙(∗) 𝑅2,𝑞] ,

(40)
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whereLℓ𝑝𝜙,0 = Mℓ𝑝𝜙,0 +He(𝑆0 −∑𝑟𝑖=1 𝛼𝑖𝛽𝑖𝑋𝑖),L𝑝,𝑖 = M𝑝,𝑖 +𝑆𝑖 − 𝑆0 + (𝛼𝑖 + 𝛽𝑖)𝑋𝑖, L𝑖𝑖 = M𝑖𝑖 + He(−𝑆𝑖 − 𝑋𝑖), and L𝑖𝑗 =
M𝑖𝑗 − 𝑆𝑖 − 𝑆𝑗 in which

Mℓ𝑝𝜙,0 = diag (0, 0, (3, 3)ℓ𝑝𝜙,0) ,

M𝑝,𝑖 =
[[[[[
[

−12𝛿𝑅2,𝑖 0 0
0 −12𝑑1𝑅1,𝑖 0
0 0 (3, 3)𝑝,𝑖

]]]]]
]
,

M𝑖𝑖 = [[[
[

0 0 (1, 3)𝑖𝑖
0 0 (2, 3)𝑖𝑖
(∗) (∗) He ((3, 3)𝑖𝑖)

]]]
]
,

M𝑖𝑗 = [[[[
[

0 0 (1, 3)𝑖𝑗 + (1, 3)𝑗𝑖
0 0 (2, 3)𝑖𝑗 + (2, 3)𝑗𝑖
0 0 (3, 3)𝑖𝑗 + (3, 3)𝑗𝑖

]]]]
]
,

(3, 3)ℓ𝑞𝜙,0 = e𝑇1 ( 𝑟∑
𝑖=1

ℓ𝑖 ,𝑖 (𝑃𝑖 + 𝑁)) e1 − e𝑇2𝑄1,𝑞e2
− e𝑇4𝑄2,𝜙e4,

(3, 3)𝑝,𝑖 = e𝑇1 (12𝑄1,𝑖 + 12𝑄2,𝑖) e1 + Γ𝑝,𝑖,
(1, 3)𝑖𝑗 = 𝛿 (𝑅2,𝑗𝐴 𝑖e1 + 𝑅2,𝑗𝐴𝑑,𝑖e3) ,
(2, 3)𝑖𝑗 = 𝑑1 (𝑅1,𝑗𝐴 𝑖e1 + 𝑅1,𝑗𝐴𝑑,𝑖e3) ,
(3, 3)𝑖𝑗 = e𝑇1𝑃𝑗𝐴 𝑖e1 + e𝑇1𝑃𝑗𝐴𝑑,𝑖e3,

Γ𝑝,𝑖 = e𝑇14𝑈0,𝑖 (e1 − e2) + e𝑇14𝑈1,𝑖 (e3 − e4)
+ e𝑇14𝑈2,𝑖 (e2 − e3) + 12𝑑1e𝑇14𝑀0,𝑖e14
+ 12𝛿e𝑇14𝑀𝑝,𝑖e14.

(41)

Then, (6) without uncertainties is asymptotically stable for 𝑑1 ≤𝑑(𝑡) ≤ 𝑑2.
Proof. The proof is omitted since it is analogous to the
derivation of Theorem 8.

Remark 10. The number of scalar variables involved in
Theorem 8 andCorollary 9 is given as follows: # = 𝑛2𝑐 (2𝑟+1)+0.5𝑛𝑥(𝑛𝑥 + 1) + 𝑛𝑥(38.5𝑛𝑥 + 8.5)𝑟. Table 1 shows the number
for each case of (𝑛𝑥, 𝑟). Since the use of slack variables requires
more computation cost compared with other methods, there
may be the need to balance the tradeoffs between the
computational cost and the performance enhancement.

5. Numerical Examples

To verify the effectiveness of ourmethods, this paper provides
two examples thatmake some comparisonswith other results:
one is related to the stability analysis for nominal T-S fuzzy
systems and the other is related to the robust stability analysis
for T-S fuzzy systems with uncertainties.

Example 1. Consider the following T-S fuzzy system, adopted
in [25]:

𝐴1 = [−2 0
0 −0.9] ,

𝐴2 = [−1 0.5
0 −1] ,

𝐴𝑑,1 = [−1 0
−1 −1] ,

𝐴𝑑,2 = [−1 0
0.1 −1] ,

(42)

where 𝜃1 = 1/(1 + exp(−2𝑥1(𝑡))) and 𝜃2 = 1 − 𝜃1. Table 2
shows the maximum allowable upper bound (MAUB) for
each 𝑑1 ∈ {0.0, 0.4, 0.8, 1.0, 1.2}, where𝑚 denotes the number
of delay segments and (𝑚 − 1) denotes the degree of delay
partitioning. From Table 2, we can see that our method
(Corollary 9) provides larger MAUBs in comparison with
those of [25, 26]. Hence it can be concluded that the stability
criterion in Corollary 9, obtained based on the NLKF, is less
conservative than other results. In particular, for 𝑑1 = 1.2 and𝑑2 = 1.531, Corollary 9 offers the following solutions:

𝑃1 = 10−2 [ 1.485 −0.227
−0.227 0.368 ] ,

𝑃2 = 10−2 [ 1.078 −0.290
−0.290 0.799 ] ,

𝑄1,1 = 10−3 [3.315 0.253
0.253 0.785] ,

𝑄1,2 = 10−3 [3.082 0.163
0.163 0.930] ,

𝑄2,1 = 10−3 [5.607 0.254
0.254 3.137] ,

𝑄2,2 = 10−3 [ 5.708 −0.001
−0.001 3.323 ] ,

𝑅1,1 = 10−3 [ 4.661 −0.847
−0.847 1.669 ] ,

𝑅1,2 = 10−3 [ 4.647 −0.813
−0.813 1.671 ] ,



8 Mathematical Problems in Engineering

Table 1: # involved in Corollary 9 andTheorem 8 (𝑛𝑝 = 1, 𝑛𝑞 = 1).
(𝑛𝑥, 𝑟) (2, 2) (2, 3) (2, 4) (3, 2) (3, 3) (3, 4) (4, 2) (4, 3) (4, 4)
Corollary 9 1065 1524 1983 2370 3390 4410 4190 5992 7794
Theorem 8 1325 1888 2451 2750 3922 5094 4690 6692 8694

Table 2: Maximum allowable upper bound (MAUB) for each 𝑑1, where 𝑚 denotes the number of delay segments and (𝑚 − 1) denotes the
degree of delay partitioning.

𝑑1 0.0 0.4 0.8 1.0 1.2 (𝑚 − 1)
[25] 0.982 1.038 1.158 1.252 1.359 0
[26] 1.221 1.277 1.311 1.358 1.419 1
[26] 1.278 1.303 1.316 1.361 1.425 2
Corollary 9 1.302 1.380 1.413 1.462 1.531 0

Table 3: Maximum allowable upper bound (MAUB) for 𝑑1 = 0.
Methods [27] [28] [29] [30] Theorem 8𝑑2 — 0.443 0.499 1.081 1.132

𝑅2,1 = 10−3 [ 7.232 −1.319
−1.319 2.747 ] ,

𝑅2,2 = 10−3 [ 6.538 −0.704
−0.704 2.583 ] .

(43)

Example 2. Consider the following T-S fuzzy system:

𝐴1 = [−2 1
0.5 −1] ,

𝐴2 = [−2 0
0 −1] ,

𝐴𝑑,1 = [−1 0
−1 −1] ,

𝐴𝑑,2 = [−1.6 0
0 −1] ,

𝐸1 = [0.03 0
0 −0.03] ,

𝐸2 = [0.03 0
0 −0.03] ,

𝐺1 = [1.6 0
0 0.05] ,

𝐺2 = [1.6 0
0 −0.05] ,

𝐺𝑑1 = [0.1 0
0 0.3] ,

𝐺𝑑2 = [0.1 0
0 0.3] ,

(44)
where

𝜃1 = (1 − 11 + exp (−6 (𝑥2 − 𝜋/4)))
× ( 11 + exp (−6 (𝑥2 + 𝜋/4))) ,

𝜃2 = 1 − 𝜃1.
(45)

The maximum allowable upper bound (MAUB) for each
method is tabulated in Table 3. And, from Table 3, we can
see that the proposed method (Theorem 8) achieves larger
MAUBs than those of other methods [27–30]. Hence, it can
be concluded that the robust stability criterion inTheorem 8,
established from the NLKF approach and Lemma 2, is less
conservative than those of [27–30].

6. Concluding Remarks

This paper proposed an NLKF-based method of deriving a
less conservative stability criterion for T-S fuzzy systems with
time-varying delays. Of course, the proposed method may
increase the burden of numerical computation. However, if
the computational complexity is out of the practical problem,
then our results can be significantly useful.
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The fixed point technique has been employed in the stability analysis of time-delays bidirectional associative memory (BAM)
neural networks with impulse. By formulating a contraction mapping in a product space, a new LMI-based exponential stability
criterion was derived. Lately, fixed point methods have educed various good results inspiring this work, but those criteria cannot
be programmed by a computer. In this paper, LMI conditions of the obtained result can be applicable to computer Matlab LMI
toolbox which meets the need of the large-scale calculation in real engineering. Moreover, a numerical example and a comparable
table are presented to illustrate the effectiveness of the proposed methods.

1. Introduction

Bidirectional associative memory (BAM) neural networks
model was originally introduced by Kosko [1, 2]:�̇�𝑖 = −𝑎𝑖𝑥𝑖 (𝑡) + 𝑝∑

𝑗=1

𝑤𝑗𝑖𝑔𝑗 (𝑦𝑗 (𝑡)) + 𝐼𝑖, 𝑖 = 1, 2, . . . , 𝑛,
�̇�𝑗 = −𝑏𝑗𝑦𝑗 (𝑡) + 𝑛∑

𝑖=1

V𝑖𝑗𝑔𝑖 (𝑥𝑖 (𝑡)) + 𝐽𝑗, 𝑗 = 1, 2, . . . , 𝑛. (1)

Thanks to its generalization of the single-layer autoasso-
ciative Hebbian correlation to two-layer pattern-matched
heteroassociative circuits, widespread applications have been
found in various areas, such as automatic control, signal and
image processing, pattern recognition, artificial intelligence,
parallel computation, and optimization problems. Often, a
stable equilibrium of BAM neural networks is the important
precondition of the successful applications. There are many
factors influencing the stability of neural networks, in which
pulse and time delay are usually the main reasons [3–8].

So, the stability analysis of impulse or delays system has
become a hot topic. All the time, the Lyapunov functional
method is employed to deduce stability criteria [9–20]. But
every method may have its limitations. During the recent
decades, other techniques have been developed to investigate
the stability, in which the fixed point method is always one
of those alternatives [21–27]. For example, in 2015, Zhou
utilized Brouwer’s fixed point theorem to prove the existence
and uniqueness of equilibrium of the hybrid BAM neural
networks with proportional delays and finally constructed
appropriate delay differential inequalities to derive the stabil-
ity of equilibrium [28]. In [29], Banach fixed point theorem
was applied to show the existence of the unique equilibrium
of BAM neural networks with time-varying delays in the
leakage terms, and then the Lyapunov functionalmethodwas
for demonstrating the global exponential stability. Different
from [28, 29], we shall use Banach fixed point theorem deriv-
ing straightway the stability criterion of impulsive time-delay
BAM neural networks, in which LMI conditions facilitate
computer programming. Finally, a numerical example is pre-
sented to illustrate the effectiveness of the proposedmethods.
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For the sake of convenience, we introduce the following
standard notations [18]:

(i) 𝐿 = (𝑙𝑖𝑗)𝑛×𝑛 > 0(< 0): a positive (negative) definite
matrix; that is, 𝑦𝑇𝐿𝑦 > 0(< 0) for any 0 ̸= 𝑦 ∈ 𝑅𝑛.

(ii) 𝐿 = (𝑙𝑖𝑗)𝑛×𝑛 ⩾ 0(⩽ 0): a semipositive (seminegative)
definite matrix; that is, 𝑦𝑇𝐿𝑦 ⩾ 0(⩽ 0) for any 𝑦 ∈ 𝑅𝑛.

(iii) 𝐿1 ⩾ 𝐿2(𝐿1 ⩽ 𝐿2): this means matrix (𝐿1 − 𝐿2) is a
semipositive (seminegative) definite matrix.

(iv) 𝐿1 > 𝐿2(𝐿1 < 𝐿2): this means matrix (𝐿1 − 𝐿2) is a
positive (negative) definite matrix.

(v) 𝜆max(Φ) and 𝜆min(Φ) denote the largest and the
smallest eigenvalue of matrixΦ, respectively.

(vi) Denote |𝐿| = (|𝑙𝑖𝑗|)𝑛×𝑛 for any matrix 𝐿 = (𝑙𝑖𝑗)𝑛×𝑛.
(vii) |𝑢| = (|𝑢1|, |𝑢2|, . . . , |𝑢𝑛|)𝑇 for any vector 𝑢 = (𝑢1, 𝑢2,. . . , 𝑢𝑛)𝑇 ∈ 𝑅𝑛.
(viii) 𝑢 ⩽ (⩾)V implies that 𝑢𝑖 ⩽ (⩾)V𝑖, ∀𝑖, and 𝑢 < (>)V

implies that 𝑢𝑖 < (>)V𝑖, ∀𝑖, for any vectors 𝑢 = (𝑢1, 𝑢2,. . . , 𝑢𝑛)𝑇 ∈ 𝑅𝑛 and V = (V1, V2, . . . , V𝑛)𝑇 ∈ 𝑅𝑛.
(ix) 𝐼 is identity matrix with compatible dimension.

Remark 1. Different from the methods of [28, 29], it will
be the first time to utilize contraction mapping principle to
infer directly the LMI-based stability criterion of BAMneural
networks, convenient for computer programming. Recently,
there have been a lot of good results and methods [21–29]
enlightening our current work. In this paper, we shall propose
the LMI-based criterion, novel against the existing results,
published from 2013 to 2016 (see Remark 10 and Table 1).

2. Preliminaries

Consider the following delayed differential equations:𝑑𝑥 (𝑡)𝑑𝑡 = −𝐴𝑥 (𝑡) + 𝐶𝑓 (𝑦 (𝑡 − 𝜏 (𝑡))) ,𝑡 ∈ [0, +∞) , 𝑡 ̸= 𝑡𝑘, 𝑘 = 1, 2, . . . ,𝑑𝑦 (𝑡)𝑑𝑡 = −𝐵𝑦 (𝑡) + 𝐷𝑔 (𝑥 (𝑡 − ℎ (𝑡))) ,𝑡 ∈ [0, +∞) , 𝑡 ̸= 𝑡𝑘, 𝑘 = 1, 2, . . . ,𝑥 (𝑡+𝑘 ) − 𝑥 (𝑡𝑘) = 𝜌 (𝑥 (𝑡𝑘)) ,𝑦 (𝑡+𝑘 ) − 𝑦 (𝑡𝑘) = 𝜌 (𝑦 (𝑡𝑘)) , 𝑘 = 1, 2, . . . ,𝑥 (𝑠) = 𝜉 (𝑠) ,𝑦 (𝑠) = 𝜂 (𝑠) , 𝑠 ∈ [−𝜏, 0] ,

(2)

where 𝑥(𝑡) = (𝑥1(𝑡), 𝑥2(𝑡), . . . , 𝑥𝑛(𝑡))𝑇, 𝑦(𝑡) = (𝑦1(𝑡), 𝑦2(𝑡),. . . , 𝑦𝑛(𝑡))𝑇 ∈ 𝑅𝑛, and 𝜉(𝑠), 𝜂(𝑠) ∈ C([−𝜏, 0], 𝑅𝑛). Here,
C([−𝜏, 0], 𝑅𝑛) represents the space of continuous functions
from [−𝜏, 0] to𝑅𝑛. Active functions𝑓(𝑥(𝑡−𝜏(𝑡))) = (𝑓1(𝑥1(𝑡−𝜏(𝑡))), 𝑓2(𝑥2(𝑡 − 𝜏(𝑡))), . . . , 𝑓𝑛(𝑥𝑛(𝑡 − 𝜏(𝑡))))𝑇, 𝑔(𝑥(𝑡 − ℎ(𝑡))) =(𝑔1(𝑥1(𝑡 − ℎ(𝑡))), 𝑔2(𝑥2(𝑡 − ℎ(𝑡))), . . . , 𝑔𝑛(𝑥𝑛(𝑡 − ℎ(𝑡))))𝑇 ∈𝑅𝑛, impulsive function 𝜌(𝑥(𝑡)) = (𝜌1(𝑥1(𝑡)), 𝜌2(𝑥2(𝑡)), . . . ,𝜌𝑛(𝑥𝑛(𝑡)))𝑇 ∈ 𝑅𝑛, and time delays 0 ⩽ 𝜏(𝑡), ℎ(𝑡) ⩽ 𝜏. The fixed
impulsive moments 𝑡𝑘 (𝑘 = 1, 2, . . .) satisfy 0 < 𝑡1 < 𝑡2 < ⋅ ⋅ ⋅
with lim𝑘→∞𝑡𝑘 = ∞. 𝑥(𝑡+𝑘 ) and 𝑥(𝑡−𝑘 ) stand for the right-
hand and left-hand limit of 𝑥(𝑡) at time 𝑡𝑘, respectively. We
always assume 𝑥(𝑡−𝑘 ) = 𝑥(𝑡𝑘), for all 𝑘 = 1, 2, . . .. Similar to
[23], we assume in this paper that 𝑓(0) = 𝑔(0) = 𝜌(0) =0 ∈ 𝑅𝑛. Constant matrices 𝐴 = diag (𝑎1, 𝑎2, . . . , 𝑎𝑛), 𝐵 =
diag (𝑏1, 𝑏2, . . . , 𝑏𝑛) are positive definite diagonalmatrices, and
both 𝐶 = (𝑐𝑖𝑗)𝑛×𝑛 and 𝐷 = (𝑑𝑖𝑗)𝑛×𝑛 are matrices with 𝑛 × 𝑛
dimension.

Throughout this paper, we assume that 𝐹 = diag (𝐹1,𝐹2, . . . , 𝐹𝑛), 𝐺 = diag (𝐺1, 𝐺2, . . . , 𝐺𝑛), and 𝐻 = diag (𝐻1,𝐻2, . . . , 𝐻𝑛) are diagonal matrices, satisfying

(A1) |𝑓(𝑥) − 𝑓(𝑦)| ⩽ 𝐹|𝑥 − 𝑦|, 𝑥, 𝑦 ∈ 𝑅𝑛.
(A2) |𝑔(𝑥) − 𝑔(𝑦)| ⩽ 𝐺|𝑥 − 𝑦|, 𝑥, 𝑦 ∈ 𝑅𝑛.
(A3) |𝜌(𝑥) − 𝜌(𝑦)| ⩽ 𝐻|𝑥 − 𝑦|, 𝑥, 𝑦 ∈ 𝑅𝑛.

Definition 2. Dynamic equations (2) are said to be globally
exponentially stable if, for any initial condition 𝜉(𝑠), 𝜂(𝑠) ∈
C([−𝜏, 0], 𝑅𝑛), there exist a pair of positive constants 𝑎 and 𝑏
such that (𝑥 (𝑡; 𝑠, 𝜉, 𝜂)𝑦 (𝑡; 𝑠, 𝜉, 𝜂)) ⩽ 𝑏𝑒−𝑎𝑡, ∀𝑡 > 0, (3)

where the norm ( 𝑥(𝑡)𝑦(𝑡) ) = (∑𝑛𝑖=1 |𝑥𝑖(𝑡)|2 + ∑𝑛𝑖=1 |𝑦𝑖(𝑡)|2)1/2,
and 𝑥 = (𝑥1, . . . , 𝑥𝑛), 𝑦 = (𝑦1, . . . , 𝑦𝑛) ∈ 𝑅𝑛.
Definition 3. For a diagonal constants matrix 𝐵 = diag (𝑏1, 𝑏2,. . . , 𝑏𝑛), one denotes the matrix exponential function 𝑒𝐵𝑡 =
diag (𝑒𝑏1𝑡, 𝑒𝑏2𝑡, . . . , 𝑒𝑏𝑛𝑡) for all 𝑡 ∈ 𝑅.
Lemma 4 (see [31] contractionmapping theorem). Let𝑃 be a
contraction operator on a complete metric space Θ; then, there
exists a unique point 𝜃 ∈ Θ for which 𝑃(𝜃) = 𝜃.
Lemma 5. Let 𝐵 be a diagonal constants matrix and 𝑒𝐵𝑡 be the
matrix exponential function of 𝐵. Then, one has

(1) (𝑑/𝑑𝑡)𝑒𝐵𝑡 = 𝐵𝑒𝐵𝑡, 𝑡 ∈ 𝑅;
(2) (𝑑/𝑑𝑡)(𝑒𝐵𝑡𝛼) = 𝐵𝑒𝐵𝑡𝛼, 𝑡 ∈ 𝑅,

where 𝛼 = (𝛼1, 𝛼2, . . . , 𝛼𝑛)𝑇 ∈ 𝑅𝑛 and each 𝛼𝑖 ∈ 𝑅 (𝑖 = 1, 2,. . . , 𝑛) is a constant.
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3. Main Result

Theorem6. Assume that there exists a positive constant 𝛿 such
that inf𝑘=1,2,...(𝑡𝑘+1−𝑡𝑘) ⩾ 𝛿. In addition, there exists a constant0 < 𝜆 < 1 such that|𝐶| 𝐹 + 1𝛿𝐻 + 𝐴𝐻 − 𝜆𝐴 < 0,|𝐷| 𝐺 + 1𝛿𝐻 + 𝐵𝐻 − 𝜆𝐵 < 0, (4)

and then the impulsive fuzzy dynamic equations (2) are
globally exponentially stable, where 𝛿 = inf𝑘=1,2,... (𝑡𝑘+1 − 𝑡𝑘) >0.
Proof. To apply the fixed point theory, we firstly define a
complete metric spaceΩ = Ω1 × Ω2 as follows.

LetΩ𝑖 (𝑖 = 1, 2) be the space consisting of functions 𝑞𝑖(𝑡) :[−𝜏,∞) → 𝑅𝑛, satisfying the following:
(a) 𝑞𝑖(𝑡) is continuous on 𝑡 ∈ [0, +∞) \ {𝑡𝑘}∞𝑘=1.
(b) 𝑞1(𝑡) = 𝜉(𝑡), 𝑞2(𝑡) = 𝜂(𝑡), for 𝑡 ∈ [−𝜏, 0].
(c) lim𝑡→𝑡−

𝑘
𝑞𝑖(𝑡) = 𝑞𝑖(𝑡𝑘), and lim𝑡→𝑡+

𝑘
𝑞𝑖(𝑡) exists, for all𝑘 = 1, 2, . . ..

(d) 𝑒𝛾𝑡𝑞𝑖(𝑡) → 0 ∈ 𝑅𝑛 as 𝑡 → ∞, where 𝛾 > 0 is a positive
constant, satisfying 𝛾 < min{𝜆min𝐴, 𝜆min𝐵}.

It is not difficult to verify that the product space Ω is a
complete metric space if it is equipped with the following
metric:

dist (𝑞, �̃�) = max
𝑖=1,2,...,2𝑛−1,2𝑛

(sup
𝑡⩾−𝜏

𝑞(𝑖) (𝑡) − �̃�(𝑖) (𝑡)) , (5)

where𝑞 = 𝑞 (𝑡) = (𝑞1 (𝑡)𝑞2 (𝑡)) = (𝑞(1) (𝑡) , 𝑞(2) (𝑡) , . . . , 𝑞(2𝑛) (𝑡))𝑇∈ Ω,�̃� = �̃� (𝑡) = (�̃�1 (𝑡)�̃�2 (𝑡)) = (�̃�(1) (𝑡) , . . . , �̃�(2𝑛) (𝑡))𝑇 ∈ Ω,
(6)

and 𝑞𝑖 ∈ Ω𝑖, �̃�𝑖 ∈ Ω𝑖, 𝑖 = 1, 2.
Next, we are to construct a contractionmapping 𝑃 : Ω →Ω, which may be divided into three steps.

Step 1 (formulating themapping). Let (𝑥𝑇(𝑡),𝑦𝑇(𝑡))𝑇 = (𝑥1(𝑡),𝑥2(𝑡), . . . , 𝑥𝑛(𝑡), 𝑦1(𝑡), . . . , 𝑦𝑛(𝑡))𝑇 be a solution of system (2).
Then, for 𝑡 ⩾ 0, 𝑡 ̸= 𝑡𝑘, we have𝑑𝑥 (𝑡)𝑑𝑡 (𝑒𝐴𝑡𝑥 (𝑡)) = 𝐴𝑒𝐴𝑡𝑥 (𝑡) + 𝑒𝐴𝑡 𝑑𝑥 (𝑡)𝑑𝑡= 𝑒𝐴𝑡𝐶𝑓 (𝑦 (𝑡 − 𝜏 (𝑡))) . (7)

Further, we get by the integral property𝑥 (𝑡) = 𝑒−𝐴𝑡 [∫𝑡
0
𝑒𝐴𝑠𝐶𝑓 (𝑦 (𝑠 − 𝜏 (𝑠))) 𝑑𝑠 + 𝜒] , 𝑡 ⩾ 0, (8)

where 𝜒 ∈ 𝑅𝑛 is the vector to be determined.

Next, we claim that 𝜒 = 𝜉(0) + ∑0<𝑡𝑘<𝑡 𝑒𝐴𝑡𝑘𝜌(𝑥𝑡𝑘), and𝑥 (𝑡) = 𝑒−𝐴𝑡𝜉 (0) + 𝑒−𝐴𝑡 [∫𝑡
0
𝑒𝐴𝑠𝐶𝑓 (𝑦 (𝑠 − 𝜏 (𝑠))) 𝑑𝑠

+ ∑
0<𝑡𝑘<𝑡

𝑒𝐴𝑡𝑘𝜌 (𝑥𝑡𝑘)] , 𝑡 ⩾ 0. (9)

Indeed, on the one hand, we can conclude from (9) that𝑒𝐴𝑡𝑥 (𝑡) = 𝜉 (0) + ∫𝑡
0
𝑒𝐴𝑠𝐶𝑓 (𝑦 (𝑠 − 𝜏 (𝑠))) 𝑑𝑠+ ∑

0<𝑡𝑘<𝑡

𝑒𝐴𝑡𝑘𝜌 (𝑥𝑡𝑘) . (10)

For 𝑡 ⩾ 0, 𝑡 ̸= 𝑡𝑘, taking the time derivative of both sides leads
to 𝑒𝐴𝑡 𝑑𝑥 (𝑡)𝑑𝑡 + 𝐴𝑒𝐴𝑡𝑥 (𝑡) = 𝑑𝑑𝑡 (𝑒𝐴𝑡𝑥 (𝑡))= 𝑒𝐴𝑡𝐶𝑓 (𝑦 (𝑡 − 𝜏 (𝑡))) , (11)

or 𝑑𝑥 (𝑡)𝑑𝑡 + 𝐴𝑥 (𝑡) = 𝐶𝑓 (𝑦 (𝑡 − 𝜏 (𝑡))) , (12)

which is the first equation of system (2).
Moreover, as 𝑡 → 𝑡−𝑗 , we can gain by (9)𝑥 (𝑡−𝑗 ) = lim

𝜀→0+
𝑥 (𝑡𝑗 − 𝜀) = 𝑥 (𝑡𝑗) , 𝑗 = 1, 2, . . . ,𝑥 (𝑡+𝑗 ) = lim

𝜀→0+
𝑥 (𝑡𝑗 + 𝜀) = 𝑥 (𝑡𝑗) + 𝜌 (𝑥 (𝑡𝑗)) ,𝑗 = 1, 2, . . . . (13)

On the other hand, multiplying both sides of the first
equation of system (2) by 𝑒𝐴𝑡 yields𝑒𝐴𝑡 𝑑𝑥 (𝑡)𝑑𝑡 + 𝐴𝑒𝐴𝑡𝑥 (𝑡) = 𝑒𝐴𝑡𝐶𝑓 (𝑦 (𝑡 − 𝜏 (𝑡))) ,𝑡 ⩾ 0, 𝑡 ̸= 𝑡𝑘. (14)

Moreover, integrating from 𝑡𝑘−1 + 𝜀 to 𝑡 ∈ (𝑡𝑘−1, 𝑡𝑘) gives𝑒𝐴𝑡𝑥 (𝑡) = 𝑒𝐴(𝑡𝑘−1+𝜀)𝑥 (𝑡𝑘−1 + 𝜀)+ ∫𝑡
𝑡𝑘−1+𝜀

𝑒𝐴𝑠 [𝐶𝑓 (𝑦 (𝑠 − 𝜏 (𝑠)))] 𝑑𝑠, (15)

which yields, after letting 𝜀 → 0+,𝑒𝐴𝑡𝑥 (𝑡) = 𝑒𝐴(𝑡𝑘−1)𝑥 (𝑡+𝑘−1)+ ∫𝑡
𝑡𝑘−1

𝑒𝐴𝑠 [𝐶𝑓 (𝑦 (𝑠 − 𝜏 (𝑠)))] 𝑑𝑠,𝑡 ∈ (𝑡𝑘−1, 𝑡𝑘) . (16)
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Throughout this paper, we assume that 𝜀 is a sufficient small
positive number. Now, taking 𝑡 = 𝑡𝑘 − 𝜀 in the above equation
yields𝑒𝐴𝑡𝑘−𝜀𝑥 (𝑡𝑘 − 𝜀) = 𝑒𝐴𝑡𝑘−1𝑥 (𝑡+𝑘−1)+ ∫𝑡𝑘−𝜀

𝑡𝑘−1

𝑒𝐴𝑠 [𝐶𝑓 (𝑦 (𝑠 − 𝜏 (𝑠)))] 𝑑𝑠, (17)

which yields by letting 𝜀 → 0+𝑒𝐴𝑡𝑘𝑥 (𝑡𝑘) = 𝑒𝐴𝑡𝑘−1𝑥 (𝑡+𝑘−1)+ ∫𝑡𝑘
𝑡𝑘−1

𝑒𝐴𝑠 [𝐶𝑓 (𝑦 (𝑠 − 𝜏 (𝑠)))] 𝑑𝑠. (18)

So, we have actually got𝑒𝐴𝑡𝑥 (𝑡) = 𝑒𝐴𝑡𝑘−1𝑥 (𝑡+𝑘−1)+ ∫𝑡
𝑡𝑘−1

𝑒𝐴𝑠 [𝐶𝑓 (𝑦 (𝑠 − 𝜏 (𝑠)))] 𝑑𝑠= 𝑒𝐴𝑡𝑘−1𝑥 (𝑡𝑘−1)+ ∫𝑡
𝑡𝑘−1

𝑒𝐴𝑠 [𝐶𝑓 (𝑦 (𝑠 − 𝜏 (𝑠)))] 𝑑𝑠+ 𝑒𝐴𝑡𝑘−1𝜌 (𝑥 (𝑡𝑘−1)) ,
(19)

for all 𝑡 ∈ (𝑡𝑘−1, 𝑡𝑘], 𝑘 = 1, 2, . . .. Furthermore, (19) generates𝑒𝐴𝑡𝑘−1𝑥 (𝑡𝑘−1) = 𝑒𝐴𝑡𝑘−2𝑥 (𝑡𝑘−2)+ ∫𝑡𝑘−1
𝑡𝑘−2

𝑒𝐴𝑠 [𝐶𝑓 (𝑦 (𝑠 − 𝜏 (𝑠)))] 𝑑𝑠+ 𝑒𝐴𝑡𝑘−2𝜌 (𝑥 (𝑡𝑘−2)) , ...𝑒𝐴𝑡2𝑥 (𝑡2) = 𝑒𝐴𝑡1𝑥 (𝑡1)+ ∫𝑡2
𝑡1

𝑒𝐴𝑠 [𝐶𝑓 (𝑦 (𝑠 − 𝜏 (𝑠)))] 𝑑𝑠 + 𝑒𝐴𝑡1𝜌 (𝑥 (𝑡1)) ,𝑒𝐴𝑡1𝑥 (𝑡1) = 𝜉 (0) + ∫𝑡1
0
𝑒𝐴𝑠 [𝐶𝑓 (𝑦 (𝑠 − 𝜏 (𝑠)))] 𝑑𝑠.

(20)

Making a synthesis of the above equations results in (9).
Similarly, we can obtain𝑦 (𝑡) = 𝑒−𝐵𝑡𝜂 (0) + 𝑒−𝐵𝑡 [∫𝑡

0
𝑒𝐵𝑠𝐷𝑔 (𝑥 (𝑠 − ℎ (𝑠))) 𝑑𝑠

+ ∑
0<𝑡𝑘<𝑡

𝑒𝐵𝑡𝑘𝜌 (𝑦𝑡𝑘)] , 𝑡 ⩾ 0. (21)

So, we may define the mapping 𝑃 on the space Ω as
follows:

𝑃(𝑥 (𝑡)𝑦 (𝑡)) =((
𝑒−𝐴𝑡𝜉 (0) + 𝑒−𝐴𝑡 [∫𝑡

0
𝑒𝐴𝑠𝐶𝑓 (𝑦 (𝑠 − 𝜏 (𝑠))) 𝑑𝑠 + ∑

0<𝑡𝑘<𝑡

𝑒𝐴𝑡𝑘𝜌 (𝑥𝑡𝑘)]
𝑒−𝐵𝑡𝜂 (0) + 𝑒−𝐵𝑡 [∫𝑡

0
𝑒𝐵𝑠𝐷𝑔 (𝑥 (𝑠 − ℎ (𝑠))) 𝑑𝑠 + ∑

0<𝑡𝑘<𝑡

𝑒𝐵𝑡𝑘𝜌 (𝑦𝑡𝑘)]))
, for 𝑡 ∈ [0, +∞) , (22)

𝑃(𝑥 (𝑡)𝑦 (𝑡)) = (𝜉 (𝑡)𝜂 (𝑡)) , for 𝑡 ∈ [−𝜏, 0] . (23)

Step 2. We claim that 𝑃 ( 𝑥(𝑡)𝑦(𝑡) ) ∈ Ω for any ( 𝑥(𝑡)𝑦(𝑡) ) ∈ Ω.
In other words, we need to prove that 𝑃 ( 𝑥(𝑡)𝑦(𝑡) ) must satisfy
conditions (a)–(d) ofΩ.

Indeed, 𝑃(⋅) satisfies condition (b) due to (23).
Besides, let 𝜀 be a real number; we have

𝑃(𝑥 (𝑡 + 𝜀)𝑦 (𝑡 + 𝜀)) =((
𝑒−𝐴(𝑡+𝜀)𝜉 (0) + 𝑒−𝐴(𝑡+𝜀) [∫𝑡+𝜀

0
𝑒𝐴𝑠𝐶𝑓 (𝑦 (𝑠 − 𝜏 (𝑠))) 𝑑𝑠 + ∑

0<𝑡𝑘<𝑡+𝜀

𝑒𝐴𝑡𝑘𝜌 (𝑥𝑡𝑘)]
𝑒−𝐵(𝑡+𝜀)𝜂 (0) + 𝑒−𝐵(𝑡+𝜀) [∫𝑡+𝜀

0
𝑒𝐵𝑠𝐷𝑔 (𝑥 (𝑠 − ℎ (𝑠))) 𝑑𝑠 + ∑

0<𝑡𝑘<𝑡+𝜀

𝑒𝐵𝑡𝑘𝜌 (𝑦𝑡𝑘)]))
. (24)
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In (24), letting 𝜀 → 0 brings about
lim
𝜀→0

𝑃(𝑥 (𝑡 + 𝜀)𝑦 (𝑡 + 𝜀)) = 𝑃(𝑥 (𝑡)𝑦 (𝑡)) , ∀𝑡 ̸= 𝑡𝑘, 𝑡 ⩾ 0, (25)

which implies that 𝑃 ( 𝑥(𝑡)𝑦(𝑡) ) is continuous on 𝑡 ⩾ 0, 𝑡 ̸= 𝑡𝑘.
Here, the convergences are under the metric defined on the
space Ω. Below, all the convergences of vector functions are
in this sense. Thus, condition (a) is satisfied.

Furthermore, letting 𝑡 = 𝑡𝑗, 𝑗 = 1, 2, . . ., in (24), we have

lim
𝜀→0−

𝑃(𝑥 (𝑡𝑗 + 𝜀)𝑦 (𝑡𝑗 + 𝜀)) = 𝑃(𝑥 (𝑡𝑗)𝑦 (𝑡𝑗)) ,
lim
𝜀→0+

𝑃(𝑥 (𝑡𝑗 + 𝜀)𝑦 (𝑡𝑗 + 𝜀)) = 𝑃(𝑥 (𝑡𝑗)𝑦 (𝑡𝑗)) + (𝜌 (𝑥 (𝑡𝑗))𝜌 (𝑦 (𝑡𝑗))) ,
(26)

which implies that condition (c) is also satisfied.
Next, condition (d) is satisfied if only

𝑒𝛾𝑡(𝑒−𝐴𝑡𝜉 (0) + 𝑒−𝐴𝑡 [∫𝑡
0
𝑒𝐴𝑠𝐶𝑓 (𝑦 (𝑠 − 𝜏 (𝑠))) 𝑑𝑠 + ∑

0<𝑡𝑘<𝑡

𝑒𝐴𝑡𝑘𝜌 (𝑥𝑡𝑘)]𝑒−𝐵𝑡𝜂 (0) + 𝑒−𝐵𝑡 [∫𝑡
0
𝑒𝐵𝑠𝐷𝑔 (𝑥 (𝑠 − ℎ (𝑠))) 𝑑𝑠 + ∑

0<𝑡𝑘<𝑡

𝑒𝐵𝑡𝑘𝜌 (𝑦𝑡𝑘)]) → (00) ∈ 𝑅2𝑛, 𝑡 → +∞. (27)

Indeed, obviously, 𝑒𝛾𝑡𝑒−𝐴𝑡𝜉(0) → 0 ∈ 𝑅𝑛 and 𝑒𝛾𝑡𝑒−𝐵𝑡𝜂(0) →0 ∈ 𝑅𝑛 as 𝑡 → ∞.
Below, we may firstly prove𝑒𝛾𝑡𝑒−𝐴𝑡 ∫𝑡

0
𝑒𝐴𝑠𝐶𝑓 (𝑦 (𝑠 − 𝜏 (𝑠))) 𝑑𝑠 → 0 ∈ 𝑅𝑛,𝑡 → ∞. (28)

In fact, it follows from 𝑒𝛾𝑡𝑥(𝑡) → 0 that, for any given𝜀 > 0, there exists a corresponding constant 𝑡∗ > 𝜏 such that𝑒𝛾𝑡𝑥 (𝑡) + 𝑒𝛾𝑡𝑦 (𝑡) < 𝜀𝜇,∀𝑡 ⩾ 𝑡∗, where 𝜇 = (1, 1, . . . , 1)𝑇 ∈ 𝑅𝑛. (29)

Next, we get by (A1)𝑒𝛾𝑡𝑒−𝐴𝑡 ∫𝑡0 𝑒𝐴𝑠𝐶𝑓 (𝑦 (𝑠 − 𝜏 (𝑠))) 𝑑𝑠⩽ 𝑒−(𝐴−𝛾𝐼)𝑡 ∫𝑡∗
0
𝑒𝐴𝑠 |𝐶| 𝐹 𝑦 (𝑠 − 𝜏 (𝑠)) 𝑑𝑠+ 𝑒−(𝐴−𝛾𝐼)𝑡 ∫𝑡
𝑡∗
𝑒𝐴𝑠 |𝐶| 𝐹 𝑦 (𝑠 − 𝜏 (𝑠)) 𝑑𝑠.

(30)

On the one hand,𝑒−(𝐴−𝛾𝐼)𝑡 ∫𝑡∗
0
𝑒𝐴𝑠 |𝐶| 𝐹 𝑦 (𝑠 − 𝜏 (𝑠)) 𝑑𝑠⩽ 𝑡∗𝑒−(𝐴−𝛾𝐼)𝑡𝑒𝐴𝑡∗ |𝐶| 𝐹 [max

𝑖
( sup
𝑠∈[−𝜏,𝑡∗]

𝑦𝑖 (𝑠))] 𝜇→ 0 ∈ 𝑅𝑛, 𝑡 → ∞.
(31)

On the other hand, obviously, there exists a positive
number 𝑎0 such that |𝐶|𝐹𝜇 ⩽ 𝑎0𝜇. So, we have𝑒−(𝐴−𝛾𝐼)𝑡 ∫𝑡

𝑡∗
𝑒𝐴𝑠 |𝐶| 𝐹 𝑦 (𝑠 − 𝜏 (𝑠)) 𝑑𝑠⩽ 𝜀𝑒𝛾𝜏𝑒−(𝐴−𝛾𝐼)𝑡 ∫𝑡
𝑡∗
𝑒(𝐴−𝛾𝐼)𝑠 |𝐶| 𝐹𝜇𝑑𝑠

⩽ 𝜀𝑎0𝑒𝛾𝜏𝑒−(𝐴−𝛾𝐼)𝑡((((((
(

𝑒(𝑎1−𝛾)𝑡𝑎1 − 𝛾 0 ⋅ ⋅ ⋅ 0 00 𝑒(𝑎2−𝛾)𝑡𝑎2 − 𝛾 0 ⋅ ⋅ ⋅ 0
d0 0 ⋅ ⋅ ⋅ 0 𝑒(𝑎𝑛−𝛾)𝑡𝑎𝑛 − 𝛾

))))))
)

𝜇
= 𝜀𝑎0𝑒𝛾𝜏 ( 1𝑎1 − 𝛾 , 1𝑎2 − 𝛾 , . . . , 1𝑎𝑛 − 𝛾)𝑇 .

(32)

Combining (30)–(32) yields (28). Similarly, we can prove𝑒𝛾𝑡𝑒−𝐵𝑡 ∫𝑡
0
𝑒𝐵𝑠𝐷𝑔 (𝑥 (𝑠 − ℎ (𝑠))) 𝑑𝑠 → 0 ∈ 𝑅𝑛,𝑡 → ∞. (33)

Next, we need to prove that if 𝑡 → +∞,

𝑒𝛾𝑡(𝑒−𝐴𝑡 ∑
0<𝑡𝑘<𝑡

𝑒𝐴𝑡𝑘𝜌 (𝑥𝑡𝑘)𝑒−𝐵𝑡 ∑
0<𝑡𝑘<𝑡

𝑒𝐵𝑡𝑘𝜌 (𝑦𝑡𝑘))
= 𝑒𝛾𝑡(𝑒−𝐴𝑡 ∑

0<𝑡𝑘<𝑡
∗

𝑒𝐴𝑡𝑘𝜌 (𝑥𝑡𝑘)𝑒−𝐵𝑡 ∑
0<𝑡𝑘<𝑡

∗

𝑒𝐵𝑡𝑘𝜌 (𝑦𝑡𝑘))
+ 𝑒𝛾𝑡(𝑒−𝐴𝑡 ∑

𝑡∗<𝑡𝑘<𝑡

𝑒𝐴𝑡𝑘𝜌 (𝑥𝑡𝑘)𝑒−𝐵𝑡 ∑
𝑡∗<𝑡𝑘<𝑡

𝑒𝐵𝑡𝑘𝜌 (𝑦𝑡𝑘)) → 0 ∈ 𝑅2𝑛.
(34)
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Indeed, it is obvious that

𝑒𝛾𝑡(𝑒−𝐴𝑡 ∑
0<𝑡𝑘<𝑡

∗

𝑒𝐴𝑡𝑘𝜌 (𝑥𝑡𝑘)𝑒−𝐵𝑡 ∑
0<𝑡𝑘<𝑡

∗

𝑒𝐵𝑡𝑘𝜌 (𝑦𝑡𝑘))
= (𝑒(𝛾𝐼−𝐴)𝑡 ∑

0<𝑡𝑘<𝑡
∗

𝑒𝐴𝑡𝑘𝜌 (𝑥𝑡𝑘)𝑒(𝛾𝐼−𝐵)𝑡 ∑
0<𝑡𝑘<𝑡

∗

𝑒𝐵𝑡𝑘𝜌 (𝑦𝑡𝑘)) → 0 ∈ 𝑅2𝑛,
𝑡 → +∞.

(35)

Below, we shall prove

𝑒𝛾𝑡(𝑒−𝐴𝑡 ∑
𝑡∗<𝑡𝑘<𝑡

𝑒𝐴𝑡𝑘𝜌 (𝑥𝑡𝑘)𝑒−𝐵𝑡 ∑
𝑡∗<𝑡𝑘<𝑡

𝑒𝐵𝑡𝑘𝜌 (𝑦𝑡𝑘)) → 0 ∈ 𝑅2𝑛,
𝑡 → +∞. (36)

Firstly, we may assume that 𝑡𝑚−1 < 𝑡∗ ⩽ 𝑡𝑚 and 𝑡𝑗 < 𝑡 ⩽ 𝑡𝑗+1
for any given 𝑡 > 𝑡∗. Hence,𝑒𝛾𝑡𝑒−𝐴𝑡 ∑𝑡∗<𝑡𝑘<𝑡𝑒𝐴𝑡𝑘𝜌 (𝑥𝑡𝑘)⩽ 𝑒𝛾𝑡𝑒−𝐴𝑡 ∑

𝑡∗<𝑡𝑘<𝑡

𝑒𝐴𝑡𝑘−𝛾𝐼𝑡𝑘𝐻𝑒𝛾𝑡𝑘 𝑥𝑡𝑘  ⩽ 𝜀𝛿
⋅(
(

𝑒−(𝛾−𝑎1)𝑡 (𝛿𝑒(𝑎1−𝛾)𝑡𝑗+1 + ∫𝑡
𝑡∗
𝑒(𝑎1−𝛾)𝑠𝑑𝑠)𝐻1...𝑒−(𝛾−𝑎𝑛)𝑡 (𝛿𝑒(𝑎𝑛−𝛾)𝑡𝑗+1 + ∫𝑡
𝑡∗
𝑒(𝑎𝑛−𝛾)𝑠𝑑𝑠)𝐻𝑛))⩽ 𝜀𝛿

⋅(
(

𝑒−(𝛾−𝑎1)𝑡 (𝛿𝑒(𝑎1−𝛾)𝑡𝑗+1 + 1𝑎1 − 𝛾𝑒(𝑎1−𝛾)𝑡)𝐻1...𝑒−(𝛾−𝑎𝑛)𝑡 (𝛿𝑒(𝑎𝑛−𝛾)𝑡𝑗+1 + 1𝑎𝑛 − 𝛾𝑒(𝑎1−𝛾)𝑡)𝐻𝑛
)
)

,

(37)

which together with the arbitrariness of the positive number𝜀 implies that𝑒−𝐴𝑡 ∑
𝑡∗<𝑡𝑘<𝑡

𝑒𝐴𝑡𝑘𝜌 (𝑥𝑡𝑘) → 0 ∈ 𝑅𝑛, 𝑡 → +∞. (38)

Similarly, we can also get𝑒−𝐵𝑡 ∑
𝑡∗<𝑡𝑘<𝑡

𝑒𝐵𝑡𝑘𝜌 (𝑦𝑡𝑘) → 0 ∈ 𝑅𝑛, 𝑡 → +∞. (39)

Hence, we have proved (36) and (34). And sowe can conclude
(27) from (28), (33), and (34). This means that condition (d)
is satisfied, too.

Therefore, 𝑃 ( 𝑥(𝑡)𝑦(𝑡) ) ∈ Ω for any ( 𝑥(𝑡)𝑦(𝑡) ) ∈ Ω.

Step 3. Below, we only need to prove that 𝑃 is a contraction
mapping.

Indeed, for any ( 𝑥(𝑡)𝑦(𝑡) ) , ( 𝑥(𝑡)𝑦(𝑡) ) ∈ Ω, we have𝑃(𝑥 (𝑡)𝑦 (𝑡)) − 𝑃(𝑥 (𝑡)𝑦 (𝑡))
⩽ (𝑒−𝐴𝑡 ∫𝑡

0
𝑒𝐴𝑠 |𝐶| 𝑓 (𝑦 (𝑠 − 𝜏 (𝑠))) − 𝑓 (𝑦 (𝑠 − 𝜏 (𝑠))) 𝑑𝑠𝑒−𝐵𝑡 ∫𝑡
0
𝑒𝐵𝑠 |𝐷| 𝑔 (𝑥 (𝑠 − ℎ (𝑠))) − 𝑔 (𝑥 (𝑠 − ℎ (𝑠))) 𝑑𝑠)

+(𝑒−𝐴𝑡 ∑
0<𝑡𝑘<𝑡

𝑒𝐴𝑡𝑘 𝜌 (𝑥𝑡𝑘) − 𝜌 (𝑥𝑡𝑘)𝑒−𝐵𝑡 ∑
0<𝑡𝑘<𝑡

𝑒𝐵𝑡𝑘 𝜌 (𝑦𝑡𝑘) − 𝜌 (𝑦𝑡𝑘)) ⩽ [[[[(𝐴
−1 |𝐶| 𝐹𝜇𝐵−1 |𝐷| 𝐺𝜇)+ 1𝛿

⋅(𝑒−𝐴𝑡 (∫𝑡
0
𝑒𝐴𝑠𝑑𝑠 + 𝛿𝑒𝐴𝑡)𝐻𝜇𝑒−𝐵𝑡 (∫𝑡
0
𝑒𝐵𝑠𝑑𝑠 + 𝛿𝑒𝐵𝑡)𝐻𝜇)]]]]] dist((𝑥 (𝑡)𝑦 (𝑡)) , (𝑥 (𝑡)𝑦 (𝑡)))

⩽ ((𝐴−1 |𝐶| 𝐹 + 1𝛿𝐴−1𝐻 +𝐻)𝜇(𝐵−1 |𝐷| 𝐺 + 1𝛿𝐵−1𝐻 +𝐻)𝜇) dist((𝑥 (𝑡)𝑦 (𝑡)) ,
(𝑥 (𝑡)𝑦 (𝑡))) < 𝜆(𝜇𝜇) dist((𝑥 (𝑡)𝑦 (𝑡)) , (𝑥 (𝑡)𝑦 (𝑡))) ,

(40)

and hence

dist(𝑃(𝑥 (𝑡)𝑦 (𝑡)) , 𝑃(𝑥 (𝑡)𝑦 (𝑡)))⩽ 𝜆dist((𝑥 (𝑡)𝑦 (𝑡)) , (𝑥 (𝑡)𝑦 (𝑡))) , (41)

where 𝐴−1 and 𝐵−1 are the inverse matrices of 𝐴 and 𝐵,
respectively.

Therefore, 𝑃 : Ω → Ω is a contraction mapping such that
there exists the fixed point ( 𝑥(𝑡)𝑦(𝑡) ) of𝑃 inΩ, which implies that( 𝑥(𝑡)𝑦(𝑡) ) is a solution of the impulsive fuzzy dynamic equations
(2), satisfying 𝑒𝛾𝑡 ( 𝑥(𝑡)𝑦(𝑡) ) → 0 as 𝑡 → +∞. And the proof is
completed.

Remark 7. Impulsive BAM neural networks model brings
some mathematical difficulties to contraction mapping tech-
nique. However, in this paper, we set up the contractionmap-
ping on the complete product space to overcome obstacles.

4. Numerical Example

Example 8. Weequip the impulsive systemwith the following
parameters: 𝐴 = (1.8 00 2.1) ,𝐵 = (2 00 1.9) ,
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Table 1: ComparingTheorem 6 with other existing results.

Types of equations Fixed point methods LMI-based?
Theorem 6 Impulsive BAM neural networks Contraction mapping principle Yes
[28, Th. 2–4] BAM neural networks Brouwer’s fixed theorem No
[29, Th. 2.1, Th. 3.1] BAM neural networks Contraction mapping principle No
[22, Th. 1.2] Neural networks Contraction mapping principle No
[23, Th. 3.1] Cellular neural networks Krasnoselskii fixed point theorem No
[21, Th. 2.1] Neutral differential equations Contraction mapping principle No
[30, Th. 1.1-1.2] Neural networks Schauder fixed point theorem No

𝐶 = (−0.2 0.010 0.3 ) ,𝐷 = (0.3 0.020 −0.1) ,𝐹 = (0.1 00 0.2) ,𝐺 = (0.2 00 0.1) ,𝐻 = (0.3 00 0.2) .
(42)

Let 𝛿 = 1.5. Then, we can use Matlab LMI toolbox to solve
LMI conditions (4), obtaining the datum feasible as follows:𝜆 = 0.9913. (43)

Obviously, 0 < 𝜆 < 1. Thereby, we can conclude from
Theorem 6 that the impulsive equations (2) are globally
exponentially stable.

Remark 9. Example 8 illustrates the effectiveness of LMI-
based criterion (Theorem 6). Table 1 presents a comparable
result among the related literature, mainly published from
2013 to 2016.

Remark 10. From Table 1, we know that there are many exist-
ing literatures involving fixed point technique and stability
analysis, and a lot of interesting conclusions are derived [21–
23, 28–30]. Motivated by some methods of those literatures,
we utilized Banach contraction mapping theorem to obtain
the LMI-based stability criterion applicable to computer
Matlab LMI toolbox. It is well known that computer software
can solve large-scale computations in actual engineering,
which demonstrates the superiority of the proposed method
in this paper to a certain extent.

5. Conclusion

Recently, fixed point technique and methods are employed
to the stability analysis to BAM neural networks, and some
stability criteria are derived (see, e.g., [28, 29]). Some good

methods and results of related literature [21–23, 28–30]
inspire our current work. Different from existing papers, we
utilized Banach fixed point theoremderiving immediately the
exponential stability criterion applicable to computer Matlab
LMI toolbox. Computer programming is suitable for large-
scale computation in practical engineering.
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The efficiency and reliability of pumps are highly related to their operation conditions. The concept of the optimization pump
operation conditions is to adjust the operation point of the pump to obtain higher reliability at the cost of lower system efficiency
using a joint regulation of valve and frequency convertor.This paper realizes the control of the fluid conveying system based on the
optimization results. The system is a nonlinear Multi-Input Multioutput (MIMO) system with time delays. In this paper, the time
delays are separated from the system. The delay-free system is linearized using input-output linearization and controlled using a
slidingmodemethod. Amodified Smith predictor is used to compensate time delays of the system.The control strategy is validated
to be effective on the test bench.The comparison of energy consumption and operation point deviation between conventional speed
regulation and the new method is presented.

1. Introduction

As a key component of fluid conveying systems, pumps
are widely used in industries, of which 45% are centrifugal
pumps [1]. Pumps account for nearly 20% of electrical energy
consumption and are in the range of 25%∼50% of energy
consumption inmany industries [2].Therefore energy saving
in pumps is one main goal in industries, which requires
pumps work in good operation points. Bad operation point
leads to a low efficiency and reliability of a pump, causing
serious consequences.

Many researchers focused on the energy saving of pump
systems. The variable speed pump technology is widely
used to reduce energy cost in industries. It varies the rota-
tional speed of centrifugal pumps to accommodate pipeline
requirements [3]. According to surveys and researches [4, 5],
speed regulation can save 5%∼50% energy relative to valve
regulation. In recent years, the scheduling of pumps has
progressed greatly. Wang et al. [6] proposed an enhanced
genetic algorithm for pump scheduling in water supply
system to reduce the energy cost and slow land subsidence.

Hashemi et al. [7] developed an ant-colony optimization of
pumping schedule using variable speed pumps and saved
about 10% energy cost compared to single speed pumps.
However, few studies on the pump reliability have been
conducted so far.

Efficiency and reliability of a centrifugal pump are related
to operation point of the pump. Efficiency of a centrifugal
pump reaches its peak value at its design point and decreases
as its operation point deviates from its design point [8].
Barringer [9] found out that reliability curve is similar to
its efficiency curve. Reliability of a pump is a statistics term,
which is defined as the mean time between failure (MTBF)
relative to the mission time. Reliability of a centrifugal pump
reaches a peak value at the Best Efficiency Point (BEP),
near its design point, but decreases sharply as operation
point deviates from design point, shown in Figure 1. Thus
the operation point plays a decisive role in pump reliability.
Long operating time at part load or overload may increase
the component failure rate. High temperature rise, suction
recirculation, and discharge recirculation may occur in a
pump operating at part load, while low sealing life, low
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Figure 1: Reliability curve, efficiency curve, and head curve of a
centrifugal pump.

bear life, and cavitation may occur in a pump operating at
overload, leading to a poor pump efficiency and reliability.

In our previous work [10], we developed an optimiza-
tion algorithm to improve centrifugal pump reliability and
efficiency for pump systems at the cost of a decline in
system efficiency, using throttling valves and a pump number
selection strategy to restrict the pump operation point to a
neighbourhood of BEP. Compared with conventional speed
regulation, one of the key concepts of our previous work
[10] is to use a frequency converter to enlarge the BEP to
a larger flow rate point and use a valve to enlarge pipeline
characteristics to a certain point; therefore the operation
point of the pump is limited to the BEP at the cost of
increasing energy consumption at the valve. The genetic
algorithm in our previouswork [10]will calculate the pressure
loss across the valve. However, the flow rate and the pressure
loss across the valve are coupled, making it difficult to control
these two variables simultaneously. In our previous work [10],
the author was concerned with the allocation of flow rate and
the pressure loss at the valve but did not mention the way to
reach the desired flow rate and pressure loss.

Figure 2 shows a comparison of valve regulation, speed
regulation, and the newmethod in our previous work [10] for
a typical pump-valve system, where the 𝑥-axis is the flow rate
𝑄 and the 𝑦-axis is the head 𝑌. Supposing the flow rate of the
system is to regulate from 𝑄

0
to 𝑄

1
, valve regulation changes

pipeline characteristics from curve 𝑅

0
to 𝑅

1
, resulting in a

change of operation point from𝐴 to𝐵, while speed regulation
changes pump characteristics from curve 𝑛

0
to 𝑛

1
, causing

the operation point to change from 𝐴 to 𝐶. It is clear that
valve regulation causes a surplus head (𝑌

𝐵
− 𝑌

𝐶
) and thus

leads to a significant energywaste, appearing as the shadowed
area in Figure 2. Therefore substituting throttling valve
regulations with speed regulations has become a widespread
energy saving method [11]. In the case of conventional speed
regulation in Figure 2, the Best Efficiency Point of speed
regulation might be located at somewhere (point 𝐸) left of
the operation point 𝐶; therefore the pump is operating at
high flow rate point. Compared with conventional speed
regulation, one of the key concepts of Wu’s method [10] is to
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Figure 2: Comparison of valve regulation and speed regulation.

use a frequency converter to enlarge the BEP to a larger flow
rate point𝐷 and use a valve to change pipeline characteristics
to 𝑅

; therefore the operation point of the pump is limited to
the BEP𝐷 at the cost of increasing energy consumption at the
valve. The genetic algorithm in our previous work [10] will
calculate the pressure loss across the valve. However, the flow
rate and the pressure loss across the valve are coupled,making
it difficult to control these two variables simultaneously.

This paper is an inherited work of our previous work
[10] and aims at achieving the control of the two variables,
flow rate and pressure loss across the valve of the pump-valve
system, based on the optimization result of our previouswork
[10]. To emphasize the impact of valve on the pump operation
point, this paper focuses on a one-pump system and gets rid
of pump number selection strategy in our previous work [10].
This one-pump system is a special case of the multipump
system in our previous work [10], because it can be regarded
as small flow rate situation when only one pump is put into
operation.The controlled variables of the pump-valve system
are flow rate and the pressure loss across the valve, and the
control variables are the pump speed and the valve lift. Since
there are time delays in the valve actuator and the flow rate
sensor, the pump-valve system is a nonlinear Multi-Input
Multioutput (MIMO) system with time delays.

Many progresses have been made in the study of non-
linear MIMO systems during the past half century. The
nonlinear MIMO systems with precise model are developed
using input-output linearization to convert the nonlinear
system into an equivalent linear systems in [12–14]. The
nonlinear system with modelling imprecisions is presented
using sliding model control in [13, 14] and adaptive control in
[14]. As a simple approach to robust control, the slidingmode
control for nonlinear systems with modelling imprecisions
is implemented in a wide range of applications, such as
electrohydraulic servo-mechanism [15, 16], electric drives
[17], mechanical systems [18], and rigid manipulators [19].
During the past two decades, many approaches for uncertain
nonlinear MIMO systems have been published. Shaocheng
et al. [20] proposed a fuzzy adaptive indirect control for
nonlinearMIMO systemswith uncertainties using𝐻

∞
track-

ing theory. The disturbances and fuzzy approximation errors
are attenuated by a robust compensator to guarantee the
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robustness. Lin andChen [21] developed a fuzzy slidingmode
control for the nonlinear MIMO systems with uncertainties.
Ge and Tee [22] and Chen et al. [23] proposed fuzzy
adaptive method for nonlinear MIMO system with time
delays. However, the complexity and themodel restrictions of
fuzzy adaptivemethodmay limit their industrial applications.

The time delays of control systems are commonly bal-
anced by Smith predictor which is used inmany applications,
such as water distribution system [24] and jet engine fuel
controls [25]. Manymodified Smith predictors have been put
into application such as filtered Smith predictor [26].

In this paper, the time delays of the pump-valve system
are isolated from the system, dividing the system into a delay-
free system and a time-delay module. The delay-free system
is controlled by a sliding mode controller while the time
delays are compensated by a modified Smith predictor. This
method takes full advantage of the existing imprecise system
model and greatly decreases the complexity of the control
algorithm compared to fuzzy adaptivemethod. In Section 2, a
test bench composed of one pump and one valve is presented
and modelled in state space model. In Section 3, the delay-
free system is controlled by a sliding mode controller and the
time delays are compensated by a modified Smith predictor.
Section 4 presents the simulation result of the controller.
The optimization strategy in our previous work [10] and the
control strategy in Section 3 are combined and applied on
the one-pump system and comparedwith conventional speed
regulation.

2. System Model

A typical fluid conveying system test bench is built.The bench
consists of two parallel installed centrifugal pumps (Etanorm
32–160, rated flow 25m3/h and rated speed 2950 rpm,
equipped with a frequency convertor) with manual valves
installed at both ends of each pump, two pneumatic control
valves (BOA-CVP H), and a water tank. As previously
described, only one pump is applied in this paper; the other
pump will not be used. The fluid in this study is chosen as
water due to easy access and low costs. Water flows from the
tank and flows back to the tank after a circulation though
the centrifugal pump and the valves.Therefore the test bench

can be described as Figures 3(a) and 3(b), where 𝑏 denotes
the centrifugal pump, V denotes the pneumatic control valve,
𝑐 denotes a typical pressure load (represented by the other
pneumatic control valve), 𝑃𝑆

1
denotes the pressure sensor

that measures the pressure difference across the valve, 𝑄𝑆

1

denotes the flow sensor, and 𝑒/𝑎 denotes the tank.
The mathematical model of the system can be developed

by applying Bernoulli’s principle [27] at entry 𝑒 and exit 𝑎, as
shown in

𝜌𝑔𝑧

𝑒
+ 𝑃

𝑒
+

𝜌

2

V2
𝑒
= 𝜌𝑔𝑧
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+
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2
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+ 𝜌∫

𝑎

𝑒

𝜕V (𝑙, 𝑡)

𝜕𝑡

𝜕𝑙

+ 𝜌𝑔ℎ

𝑓
,

(1)

where 𝑔 denotes the gravitational acceleration, 𝑧 denotes
vertical height, Vdenotes flowvelocity,𝜌denotes fluid density,
𝑃 denotes fluid pressure, 𝑡 denotes time, ℎ

𝑓
denotes the

friction head, and 𝑙 denotes the location along streamline
coordinate. The diameter of pipes is constant and the water
is considered to be incompressible since the compressibility
of liquid is very low [27]; therefore the flow velocity is
independent of the streamline coordinate. Therefore the
inertia term in (1) can be simplified to (2) according to [27]

𝜌∫

𝑎

𝑒

𝜕V (𝑙, 𝑡)

𝜕𝑡

𝜕𝑙 =
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𝐴

̇

𝑄, (2)

where 𝐿 denotes the length of the pipe between entry 𝑒 and
exit 𝑎; 𝐴 denotes the cross-sectional area of the pipe; 𝑄

denotes the flow rate in the pipe; and the overdot denotes its
time derivative. The friction term 𝜌𝑔ℎ

𝑓
can be considered as

a sum of pressure loss Δ𝑃 (valve V) and Δ𝑃

𝑐
(process load) as

well as pressure source Δ𝑃

𝑝
(pump 𝑏); (1) yields to

𝜌𝑔 (𝑧

𝑎
− 𝑧
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𝑐
.

(3)

Since the entry 𝑒 and the exit 𝑎 are the same tank with
small difference in vertical height, therefore it is reasonable
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to assume 𝑧

𝑎
= 𝑧

𝑒
, 𝑃
𝑎
= 𝑃

𝑒
, and V

𝑎
= V
𝑒
. Ultimately, (1) can be

written as fluid dynamic equation (4) as follows:

̇

𝑄 =

𝐴
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[Δ𝑃
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− Δ𝑃 − Δ𝑃
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] . (4)

The pump performance at rated speed 𝑛

𝑟
is a quadratic

polynomial of flow rate and Δ𝑃
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,

which can be expanded to (6) at any given speed 𝑛 by applying
pump similarity law equation (5) [8]. The pressure loss Δ𝑃

(valve V) is relevant to installation conditions, fluid type, flow
rate𝑄, and flow coefficient𝐾(𝐻), where𝐻 denotes valve lift.
In this paper, the fluid is water and the valve is standardly
installed, which yields (7) [28], where Δ𝑃ref = 1 × 10

5 Pa.The
pressure loss of Δ𝑃

𝑐
(process load) is quadratic to flow rate

[8], as shown in (8) as follows:
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where 𝑑



1
, 𝑑
2
, 𝑑
3
, 𝑑
1
, 𝑑
2
, and 𝑑

3
are the pump parameters;

𝑛 denotes speed of the pump; 𝐾

𝑐
denotes the resistance

coefficient of the process load 𝑐. The dynamic response of
the pneumatic valve and the frequency convertor can be
described as first-order linear systems [29, 30], as shown in

̇

𝐻 =

1
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(𝐻set − 𝐻) ,
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(9)

where 𝑇

𝐻
and 𝑇

𝑛
are the time constant of valve actuator and

frequency converter and 𝐻set and 𝑛set denote the set values
of 𝐻 and 𝑛. According to the aims of the controller, the
controlled variables are chosen to be flow rate requirement
𝑄set and pressure loss Δ𝑃set.The pressure loss across the valve
Δ𝑃set equals the difference of pump head and system required
head by the genetic algorithm in our previous work [10]. By
applying (6), (7), and (8) to (4) and combining with (9), a
state space model of the plant can be derived. The overall
state space model can be described by (10). The system is a
nonlinear MIMO system, whose time delays are omitted in
(10) due to a comprehensible description:
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(17)

As to the real test bench, time delays are observed in the
valve actuator and the flow sensor. The time delays cannot
be neglected due to the connection with system dynamics.
The inputs and outputs of the system can be observed visually
from the system model in Figure 4, where 𝑇

1
denotes time

delay of the valve actuator and 𝑇

2
denotes time delay of

the flow sensor. Since the actuators and the sensors of the
systems have different delays, virtual delays 𝑇



1
= 𝑇

1
and

𝑇



2
= 𝑇

2
are added to the other input-output channels to

balance the delays and obtain a synchronization performance
of the system outputs.

3. Controller Design

Considering the pump-valve system is a time-delay system,
we isolate the time delays of the system. The system without
delays is controlled by a sliding mode controller and the time
delays are compensated by a modified Smith predictor.

3.1. Control the Delay-Free Model. By applying Lie-derivative
to the delay-free system equation (10), it is simple to linearize
the input-output as

[

[

𝑦

(𝑟
1
)

1

𝑦

(𝑟
2
)

2

]

]

= [

𝑦

(2)

1

𝑦

(1)

2

] = 𝐹 + 𝐺[

𝑢

1

𝑢

2

] , (18)

where 𝑟

1
and 𝑟

2
are the relative degrees of the system, 𝑟

1
= 2

and 𝑟

2
= 1, respectively.

𝐹 = [
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1
(𝑥)

𝐿

𝑓
ℎ

2
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=
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(19)
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(20)

The singularity of 𝐺 should be validated. The valve flow
coefficient𝐾(𝐻) ismonotonically decreasingwith valve lift𝐻

[28]; therefore its derivative is negative.Thepumpparameters
𝑑

1
and 𝑑

2
are positive; therefore 𝐺 is nonsingular and

invertible. By applying Lie bracket to (10), the controllability
matrix can be obtained as (17). It has rank 3; therefore the
system is controllable [31].

The 𝑟

𝑖
th derivative of output 𝑦

𝑖
is linearly related to the

inputs 𝑢. By controlling the 𝑟

𝑖
th derivative of output 𝑦

𝑖
, the

control of the output 𝑦

𝑖
is achieved. The model described

by (10) in this paper yields to two decoupled single-input-
single-output systems, one two-order (relative degree 𝑟

1
= 2)

system for flow rate 𝑄 and one one-order (relative degree
𝑟

2
= 1) system for pressure loss across the control valve. It

is easier to implement decoupling controller on the linear
MIMO system. Since 𝑟

1
= 2 and 𝑟

2
= 1, the total relative

degree equals the number of states; therefore the system will
have no internal dynamics [14] and all the states of the system
are observable.

In order to track target signal 𝑦
𝑑𝑖
, define a sliding surface

𝑠

𝑖
= 0 as (21), where 𝑒

1
= 𝑦

𝑑1
− 𝑦

1
and 𝑒

2
= 𝑦

𝑑2
− 𝑦

2
are the

tracking errors of outputs.

𝑆 = [

𝑠

1

𝑠

2

] =

[

[

𝑒

(𝑟
1
−1)

1
+ 𝛼

1(𝑟
1
−1)

𝑒

(𝑟
1
−2)

1
+ ⋅ ⋅ ⋅ + 𝛼

11
𝑒

1

𝑒

(𝑟
2
−1)

2
+ 𝛼

2(𝑟
2
−1)

𝑒

(𝑟
2
−2)

2
+ ⋅ ⋅ ⋅ + 𝛼

21
𝑒

2

]

]



6 Mathematical Problems in Engineering

= [

̇𝑒

1
+ 𝛼

11
𝑒

1

𝑒

2

] .

(21)

Combining (18), the derivative of 𝑠
𝑖
can be written as

̇

𝑆 = [
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1

̇𝑠

2

] = ((

𝑚
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𝑚

2

) − 𝐹 − 𝐺𝑢) , (22)

where
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(23)

and the coefficients 𝛼

𝑖𝑗
are chosen so that the polynomial in

𝑚

𝑖
is Hurwitz. In this case, we can simply choose 𝛼

11
= 1.

Choose control law as

𝑢 = 𝐺

−1
[−𝐹 + 𝑚 + 𝐾 ⋅ sgn (𝑆)] , (24)

where sgn(𝑠
𝑖
) is the sigh function: sgn(𝑠

𝑖
) = +1 if 𝑠

𝑖
> 0,

sgn(𝑠
𝑖
) = 0 if 𝑠

𝑖
= 0, sgn(𝑠

𝑖
) = −1 if 𝑠

𝑖
< 0, and 𝐾 = [𝑘

1
, 𝑘

2
]

𝑇

with 𝑘

1
> 0 and 𝑘

2
> 0. By substituting (24) into (22), we get

̇𝑠

1
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1
⋅ sgn (𝑠

1
) ,

̇𝑠

2
= −𝑘

2
⋅ sgn (𝑠

2
) ,

(25)

which means lim
𝑡→∞

𝑠

1
= 0 and lim

𝑡→∞
𝑠

2
= 0; thus 𝑠

𝑖
goes

to zero in finite time. Once the trajectory reaches the sliding
surfaces, it follows that lim

𝑡→∞
𝑒

1
= 0 and lim

𝑡→∞
𝑒

2
= 0.

Therefore the tracking performance is achieved.
Choose Lyapunov function as 𝑉 = 𝑉

1
+ 𝑉

2
= 𝑠

2

1
+ 𝑠

2

2
. The

time derivative of 𝑉 is

̇

𝑉 =

̇

𝑉

1
+

̇

𝑉

2
= 𝑠

1
̇𝑠

1
+ 𝑠

2
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2

= −𝑘

1
⋅ sgn (𝑠

1
) − 𝑘

2
⋅ sgn (𝑠

2
) ≤ 0.

(26)

Therefore the stability of the system is guaranteed.

3.2. Compensating Time Delays. As illustrated in Figure 4,
the time delays of valve actuator 𝑇

1
and flow sensor 𝑇

2
as

well as the balanced delays 𝑇



1
and 𝑇



2
will affect system

controllability; thus the delays should be compensated. The
most common method to compensate time delays is Smith
predictor [32]. The concept of Smith predictor is separating
time delays from the system, controlling the delay-free
part in an inner loop, and correcting modelling error and
disturbance in an outer loop [33]. Since the inner control loop
does not contain any time delays, the main controller can
obtain a quick response to the system. The time delays of the
bench or plant as a whole cannot be taken apart directly, so
the model of the bench without time delays is needed for a
quick response, which makes Smith predictor a model-based

control method. However, the conventional Smith predictor
is sensitive to modelling error of the system.

To overcome the dependence of modelling accuracy, a
modified Smith predictor [34] is applied for the pump-valve
system in Figure 4, as shown in Figure 5. Compared with
conventional Smith predictor, the modified Smith predictor
introduces a first-order filter to attenuate the oscillations of
the error between the real system and the predicted one.
Therefore it can tolerate larger modelling errors, reduce the
dependence on model accuracy, and improve the robustness
of the system [35]. The first-order filter can be chosen as
(27). 𝑇

𝑓
can be chosen as half of the pure time delay [35];

𝑇

𝑓
= 0.5 × (𝑇

1
+ 𝑇

2
) for both outputs for the model equation

(10) since the time delays are balanced.

𝐺

𝑓 (
𝑠) =

1

𝑇

𝑓
𝑠 + 1

. (27)

Therefore the overall control flow chart can be modified as
Figure 6.

4. Experiment Validation and Analysis

To validate the control method developed in this paper, the
experiment is done on the test bench as shown in Figure 3(b).
The PLC is chosen as ABB PM554; the upper computer
software is Simulink on an Intel 2.3 GHz PC. The upper
computer and PLC communicate via OPC protocol at a
sample frequency of 1Hz. Other parameters are chosen as
𝑇

1
= 0.3 s, 𝑇

2
= 0.9 s, 𝑇

𝐻
= 1 s, and 𝑇

𝑛
= 0.4 s based on the

actual characteristics of the bench components. The control
law is chosen as (24). The time constants of filters in (27) are
chosen as 𝑇

𝑓
= 0.5 × (𝑇

1
+ 𝑇

2
) = 0.6 s.

The experiment result is shown in Figure 7. The set point
trajectories are chosen as the outputs of the optimization
algorithm in our previous work [10], which are two step
signals. It is shown that the actual trajectories converge
to the set point trajectories. A step disturbance triggered
by decreasing the lift of the pneumatic valve representing
pressure load Δ𝑃

𝑐
from 60% to 40%, which is very common

in industrial applications, is added to the system at 𝑡 =

300 s. The disturbance caused a fluctuation in both Δ𝑃 and
𝑄 and the fluctuation is soon suppressed in 25 seconds.
Therefore the controller is satisfying in tracking performance
and antidisturbance performance.

To verify the cooperation of the optimization method in
our previous work [10] and the control method in this paper
on this one-pump system, a comparison of operation point
deviation and power consumption between conventional
speed regulation in [3] and the new method in this paper
on a low pipeline resistance system at different flow rate
requirements is simulated. The results are shown in Figures
8(a) and 8(b), respectively. The operation point deviation 𝜃

is defined as (28) [10]. The genetic algorithm is applied on
the single pump system and its optimization result is used as
the input of the controller.The conventional speed regulation
does not regulate valve and only regulates the pump speed
using a simple PID controller; therefore the operation point
is always far away from BEP if the pump is oversized for
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Figure 6: Overall control flow chart.

the system. Since the system in Figure 3(a) is a closed-loop
test rig, the static head for the system curve is very small.
In this case, the system curve is a parabolic curve similar
to the BEP curve as pump speed varies. Figure 2 gives a
qualitative explanation. For the initial operation point 𝐴, the
BEP at operation speed 𝑛

0
is point 𝐹. When the operation

point changes to point𝐶using conventional speed regulation,
the BEP becomes point 𝐸. However, the changes of BEP
and operation point are almost equally proportional due to
the similarity of the BEP curve and the system curve 𝑅

0
.

Therefore the deviation almost remains constant as the flow
varies for the conventional speed regulation.

𝜃 =

𝑄 − 𝑄BEP
𝑄BEP

. (28)

The new method combines the optimization in our previous
work [10] and the controller in this paper, optimizing the
operation point and regulating both speed and valve. The
new method obtains a wide flow range (15m3/h∼30m3/h)
of small operation point deviation (≤20% from BEP). The
deviations from the BEPs are clearly decreased at all flow
rates for the new method; thus the reliability of the pump
is improved. However, the power consumption is higher,
due to extra energy consumed at part open control valve
compared to conventional speed regulation method. In other
words, the overall efficiency of the system is decreased for
a better pump reliability. Better operation point cuts down
the component failure rate and reduces maintenance cost,
while lower system efficiency increases energy cost. If the
benefits gained from better pump reliability win over the

costs of higher power consumption, it is suitable to apply
this strategy to obtain higher reliability. The method is
applicable for situation that requires high reliability but is
insensitive to power consumption. If the flow rate far exceeds
the BEP, the valve consumes a large amount of energy to
shrink the operation point deviation. When the energy cost
increased exceeds the maintenance cost reduced, it becomes
uneconomic for this one-pump system. In this case, it is
suggested to substitute the pump to a smaller pump or apply
pump number optimization in our previous work [10].

5. Conclusion

In this paper, a typical fluid conveying system that consists
of one pump and one valve is built to study the control of
balancing efficiency and reliability. A control strategy aimed
at achieving the control of the pump-valve system based on
the optimization result in our previous work [10] is devel-
oped. The pump-valve system is a time-delayed nonlinear
MIMO system. In this paper, the time delays are isolated
from the system to form a delay-free system and a time-
delay component. A sliding mode controller is developed
to control the delay-free system and the time delays of the
system are compensated by a modified Smith predictor. The
experiment results show that the controller achieves good
tracking performance and robustness. This method takes full
advantage of the existing imprecise systemmodel and greatly
decreases the complexity of the control algorithm compared
to fuzzy adaptive method.
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A comparison of conventional speed regulation and the
method combined with our previous work [10] is conducted.
The comparison shows that the method can significantly
reduce the operation point deviation at the cost of increasing
power consumption. It is clearly shown in the comparison
result that the new method sacrifices system efficiency for a
better operation point.This paper offers an option to improve
reliability of a class of fluid conveying systems, but it is
worthwhile to weigh the better operation point against the
higher energy consumption.
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Register accuracy is an important index to evaluate the quality of electronic products printed by gravure printed electronic
equipment. However, the complex relationships of multilayer register systemmake the problem of decoupling control difficult to be
solved, which has limited the improvement of register accuracy for the gravure printed electronic equipment.Therefore, this paper
presents an integrated decoupling control strategy based on feedforward control and active disturbance rejection control (ADRC)
to solve the strong coupling, strong interference, and time-delay problems of multilayer register system. First of all, a coupling and
nonlinear model is established according to the multilayer register working principle in gravure printing, and then a linear model
of the register system is derived based on the perturbation method. Secondly, according to the linear model, a decoupling control
strategy is designed based on feedforward control and ADRC for the multilayer register system. Finally, the results of computer
simulation show that the proposed control methodology can realize a decoupling control and has good control performance for
multilayer register system.

1. Introduction

Roll-to-roll (R2R) gravure printing machine is considered
one of the highest throughput printed electronic equipment
for manufacturing disposable and flexible electronic devices
on flexible substrates at a low cost [1]. Register accuracy is an
important index to evaluate the quality of printed electronic
products. Unfortunately, because of the characteristics of
multilayer register system includingmulti-inputmultioutput,
strong coupling, strong disturbance, and time delay, it is
difficult to solve the overshoot and concussion problems in
the control process, which has limited the improvement of
register accuracy for gravure electronic equipment. Hence, a
decoupling control strategy is essential to improve the quality
of printed electronic products.

Register errors directly reflect the register accuracy,
including two kinds [2, 3]: machine directional register
errors and cross directional register errors. In general, cross
directional register errors can be ignored because the lateral
jitter of a moving web is very small. Thus, the focus of this
paper is on machine directional register errors which are

affected by many factors and are the emphasis and difficulty
of multilayer register control system. In previous works,
the synthesis control methods based on the PID control
are the most common control strategy for the multilayer
register system in the gravure printing machines. Yoshida
et al. [4] established a mathematical model and proposed
a cooperative register control method using feedforward
and PD control for gravure printing presses. Based on the
model established in [4], a speed variation compensation
PD control was presented to eliminate the nondeterministic
disturbance of the tension variation in speed-up process
in [5]. Li et al. [6] established the mathematical model of
two-layer register error and designed a control methodology
based on feedforward and PID control to eliminate the
interference caused by the speed and tension of upstream
web. In [7], the mathematical model of register errors was
established and a feedforward PID controller was proposed
to cancel out the upstream speed disturbance and achieved
good control effect. Chen et al. [8] developed an optimized
feedforward decoupling PD register control method with
membrane algorithm to generate optimized control signal
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Figure 1: Schematic diagram of a gravure printed electronic equipment.

without the loss of accuracy of print registration. In [9], Lee
et al. proposed a register strategy based on PID to investigate
the dominant factor affecting register error and minimize it.

Some new control methods have been applied to register
control system in the recent years. A nonlinear control law
is designed with the Lyapunov stability theorem such that
the register errors converge to zero in [10], and the method
was confirmed to have better performance than the method
proposed in [4]. A decentralized memoryless state feedback
control law is proposed in [11] where the input delays are
converted into state delays using dynamic feedback. In [12],
a control strategy based on sliding mode variable structure
was proposed for multilayer register system. According to
the model established in [4], Chen et al. [13] proposed a
decoupling and disturbance rejection control strategy which
combines extended state observer with feedforward control
for register system. Kim et al. designed register control strat-
egy considering time difference between measurement and
actuation for roll-to-roll gravure-offset printing equipment in
[14] and then, they [15] proposed a register control method
based on a statistical approach and signal processing technol-
ogy. Although most of these methods resulted in acceptable
control performance for traditional printing products, such
as newspapers, magazines, and leaflets, printed electronic
products require much higher register accuracy. Therefore,
to obtain better print quality, it is necessary to present a
decoupling control strategy that could effectively deal with
the strong coupling, strong interference, time delay, and
uncertain nature of multilayer register system. The synthesis
control strategy based on active disturbance rejection control
(ADRC) is an ideal candidate for multilayer register system.
Because the essence of ADRC is that both the internal
unmodeled coupling dynamics and the external disturbances
can be estimated and compensated in real time [16–18],
ADRC has been successfully applied in many fields [19–23].
Although initial evaluations of the application of ADRC for
the regulation of register errors were performed in [3, 24],
design difficulty of the proposed methods increases rapidly
with the increase of printing layers in register system.

The objective of this research is to design a decou-
pling control strategy based on feedforward control and
ADRC for the multilayer register system of gravure printed

electronic equipment. First, a nonlinear mathematical model
of the four-layer register system is constructed and a linear
model of the nonlinear model is derived in detail based on
perturbation method. Next, according to the linear model, a
decoupling control strategy is designed based on feedforward
control and ADRC for the multilayer register system. Last,
to test the effectiveness of the proposed decoupling strategy,
simulations and analysis compared with PID and proposed
controllers are carried out.

2. Mathematical Model

2.1. Multilayer Register System. The schematic diagram of a
R2R gravure printed electronic equipment is shown in
Figure 1, which is composed of an unwinding unit, an infeed-
ing unit, a multilayer register system, an outfeeding unit,
and a rewinding unit, and 𝑛 stands for the total number of
printing units. Shaftless drive mode has been used in the
equipment; that is, all of the driving shafts are driven by
independent servomotors. Control of the equipment is basi-
cally composed of tension control which is applied to the
unwinding, infeeding, outfeeding, and rewinding units and
register control which is applied to the multilayer register
system. The printing cylinder of printing unit 1 maintains a
constant angular velocity, and the angular velocity of other
printing cylinders is adjusted according to register errors
measured by photoelectric sensors. Load cells are installed at
idle rollers in the middle of continuous process for tension
pickup. Two passive dancer rollers are used to reduce tension
fluctuations and measure the tension signals simultaneously
in the unwinding and rewinding units.

Figure 2(a) shows the gravure schematic, and Figure 2(b)
shows the schematic diagram of four-layer register system
which can meet the needs of many printed electronic prod-
ucts, such as thin film transistors (as shown in Figure 2(b)),
solar cells, and RFID tags. Register is the process of aligning
successive printed patterns to form a complex multilayer
image. Register control is critical because if the successively
printed layers are not properly aligned then the functional
capabilities of the printed electronic devices are reduced
or lost. However, as shown in Figure 2(b), the multilayer
register system has a cumulative effect in the process of
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Figure 2: Schematic diagram of the gravure and four-layer register system.

printing; namely, the adjustment of register error in upstream
printing section will affect all register errors in downstream
printing sections, which makes the register system a sig-
nificant nonlinear, strong coupling, and time-delay system.
Furthermore, the drying systems bring a large number of
unknown disturbances to the register control system. Hence,
to achieve good microscale register accuracy, it is a key
technology that a decoupling control strategy is designed to
solve the nonlinear, strong coupling, strong interference, and
uncertain problems of the register system.

2.2. Register System Model. The machine directional register
error of a moving web is defined in two adjacent printing
cylinders as the relative difference of the distance between the
previous pattern printed by the upstream printing cylinder
and the later printed one in the downstreamprinting cylinder.
According to [25], we can get the nonlinear system model of
the register error between 𝑖th and (𝑖 + 1)th printing units as
follows:

𝐴𝐸

𝑑𝑒
𝑖(𝑖+1) (
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𝑑𝑡

= 𝐴𝐸 (𝑅
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𝑖 (
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𝑖 (
𝑡)
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) 𝑅
𝑖
𝜔
𝑖
(𝑡 − 𝑡
𝑇𝑖
) ,

(1)

where 𝑡
𝑇𝑖
is transmission time (also known as time delay) and

is defined by

𝑡
𝑇𝑖
=

𝐿
𝑖

𝑅
𝑖
𝜔
𝑖

≈

𝐿
𝑖

𝑅
𝑖
𝜔
∗
. (2)

It is assumed that the nominal span lengths within
adjacent printing units are typically same and there are no
manufacturing errors in the register system. Thus, we can
obtain (3) for the 𝑛-layer register system as follows:

𝑅
1
= 𝑅
2
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(3)

Combining (1) and (3), (1) can be represented as follows:
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(4)

According to (4), Figure 2(b), and the working principle
of multilayer register in gravure printing, the four-layer reg-
ister system model can be expressed as follows:
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(5)

where 𝜔
2
(𝑡), 𝜔

3
(𝑡), and 𝜔

4
(𝑡) are the input signals of the

register system and 𝑒
12
(𝑡), 𝑒
23
(𝑡), and 𝑒

34
(𝑡) are the output

signals of the register system.
Equation (5) shows that the four-layer register system is

a multi-input multioutput, strong coupling, time-delay, and
nonlinear system. The nonlinear model can be linearized
using the perturbation method for the controller design.
According to the perturbationmethod, all the variables in (5)
are expressed using the steady-state values and the variable
values, as described by the following equation:

𝑒
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(6)
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Substituting (6) into (5) and ignoring high order small
quantity, (5) can be rewritten as follows:
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Considering 𝑇∗ ≪ 𝐴𝐸 and omitting the notation “Δ” to
improve the readability, we can obtain the linearized model
of the four-layer register system as follows:
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With Laplace transform, the transfer functions of the
four-layer register system can be got:
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According to (9), we can obtain the linear model of the
adjacent two-layer register error between 𝑖th and (𝑖 + 1)th
printing unit as follows:
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As shown in (11), the register error 𝐸
𝑖(𝑖+1)

(𝑠) is the
combined result of multiple factors including𝑊

𝑖
(𝑠),𝑊

𝑖+1
(𝑠),

𝑇
𝑖−1

(𝑠), and 𝑇
𝑖
(𝑠). In shaftless drive mode, 𝑊

𝑖+1
(𝑠) is the

control variable of two-layer register system whose corre-
sponding transfer function 𝐺

𝐴
(𝑠) is the characteristics of

register system on which the controller design is based.𝑊
𝑖
(𝑠)

is the coupling interference of the angular velocity from
upstream printing unit 𝑖. 𝑇

𝑖−1
(𝑠) and 𝑇

𝑖
(𝑠) are the coupling

interference of the web tension.

3. Design Decoupling Control Strategy

According to (11), an integrated decoupling control strategy
based on feedforward control andADRC is proposed for two-
layer register system in Figure 3.

Figure 3 shows that the decoupling control strategy con-
sists of a feedforward controller composed of𝐶

𝑊𝑖
(𝑠),𝐶
𝑇𝑖−1

(𝑠),
and 𝐶

𝑇𝑖
(𝑠) and an ADRC controller. 𝐶

𝑊𝑖
(𝑠), 𝐶

𝑇𝑖−1
(𝑠), and

𝐶
𝑇𝑖
(𝑠) compensate the register errors caused by the variations

of𝑊
𝑖
, 𝑇
𝑖−1

, and 𝑇
𝑖
, respectively. The ADRC controller adjusts

inputs 𝑒
𝑟𝑖(𝑖+1)

of the register system and actively estimates
and compensates the unmodeled coupling dynamics and
disturbances in real time.

3.1. Design Feedforward Controller. As shown in Figure 2,
the angular velocity of printing cylinders and the tension of
the web can be measured directly by encoders installed at
servomotors and load cells, respectively. Therefore, additive
feedforward controller can alleviate the register errors caused
by upstream modeled interferences through preadjust-
ment.
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Figure 3: Block diagram of the integrated decoupling control strategy.

According to Figure 3 and the superposition theorem of
linear system, the output of the two-layer register system can
be written as

𝐸
𝑖(𝑖+1) (

𝑠) =

𝐺
𝐴 (

𝑠) 𝐶𝑖 (
𝑠)

1 + 𝐺
𝐴 (

𝑠) 𝐶𝑖 (
𝑠)

𝐸
𝑟𝑖(𝑖+1) (

𝑠)

+

𝐺
𝐵 (
𝑠) + 𝐶

𝑊𝑖 (
𝑠) 𝐺𝐴 (

𝑠)

1 + 𝐺
𝐴 (

𝑠) 𝐶𝑖 (
𝑠)

𝑊
𝑖 (
𝑠)

+

𝐺
𝐶 (

𝑠) + 𝐶
𝑇𝑖−1 (

𝑠) 𝐺𝐴 (
𝑠)

1 + 𝐺
𝐴 (

𝑠) 𝐶𝑖 (
𝑠)

𝑇
𝑖−1 (

𝑠)

+

𝐺
𝐷 (

𝑠) + 𝐶
𝑇𝑖 (

𝑠) 𝐺𝐴 (
𝑠)

1 + 𝐺
𝐴 (

𝑠) 𝐶𝑖 (
𝑠)

𝑇
𝑖 (
𝑠) .

(12)

The feedforward controller can be designed based on
invariance principle for canceling out the register errors
caused by the variations of 𝑊

𝑖
, 𝑇
𝑖−1

, and 𝑇
𝑖
. We can obtain

(13) as follows:

𝐺
𝐵 (
𝑠) + 𝐶

𝑊𝑖 (
𝑠) 𝐺𝐴 (

𝑠) = 0

𝐺
𝐶 (

𝑠) + 𝐶
𝑇𝑖−1 (

𝑠) 𝐺𝐴 (
𝑠) = 0

𝐺
𝐷 (

𝑠) + 𝐶
𝑇𝑖 (

𝑠) 𝐺𝐴 (
𝑠) = 0.

(13)

Hence, the feedforward controller (namely, 𝐶
𝑊𝑖
(𝑠),

𝐶
𝑇𝑖−1

(𝑠), and 𝐶
𝑇𝑖
(𝑠)) can be designed as follows:

𝐶
𝑊𝑖 (

𝑠) = −

𝐺
𝐵 (
𝑠)

𝐺
𝐴 (

𝑠)

=

𝑇
∗

𝐴𝐸

+ 𝑒
−𝑡𝑇𝑠

𝐶
𝑇𝑖−1 (

𝑠) = −

𝐺
𝐶 (

𝑠)

𝐺
𝐴 (

𝑠)

= −

𝜔
∗

𝐴𝐸

𝑒
−𝑡𝑇𝑠

𝐶
𝑇𝑖 (

𝑠) = −

𝐺
𝐷 (

𝑠)

𝐺
𝐴 (

𝑠)

=

𝜔
∗

𝐴𝐸

.

(14)

3.2. Design ADRC Controller. Because (11) shows that the
two-layer register system is the first-order system, one first-
order ADRC controller is needed for the decoupling control
strategy. As shown in Figure 3, the ADRC controller consists
of a tracking differentiator (TD), an extended state observer
(ESO), and a nonlinear states error feedback (NLSEF).

The TD is a nonlinear component in which a tracking
signal and an approximately differential signal of the system
input can be acquired according to the system input signal,
even for a nondifferentiable or noncontinuous input signal.
Figure 3 shows that V

𝑖1
is tracking the signal of reference input

𝑒
𝑟𝑖(𝑖+1)

. According to [17–19], the discrete forms of the TD𝑖 are
expressed as follows:

𝑓ℎ
𝑖 (
𝑛) = fhan (V

𝑖1 (
𝑛) − 𝑒

𝑟𝑖(𝑖+1) (
𝑛) , V𝑖2 (𝑛) , 𝑟𝑖, ℎ)

V
𝑖1 (

𝑛 + 1) = V
𝑖1 (

𝑛) + ℎV
𝑖2 (

𝑛)

V
𝑖2 (

𝑛 + 1) = V
𝑖2 (

𝑛) + ℎ𝑓ℎ
𝑖 (
𝑛) ,

(15)

where 𝑛 is the natural number (𝑛 = 0, 1, 2, 3, . . .), 𝑟
𝑖
is

the velocity factor, and ℎ is the sampling step. According
to [18, 21, 26], fhan(𝑥

1
, 𝑥
2
, 𝑟, ℎ) is a nonlinear function that

guarantees the fastest convergence from V
𝑖1
to 𝑒
𝑟𝑖(𝑖+1)

without
any overshoot and is defined as follows:

𝑑 = 𝑟ℎ;

𝑑
0
= ℎ𝑑

𝑦 = 𝑥
1
+ ℎ𝑥
2
;

𝑎
0
= (𝑑
2
+ 8𝑟





𝑦




)

1/2
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𝑎 =

{
{

{
{

{

𝑥
2
+

𝑎
0
− 𝑑

2

sign (𝑦) , 



𝑦




> 𝑑
0

𝑥
2
+

𝑦

ℎ

,




𝑦




≤ 𝑑
0

fhan (𝑥
1
, 𝑥
2
, 𝑟, ℎ) = −

{

{

{

𝑟 sign (𝑎) , |𝑎| > 𝑑

𝑟

𝑎

𝑑

, |𝑎| ≤ 𝑑.

(16)

The ESO is the core of ADRC which can not only track
the system output variables and their differentiated signals
but also actively estimate unmodeled coupling dynamics and
disturbances in real time. Figure 3 shows that 𝑧

𝑖1
and 𝑧

𝑖2

track output 𝑒
𝑖(𝑖+1)

and estimated value of the unmodeled
coupling dynamics and disturbances in the register system,
respectively. According to [17, 18], the discrete forms of the
second-order ESO𝑖 are obtained as follows:

𝑞
𝑖 (
𝑛) = 𝑧

𝑖1 (
𝑛) − 𝑒

𝑖(𝑖+1) (
𝑛)

𝑧
𝑖1 (

𝑛 + 1) = 𝑧
𝑖1 (

𝑛) + ℎ (𝑧
𝑖2 (

𝑛) − 𝛽
𝑖1
𝑞
𝑖 (
𝑛) + 𝑏

𝑖
𝑢
𝑖 (
𝑛))

𝑧
𝑖2 (

𝑛 + 1) = 𝑧
𝑖2 (

𝑛) + ℎ (−𝛽
𝑖2
fal (𝑞
𝑖 (
𝑛) , 0.5, ℎ)) ,

(17)

where𝛽
𝑖1
and𝛽
𝑖2
are the ESOgains and 𝑏

𝑖
is the compensation

factor. The fal(𝑒, 𝛼, 𝛿) is a nonlinear function defined as
follows:

fal (𝑒, 𝛼, 𝛿) =
{

{

{

𝑒

𝛿
1−𝛼

, |𝑒| ≤ 𝛿

|𝑒|
𝛼 sign (𝑒) , |𝑒| > 𝛿.

(18)

The NLSEF is a nonlinear combination of the resulting
difference 𝑒

𝑖
caused by the V

𝑖1
and 𝑧

𝑖1
generated by TD

and ESO, respectively. The control law of the ADRC can
actively compensate for the unmodeled coupling dynamics
and disturbances which are estimated by ESO in real time.
According to [17, 18], we can obtain the discrete forms of the
NLSEF𝑖 as follows:

𝑒
𝑖 (
𝑛 + 1) = V

𝑖1 (
𝑛 + 1) − 𝑧

𝑖1 (
𝑛 + 1)

𝑢
𝑖 (
𝑛 + 1) = 𝑘

𝑝𝑖
fal (𝑒
𝑖 (
𝑛 + 1) , 0.5, 𝛿) −

𝑧
𝑖2 (

𝑛 + 1)

𝑏
𝑖

,

(19)

where 𝛿 is the interval length of the linear segment and 𝑘
𝑝𝑖
is

the proportionality coefficient.
Combining (15), (17), and (19), the discrete algorithm of

the ADRC𝑖 is expressed as

𝑓ℎ
𝑖 (
𝑛) = fhan (V

𝑖1 (
𝑛) − 𝑒

𝑟𝑖(𝑖+1) (
𝑛) , V𝑖2 (𝑛) , 𝑟𝑖, ℎ)

V
𝑖1 (

𝑛 + 1) = V
𝑖1 (

𝑛) + ℎV
𝑖2 (

𝑛)

V
𝑖2 (

𝑛 + 1) = V
𝑖2 (

𝑛) + ℎ𝑓ℎ
𝑖 (
𝑛)

𝑞
𝑖 (
𝑛) = 𝑧

𝑖1 (
𝑛) − 𝑒

𝑖(𝑖+1) (
𝑛)

𝑧
𝑖1 (

𝑛 + 1) = 𝑧
𝑖1 (

𝑛) + ℎ (𝑧
𝑖2 (

𝑛) − 𝛽
𝑖1
𝑞
𝑖 (
𝑛) + 𝑏

𝑖
𝑢
𝑖 (
𝑛))

𝑧
𝑖2 (

𝑛 + 1) = 𝑧
𝑖2 (

𝑛) + ℎ (−𝛽
𝑖2
fal (𝑞
𝑖 (
𝑛) , 0.5, ℎ))

𝑒
𝑖 (
𝑛 + 1) = V

𝑖1 (
𝑛 + 1) − 𝑧

𝑖1 (
𝑛 + 1)

𝑢
𝑖 (
𝑛 + 1) = 𝑘

𝑝𝑖
fal (𝑒
𝑖 (
𝑛 + 1) , 0.5, 𝛿) −

𝑧
𝑖2 (

𝑛 + 1)

𝑏
𝑖

.

(20)

In actual printing process, the reference input of the
register system is zero, scilicet 𝑒

𝑟𝑖(𝑖+1)
= 0. Consequently, the

discrete algorithm of the ADRC can also be represented as
follows:

𝑞
𝑖 (
𝑛) = 𝑧

𝑖1 (
𝑛) − 𝑒

𝑖(𝑖+1) (
𝑛)

𝑧
𝑖1 (

𝑛 + 1) = 𝑧
𝑖1 (

𝑛) + ℎ (𝑧
𝑖2 (

𝑛) − 𝛽
𝑖1
𝑞
𝑖 (
𝑛) + 𝑏

𝑖
𝑢
𝑖 (
𝑛))

𝑧
𝑖2 (

𝑛 + 1) = 𝑧
𝑖2 (

𝑛) + ℎ (−𝛽
𝑖2
fal (𝑞
𝑖 (
𝑛) , 0.5, ℎ))

𝑒
𝑖 (
𝑛 + 1) = −𝑧

𝑖1 (
𝑛 + 1)

𝑢
𝑖 (
𝑛 + 1) = 𝑘

𝑝𝑖
fal (𝑒
𝑖 (
𝑛 + 1) , 0.5, 𝛿) −

𝑧
𝑖2 (

𝑛 + 1)

𝑏
𝑖

.

(21)

As shown in Figure 3, output Δ𝜔
𝑖+1

of the decoupling
control strategy is composed of the ADRC controller’s output
𝑢
𝑖
and the feedforward controller’s outputs.

4. Simulation and Analysis

The comparative simulation of the four-layer register system
between proposed decoupling control strategy and PID and
ADRC control strategies is performed to investigate the
performance of the proposed decoupling control strategy.
The structure of the decoupling control strategy for four-
layer register system is shown in Figure 4. The decoupling
controller 𝑖 (𝑖 = 1, 2, 3) of the two-layer register system in
Figure 4 is shown in Figure 3. Figures 5(a) and 5(b) show
the structures of the PID and ADRC control strategies,
respectively, for four-layer register system.

The simulation adopts a fixed-step size mode and the
fixed-step size is 10ms (namely, the sampling step ℎ = 10ms)
in MATLAB. The parameters of the register system used in
the simulation are summarized in Table 1. On the basis of the
same mathematical model and parameters, all parameters of
ADRC and PID controllers are adjusted under the condition
of 𝜔∗ = 1000 rad/min, and the parameters are not changed
with the change of the simulation conditions.The adjustment
principle and procedure of ADRC controller parameters have
been introduced in [27–29]. According to these literatures
and our experiences, the adjustment procedure of the ADRC
controller parameters is as follows.

Step 1. ESO parameter 𝛽
𝑖1
is equal to the reciprocal of the

sampling step ℎ. Thus, we can obtain 𝛽
𝑖1
= 100.



Mathematical Problems in Engineering 7

M M M M

Decoupling 
controller 1 of 

two-layer 
register system

Decoupling 
controller 2 of 

two-layer 
register system

Decoupling 
controller 3 of 

two-layer 
register system

Printing unit 1 Printing unit 2 Printing unit 3 Printing unit 4

Servo
driver

Servo
driver

Servo
driver

Servo
driver

𝜔1
𝜔2 𝜔3 𝜔4

ΔT0

ΔT1 ΔT2 ΔT3e12 e23 e34

Δ𝜔1 Δ𝜔2 Δ𝜔3

er12 er23 er34

𝜔∗

+

+

+

+

+

+

Figure 4: Structure of the decoupling control strategy for four-layer register system.

PID1

PID2

PID3

Four-layer
register
system

e12

e23

e34

er12

er23

er34

𝜔2

𝜔3

𝜔4

(a) Structure of the PID control strategy

ADRC1

Four-layer
register
system

ADRC2

ADRC3

e12

e23

e34

er12

er23

er34

𝜔2

𝜔3

𝜔4
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Figure 5: Structures of the PID and ADRC control strategies for four-layer register system.

Table 1: System parameters in simulation.

Parameters Value Units
𝐿 6.28 m
𝑅 0.2 m
𝑇
0

100 N
𝐴 2 × 10−5 m2

𝐸 2.1 × 109 Pa

Step 2. The ESO parameter 𝛽
𝑖2
is greater than 𝛽

𝑖1
. Under

the open-loop condition, 𝛽
𝑖2
is adjusted to make 𝑧

𝑖1
trace

𝑒
𝑖(𝑖+1)

with no vibration and 𝛽
𝑖2
is as big as possible under no

vibration condition of the ESO output 𝑧
𝑖2
.

Step 3. The TD parameter 𝑟
𝑖
is adjusted to make V

𝑖1
and V

𝑖2

quickly trace system reference input 𝑒
𝑟𝑖(𝑖+1)

and differentiated
signal of 𝑒

𝑟𝑖(𝑖+1)
, respectively, in the open-loop condition.

Step 4. Under the closed-loop condition, the NLSEF param-
eter 𝑘

𝑖𝑝
is adjusted to make the output 𝑒

𝑖(𝑖+1)
stable within

reference input 𝑒
𝑟𝑖(𝑖+1)

with no vibration.

The adjusted parameters of the PID and ADRC control-
lers are listed in Table 2.

4.1. Performance against Tension Interference. 𝑇
0
(𝑡) has a step

change from 100N to 130N at 5 s and a step change from
130N to 100N at 10 s to investigate the performance against
tension coupling interference of the proposed decoupling
control strategy.The simulation behaviors of the PID, ADRC,
and proposed decoupling control strategies are shown in
Figures 6, 7, and 8.

Figures 6 and 7 show that, under the tension interference
of 𝑇
0
(𝑡), the register errors in PID and ADRC control

strategies increase gradually with the increase of 𝜔
1
(𝑡). As

shown in Figure 8, under the same interference, the register
errors in the proposed control strategy present the same trend
as those in the PID and ADRC control strategies. However,
compared with PID and ADRC control strategies, the range
and duration of the register errors under the proposed control
strategy are much smaller in the same simulation conditions,
as shown in Figures 6 and 7. For example, when 𝜔

∗ is equal
to 2000 rad/min, the ranges of 𝑒

1
(𝑡) fluctuation are 39.5 𝜇m

and 18.32 𝜇m in the PID and ADRC control strategies,
respectively, but under the proposed control strategy, the
range of 𝑒

1
(𝑡) fluctuation is only 38.6 nm.

The simulation results indicate that the feedforward and
ADRC controllers can effectively compensate the register
errors caused by the variations of 𝑇

0
(𝑡); namely, the proposed

decoupling control strategy has better performance against
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Table 2: Controller parameters in simulation.

Control strategy Controller Controller parameters

PID
PID1 𝑘

1𝑝
= 70, 𝑘

1𝑖
= 30, 𝑘

1𝑑
= 1.2

PID2 𝑘
2𝑝

= 75, 𝑘
2𝑖
= 32, 𝑘

2𝑑
= 1.3

PID3 𝑘
3𝑝

= 80, 𝑘
3𝑖
= 35, 𝑘

3𝑑
= 1.3

ADRC
ADRC1 𝛽

11
= 100, 𝛽

12
= 830, 𝑘

1𝑝
= 1.95, 𝑟

1
= 750

ADRC2 𝛽
21
= 100, 𝛽

22
= 840, 𝑘

2𝑝
= 3.86, 𝑟

1
= 750

ADRC3 𝛽
31
= 100, 𝛽

32
= 854, 𝑘

3𝑝
= 4.75, 𝑟

1
= 750

Proposed decoupling control
ADRC1 𝛽

11
= 100, 𝛽

12
= 890, 𝑘

1𝑝
= 1.35, 𝑟

1
= 750

ADRC2 𝛽
21
= 100, 𝛽

22
= 930, 𝑘

2𝑝
= 3.26, 𝑟

1
= 750

ADRC3 𝛽
31
= 100, 𝛽

32
= 956, 𝑘

3𝑝
= 4.35, 𝑟

1
= 750

PID Proposed
ADRC
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Figure 6: Performance against tension interference for 𝜔∗ = 1000 rad/min.
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Figure 7: Performance against tension interference for 𝜔∗ = 2000 rad/min.
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Figure 8: Response curves of the proposed decoupling control strategy.
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Figure 9: Performance against speed interference for 𝜔∗ = 1000 rad/min.

tension coupling interferences than the PID and ADRC
control strategies.

4.2. Performance against Speed Interference. A sinusoidal
interference of 𝜔

1
(𝑡) is set at 5 s with amplitude 1 rad/min

and frequency 1 rad/s to demonstrate the ability against speed
coupling interference of the proposed decoupling control
strategy. Figures 9 and 10 show the comparative performance
of the PID, ADRC, and proposed decoupling control strate-
gies. Figures 11 and 12 illustrate the behaviors of the ADRC
and proposed decoupling control strategies, respectively.

Figures 9–12 illustrate that the fluctuation of register
errors caused by speed interference of 𝜔

1
(𝑡) has the same

frequency with the interference in the PID, ADRC, and

proposed control strategies. Unfortunately, the range of
register errors under the PID control strategy is much greater
than that under the ADRC and proposed control strategies
in the same simulation condition, as shown in Figures 9
and 10. Compared with ADRC control strategy, the range
of the register errors under the proposed control strategy is
much smaller in the same simulation conditions, as shown
in Figures 11 and 12. For instance, when 𝜔

∗ is equal to
1000 rad/min, the amplitude of 𝑒

1
(𝑡) is only 8.3 nm in the

proposed control strategy, but it is 53.2𝜇m in the PID control
strategy and 1.96 𝜇m in the ADRC control strategy.

The simulation results show that because the feedforward
and ADRC controllers can obviously alleviate the register
errors caused by the interference of 𝜔

1
(𝑡), the proposed
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Figure 10: Performance against speed interference for 𝜔∗ = 2000 rad/min.
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Figure 11: Response curves of the ADRC control strategy.

decoupling control strategy has better ability against speed
coupling interferences than the PID and ADRC control
strategies.

4.3. Performance against Web Characteristic Change. The
elastic modulus of the webmaterial decreases to 80% in order
to establish the performance against characteristic change of
web for the proposed decoupling control strategy. With the
step change of 𝑇

0
(𝑡) from 100N to 130N at 5 s and from

130N to 100N at 10 s, Figures 13, 14, and 15 illustrate the
simulation performance of the PID, ADRC, and proposed
decoupling control strategies, respectively, when 𝜔

∗ is equal
to 2000 rad/min.

Figures 13 and 14 indicate that, under the PID and ADRC
control strategies, the register errors increase gradually with

a decrease in 𝐸. For example, the range of 𝑒
1
(𝑡) fluctuation

increases from 39.3 𝜇m to 50.1 𝜇m in the PID control strategy
and from 18.32 𝜇m to 22.31 𝜇m in the ADRC control strategy.
Figure 15 shows that, with a decrease in 𝐸, the register errors
also increase gradually in the proposed decoupling control
strategy. For instance, the range of 𝑒

1
(𝑡) is 38.6 nm to 46.2 nm

when 𝐸 = 2.1 × 109 Pa and 𝐸 = 1.68 × 109 Pa, respectively.
However, with the same simulation condition, the increasing
ranges of the PID and ADRC control strategies are 27.5%
and 21.8%, respectively, which are greater than the increasing
range 19.7% of register errors under the proposed control
strategy.

The simulation results illustrate that because the ADRC
controllers can actively estimate and compensate the register
errors caused by characteristic change of web, the ADRC and
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Figure 13: Response curves of the PID control strategy.

proposed control strategies have better capability against web
characteristic changes than the PID control strategy.

5. Conclusions

In gravure printed electronic equipment, register accuracy
is the most important index for the quality of multilayer
register system. Therefore, in order to improve the register
accuracy of multilayer register system, this paper proposes
an innovative decoupling control synthesis strategy based on
feedforward control and ADRC for the design of a register
decoupling controller for the multilayer register system. The
strategy is unique in which it uses feedforward controllers
to compensate the register errors caused by the modeled

interferences and uses ADRC controllers to adjust the inputs
of the register system and actively estimate and compensate
the register errors caused by the unmodeled disturbances in
real time, which makes the accuracy of the register controller
greatly improve.

The simulation results illustrate that the proposed decou-
pling control strategy not only can effectively compensate
the register errors caused by the variations of 𝑇

0
(𝑡) and

𝜔
1
(𝑡) (namely, modeled interferences) but also can obviously

alleviate the register errors caused by the change of 𝐸

(namely, unmodeled disturbance). The stability of the ADRC
controller for nonlinear systemhas been proved in [30–32]. In
this paper, although the stability of the proposed decoupling
control strategy is not strictly proved by stability criterion
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Figure 14: Response curves of the ADRC control strategy.
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Figure 15: Response curves of the proposed decoupling control strategy.

for four-layer register system, the simulation results show
that, with the disappearance of transient disturbances (for
instance the interference of 𝑇

0
(𝑡) in simulation), the outputs

of the four-layer register system can return to their original
equilibrium state rapidly. In other words, the proposed
decoupling control strategy is stable for the four-layer register
system.Therefore, this study demonstrates that the proposed
strategy is a promising solution for solving the problem of the
multilayer register system in R2R gravure printed electronic
equipment.

Nomenclature

𝑒
𝑖(𝑖+1)

: Register error between 𝑖th and (𝑖 + 1)th
printing units (m)

𝑒
∗: Steady-state value of the 𝑒

𝑖(𝑖+1)
(m)

Δ𝑒
𝑖(𝑖+1)

: Variable value of the 𝑒
𝑖(𝑖+1)

(m)
𝑒
𝑟𝑖(𝑖+1)

: Reference inputs of the 𝑒
𝑖(𝑖+1)

(m)
𝐸
𝑖(𝑖+1)

(𝑠): Image function of the 𝑒
𝑖(𝑖+1)

(𝑡) (m)
𝜔
𝑖
: Angular velocity of the printing cylinder 𝑖

(rad/min)
𝜔
∗: Steady-state value of the 𝜔

𝑖
(rad/min)

Δ𝜔
𝑖
: Variable value of the 𝜔

𝑖
(rad/min)

𝑊
𝑖
(𝑠): Image function of the 𝜔

𝑖
(𝑡) (rad/min)

𝑅
𝑖
: Radius of the printing cylinder 𝑖

𝑇
0
: Web tension of the infeeding unit (N)

𝑇
𝑖
: Web tension in the 𝑖th span (N)

𝑇
∗: Steady-state value of the 𝑇

𝑖
(N)

Δ𝑇
𝑖
: Variable value of the 𝑇

𝑖
(N)

𝑇
𝑖
(𝑠): Image function of the 𝑇

𝑖
(𝑡) (N)
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𝐿
𝑖
: Nominal span length of the web in the 𝑖th
span (m)

𝑡
𝑇𝑖
: Transmission time of the web from 𝑖th to
(𝑖 + 1)th printing units (s)

𝐸: Modulus of elasticity of the web material
(Pa)

𝐴: Cross-sectional area of the web (m2).
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Due to the inherent characteristics of the flight mission of a space launch vehicle (SLV), which is required to fly over very large
distances and have very high fault tolerances, in general, SLV tracking systems (TSs) comprise multiple heterogeneous sensors such
as radars, GPS, INS, and electrooptical targeting systems installed over widespread areas. To track an SLV without interruption and
to hand over the measurement coverage between TSs properly, the mission control system (MCS) transfers slaving data to each
TS through mission networks. When serious network delays occur, however, the slaving data from the MCS can lead to the failure
of the TS. To address this problem, in this paper, we propose multiple model-based synchronization (MMS) approaches, which
take advantage of the multiple motionmodels of an SLV. Cubic spline extrapolation, prediction through an 𝛼-𝛽-𝛾 filter, and a single
model Kalman filter are presented as benchmark approaches.We demonstrate the synchronization accuracy and effectiveness of the
proposed MMS approaches using the Monte Carlo simulation with the nominal trajectory data of Korea Space Launch Vehicle-I.

1. Introduction

The range safety system (RSS) [1] for the flight mission of a
space launch vehicle (SLV) consists ofmultiple heterogeneous
tracking systems (TSs) with mission control systems (MCSs).
Critical launch mission details such as time-space-position
information (TSPI), launch mission status data, that is, quick
look message (QLM), and flight safety information can
be acquired from the RSS. Tracking an extensive mission
trajectory of an SLV requires widespread multiple TSs so that
the RSS covers the entire trajectory of the SLV flight mission.
Generally, multiple TSs are spread out over different sites and
they automatically hand over observation coverage according
to the flight of the SLV. In this circumstance, one of the most
important roles of the RSS is to distribute slaving data to each
TS for continuous tracking of the SLV. If a critical network
delay results in time delayed slaving data to be sent to the
TSs, the MCS will not receive accurate SLV tracking data.
This problem can lead to significant difficulties for the SLV
mission progress and analysis. Therefore, the motivation of

this research is to enhance slaving data accuracy by compen-
sating for possible network time delays. The basic solution to
this problem is simple (linear or nonlinear) extrapolation of
the filtered data. In this case, extrapolation methods simply
propagate the TSPI data without regard to the system dynam-
ics of the SLV. On the other hand, a Kalman filter (KF) and its
prediction capability [2, 3] can reflect the system dynamics of
the SLV,which results in better synchronization performance.
However, since a KF only utilizes a single dynamic model, in
general, the tracking performance of a KF for a maneuvering
target is inferior tomultiplemodel estimators [4]. In addition,
due to stage separation, the flight phase of an SLV is separated
into two parts, the propelled flight phase (PFP) and the coast-
ing flight phase (CFP). Hence, the dynamic model of an SLV
can be described using multiple models so that the multiple
flight phases are properly accounted for. To adaptively select
one of the multiple dynamic models according to the flight
phase of the SLV, multiple model estimators (MME) such
as an interacting multiple model (IMM) [5] and a multiple
model adaptive estimator (MMAE) [6] could significantly
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improve SLV trackingwhen anetwork delay results in delayed
slaving data transmission.

In the past several decades, considerable research has
been undertaken in the field of launch vehicle tracking based
onmultiple dynamicmodels; researchers have shown interest
in various applications such as the tracking of reentry vehi-
cles, short-range projectiles, and sounding rockets [7–13]. A
reentry vehicle tracking problem known as highly nonlinear
dynamics was conducted using a modified IMM, with a
different algorithm cycle compared with an ordinary IMM
with multiple modes of diverse ballistic coefficients [7].
Short-range ballistic munitions or projectiles with multiple
models such as spin-stabilized and fin-stabilizedmodels were
implemented using an IMM [8, 9]. Both research alternatives
can be applied in the impact point prediction of projectiles.
Tactical ballistic missile tracking was carried out using an
IMM estimator with three modes [10]. The first mode was
a constant axial force model for the boosting and reentry
phases. The second mode was a ballistic acceleration model
that incorporated the gravitational, Coriolis, and centripetal
forces for the exoatmospheric phase. The final mode was
a standard autocorrelated acceleration Singer’s model for
malfunction motions of missiles such as reentry tumbling. A
multiple IMM algorithm with an unbiased mixing approach
for multiple modes of thrusting or for ballistic projectiles was
presented [11, 12]. A sounding rocket with multiple modes of
propelled flight or free fall flight was tracked using a multiple
model adaptive estimation approach [14].

In this paper, multiple model-based synchronization
(MMS) approaches are proposed to synchronize the time
delayed slaving data of the RSS.The proposed approaches can
be expressed via two distinct multiple models, a nonlinear
model and a linear model. The nonlinear model considers
comprehensive factors such as thrust, gravity, drag coeffi-
cient, Mach number, and air density [10–13]. Although the
nonlinear model precisely describes the motion of the SLV,
it requires complex information concerning the SLV specifi-
cations to be collected in advance. In contrast, in the case of
the linear dynamic model, a simple constant velocity (CV) or
constant acceleration (CA) model with multiple hypotheses,
which takes advantage of Singer’s model [16, 17], can be
utilized [14]. To describe the motion of the SLV, the motion
modes of both models are separated into two parts, PFP and
CFP. We propose a slaving data synchronization approach
for the RSS based on MME so that the MCS can adaptively
find an appropriate dynamic model at an arbitrary time
index, where time delay has occurred. The performance of
slaving data synchronization is compared to various bench-
mark methods such as cubic spline extrapolation, prediction
through an𝛼-𝛽-𝛾 filter, and a singlemodel KF to demonstrate
the effectiveness of the proposed algorithm.

The remainder of the paper is organized as follows.
Section 2 presents a statement of the problem for delayed slav-
ing data in RSS. In Section 3, conventional synchronization
approaches are illustrated. In Section 4, two proposedMME-
based synchronization approaches are derived. Section 5
presents simulation settings and results; the comparison
between different types of synchronization approaches is

depicted as an aspect of RMS error of the state vector. Finally,
in Section 6, the conclusions of this paper are presented.

2. Problem Statement for Delayed Slaving
Data in RSS

The transmission of slaving data from the MCS to multiple
TSs facilitates seamless tracking of the SLV in a sparsely
locatedmultiple TS environment. If a data transmission delay
problem occurs, it can cause an SLV tracking failure. As
depicted in Figure 1, the antennas of TSs are pointing at the
SLV by controlling their attitude according to slaving data
from the MCS. In this situation, a slight time delay in slaving
data can give rise to large differences between the antenna
beam and the SLV due to the fast movement of the SLV. To
solve this problem, we propose MMS approaches. Hence, the
goal of this paper is to find a synchronized state �̂�

sync
𝑘+𝑠

at time
𝑘+𝑠 (where s is a known delay) based on delayed slaving data
�̂�

delay
𝑘

at time k such that

�̂�

sync
𝑘+𝑠

= 𝑓
𝑝
(𝑠, �̂�

delay
𝑘

) , 𝑋 = [𝑥 𝑦 𝑧]

𝑇
, (1)

where 𝑓
𝑝 is a linear or nonlinear propagation function and

𝑋 = [𝑥 𝑦 𝑧]

𝑇 is a slaving state vector that is composed of
x-axis, y-axis, and z-axis positions but is not limited to the
position components.

3. Conventional Synchronization Approaches
for Slaving Data

3.1. Synchronization Using Cubic Spline Extrapolation [18, 19].
Let us assume a synchronized slaving state vector to be an
unknown function of the delayed slaving state vector whose
values are known only until time 𝑘. We then define a cubic
spline extrapolation function𝑓

ep
𝑛

(𝑘+𝑠), where 𝑛 = 𝑥, 𝑦, 𝑧 at a
specific synchronization time 𝑘 + 𝑠 that is extrapolated based
on the known function 𝑓𝑛(𝑘) that has a real value, with𝑁+1

points, where 𝑘0 ≤ 𝑘 ≤ 𝑘𝑁.
We approximate 𝑓

ep
𝑛

(𝑘 + 𝑠) as a three-order polynomial
based on the interval [𝑘𝑖, 𝑘𝑖+1], where 𝑖 = 0, . . . , 𝑁 − 1. Then
𝑓
ep
𝑛

(𝑘 + 𝑠) can be defined as follows:

𝑓
ep
𝑛

(𝑘 + 𝑠)

= {𝑓𝑛 (𝑘) , 𝑘 ∈ [𝑘𝑖, 𝑘𝑖+1] , 𝑖 = 0, . . . , 𝑁 − 1} ,

𝑓𝑛 (𝑘) = 𝑎𝑛,𝑖𝑘
3
+ 𝑏𝑛,𝑖𝑘

2
+ 𝑐𝑛,𝑖𝑘 + 𝑑𝑛,𝑖,

(2)

where 𝑎𝑛,𝑖, 𝑏𝑛,𝑖, 𝑐𝑛,𝑖, and 𝑑𝑛,𝑖 are unknown coefficients. To find
the unknown coefficients, wemake the assumption that𝑓𝑛(𝑘)

should be continuous in [𝑘0, 𝑘𝑁]. Therefore, the following
equation containing unknown coefficients 𝑎𝑛,𝑖, 𝑏𝑛,𝑖, 𝑐𝑛,𝑖, and
𝑑𝑛,𝑖 is obtained:

𝑓𝑛,𝑖 (𝑘𝑖) = 𝑓𝑛,𝑖+1 (𝑘𝑖)

𝑓


𝑛,𝑖
(𝑘𝑖) = 𝑓



𝑛,𝑖+1
(𝑘𝑖) ,
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On-board GPS

Trajectory

Delay compensation
(synchronization)
All antennas are 
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No delay compensation
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Tracking radar number 2
(station number 2)

Mission control system

Telemetry

TSPI
TSPI

QLM

Slaving data

Slaving data

Slaving data

Range system

Figure 1: Illustration of problem statement for delayed slaving data in RSS.

𝑓


𝑛,𝑖
(𝑘𝑖) = 𝑓



𝑛,𝑖+1
(𝑘𝑖)

𝑛 = 𝑥, 𝑦, 𝑧, 𝑖 = 1, . . . , 𝑁 − 1.

(3)

On combining (2) and (3), the cubic polynomials 𝑓
ep
𝑛

(𝑘 + 𝑠)

are reconstructed by solving the linear equations obtained.
Once we find the coefficients 𝑎𝑛,𝑖, 𝑏𝑛,𝑖, 𝑐𝑛,𝑖, and 𝑑𝑛,𝑖, where
𝑖 = 0, . . . , 𝑁 − 1, we can evaluate 𝑓

ep
𝑛

(𝑘 + 𝑠), where 𝑠 is an
arbitrary lead-time for future points in [𝑥0, 𝑥𝑁+𝑠].

3.2. Synchronization Using an 𝛼-𝛽-𝛾 Filter. When the state
estimation covariance for a time invariant system converges
under suitable conditions to a steady-state value, explicit
expressions of the steady-state covariance and filter gain
can be obtained. The resulting steady-state filters for noisy
kinematic models are known as 𝛼-𝛽 and 𝛼-𝛽-𝛾 filters [20]. In
this paper, a combined 𝛼-𝛽-𝛾 filter using both an expanding
memory polynomial filter (EMF) and a fading memory
polynomial filter (FMF) was used [21, 22]. At first, the EMF is
represented as follows:

𝑝
𝐸

𝑛,𝑘
= 𝑝

𝐸

𝑛,𝑘−1
+ Δ𝑡V𝐸

𝑛,𝑘−1
+

Δ𝑡
2

2

𝑎
𝐸

𝑛,𝑘−1

+

3 (3𝑘
2
+ 3𝑘 + 2)

(𝑘 + 3) (𝑘 + 2) (𝑘 + 1)

𝜀
𝐸

𝑛,𝑘
,

V𝐸
𝑛,𝑘

= V𝐸
𝑛,𝑘−1

+ Δ𝑎V𝐸
𝑛,𝑘−1

+

1

Δ𝑡

18 (2𝑘 + 1)

(𝑘 + 3) (𝑘 + 2) (𝑘 + 1)

𝜀
𝐸

𝑛,𝑘
,

𝑎
𝐸

𝑛,𝑘
= 𝑎

𝐸

𝑛,𝑘−1
+

1

Δ𝑡
2

60

(𝑘 + 3) (𝑘 + 2) (𝑘 + 1)

𝜀
𝐸

𝑛,𝑘
,

𝜀
𝐸

𝑛,𝑘
= 𝑦𝑛,𝑘 − 𝑝

𝐸

𝑛,𝑘−1
− Δ𝑡V𝐸

𝑛,𝑘−1
−

Δ𝑡
2

2

𝑎
𝐸

𝑛,𝑘−1
,

(4)

where Δ𝑡 is the sampling time and 𝑝
𝐸

𝑛,𝑘
, V𝐸

𝑛,𝑘
, and 𝑎

𝐸

𝑛,𝑘
are

the position, velocity, and acceleration estimates of the EMF,
respectively. In addition, the variance reduction factor (VRF)
[22] of the EMF, that is, VRF𝐸, can be represented as

VRF𝐸
=

9𝑘
2
+ 27𝑘 + 24

𝑘 (𝑘 + 1) (𝑘 − 1)

. (5)

On the other hand, the FMF and its VRF (VRF𝐹) can be
written as follows:

𝑝
𝐹

𝑛,𝑘
= 𝑝

𝐹

𝑛,𝑘−1
+ Δ𝑡V𝐹

𝑛,𝑘−1
+

Δ𝑡
2

2

𝑎
𝐹

𝑛,𝑘−1
+ (1 − 𝜆

3
) 𝜀

𝐹

𝑛,𝑘
,

V𝐹
𝑛,𝑘

= V𝐹
𝑛,𝑘−1

+ Δ𝑎V𝐹
𝑛,𝑘−1

+

3

2Δ𝑡

(1 − 𝜆)
2
(1 + 𝜆) 𝜀

𝐹

𝑛,𝑘
,

𝑎
𝐹

𝑛,𝑘
= 𝑎

𝐹

𝑛,𝑘−1
+

1

Δ𝑡
2
(1 − 𝜆)

3
𝜀
𝐹

𝑛,𝑘
,

𝜀
𝐹

𝑛,𝑘
= 𝑦𝑛,𝑘 − 𝑝

𝐹

𝑛,𝑘−1
− Δ𝑡V𝐹

𝑛,𝑘−1
−

Δ𝑡
2

2

𝑎
𝐹

𝑛,𝑘−1
,

VRF𝐹
=

1 − 𝜆

(1 + 𝜆)
5
(19 + 24𝜆 + 16𝜆

2
+ 6𝜆

3
+ 𝜆

4
) ,

(6)

where 0 < 𝜆 < 1. Both filters are conducted in parallel but
only one of them is selected as a final estimate by comparing
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the VRFs. During the early tracking phase, the EMF is
selected as the final estimate; however, at a certain time,where
VRF𝐹 is larger than VRF𝐸, FMF is selected as the final
estimate:

�̂�

𝛼𝛽𝛾

𝑛,𝑘
= 𝑓𝑛�̂�

𝛼𝛽𝛾

𝑛,𝑘−1
+ 𝐾[𝑦𝑘 − 𝐻

𝛼𝛽𝛾
�̂�

𝛼𝛽𝛾

𝑛,𝑘−1
] ,

[

[

[

𝑝𝑛,𝑘

V𝑛,𝑘
𝑎𝑛,𝑘

]

]

]

=

[

[

[

[

[

1 Δ𝑡

Δ𝑡
2

2

0 1 Δ𝑡

0 0 1

]

]

]

]

]

[

[

[

𝑝𝑛,𝑘−1

V𝑛,𝑘−1
𝑎𝑛,𝑘−1

]

]

]

+

[

[

[

[

[

[

𝛼

𝛽

Δ𝑡

𝛾

Δ𝑡
2

]

]

]

]

]

]

[

[

[

𝑦𝑘 − 𝐻
𝛼𝛽𝛾 [

[

[

𝑝𝑛,𝑘−1

V𝑛,𝑘−1
𝑎𝑛,𝑘−1

]

]

]

]

]

]

,

where 𝑋
𝛼𝛽𝛾

𝑛,𝑘
= [𝑝𝑛,𝑘 V𝑛,𝑘 𝑎𝑛,𝑘]

𝑇
, 𝐻

𝛼𝛽𝛾
= [1 0 0] ,

VRF𝐸
≥ VRF𝐹

→

𝑝𝑛,𝑘 = 𝑝
𝐸

𝑛,𝑘
,

V𝑛,𝑘 = V𝐸
𝑛,𝑘

,

𝑎𝑛,𝑘 = 𝑎
𝐸

𝑛,𝑘
,

VRF𝐹
> VRF𝐸

→

𝑝𝑛,𝑘 = 𝑝
𝐹

𝑛,𝑘
,

V𝑛,𝑘 = V𝐹
𝑛,𝑘

,

𝑎𝑛,𝑘 = 𝑎
𝐹

𝑛,𝑘
.

(7)

Finally, synchronization using an 𝛼-𝛽-𝛾 filter is completed by
linear propagation using the system matrix 𝑓𝑛 such that

�̂�

𝛼𝛽𝛾

𝑛,𝑘+𝑠
= (

𝑠

∏

𝐿=1

𝑓𝑛) ⋅ �̂�

𝛼𝛽𝛾

𝑛,𝑘
. (8)

3.3. Kalman Predictor. The motion of the SLV is simply
depicted as a discretized Wiener process acceleration model
[20]:

𝑋𝑘+1 = 𝐹𝑋𝑘 + 𝑤𝑘, (9)

where the state vector 𝑋𝑘 ∈ R9 consists of the
position, velocity, and acceleration components along 𝑥-
axis, 𝑦-axis, and 𝑧-axis, respectively; that is, 𝑋𝑘 =

[𝑥𝑝,𝑘 𝑥V,𝑘 𝑥𝑎,𝑘 𝑦𝑝,𝑘 𝑦V,𝑘 𝑦𝑎,𝑘 𝑧𝑝,𝑘 𝑧V,𝑘 𝑧𝑎,𝑘]
𝑇. The system

matrix and covariance matrix of the system noise 𝑤𝑘 are
represented as (10) and (11), respectively:

𝑓𝑛=𝑥,𝑦,𝑧 =

[

[

[

[

[

1 Δ𝑡

Δ𝑡
2

2

0 1 Δ𝑡

0 0 1

]

]

]

]

]

,

𝐹 =
[

[

[

𝑓𝑥 03 03
03 𝑓𝑦 03
03 03 𝑓𝑧

]

]

]

,

(10)

𝐸 [𝑤𝑘𝑤
𝑇

𝑙
] = 𝑄𝛿𝑘−𝑙,

𝑞𝐿=𝑥,𝑦,𝑧 =

[

[

[

[

[

[

[

[

[

Δ𝑡
5

20

Δ𝑡
4

8

Δ𝑡
2

6

Δ𝑡
4

8

Δ𝑡
3

3

Δ𝑡
2

2

Δ𝑡
3

6

Δ𝑡
2

2

Δ𝑡

]

]

]

]

]

]

]

]

]

,

𝑄 =
[

[

[

𝑞𝑥 03 03
03 𝑞𝑦 03
03 03 𝑞𝑧

]

]

]

.

(11)

A radar measurement for the SLV gives the spherical coordi-
nate observations such that

𝑍𝑘 = ℎ (𝑋𝑘) + V𝑠,𝑘,

𝑍𝑘 ∈ R
3
, V𝑠,𝑘 ∈ R

3
,

𝑍𝑘 =
[

[

[

𝑟𝑘

𝜑𝑘

𝜃𝑘

]

]

]

=

[

[

[

[

[

[

[

[

[

[

[

√𝑥
2

𝑝,𝑘
+ 𝑦

2

𝑝,𝑘
+ 𝑧

2

𝑝,𝑘

tan−1
(

𝑦𝑝,𝑘

𝑥𝑝,𝑘

)

tan−1
(

𝑦𝑝,𝑘

√𝑥
2

𝑝,𝑘
+ 𝑦

2

𝑝,𝑘

)

]

]

]

]

]

]

]

]

]

]

]

+
[

[

[

V𝑟
V𝜑
V𝜃

]

]

]

,

(12)

where V𝑠,𝑘 ∼ N(0, 𝑅𝑠,𝑘) and 𝑅𝑠,𝑘 = diag(𝜎2

𝑟
, 𝜎

2

𝜑
, 𝜎

2

𝜃
). Using a 3D

debiased converted measurement [23], we can transform the
original nonlinear equations (12) into their linear form as

z𝑘 = 𝐻𝑋𝑘 + V𝑘, V𝑘 ∈ R
3
,

z𝑘 =
[

[

[

𝑥𝑘

𝑦𝑘

𝑧𝑘

]

]

]

=
[

[

[

1 01×5 01×3
01×3 1 01×5
01×5 1 01×2

]

]

]

𝑋𝑘 +
[

[

[

V𝑥,𝑘
V𝑦,𝑘
V𝑧,𝑘

]

]

]

.

(13)

Here, V𝑐,𝑘 is the converted measurement noise expressed in
terms of Cartesian coordinates; that is, V𝑘 ∼ N(0, 𝑅𝑘):

𝑅𝑘 =

[

[

[

[

𝑅𝑥𝑥,𝑘 𝑅𝑥𝑦,𝑘 𝑅𝑥𝑧,𝑘

𝑅𝑦𝑥,𝑘 𝑅𝑦𝑦,𝑘 𝑅𝑦𝑧,𝑘

𝑅𝑧𝑥,𝑘 𝑅𝑧𝑦,𝑘 𝑅𝑧𝑧,𝑘

]

]

]

]

. (14)
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Prediction or fixed-lead prediction inmean squaremeans the
synchronization of the slaving data is the estimation of the
state at a future time 𝑘+𝑠, where 𝑠 > 0 beyond the observation
interval; that is, based on data up to an earlier time [20, 24],

�̂�𝑘+𝑠|𝑘 = 𝐸 (𝑋𝑘+𝑠|𝑘 | 𝑍𝑘) , 𝑍𝑘 = {z0, . . . , z𝑘} . (15)

The optimal predictor or synchronized state �̂�𝑘+𝑠|𝑘 ≜ �̂�

KP
𝑘+𝑠|𝑘

and its error covariance 𝑃𝑘+𝑠|𝑘 ≜ 𝑃
KP
𝑘+𝑠|𝑘

are given by the
Kalman predictor equations [2, 24]:

�̂�

KP
𝑘+𝑠|𝑘

= 𝐹𝑘+𝑠−1�̂�

KP
𝑘+𝑠−1|𝑘

= ⋅ ⋅ ⋅ = Φ𝑘+𝑠,𝑘�̂�

KP
𝑘|𝑘

,

�̂�

KP
𝑘|𝑘

≜ �̂�

KF
𝑘|𝑘

,

𝑃
KP
𝑘+𝑠|𝑘

= 𝐹𝑘+𝑠−1𝑃
KP
𝑘+𝑠−1|𝑘

𝐹
𝑇

𝑘+𝑠−1
+ 𝑄𝑘+𝑠−1

= Φ𝑘+𝑠,𝑘𝑃
KP
𝑘|𝑘

Φ
𝑇

𝑘+𝑠,𝑘

+

𝑠−1

∑

𝑗=0

Φ𝑘+𝑠,𝑘+𝑗+1𝑄𝑘+𝑗Φ
𝑇

𝑘+𝑠,𝑘+𝑗+1
, 𝑃

KP
𝑘|𝑘

≜ 𝑃
KF
𝑘|𝑘

,

Φ𝑘+𝑠,𝑘 = 𝐹𝑘+𝑠−1𝐹𝑘+𝑠−2 ⋅ ⋅ ⋅ 𝐹𝑘,

Φ𝑘,𝑘 = 𝐼𝑛,

𝑘 > 1,

(16)

where �̂�

KF
𝑘|𝑘

and 𝑃
KF
𝑘|𝑘

are the KF estimate and covariance,
respectively.

4. Proposed MME-Based Synchronization
Approaches

4.1. SynchronizationUsing an IMMwith Singer’s LinearModel.
Singer [16] described 2D manned maneuvering targets in
range-bearing coordinates. This model can be adapted to the
SLV kinematics in 3D Cartesian coordinates with multiple
flight phases:

[

[

[

�̇�
𝑛

V̇𝑛
�̇�𝑛

]

]

]

= 𝐹
[

[

[

𝑝𝑛

V𝑛
𝑎𝑛

]

]

]

+ 𝐺𝑤𝑛,

𝐹 =
[

[

[

0 1 0

0 0 1

0 0 −𝛼𝑛

]

]

]

,

𝐺 =
[

[

[

0

0

0

]

]

]

,

(17)

where𝑤𝑛 ∈ R3×1 is a white noise process along the Cartesian
axis 𝑛 = 𝑥, 𝑦, 𝑧. The parameter 𝛽 = 1/𝛼𝑛 is the maneuver
correlation time constant, and 𝜎

2

𝑎𝑛
is the acceleration variance

describing maneuver intensity. In a steady state,

𝜎
2

𝑤
𝑛

= 2𝛼𝜎
2

𝑎𝑛
. (18)

To describe SLV kinematics, the model must cope with cru-
cial nonzero mean acceleration maneuvers during the pro-
pelled phase. In addition, after each stage’s engine burns out,
a multiple model approach is applied to the coasting flight;
that is, one model describes PFP, whereas the other depicts
the CFP. Empirically tuned, independent probability density
functions (PDFs) represented by TUM describe the accel-
erations of the SLV in the local coordinate frame. Figure 2
shows the means and variances of the acceleration processes
of the SLV in this paper. The discrete-time model with state
transition matrix Ψ𝑛(𝛼𝑛, Δ𝑡) is as follows:

[

[

[

𝑝𝑛,𝑘+1

V𝑛,𝑘+1
𝑎𝑛,𝑘+1

]

]

]

= Ψ𝑛 (𝛼𝑛, Δ𝑡)
[

[

[

𝑝𝑛,𝑘

V𝑛,𝑘
𝑎𝑛,𝑘

]

]

]

+ 𝑤𝑛,𝑘,

Ψ𝑛 (𝛼𝑛, Δ𝑡) = 𝑒
𝐹Δ𝑡

[

[

[

[

[

[

[

1 Δ𝑡 (𝛼𝑛Δ𝑡 − 1 + 𝑒
−𝛼
𝑛
Δ𝑡

)

0 1

(1 − 𝑒
−𝛼
𝑛
Δ𝑡

)

𝛼𝑛

0 0 𝑒
−𝛼
𝑛
Δ𝑡

]

]

]

]

]

]

]

,

𝑤𝑛,𝑘 = ∫

(𝑘+1)Δ𝑡

𝑘Δ𝑡

𝑒
𝐹[(𝑘+1)Δ𝑡−𝑟]

𝐺𝑤𝑛 𝑑𝑟.

(19)

In the case of the PFP, 𝑤𝑛,𝑘 is a nonzero mean white noise
sequence caused by the nonzero mean acceleration 𝜇𝑎𝑛 seen
in Figure 2. A nonzeromeanwhite noise sequence for the PFP
should be considered in the target kinematics when imple-
menting the state propagation stage in theKF.Thus, the deter-
ministic input 𝑢𝑛,𝑘 caused by 𝑤𝑛,𝑘 along 𝑥-axis, 𝑦-axis, and
𝑧-axis is derived as follows:

𝑢𝑥,𝑘 = 𝐸 [𝑤𝑥,𝑘] = 𝐸{∫

(𝑘+1)Δ𝑡

𝑘Δ𝑡

𝑒
𝐹[(𝑘+1)Δ𝑡−𝑟]

𝐺𝑤𝑥𝑑𝑟}

≈ 𝐸

{
{
{

{
{
{

{

∫

(𝑘+1)Δ𝑡

𝑘Δ𝑡

[

[

[

[

𝑒
−𝛼
𝑥
[(𝑘+1)Δ𝑡−𝑟]

0

0

]

]

]

]

𝑤𝑥 𝑑𝑟

}
}
}

}
}
}

}

,

𝑢𝑥,𝑘 =

𝜇𝑎𝑥

𝛼𝑛 [
1−𝑒
−𝛼𝑥Δ𝑡

0
0

]

.

(20)

𝑦-axis and 𝑧-axis can be derived in the samemanner as shown
in (20). The maneuver excitation covariance [10], which
represents the uncertainty of the SLV kinematics model, is

𝑄𝑛,𝑘 (𝛼𝑛, Δ𝑡)

= 𝐸 {(𝑤𝑛,𝑘 − 𝐸 [𝑤𝑛,𝑘]) (𝑤𝑛,𝑘 − 𝐸 [𝑤𝑛,𝑘])
𝑇
}

= 2𝛼𝑛𝜎
2

𝑎𝑛

[

[

[

𝑞11 𝑞12 𝑞13

𝑞12 𝑞22 𝑞23

𝑞13 𝑞23 𝑞33

]

]

]

.

(21)

The specific components of 𝑞11, . . . , 𝑞33 are illustrated in [25].
In addition, the measurement matrix 𝐻𝐿 for Singer’s model
can be depicted as
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Figure 2: Nonzero mean acceleration PDF in the PFP model (a) along 𝑥-axis, (b) along 𝑦-axis, and (c) along 𝑧-axis. Zero mean acceleration
PDF in the CFP Model (d) along 𝑥-axis, 𝑦-axis, and 𝑧-axis.

𝑧𝐿,𝑘 = 𝐻𝐿x𝐿,𝑘 + ]𝑘, 𝐻𝐿 =
[

[

[

1 0 0

0 03×2 1 03×2 0 03×2
0 0 1

]

]

]

, x𝐿,𝑘 = [𝑥𝑘 �̇�𝑘 �̈�𝑘 𝑦𝑘 �̇�
𝑘

�̈�
𝑘

𝑧𝑘 �̇�𝑘 �̈�𝑘]
𝑇
, (22)

where ]𝑘 is measurement noise (as shown in (14)) with error
covariance.

4.1.1. IMM with Singer’s Linear Model. From (19)–(22) in
Section 4.1, we can rewrite the Markov jump linear systems,
where the 𝑖th model of the finite multiple model set M =

{𝑚
(1)

, . . . , 𝑚
(𝑀)

} obeys the following equations:

x𝐿,𝑘+1 = Ψ
(𝑖)

𝑘
x𝐿,𝑘 + 𝑤

(𝑖)

𝑘
,

𝑧𝐿,𝑘 = 𝐻𝐿x𝐿,𝑘 + ]𝑘,
(23)

where

cov (𝑤
(𝑖)

𝑘
) = 𝑄

(𝑖)

𝑘
,

cov (]𝑘) = 𝑅𝑘,

Ψ
(𝑖)

𝑘
= diag (Ψ𝑥,𝑘 (𝛼

(𝑖)

𝑥
, Δ𝑡) , Ψ𝑦,𝑘 (𝛼

(𝑖)

𝑦
, Δ𝑡) ,

Ψ𝑧,𝑘 (𝛼
(𝑖)

𝑧
, Δ𝑡)) ,

𝑄
(𝑖)

𝑘
= diag (𝑄𝑥,𝑘 (𝛼

(𝑖)

𝑥
, Δ𝑡) , 𝑄𝑦,𝑘 (𝛼

(𝑖)

𝑦
, Δ𝑡) ,

𝑄𝑧,𝑘 (𝛼
(𝑖)

𝑧
, Δ𝑡)) .

(24)

Here, 𝜎
2

𝑎𝑛
for the SLV can be represented by TUM as in

Figure 2. The PDFs of Figures 2(a)–2(d) are experimentally
sampled from the nominal acceleration profile of the SLV.The
superscript (i) denotes quantities pertinent to model 𝑚(𝑖) in
M, and the jumps of the system mode are assumed to have
transition probabilities:

Pr {𝑚(𝑗)

𝑘+1
| 𝑚

(𝑖)

𝑘
} ≜ 𝜋𝑖𝑗,

(25)

where 𝑚
(𝑖)

𝑘
denotes the event in which model 𝑚

(𝑖) matches
the system mode in effect at time 𝑘. In our application, 𝑀 =

2, and 𝑚
(1) and 𝑚

(2) are the propelled and coasting modes,
respectively.

Finally, complete recursion of the IMM with mode
matched KF for the SLV tracking is summarized as follows:

(i) Model-conditioned reinitialization (for 𝑖 = 1, 2, . . . ,

𝑀):
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(a) predicted mode probability: 𝜇(𝑖)

𝐿,𝑘|𝑘−1
≜ Pr{𝑚(𝑖)

𝑘
|

𝑧𝐿,𝑘−1} = ∑
𝑗
𝜋𝑗𝑖𝜇

(𝑗)

𝐿,𝑘−1
,

(b) mixingweight: 𝜇𝑗|𝑖

𝐿,𝑘−1
≜ Pr{𝑚(𝑗)

𝑘−1
| 𝑚

(𝑖)

𝑘
, 𝑧𝐿,𝑘−1} =

∑
𝑗
𝜋𝑗𝑖𝜇

(𝑗)

𝐿,𝑘−1
/𝜇

(𝑖)

𝐿,𝑘−1
,

(c) mixing estimate and covariance:

x(𝑖)
𝐿,𝑘−1|𝑘−1

≜ 𝐸 [x𝐿,𝑘−1|𝑘−1 | 𝑚
(𝑖)

𝑘
, 𝑧𝐿,𝑘−1]

= ∑

𝑗

x̂(𝑗)
𝐿,𝑘−1|𝑘−1

𝜇
𝑗|𝑖

𝐿,𝑘−1
,

𝑃

(𝑖)

𝐿,𝑘−1|𝑘−1
= ∑

𝑗

[𝑃
(𝑖)

𝐿,𝑘−1|𝑘−1
+ (x(𝑖)

𝐿,𝑘−1|𝑘−1
− x̂(𝑗)

𝐿,𝑘−1|𝑘−1
)

⋅ (x(𝑖)
𝐿,𝑘−1|𝑘−1

− x̂(𝑗)
𝐿,𝑘−1|𝑘−1

)

𝑇

] 𝜇
𝑗|𝑖

𝐿,𝑘−1
.

(26)

(ii) Model-conditioned filtering (for 𝑖 = 1, 2, . . . ,𝑀):

(a) predicted estimate and covariance:

x̂(𝑖)
𝐿,𝑘|𝑘−1

= Ψ
(𝑖)

𝑘−1
x(𝑖)
𝐿,𝑘−1|𝑘−1

+ u(𝑖)

𝑘−1
,

where u(1)

𝑘−1
= [𝑢

𝑇

𝑥,𝑘−1
𝑢
𝑇

𝑦,𝑘−1
𝑢
𝑇

𝑧,𝑘−1
]

𝑇

, u(2)

𝑘−1
= 03×1,

𝑃
(𝑖)

𝐿,𝑘|𝑘−1
= Ψ

(𝑖)

𝑘−1
𝑃

(𝑖)

𝐿,𝑘−1|𝑘−1
Ψ

(𝑖)
𝑇

𝑘−1
+ 𝑄

(𝑖)

𝑘−1
,

(27)

(b) measurement residual: �̃�(𝑖)

𝐿,𝑘
= 𝑧𝐿,𝑘 −𝐻𝐿x̂

(𝑖)

𝐿,𝑘|𝑘−1
−

]𝑘,
(c) residual covariance: 𝑆(𝑖)

𝐿,𝑘
= 𝐻𝐿𝑃

(𝑖)

𝐿,𝑘|𝑘−1
𝐻

𝑇

𝐿
− 𝑅𝑘,

(d) filter gain: 𝐾(𝑖)

𝐿,𝑘
= 𝑃

(𝑖)

𝐿,𝑘|𝑘−1
𝐻

𝑇

𝐿
(𝑆

(𝑖)

𝐿,𝑘
)
−1,

(e) update of state and covariance: x̂(𝑖)
𝐿,𝑘|𝑘

= x̂(𝑖)
𝐿,𝑘|𝑘−1

+

𝐾
(𝑖)

𝐿,𝑘
�̃�
(𝑖)

𝐿,𝑘
, 𝑃

(𝑖)

𝐿,𝑘|𝑘
= 𝑃

(𝑖)

𝐿,𝑘|𝑘−1
− 𝐾

(𝑖)

𝐿,𝑘
𝑆
(𝑖)

𝐿,𝑘
𝐾

(𝑖)
𝑇

𝐿,𝑘
.

(iii) Mode probability update (for 𝑖 = 1, 2, . . . ,𝑀):

(a) mode likelihood: Λ
(𝑖)

𝐿,𝑘
≜ 𝑝[𝑧

(𝑖)

𝐿,𝑘
| 𝑚

(𝑖)

𝑘
,

𝑍𝐿,𝑘−1]
assume

= N(𝑧
(𝑖)

𝐿,𝑘
; 0, 𝑆

(𝑖)

𝐿,𝑘
),

(b) mode probability: 𝜇
(𝑖)

𝐿,𝑘
= 𝜇

(𝑖)

𝐿,𝑘|𝑘−1
Λ

(𝑖)

𝐿,𝑘
/

(∑
𝑗
𝜇
(𝑗)

𝐿,𝑘|𝑘−1
Λ

(𝑗)

𝐿,𝑘
).

(iv) Combination (for 𝑖 = 1, 2, . . . ,𝑀):

x̂𝐿,𝑘|𝑘 = ∑

𝑖

x̂(𝑖)
𝐿,𝑘|𝑘

𝜇
(𝑖)

𝐿,𝑘
,

�̂�

(𝑖)

𝐿,𝑘|𝑘

= ∑

𝑖

[𝑃
(𝑖)

𝐿,𝑘|𝑘
+ (x̂𝐿,𝑘|𝑘 − x̂(𝑖)

𝐿,𝑘|𝑘
) (x̂𝐿,𝑘|𝑘 − x̂(𝑖)

𝐿,𝑘|𝑘
)

𝑇

] 𝜇
(𝑖)

𝐿,𝑘
.

(28)

Singer’s MMS of time delayed slaving data is completed by
propagating the combined estimate based on the current
mode’s dynamic model such that

x̂sync
𝐿,𝑘+𝑠|𝑘

= Φ
sync
𝑘+𝑠,𝑘

x̂𝐿,𝑘|𝑘,

Φ
sync
𝑘+𝑠,𝑘

= 𝐹
sync
𝑘+𝑠−1

𝐹
sync
𝑘+𝑠−2

⋅ ⋅ ⋅ 𝐹
sync
𝑘

,

Φ
sync
𝑘,𝑘

= 𝐼𝑛,

𝑘 > 1,

(29)

where 𝐹
sync
𝑘+𝑠−1

, 𝐹
sync
𝑘+𝑠−2

, . . . , 𝐹
sync
𝑘

are systemmatrices depending
on a flight phase mode at current time 𝑘.

4.2. Synchronization Using an IMM with a Nonlinear Ballistic
Model. For a nonlinear ballistic model, the state vector for
the propelled mode is denoted as

x𝑡 = [𝑥𝑡 𝑦𝑡 𝑧𝑡 �̇�𝑡 �̇�
𝑡

�̇�𝑡 𝜉𝑡 𝜏𝑡]
𝑇
, (30)

where 𝜉𝑡 is the drag coefficient and 𝜏𝑡 is the thrust. Generally,
the drag coefficient varies significantlywith theMachnumber
regime: subsonic, transonic, and supersonic. Therefore, we
take advantage of the dynamic model considering a Mach
number-dependent multiplier [11, 12] such that

[

[

[

�̈�

�̈�

�̈�

]

]

]

=

𝜏

𝑉

[

[

[

�̇�

�̇�

�̇�

]

]

]

thrust term

+ 𝜉𝜉𝑚𝐷
[

[

[

�̇�

�̇�

�̇�

]

]

]

drag term

+ 𝑔
[

[

[

0

0

1

]

]

]

gravity term

+ �̃�1,

̇
𝜉 = �̃�2,

�̇� = �̃�3.

(31)

The first term on the right side of (31) represents the thrust
(m2

/s) of the SLV in 𝑥, 𝑦, and 𝑧 directions. Two distinct
multiplemodes of a nonlinear SLVmodel can be separated by
the existence of thrust. In other words, the existence of thrust
signifies propelled flight mode, whereas zero thrust signifies
coasting flight mode. 𝑉 is the magnitude of the velocity V =

[�̇� �̇� �̇�]

𝑇, that is, the SLV speed (m/s). The second part of
(31) is the drag term, which is related to velocity and altitude;
that is, 𝐷 = −𝜌(𝑧)𝑉/2, where 𝜌(𝑧) = 𝜌0𝑒

−𝑐𝑧 is the air density
(kg/m3) at an altitude 𝑧 (m) and 𝑐 is the air density constant
(m−1) [9]. 𝜉 is the drag coefficient and 𝜉𝑚 is theMachnumber-
dependent drag coefficient multiplier, which is approximated
by the cubic spline curve shown in Figure 3. In this paper,
for the drag characteristics of the SLV, which are applied in
the subsequent simulation section, drag coefficients of the
Saturn𝑉 launch vehicle [15] are used.The third part of (31) is
a gravity term. Gravity 𝑔 is the standard acceleration due to
gravity at sea level, which is assumed to be constant through-
out the trajectory, with a value of 9.812 m/s2. �̃�1, �̃�2, and �̃�3

are assumed to be continuous time zeromeanwhite Gaussian
noises. The drag coefficient and thrust acceleration are rep-
resented as Wiener processes with a slow variation [11, 12].
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Figure 3: Normalized drag coefficient [15].

We can modify the dynamic equations (30) and (31) as a
compact form such that

ẋ𝑡 = 𝑓 [x𝑡] + �̃�𝑡, (32)

where

𝑓 [x𝑡] =

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

�̇�𝑡

�̇�
𝑡

�̇�𝑡

𝜏

�̇�𝑡

𝑉𝑡

+ 𝜉𝑡𝐷𝑡�̇�𝑡

𝜏

�̇�
𝑡

𝑉𝑡

+ 𝜉𝑡𝐷𝑡�̇�𝑡

𝜏

�̇�𝑡

𝑉𝑡

+ 𝜉𝑡𝐷𝑡�̇�𝑡 − 𝑔

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

,

�̃�𝑡 = [�̃�1,𝑡 �̃�2,𝑡 �̃�3,𝑡]
𝑇
.

(33)

The state vector equation (33) is discretized by a second-
order Taylor expansion [26]. Then, (33) can be written as

a discretized continuous time systemwithwhite process noise
such that

x𝑘+1 = x𝑘 + 𝑓 [x𝑘] Δ𝑡 + 𝐴𝑘𝑓 [x𝑘]
Δ𝑡

2

2

+ 𝜔𝑘,
(34)

where 𝐴𝑘 is the Jacobian of (33) evaluated at x𝑘 [26] and
𝜔𝑘 is the discretized continuous time process noise for the
sampling interval Δ𝑡. The corresponding covariance matrix
of the discretized process noise is

𝑄 =
[

[

[

𝑄1𝑞V 06×1 06×1
01×6 Δ𝑡𝑞𝜉 0

01×6 0 Δ𝑡𝑞𝜏

]

]

]

,

𝑄1 =

[

[

[

[

Δ𝑡
3

3

𝐼3

Δ𝑡
2

2

𝐼3

Δ𝑡
2

2

𝐼3 Δ𝑡𝐼3

]

]

]

]

,

(35)

where 𝐼3 is the 3 × 3 identity matrix and the continuous time
process noise intensities 𝑞V, 𝑞𝜉, and 𝑞𝜏 are the corresponding
power spectral densities.

The measurement matrix 𝐻NL for the nonlinear ballistic
multiple model can be depicted as

𝑧NL,𝑘 = 𝐻NLxNL,𝑘 + ]𝑘,

𝐻NL = [𝐼3 0] , xNL,𝑘 = [𝑥𝑘 𝑦𝑘 𝑧𝑘 �̇�𝑘 �̇�
𝑘

�̇�𝑘 𝜉𝑘 𝜏𝑘]
𝑇
,

(36)

where ]𝑘 is measurement noise with error covariance
𝑅𝑘𝛿𝑘−𝑗 = 𝐸[]𝑘]

𝑇

𝑗
], that is, (14).

An IMMalgorithm for nonlinear dynamics with different
sizes of the mode state vector is summarized as follows [25]:

(v) Model-conditioned reinitialization (for 𝑖 = 1, 2, . . . ,

𝑀):

(a) predicted mode probability: 𝜇
(𝑖)

NL,𝑘|𝑘−1 ≜

Pr{𝑚(𝑖)

𝑘
| 𝑧NL,𝑘−1} = ∑

𝑗
𝜋𝑗𝑖𝜇

(𝑗)

NL,𝑘−1,
(b) mixing weight:

𝜇
𝑗|𝑖

NL,𝑘−1 ≜ Pr {𝑚(𝑗)

𝑘−1
| 𝑚

(𝑖)

𝑘
, 𝑧NL,𝑘−1} =

∑
𝑗
𝜋𝑗𝑖𝜇

(𝑗)

NL,𝑘−1

𝜇
(𝑖)

NL,𝑘−1

, (37)

(c) unbiased mixing estimate and covariance:

x(𝑖)NL,𝑘−1|𝑘−1 ≜ 𝐸 [xNL,𝑘−1|𝑘−1 | 𝑚
(𝑖)

𝑘
, 𝑧NL,𝑘−1] = ∑

𝑗

�̂�
(𝑗)

NL,𝑘−1|𝑘−1𝜇
𝑗|𝑖

NL,𝑘−1,

where �̂�
(1)

NL,𝑘−1|𝑘−1 ≜ x̂(1)NL,𝑘−1|𝑘−1, �̂�
(2)

NL,𝑘−1|𝑘−1 ≜ [x̂(2)
𝑇

NL,𝑘−1|𝑘−1, 𝜏𝑘−1]
𝑇

,

𝑃

(𝑖)

NL,𝑘−1|𝑘−1 = ∑

𝑗

[𝑃
(𝑖)

NL,𝑘−1|𝑘−1 + (x(𝑖)NL,𝑘−1|𝑘−1 − �̂�
(𝑗)

NL,𝑘−1|𝑘−1) (x(𝑖)NL,𝑘−1|𝑘−1 − �̂�
(𝑗)

NL,𝑘−1|𝑘−1)
𝑇

] 𝜇
𝑗|𝑖

NL,𝑘−1.

(38)



Mathematical Problems in Engineering 9

(vi) Model-conditioned filtering (for 𝑖 = 1, 2, . . . ,𝑀):

(a) predicted estimate and covariance:

x̂(𝑖)NL,𝑘|𝑘−1 = x̂(𝑖)NL,𝑘−1|𝑘−1 + 𝑓 [x̂(𝑖)NL,𝑘−1|𝑘−1] Δ𝑡

+ �̂�

(𝑖)

NL,𝑘−1𝑓 [x̂(𝑖)NL,𝑘−1|𝑘−1]
Δ𝑡

2

2

,

�̂�

(𝑖)

𝑘
=

𝜕𝑓

𝜕x








x=x̂(𝑖)
𝑘

,

𝑃
(𝑖)

NL,𝑘|𝑘−1 = Ω
(𝑖)

𝑘−1
𝑃

(𝑖)

NL,𝑘−1|𝑘−1Ω
(𝑖)
𝑇

𝑘−1
+ 𝑄𝑘−1,

Ω
(𝑖)

𝑘−1
= 𝐼 + �̂�

(𝑖)

NL,𝑘−1,

(39)

(b) measurement residual: �̃�
(𝑖)

NL,𝑘 = 𝑧NL,𝑘 −

𝐻NLx̂
(𝑖)

NL,𝑘|𝑘−1 − ]𝑘,

(c) residual covariance: 𝑆(𝑖)NL,𝑘 = 𝐻NL𝑃
(𝑖)

NL,𝑘|𝑘−1𝐻
𝑇

NL −

𝑅𝑘,
(d) filter gain: 𝐾(𝑖)

NL,𝑘 = 𝑃
(𝑖)

NL,𝑘|𝑘−1𝐻
𝑇

NL(𝑆
(𝑖)

NL,𝑘)
−1,

(e) update of state and covariance:

x̂(𝑖)NL,𝑘|𝑘 = x̂(𝑖)NL,𝑘|𝑘−1 + 𝐾
(𝑖)

NL,𝑘�̃�
(𝑖)

NL,𝑘,

𝑃
(𝑖)

NL,𝑘|𝑘 = 𝑃
(𝑖)

NL,𝑘|𝑘−1 − 𝐾
(𝑖)

NL,𝑘𝑆
(𝑖)

NL,𝑘𝐾
(𝑖)
𝑇

NL,𝑘.

(40)

(vii) Mode probability update (for 𝑖 = 1, 2, . . . ,𝑀):

(a) mode likelihood:

Λ
(𝑖)

NL,𝑘 ≜ 𝑝 [𝑧
(𝑖)

NL,𝑘 | 𝑚
(𝑖)

𝑘
, 𝑍NL,𝑘−1]

assume
= N (𝑧

(𝑖)

NL,𝑘; 0, 𝑆
(𝑖)

NL,𝑘) ,

(41)

(b) mode probability: 𝜇
(𝑖)

NL,𝑘 = 𝜇
(𝑖)

NL,𝑘|𝑘−1Λ
(𝑖)

NL,𝑘/

(∑
𝑗
𝜇
(𝑗)

NL,𝑘|𝑘−1Λ
(𝑗)

NL,𝑘).

(viii) Combination (for 𝑖 = 1, 2, . . . ,𝑀):

x̂NL,𝑘|𝑘 = ∑

𝑖

x̂(𝑖)NL,𝑘|𝑘𝜇
(𝑖)

NL,𝑘,

�̂�

(𝑖)

NL,𝑘|𝑘 = ∑

𝑖

[𝑃
(𝑖)

NL,𝑘|𝑘

+ (x̂NL,𝑘|𝑘 − x̂(𝑖)NL,𝑘|𝑘) (x̂NL,𝑘|𝑘 − x̂(𝑖)NL,𝑘|𝑘)
𝑇

] 𝜇
(𝑖)

NL,𝑘.

(42)

The nonlinearMMS of time delayed slaving data is completed
by propagating the combined estimate based on the current
mode’s estimated vector such that

x̂NL,𝑘+𝑠|𝑘 = x̂NL,𝑘|𝑘 + 𝑓 [x̂NL,𝑘|𝑘] ⋅ 𝑠 + �̂�NL,𝑘𝑓 [x̂NL,𝑘|𝑘]

⋅

𝑠
2

2

,

(43)

where 𝑠 is a lead-time for synchronization (𝑠 = 𝑛 ⋅ Δ𝑡). If the
SLV is in the PFP (𝜇(1)

NL,𝑘 > 𝜇
(2)

NL,𝑘), the current state estimate
includes the thrust term; that is, the state vector xNL,𝑘 =

[𝑥𝑘 𝑦𝑘 𝑧𝑘 �̇�𝑘 �̇�
𝑘

�̇�𝑘 𝜉𝑘 𝜏𝑘]
𝑇. If the SLV is not in the PFP,

the state vector does not include the thrust term (𝜏𝑘 = 0).

5. Simulation Results

To demonstrate the performance of the proposed synchro-
nization approaches for delayed slaving data, we simulated
the SLV tracking problem based on the nominal flight tra-
jectory of the Korea Space Launch Vehicle-I (KSLV-I). In the
simulation, the radar measurement noise intensities of (12)
are selected as 𝜎𝑟 = 15m, 𝜎𝜑 = 0.01 deg, and 𝜎𝜃 = 0.01 deg.
The nominal flight sequence of KSLV-I is as follows. First, the
payload fairing separates during the first stage flight at 215.4 s.
After the first stage engine shutdown at 228.7 s, the upper
stage separates from the first stage and enters the CFP. The
second stage continues in the CFP until the kick motor igni-
tion at 395 s, and the vehicle then enters the PFP. At the end
of kickmotor combustion (452.7 s), the upper stage enters the
target orbit in CFP as in the previous separation. Finally, the
satellite is inserted into the target orbit after it separates from
the upper stage during CFP at 540 s. Since delayed slaving
data from the MCS to the TSs can occur in both the PFP and
CFP, synchronization simulations are conducted at arbitrary
points of the flight phases. Figure 4 shows the synchroniza-
tion error of the delayed slaving data with respect to the
benchmark and the proposed approaches for delays of 𝑠 =

0.1, 0.2, . . . , 1 s. Figures 4(a)–4(c) illustrate synchronization
errors, where delayed slaving data occurred at 155 s, which is
the first stage of PFP, and Figures 4(d)–4(f) show synchro-
nization errors, where delayed slaving data occurred at 280 s,
which is the first stage of CFP. As shown in Figures 4(a)–4(c),
the extrapolation and𝛼-𝛽-𝛾filter-based approach cannot find
the proper synchronized slaving data. The synchronization
errors of these approaches exponentially increase according
to increasing delay 𝑠; in particular, the error of the extrapo-
lation approaches an out-of-figure bound (2500m). On the
other hand, the Kalman prediction and the proposed
approaches have stable synchronization errors even if the
delay time 𝑠 is larger. Furthermore, we can observe that
the errors in the synchronization approach of the Kalman
prediction are relatively larger than the proposed approaches,
especially in the PFP. As explained in the flight sequence of
KSLV-I, in general, the motion of the SLV is described by
multiple dynamics (in our case PFP and CFP) rather than
single dynamics. However, the dynamic model of the KF and
prediction capability used in this paper is the constant accel-
eration (CA) model. This means that the filter is optimized
with respect to CAmotion, which is actually not occurring in
our application. This is why the performance of the Kalman
prediction-based synchronization is worse than the proposed
approaches. Nonetheless, we can see that the 𝑦-axis synchro-
nization errors shown in Figures 4(b) and 4(e) are small.
This result is observed because the 𝑦-axis motion of KSLV-
I in a local coordinate is relatively smaller than the other
axis motion, and the CA model approximately expresses this
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Figure 4: Synchronization errors at PFP and CFP.
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small motion. A single KF prediction model cannot exactly
describe the motion of both PFP and CFP, whereas the
proposed multiple model-based approaches work well. As
shown in Figure 4, regardless of the delay 𝑠, the proposed
multiplemodel-based approaches find synchronized position
vectors. In the comparison of synchronization performance
between linear IMM and nonlinear IMM synchronization,
the nonlinear IMM-based synchronization approach shows
the best performance, except for 𝑦-axis, where CA motion is
dominant. In addition, the difference between the proposed
multiple model-based approaches is very small as shown in
Figure 4, but the complexities of the algorithms for real-time
applications are quite dissimilar. Hence, the operator may
adaptively select one of the proposed approaches according
to one’s environment.

6. Conclusions

In this paper, we investigated the time synchronization
approaches of delayed slaving data in the RSS for SLV track-
ing.One of themost important roles of the RSS is to distribute
slaving data to each TS for continuous tracking of the SLV. If
there is a critical network delay resulting in time delayed slav-
ing data being sent to each TS, theMCS will not receive accu-
rate SLV tracking data. This problem can give rise to signifi-
cant difficulties for the SLVmission progress and analysis. To
overcome this problem,we proposedMMSapproacheswhich
take advantage of the multiple motion models of an SLV.The
linear IMM-based synchronization approach was developed
using Singer’s model with ternary uniform mixtures and the
nonlinear IMM-based synchronization approachwas derived
from a nonlinear ballistic model with a drag coefficient. For
verification of the proposed algorithms, SLV tracking simu-
lations using KSLV-I and the radar measurement data gen-
erated from nominal trajectory were conducted. To demon-
strate the superiority of time synchronization performance
in these simulations, we compared the proposed algorithm
with benchmark approaches for absolute error between the
nominal trajectory data and the synchronized slaving data;
the simulation results demonstrated that the proposed MMS
approaches performed competitively.
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Hot strip rolling production is a high-speed process which requires high-speed control and communication system, but because of
the long distance between the delivery stand of the finishing mill and the gauge meter, dead time occurs when strip is transported
from the site of the actuator to another location where the gauge meter takes its reading, which seriously affects the thickness
control effect. According to the process model which is developed based on the measured data, a filtered Smith predictor is applied
to predict the thickness deviation of the finishing mill. At the same time, an expert PI controller based on feature information is
proposed for the strip thinning during looper rising and coiler biting period and the strip thickening during the tension loss period
of the strip tail end. As a result, the thickness accuracy has been improved by about 1.06% at a steady rolling speed and about 1.23%
in acceleration and deceleration.

1. Introduction

Figure 1 shows the outline of a typical 1700mm hot strip
mill (HSM). Its purpose is to process cast steel slabs into
steel strip. Hot rolling can achieve large dimensional changes
in a single step; the slabs, of up to 35 t weight, are typically
250mm thick and 10m long, and the rolled strips are typically
2mm thick and 1250m long. This reduction in thickness is
achieved by passing the piece through a series of rolling mill
stands. Typically, at the first stand, the roughing mill (RM),
the thickness of the hot slab (1240∘C) is reduced by making
several passes, forward and reverse, through the mill. At the
end of this roughing process the piecewill be 35mm thick and
70m long and its temperature will have dropped to 1050∘C.
Further reduction in thickness takes place in the six or seven
close-coupled rolling finishing stands. The strip elongation is
so great that the piece can straddle a region from the finishing
mill (FM) approach tables to the coiler. During this part of
the process, pieces normally have a final rolling temperature
of 870∘C followed by coiling at 600∘C [1].

Thickness precision is one of the most important quality
indexes in strip rolling process [2, 3]. Monitor automatic
gauge control (AGC) based on hydraulic roll gap control
system is widely used in modern strip rolling mills [4–7]. In
monitor AGC system, gauge meter is used to measure strip
gauge derivation, which is installed at the delivery side of
the finishing mill. The strip thickness can be controlled by
adjusting the roll gap. Because of restriction of mill structure
and requirement of maintenance, the install location of gauge
meter is far from the mill. As shown in Figure 2, the rolling
mill produces steel strip at a speed of V, and gauge meter
measures the strip thickness ℎ. By comparing ℎwith thickness
reference ℎ

0
, thickness deviation Δℎ is obtained. Then the

gap correction value of monitor AGC Δ𝑆
𝑀

is calculated. At
the same time, the gap correction value of other types of
AGC Δ𝑆

𝑋
is calculated too. Δ𝑆

𝑀
and Δ𝑆

𝑋
are subsequently

added to the gap set value 𝑆
0
to get the target gap 𝑆

𝑟
. At last,

hydraulic cylinders are used tomodify the gap between a pair
of working rolls that squeeze the material into the desired
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thickness. The dead time 𝜏 in this process is caused by the
distance 𝑙 between the rolls and the gauge meter

𝜏 =
𝑙

V
. (1)

During that interval, the process does not respond to the
controller’s activity at all, and any attempt to manipulate the
process variable before the dead time has elapsed inevitably
fails.

According to control theory, the time delay in any
feedback system reduces system stability and deteriorates
dynamic characteristics, especially for the case of 𝜏/𝑇 ≥ 0.5,
where 𝑇 is the time constant [8]. Because the inertia time
constant 𝑇 of the hydraulic system is generally less than
50ms, the value of 𝜏/𝑇 of the delivery stand is greater than
0.5 and those of the upstream stands are much greater.

Plants with a long time delay can often not be controlled
effectively using a simple PID (Proportional, Integral, and
Derivative) controller. The main reason for this is that the
additional phase lag contributed by the time delay tends to
destabilize the closed-loop system. The stability problem can
be solved by decreasing the controller gain. However, in this
case the response obtained is very sluggish [8, 9].

The Smith predictor (SP), shown in Figure 3, is well
known as an effective dead time compensator for a stable
process with long time delay [10].Thewidespread application
of the SP has been hindered by two problems. First, it is
difficult to tune manually, because the practicing engineer
is not very familiar with process modeling and it is a time-
consuming manual task. Second, the predictor is sensitive
to process parameter variations, as in any other advanced
control technique. Hence the need for retuning the SP ismore
frequent than that for the PID controller [11, 12].

2. Filtered Smith Predictor (FSP)

Thewell-known SP is a dead time compensator (DTC)widely
used in the industry in which a dead time nominal process
model is used. Nevertheless, the main drawback of this
algorithm is that dead time errors can destabilize the system.
A robust solution is the FSP, in which a filter is included
to attenuate the oscillation caused by delay mismatches [13].
The proposed controller is shown in Figure 4. It can be seen
that the structure is the same as in the SP with an additional
filter 𝐹

𝑟
(𝑠). Because of its characteristics, the FSP can be used

to compute a controller taking into account the robustness,
coping with unstable plants, improving the disturbance rejec-
tion properties, and decoupling the set-point and disturbance
responses [14]. Therefore, all the drawbacks of the SP are
considered in the design, using only one structure and, as will
be shown, a unified design procedure.

In the structure 𝑃
𝑚

(𝑠) = 𝐺
𝑚

(𝑠)𝑒
−𝜏
𝑚
𝑠 is a process model,

𝐺
𝑚

(𝑠) is the dead time-free model and 𝐺
𝑐
(𝑠) is the primary

controller. In the nominal case (𝑃(𝑠) = 𝑃
𝑚

(𝑠)) the closed-loop
transfer function for set-point changes is the same for the SP
and FSP:

𝐻
𝑟
(𝑠) =

𝑌 (𝑠)

𝑅 (𝑠)
=

𝐺
𝑐
(𝑠) 𝑃
𝑚

(𝑠)

1 + 𝐺
𝑐
(𝑠) 𝐺
𝑚

(𝑠)
. (2)

Note that the delay is eliminated from the characteristic
equation and 𝐹

𝑟
(𝑠) does not affect 𝐻

𝑟
(𝑠). Assume that the

real plant differs from the nominal case (𝑃
𝑚

(𝑠) ̸= 𝑃(𝑠))

and consider a family of plants 𝑃(𝑠) = 𝐺
𝑝
(𝑠)𝑒
−𝜏
𝑝
𝑠 such that

𝑃(𝑠) = 𝑃
𝑚

(𝑠)[1+𝛿𝑃(𝑠)] = 𝑃
𝑚

(𝑠)+Δ𝑃(𝑠), and its characteristic
equation is given by

1 + 𝐺
𝑐
(𝑠) 𝐺
𝑚

(𝑠) + 𝐺
𝑐
(𝑠) 𝐺
𝑚

(𝑠) 𝑃
𝑚

(𝑠) 𝛿𝑃 (𝑠) = 0. (3)

The condition for closed-loop SP robustness is that, for all
frequencies and all plants in the family, the distance between



Mathematical Problems in Engineering 3

Model gain and 
time constants

Set-point

+
−

Process

Model
dead time

Controller

Process model

+
+

+

−

Error

Figure 3: Smith predictor control scheme.

+
− +

+

−

+

Y(s)R(s)

Q(s)
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𝐺
𝑐
(𝑠)𝐺
𝑚

(𝑠) and the −1 point in the Nyquist diagram (|1 +

𝐺
𝑐
(𝑠)𝐺
𝑚

(𝑠)|) is greater than |𝐺
𝑐
(𝑠)Δ𝑃(𝑠)|. Thus, for the SP,

𝛿𝑃 (𝑠) < d𝑃SP (𝑠) =

1 + 𝐺
𝑐
(𝑠) 𝐺
𝑚

(𝑠)


𝐺𝑐 (𝑠) 𝐺
𝑚

(𝑠)


,

𝑠 = 𝑗𝜔, ∀𝜔 > 0,

(4)

where 𝑗 is the imaginary unit and 𝜔 is the frequency, and
𝛿𝑃(𝜔) is the multiplicative norm-bound uncertainty [15, 16].

Therefore, when the closed-loop transfer equation (2) is
defined, d𝑃SP(𝑠) is also fixed and if 𝐺

𝑐
(𝑠) is chosen for a high

performance then robustness will be poor. Thus, if 𝐺
𝑐
(𝑠) is

not appropriately chosen, small uncertainties may destabilize
the system.

The characteristic equation for 𝑃(𝑠) is then

1 + 𝐺
𝑐
(𝑠) 𝐺
𝑚

(𝑠) + 𝐺
𝑐
(𝑠) 𝐺
𝑚

(𝑠) 𝑃
𝑚

(𝑠) 𝐹
𝑟
(𝑠) 𝛿𝑃 (𝑠)

= 0.

(5)

Considering that the nominal system is stable, the robust
stability condition for the FSP is

𝛿𝑃 (𝑠) < d𝑃FSP (𝑠) =

1 + 𝐺
𝑐
(𝑠) 𝐺
𝑚

(𝑠)


𝐺𝑐 (𝑠) 𝐺
𝑚

(𝑠) 𝐹
𝑟
(𝑠)



,

𝑠 = 𝑗𝜔, ∀𝜔 > 0.

(6)

If 𝐹
𝑟
(𝑠) is a low-pass filter, it can be used to improve the

robustness of the system at the desired region of frequency
[14]. Although 𝐹

𝑟
(𝑠) does not affect 𝐻

𝑟
(𝑠), it modifies the

disturbance rejection response defined by

𝐻
𝑞

(𝑠) =
𝑌 (𝑠)

𝑄 (𝑠)
= 𝑃
𝑚

(𝑠) [1 −
𝐺
𝑐
(𝑠) 𝑃
𝑚

(𝑠) 𝐹
𝑟
(𝑠)

1 + 𝐺
𝑐
(𝑠) 𝐺
𝑚

(𝑠)
] . (7)

S

P/M
H ℎ = S + P/M

Figure 5: Roll force modeling principles.

Thus 𝐹
𝑟
(𝑠) must be tuned for a compromise between

robustness and disturbance rejection performance.
Note that only 𝑌(𝑠)/𝑄(𝑠) and d𝑃(𝜔) are modified by

the inclusion of the filter. That is, the filter 𝐹
𝑟
(𝑠) can be

used to improve the robustness or the disturbance rejection
capabilities of the system without affecting the nominal set-
point response. Furthermore, 𝐹

𝑟
(𝑠) can be tuned to obtain

an internal stable system when controlling unstable plants.
Therefore, the proposed controller has enough degrees of
freedom to obtain compromise between robustness and a
desired set-point and disturbance rejection responses.

3. FSP for Monitor AGC

A typical and basic modeling task is that associated with
setting up the roll gaps in a mill. The large deformation force
𝑃 required to reduce the strip thickness from entry thickness
𝐻 to exit thickness ℎ causes the stand frame holding the rolls
to stretch and mill rolls to bend and flatten. The result is the
exit thickness as a function of force 𝑃. In simplified form this
can be expressed as [1]

ℎ = 𝑆 + 𝑓 (𝑃) , (8)

where 𝑆 is the unloaded roll gap and the term 𝑓(𝑃) is the mill
stretch.

As shown in Figure 5, the normally used simplified
thickness model of gauge meter equation or spring equation
has the following form [17]:

ℎ = 𝑆 +
𝑃

𝑀
, (9)
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where 𝑀 is the mill modulus or stiffness coefficient and 𝑃/𝑀

is the approximate value of mill stretch.
Because of the inaccuracy of empirical formula and the

measurement error, there is a deviation of the calculated
thickness from the actual thickness. The delayed calculated
thickness is compared with the measured thickness and the
deviation 𝑒

𝑚
of the two is obtained to correct the deviation

and improve the model accuracy. The monitor AGC system
with SP is shown in Figure 6, where ℎ

𝑚
is the calculated

thickness and ℎ


𝑚

is the delayed calculated thickness.
As can be seen in Figure 6, the thickness deviation Δℎ

𝑚

can be calculated by the following formula:

Δℎ
𝑚

= (ℎ


𝑚

− ℎ
𝑚

) − (ℎ − ℎ
0
) = (ℎ

𝑚
𝑒
−𝜏𝑠

− ℎ
𝑚

) − Δℎ. (10)

If the roll gap 𝑆
𝑖
remains unchanged, we have [7]

Δℎ
𝑖
=

𝑄
𝑖

𝑄
𝑖
+ 𝑀
𝑖

Δ𝐻
𝑖
, 𝑖 = 1, 2, . . . , 6, (11)

where 𝑖 refers to stand F𝑖, Δℎ
𝑖
and Δ𝐻

𝑖
are the exit thickness

and the entry thickness of stand F𝑖, respectively, 𝑀
𝑖
is

the stiffness coefficient of stand F𝑖, and 𝑄
𝑖
is the plastics

coefficient of the rolled material in stand F𝑖.
Because the material flows passing through different

stands are equal, the exit thickness of stand F(𝑖−1) is equal to
the entry thickness of stand F𝑖 with the dead time 𝜏

𝑖−1
, which

means that

𝐻
𝑖
= ℎ
𝑖−1

𝑒
−𝜏
𝑖−1
𝑠

, 𝑖 = 2, 3, . . . , 6 (12)

or

Δ𝐻
𝑖
= Δℎ
𝑖−1

𝑒
−𝜏
𝑖−1
𝑠

, 𝑖 = 2, 3, . . . , 6. (13)

Substituting (12) in (10) we get

Δℎ
𝑖
=

𝑄
𝑖

𝑄
𝑖
+ 𝑀
𝑖

Δℎ
𝑖−1

𝑒
−𝜏
𝑖−1
𝑠

, 𝑖 = 2, 3, . . . , 6. (14)

If the thickness deviation Δℎ
𝑚
is relatively large, it will

overload the delivery stand of the finishingmill and affect the
crown and flatness of the strip, so Smith’s method monitor
AGC correction is distributed to upstream stand AGC to
prevent the load unbalance [7]. At the same time, because
the first few stands are too far to get good control effect,
monitor AGC is only implemented to the last three stands of
the finishing mill, as shown in Figure 7, where Δℎ

𝑚
is the exit

thickness deviation to be eliminated; 𝑘
𝑖
(𝑖 = 4, 5, 6) are the

distribution coefficients of stand F𝑖 and meet the condition
of 0 < 𝑘

4
< 𝑘
5

< 𝑘
6

= 1; 𝑀
𝑖
and 𝑄

𝑖
(𝑖 = 4, 5, 6) are

the stiffness coefficients and plastic coefficients of stand F𝑖;
𝜏
4
, 𝜏
5
, and 𝜏

6
are the dead time when material is transported

from F4 to F5, F5 to F6, and F6 to gauge meter, respectively;
Δℎ
𝑚𝑖

(𝑖 = 4, 5, 6) are the thickness deviation to be eliminated
by stand F𝑖 and its upstream stands; Δℎ



𝑚𝑖

(𝑖 = 4, 5) are
the thickness modification of stand F(𝑖 + 1) influenced by
thickness modification before stand F(𝑖+1);Δℎ

𝑀𝑖
(𝑖 = 4, 5, 6)

are the thickness deviation to be eliminated only by stand F𝑖;
Δ𝑆
𝑀𝑖

and Δ𝑆
𝑋𝑖

(𝑖 = 4, 5, 6) are the gap correction value of
monitor AGC and other types of AGC of stand F𝑖; 𝑆

0𝑖
and

𝑆
𝑟𝑖
are the gap set value and gap target value of stand F𝑖; 𝑀

represents the motor of looper.
As shown in Figure 7, the thickness deviation to be

eliminated only by stand F𝑖 can be calculated from

Δℎ
𝑀𝑖

=

{{

{{

{

𝑘
𝑖
Δℎ
𝑚

, 𝑖 = 4

Δℎ
𝑚𝑖

−
𝑄
𝑖

𝑄
𝑖
+ 𝑀
𝑖

𝑘
𝑖−1

Δℎ
𝑚

𝑒
−𝜏
𝑖−1
𝑠

, 𝑖 = 5, 6.
(15)
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4. Expert PI Controller Design
The Proportional-Integral (PI) controller is adopted as the
primary controller in monitor AGC. PI parameters 𝑘

𝑝
and

𝑘
𝑖
are expected to be modified appropriately based on the

current status of the system to obtain a good dynamic
performance in the actual control process. But the control
algorithmpurely based on themathematicalmodel is difficult
to meet the requirements of the control system and get
the satisfactory dynamic performance, especially in the case
of parameter variations and load disturbances. The expert
system adjusting control output based on feature information
is proposed for the strip thinning during looper rising and
coiler biting period and the strip thickening during the
tension loss period of the strip tail end, as shown in Figure 8.

The expert PI controller is shown in Figure 9. The
input basic information of the expert controller includes
𝜑
1

= {Thickness set value}, 𝜑
2

= {Thickness deviation 𝑒},
𝜑
3

= {Width set value}, 𝜑
4

= {Speed mode}, 𝜑
5

=

{Looper rising period}, 𝜑
6

= {Coiler biting period}, 𝜑
7

=

{Tension loss period of the strip tail end}, and 𝜑
8

=

{Steel grade}.
The main expert knowledge in the knowledge base is as

follows:

(1) 𝑘
𝑝
and 𝑘

𝑖
are 0.6 and 0.15, respectively, when the

thickness set value is less than 2.0mm, 0.8 and 0.2
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Figure 8: Thickness deviation of the old monitor AGC system.

when the value is 2.0 to 5.0mm, and 1.1 and 0.22 when
the value is greater than 5.0mm;

(2) 𝑘
𝑝
and 𝑘
𝑖
decrease 0.1 and 0.02, respectively, when the

width set value is greater than 1450mm;
(3) 𝑘
𝑝
decreases 0.2 and 𝑘

𝑖
increases 0.04 during speed-

up rolling;
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Table 1: Thickness comparison at a steady rolling speed.

Category ℎ
0

/mm Ratio in corresponding range/%
|Δℎ| ≤ 20 𝜇m |Δℎ| ≤ 30 𝜇m |Δℎ| ≤ 40 𝜇m |Δℎ| ≤ 50 𝜇m |Δℎ| ≤ 100 𝜇m

New system

3.00 93.10 96.54 98.18 98.88 99.90
4.00 90.33 93.98 96.70 98.08 99.79
5.00 89.03 95.38 96.83 97.93 99.74
6.00 85.46 93.82 96.02 97.04 99.58

Old system

3.00 90.89 96.07 97.62 98.05 99.89
4.00 88.49 92.78 95.23 96.52 99.36
5.00 87.80 94.75 95.42 96.89 99.54
6.00 83.08 91.77 95.04 96.56 99.47

PI

Expert knowledge

ue

Controller

𝜑1 𝜑2 𝜑3 𝜑n· · ·

e1 u1

Figure 9: Expert PI controller.

(4) 𝑘
𝑝
and 𝑘

𝑖
increase 0.3 and 0.04, respectively, when

SPCC steel is being rolled;

(5) 𝑒
1
decreases 100 𝜇m and 30 𝜇m on the basis of 𝑒

during looper rising period and coiler biting period,
respectively;

(6) 𝑒
1
gradually increases on the basis of 𝑒 during tension

loss period of the strip tail end;

(7) 𝑢 reaches the preset maximum (or minimum) when 𝑒

is greater than 150 𝜇m (or less than −150 𝜇m);

(8) 𝑘
𝑝
increases 0.2 and 𝑘

𝑖
decreases 0.02 when the

absolute value of 𝑒 is greater than 100𝜇mand less than
or equal to 150 𝜇m;

(9) 𝑘
𝑝
decreases 0.2 and 𝑘

𝑖
increases 0.02 when the

absolute value of 𝑒 is greater than 10 𝜇m and less than
or equal to 50 𝜇m;

(10) 𝑘
𝑝
is 0 and 𝑘

𝑖
increases 0.04 when the absolute value

of 𝑒 is less than 10 𝜇m.

5. Application Results

The monitor AGC tactics have been applied to the thickness
control of a 1700mmHSM and achieved good control effect.
The control quality and the robustness of the system are
very good, which proves the rationality of the system control
principle. The system overcomes the subjective phenomenon
of the instability of the manual operation, reduces the labor
intensity of the operator, and improves the quality of the steel
strip. Figure 10 is a measurement by X-ray gauge meter to
the delivery thickness curve when the new monitor AGC
system is working. As can be seen in Figure 8, the new AGC
system achieves better thickness performance than the old
AGC system.

We have collected statistics data for 2 months and
conclude from the data analysis that the average thickness
qualified rate of the AGC systemwith newmonitor algorithm
is generally higher than that of the AGC systemwith old algo-
rithm. The application results of some main specifications
are shown in Tables 1 and 2, where ℎ

0
is the target thickness

and Δℎ is the thickness deviation. Taking the steel strip with
ℎ
0

= 4.0mm as an example, the ratio 𝜎 in corresponding
range |Δℎ| ≤ 30 𝜇m at a steady rolling speed is calculated as
follows:

𝜎 =
Length of the strip rolled at a steady rolling speed with |Δℎ| ≤ 30 𝜇m

Total length of the strip rolled at a steady rolling speed
. (16)

It can be calculated from Tables 1 and 2 that the average
ratio of the new system and the old system is 94.76% and
95.82% at a steady rolling speed and 94.27% and 93.04% in
acceleration and deceleration. As an important indicator, the
ratio in corresponding range is generally used to represent
the thickness precision. Therefore, it can be said that the
thickness accuracy has been improved by about 1.06% at

a steady rolling speed and about 1.23% in acceleration and
deceleration.

6. Conclusion

This paper has presented a monitor AGC algorithm of expert
PI controller with FSP which is suitable for the control of
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Table 2: Thickness comparison in acceleration and deceleration.

Category h
0

/mm Ratio in corresponding range/%
|Δℎ| ≤ 20 𝜇m |Δℎ| ≤ 30 𝜇m |Δℎ| ≤ 40 𝜇m |Δℎ| ≤ 50 𝜇m |Δℎ| ≤ 100 𝜇m

New system

3.00 90.81 94.90 97.25 98.54 99.56
4.00 87.90 91.26 94.86 97.51 99.79
5.00 84.80 93.93 95.36 97.33 99.74
6.00 79.89 91.62 94.66 96.19 99.58

Old system

3.00 87.44 94.52 97.05 97.44 99.89
4.00 85.63 90.33 93.51 95.57 99.36
5.00 83.17 94.08 93.46 96.01 99.54
6.00 77.29 88.50 93.01 95.59 99.47
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Figure 10: Thickness deviation of the new monitor AGC system.

processes with long dead time. Compared with a conven-
tional algorithm it has the advantage of obtaining real-time
thickness and improving robustness. Moreover, the discrete
model of FSP control strategy is easy to implement and tune.

The disadvantage of new monitor AGC system is that the
greater thickness deviation correction in downstream stands
of FM causes the greater variation in strip shape quality
resulting in excessive burden to the bending control system of
work roll during thickness deviation correction, so the pro-
cess automation system should adopt more accurate models
and perform more exact setup calculations to overcome it.
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The robust exponential stability problem for a class of uncertain impulsive stochastic neural networks of neutral-type with
Markovian parameters and mixed time-varying delays is investigated. By constructing a proper exponential-type Lyapunov-
Krasovskii functional and employing Jensen integral inequality, free-weight matrix method, some novel delay-dependent stability
criteria that ensure the robust exponential stability in mean square of the trivial solution of the considered networks are established
in the form of linear matrix inequalities (LMIs). The proposed results do not require the derivatives of discrete and distributed
time-varying delays to be 0 or smaller than 1. Moreover, the main contribution of the proposed approach compared with related
methods lies in the use of three types of impulses. Finally, two numerical examples are worked out to verify the effectiveness and
less conservativeness of our theoretical results over existing literature.

1. Introduction

Up to now, the stability analysis of neural networks is an
important research field in modern cybernetic area, since
most of the successful applications of neural networks sig-
nificantly depend on the stability of the equilibrium point of
neural networks. Many papers related to this problem have
been published in the literature; see [1] for a survey.

During implementation of artificial neural networks,
time-varying delays [2–4] are unavoidable due to finite
switching speeds of the amplifiers, and the neural signal
propagation is often distributed in a certain time period with
the presence of an amount of parallel pathways with a variety
of axon sizes and lengths.Therefore, it is necessary to consider
mixed time-varying delays (discrete time-varying delay and
distributed time-varying delay) to design the neural networks
models. There are many works focusing on the mixed time-
varying delays [5–8], among which delay-dependent criteria
are generally less conservative than delay-independent ones
when the sizes of time-delays are small, and the maximum

allowable delay bound is the main performance index of
delay-dependent stability analysis [9]. In addition, as a
special type of time delayed neural networks, neutral-type
neural networks precisely describe that the past state of the
networks will affect the current state.Therefore, the problems
of stability and synchronization for such a class of neural
networks have been studied in many references; see [10–22].

It is well known that the other three sources which
may lead to instability and poor performances in neural
networks are stochastic perturbation, impulsive perturba-
tions, and parametric uncertainties. Most of this viewpoint
is attributable to the following three reasons: (1) A neural
network can be stabilized or destabilized by certain stochastic
inputs [23–26]. (2) In the real world, many evolutionary
processes are characterized by abrupt changes at time. These
changes are called impulsive phenomena, which have been
found in various fields, such as physics, optimal control, and
biological mathematics [27]. (3) The effects of parametric
uncertainties cannot be ignored in many applications [28–
30]. Hence, stochastic perturbation, impulsive perturbations,
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and parametric uncertainties also should be taken into
consideration when dealing with the stability issue of neural
networks.

On the other hand, Markovian jumping systems [31] can
be seen as a special class of hybrid systems with two different
states, which involve both time-evolving and event-driven
mechanisms. So such systems would be used to model the
abrupt phenomena such as random failures and repairs of
the components, changes in the interconnections of subsys-
tems, and sudden environment changes.Thus, many relevant
analysis results for Markovian jumping neural networks with
impulses have been reported; see [32–38] and the references
therein.

Recently, by using the concept of theminimum impulsive
interval, Bao and Cao [11], Zhang et al. [12], and Gao et al.
[13] derived some sufficient conditions to ensure exponential
stability in mean square for neutral-type impulsive stochastic
neural networks with Markovian jumping parameters and
mixed time delays. However, in [11–13], the authors ignored
parametric uncertainties. And in these three papers, the
derivatives of time-varying delays need to be zero or smaller
than one. So far, there are few results on the study of robust
exponential stability of neutral-type impulsive stochastic
neural networks withMarkovian jumping parameters, mixed
time-varying delays, and parametric uncertainties. More
importantly, the impulses can be divided into three types
to discuss the following: the impulses are stabilizing; the
impulses are neutral-type (i.e., they are neither helpful for sta-
bility of neural networks nor destabilizing); and the impulses
are destabilizing. Some interesting results for analyzing
and synthesizing impulsive nonlinear systems that divide
impulses into three types can be seen in [39–46]. In [39–
41, 43], the authors studied the stability problem of impulsive
neural networks with discrete time-varying delay by using
the Lyapunov-Razumikhinmethod; several criteria for global
exponential stability of the discrete-time or continuous-time
neural networks are established in terms of matrix inequal-
ities. In [42, 44–46], combining the impulsive comparison
theory and triangle inequality, some important results about
three-type impulses for different neural networks have been
obtained. However, distributed time-varying delay has not
been taken into account in all abovementioned references;
how to deal with the stability problem of Markovian jumping
impulsive stochastic neural networks with mixed delays is
also a meaningful direction. Motivated by above discussion,
based on the concepts of three-type impulses, this paper
focuses on the robust exponential stability in mean square
of impulsive stochastic neural networks with Markovian
jumping parameters, mixed time-varying delays, and para-
metric uncertainties. By constructing a proper exponential-
type Lyapunov-Krasovskii functional, linear matrix inequal-
ity (LMI) technique, Jensen integral inequality and free-
weight matrix method, several novel sufficient conditions
in terms of linear matrix inequalities (LMIs) are derived to
guarantee the robust exponential stability in mean square
of the trivial solution of the considered model. Compared
with references [11–13], the constructed model renders more
practical factors since the parametric uncertainties have
been taken into account, and the derivatives of discrete and

distributed time-varying delays need to be 0 or smaller than
1. Moreover, the main contribution of the proposed approach
compared with related methods lies in the use of three types
of impulses.

The organization of this paper is as follows. In Section 2,
the robust exponential stability problemof impulsive stochas-
tic neural networks with Markovian jumping parameters,
mixed time-varying delays, and parametric uncertainties is
described and some necessary definitions and lemmas are
given. Some new robust exponential stability criteria are
obtained in Section 3. In Section 4, two illustrative examples
are given to show the effectiveness and less conservatism
of the proposed method. Finally, conclusions are given in
Section 5.

Notation. LetR denote the set of real numbers, letR+ denote
the set of all nonnegative real numbers, let R𝑛 and R𝑛×𝑚

denote the 𝑛-dimensional and 𝑛 × 𝑚 dimensional real spaces
equipped with the Euclidean norm, and let ‖ ⋅ ‖ refer to
the Euclidean vector norm and the induced matrix norm.
N+ denotes the set of positive integers. For any matrix 𝑋 ∈

R𝑛×𝑛, 𝑋 > 0 denotes that 𝑋 is a symmetric and positive
definite matrix. If 𝑋

1
, 𝑋
2
are symmetric matrices, then

𝑋
1
≤ 𝑋
2
means that 𝑋

1
− 𝑋
2
is a negative semidefinite

matrix. 𝑋𝑇 and 𝑋−1 mean the transpose of 𝑋 and the
inverse of a square matrix. 𝐼 denotes the identity matrix
with appropriate dimensions. Let 𝜏 > 0 and 𝐶([−𝜏, 0];R𝑛)
denote the family of all continuous R𝑛-valued functions
𝜉(𝜃) on [−𝜏, 0] with the norm |𝜉| = sup

−𝜏≤𝜃≤0
‖𝜉(𝜃)‖.

Let 𝜔(𝑡) = [𝜔
1
(𝑡), 𝜔
2
(𝑡), . . . , 𝜔

𝑛
(𝑡)]
𝑇 be an 𝑛-dimensional

Brownian motion defined on a complete probability space
(Ω,F,P)with a natural filtration {F

𝑡
}
𝑡≥0

(i.e.,F
𝑡
= 𝜎{𝜔(𝑠) :

0 ≤ 𝑠 ≤ 𝑡}), which satisfies 𝐸𝑑𝜔(𝑡) = 0 and 𝐸[𝑑𝜔(𝑡)]2 =
𝑑𝑡. 𝐿𝑝

F
𝑡

([−𝜏, 0];R𝑛) (𝑡 ≥ 0) denote the family of all F
𝑡

measurable bounded𝐶([−𝜏, 0];R𝑛)-valued random variables
𝜉 = {𝜉(𝜃) : −𝜏 ≤ 𝜃 ≤ 0} such that ∫0

−𝜏
𝐸|𝜉(𝑠)|𝑝𝑑𝑠 < ∞, where

𝐸{⋅} stands for the correspondent expectation operator with
respect to the given probability measure P. The notation ⋆
always denotes the symmetric block in one symmetricmatrix.
Matrix dimensions, if not explicitly stated, are assumed to be
compatible for operations.

2. Model Description and Preliminaries

Let {𝑟(𝑡), 𝑡 ≥ 0} be a right continuous Markov chain in a
complete probability space (Ω,F,P) taking values in a finite
state space 𝑆 = {1, 2, . . . , 𝑁} with generator Π = (𝜋

𝑖𝑗
)
𝑁×𝑁

given by

P {𝑟 (𝑡 + Δ𝑡) = 𝑗 | 𝑟 (𝑡) = 𝑖}

=
{

{

{

𝜋
𝑖𝑗
Δ𝑡 + 𝑜 (Δ𝑡) , if 𝑖 ̸= 𝑗,

1 + 𝜋
𝑖𝑖
Δ𝑡 + 𝑜 (Δ𝑡) , if 𝑖 = 𝑗,

(1)

where Δ𝑡 > 0 and lim
Δ𝑡→0

(𝑜(Δ𝑡/Δ𝑡) = 0. Here 𝜋
𝑖𝑗
≥ 0 (𝑖 ̸=

𝑗) is the transition rate from mode 𝑖 to mode 𝑗 while 𝜋
𝑖𝑖
=

−∑
𝑗 ̸=𝑖
𝜋
𝑖𝑗
is the transition rate from mode 𝑖 to mode 𝑖.
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Consider a class of impulsive stochastic neural networks
of neural-type with Markovian jumping parameters, mixed
time-varying delays, and parametric uncertainties, which can
be presented by the following impulsive integrodifferential
equation:

𝑑 [𝑢 (𝑡) − 𝐷 (𝑟 (𝑡)) 𝑢 (𝑡 − 𝜏
3
(𝑡))] = [−𝐶 (𝑟 (𝑡)) 𝑢 (𝑡)

+ (𝐴 (𝑟 (𝑡)) + Δ𝐴 (𝑟 (𝑡))) 𝑓 (𝑢 (𝑡))

+ (𝐵 (𝑟 (𝑡)) + Δ𝐵 (𝑟 (𝑡))) 𝑓 (𝑢 (𝑡 − 𝜏
1
(𝑡)))

+ (𝐸 (𝑟 (𝑡)) + Δ𝐸 (𝑟 (𝑡))) ∫
𝑡

𝑡−𝜏
2
(𝑡)

𝑓 (𝑢 (𝑠)) 𝑑𝑠 + 𝐽] 𝑑𝑡

+ 𝜎 (𝑡, 𝑟 (𝑡) , 𝑢 (𝑡) , 𝑢 (𝑡 − 𝜏
1
(𝑡)) , 𝑢 (𝑡 − 𝜏

2
(𝑡)) ,

𝑢 (𝑡 − 𝜏
3
(𝑡))) 𝑑𝜔 (𝑡) , 𝑡 ̸= 𝑡

𝑘
,

D𝑢 (𝑡
+

𝑘
) = 𝑊

𝑘
(𝑟 (𝑡))D𝑢 (𝑡

−

𝑘
) , 𝑡 = 𝑡

𝑘
, 𝑘 ∈ 𝑁

+

,

(2)

for 𝑡 > 0, where 𝑢(𝑡) = (𝑢
1
(𝑡), 𝑢
2
(𝑡), . . . , 𝑢

𝑛
(𝑡))
𝑇

∈ R𝑛

is the state vector associated with 𝑛 neurons at time 𝑡. In
the continuous part of system (2), 𝐶(𝑟(𝑡)) = diag{𝑐

1
(𝑟(𝑡)),

𝑐
2
(𝑟(𝑡)), . . . , 𝑐

𝑛
(𝑟(𝑡))} is a diagonal matrix with positive entries

𝑐
𝑖
(𝑟(𝑡)) > 0 (𝑖 = 1, 2, . . . , 𝑛); the matrices 𝐴(𝑟(𝑡)) =

(𝑎
𝑖𝑗
(𝑟(𝑡)))

𝑛×𝑛
, 𝐵(𝑟(𝑡)) = (𝑏

𝑖𝑗
(𝑟(𝑡)))

𝑛×𝑛
, and 𝐸(𝑟(𝑡)) =

(𝑒
𝑖𝑗
(𝑟(𝑡)))

𝑛×𝑛
are the connection weight matrix, the dis-

crete time-varying delay connection weight matrix, and
the distributed-delay connection weight matrix, respectively;
Δ𝐴(𝑟(𝑡)), Δ𝐵(𝑟(𝑡)), and Δ𝐷(𝑟(𝑡)) are the time-varying para-
metric uncertainties; 𝑓(𝑢(𝑡)) = (𝑓

1
(𝑢
1
(𝑡)), 𝑓

2
(𝑢
2
(𝑡)), . . . ,

𝑓
𝑛
(𝑢
𝑛
(𝑡)))
𝑇

∈ R𝑛 is the nonlinear neuron activation function
which describes the behavior in which the neurons respond
to each other; 𝐽 = [𝐽

1
, 𝐽
2
, . . . , 𝐽

𝑛
]
𝑇

∈ R𝑛 is a constant
external input vector; 𝜏

1
(𝑡), 𝜏
2
(𝑡), and 𝜏

3
(𝑡) are, namely, the

discrete time-varying delay, distributed time-varying delay,
and neutral time-varying delay, which satisfy 0 ≤ ℎ

1
≤ 𝜏
1
(𝑡) ≤

ℎ
2
, �̇�
1
(𝑡) ≤ 𝜇

1
, 0 ≤ 𝜏

2
(𝑡) ≤ 𝜏

2
, �̇�
2
(𝑡) ≤ 𝜇

2
, 0 ≤ 𝜏

3
(𝑡) ≤ 𝜏

3
,

and �̇�
3
(𝑡) ≤ 𝜇

3
; the noise perturbation (or the diffusion

coefficient) 𝜎(𝑡, 𝑟(𝑡), 𝑢(𝑡), 𝑢(𝑡−𝜏
1
(𝑡)), 𝑢(𝑡−𝜏

2
(𝑡)), 𝑢(𝑡−𝜏

3
(𝑡))) :

R+×𝑆×R𝑛×R𝑛×R𝑛 → R𝑛×𝑛 is a Borel measurable function.
In the discrete part of system (2),D𝑢(𝑡+

𝑘
) = 𝑊

𝑘
(𝑟(𝑡))D𝑢(𝑡−

𝑘
),

𝑘 ∈ N+ is the impulse at the moment of time 𝑡
𝑘
of an operator

defined asD𝑢(𝑡) = 𝑢(𝑡)−𝐷(𝑟(𝑡))𝑢(𝑡−𝜏
3
(𝑡));𝑊

𝑘
(𝑟(𝑡)) ∈ R𝑛×𝑛

is the impulse gain matrix at the moment of time 𝑡
𝑘
; the

discrete instant set {𝑡
𝑘
} satisfies 0 = 𝑡

0
< 𝑡
1
< 𝑡
2
< ⋅ ⋅ ⋅ < 𝑡

𝑘
<

⋅ ⋅ ⋅ , lim
𝑘→∞

𝑡
𝑘
= ∞; D𝑢(𝑡−

𝑘
) and D𝑢(𝑡+

𝑘
) are the left-hand

and right-hand limits of operatorD𝑢(𝑡) at 𝑡
𝑘
, respectively; as

usual, we always assume thatD𝑢(𝑡+
𝑘
) = D𝑢(𝑡

𝑘
).

Remark 1. In the continuous part of system (2), the evolution
of state vector 𝑢(𝑡) is driven by the evolution of the operator
D𝑢(𝑡) = 𝑢(𝑡)−𝐷(𝑟(𝑡))𝑢(𝑡−𝜏

3
(𝑡)). Consequently, we consider

state jumping of the operatorD𝑢(𝑡) at impulsive time in the
discrete part of system (2). In system (2) of [13], �̇�(𝑡) has been
used to build the main model, which is wrong since Brown
motion is nowhere differentiable with probability 1 [47].

For convenience, we denote 𝑟(𝑡) = 𝑖, 𝑖 ∈ 𝑆; then the
matrices 𝐷(𝑟(𝑡)), 𝐶(𝑟(𝑡)), 𝐴(𝑟(𝑡)), 𝐵(𝑟(𝑡)), 𝐸(𝑟(𝑡)), Δ𝐴(𝑟(𝑡)),
Δ𝐵(𝑟(𝑡)), and Δ𝐸(𝑟(𝑡)) will be written as 𝐷

𝑖
, 𝐶
𝑖
, 𝐴
𝑖
, 𝐵
𝑖
, 𝐸
𝑖
,

Δ𝐴
𝑖
, Δ𝐵
𝑖
, and Δ𝐸

𝑖
, respectively. Therefore, system (2) can be

rewritten as follows:

𝑑 [𝑢 (𝑡) − 𝐷
𝑖
𝑢 (𝑡 − 𝜏

3
(𝑡))] = [−𝐶

𝑖
𝑢 (𝑡) + (𝐴

𝑖
+ Δ𝐴
𝑖
)

⋅ 𝑓 (𝑢 (𝑡)) + (𝐵
𝑖
+ Δ𝐵
𝑖
) 𝑓 (𝑢 (𝑡 − 𝜏

1
(𝑡)))

+ (𝐸
𝑖
+ Δ𝐸
𝑖
) ∫
𝑡

𝑡−𝜏
2
(𝑡)

𝑓 (𝑢 (𝑠)) 𝑑𝑠 + 𝐽] 𝑑𝑡 + 𝜎 (𝑡, 𝑖,

𝑢 (𝑡) , 𝑢 (𝑡 − 𝜏
1
(𝑡)) , 𝑢 (𝑡 − 𝜏

2
(𝑡)) , 𝑢 (𝑡 − 𝜏

3
(𝑡))) 𝑑𝜔 (𝑡) ,

𝑡 ̸= 𝑡
𝑘
,

D𝑢 (𝑡
+

𝑘
) = 𝑊

𝑖𝑘
D𝑢 (𝑡

−

𝑘
) , 𝑡 = 𝑡

𝑘
, 𝑘 ∈ 𝑁

+

.

(3)

The initial condition of system (3) is given in the following
form:

𝑢 (𝑠) = 𝜑 (𝑠) , 𝑠 ∈ [−𝜏, 0] ,

𝑟 (0) = 𝑖
0
,

𝜏 = max {ℎ
2
+ 𝜏
3
, 𝜏
2
+ 𝜏
3
} ,

(4)

for any 𝜑(𝑠) ∈ 𝐿2F
0

([−𝜏, 0];R𝑛).
To prove our main results, the following hypotheses are

needed:

(H1) All the eigenvalues of matrix 𝐷
𝑖
, 𝑖 ∈ 𝑆, are inside the

unit circle, which guarantees the stability of difference
system 𝑢(𝑡) − 𝐷

𝑖
𝑢(𝑡 − 𝜏

3
(𝑡)) = 0.

(H2) Each neuron activation function 𝑓
𝑗
is continuous

[48], and there exist scalars 𝑙−
𝑗
and 𝑙+
𝑗
such that

𝑙
−

𝑗
≤
𝑓
𝑗
(𝑎) − 𝑓

𝑗
(𝑏)

𝑎 − 𝑏
≤ 𝑙
+

𝑗
, (5)

for any 𝑎, 𝑏 ∈ R, 𝑎 ̸= 𝑏, 𝑗 = 1, 2, . . . , 𝑛, where 𝑙+
𝑗
and 𝑙−
𝑗

can be positive, negative, or zero. And we set

𝐿
1
= diag (𝑙−

1
, 𝑙
−

2
, . . . , 𝑙

−

𝑛
) ,

𝐿
2
= diag (𝑙+

1
, 𝑙
+

2
, . . . , 𝑙

+

𝑛
) .

(6)

(H3) The noise matrix 𝜎(𝑡, 𝑖, ⋅, ⋅, ⋅, ⋅) is local Lipschitz con-
tinuous and satisfies the linear growth condition as
well, and 𝜎(0, 𝑖, 0, 0, 0, 0) = 0. Moreover, there exist
positive definitematrices𝐻

1𝑖
,𝐻
2𝑖
,𝐻
3𝑖
, and𝐻

4𝑖
(𝑖 ∈ 𝑆)

such that

trace [𝜎𝑇 (𝑡, 𝑖, 𝑧
1
, 𝑧
2
, 𝑧
3
, 𝑧
4
) 𝜎 (𝑡, 𝑖, 𝑧

1
, 𝑧
2
, 𝑧
3
, 𝑧
4
)]

≤ 𝑧
𝑇

1
𝐻
1𝑖
𝑧
1
+ 𝑧
𝑇

2
𝐻
2𝑖
𝑧
2
+ 𝑧
𝑇

3
𝐻
3𝑖
𝑧
3
+ 𝑧
𝑇

4
𝐻
4𝑖
𝑧
4
,

(7)

for all 𝑧
1
, 𝑧
2
, 𝑧
3
, 𝑧
4
∈ R𝑛, 𝑡 ∈ R+, and 𝑖 ∈ 𝑆.
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(H4) The time-varying admissible parametric uncertain-
ties Δ𝐴

𝑖
(𝑡), Δ𝐵

𝑖
(𝑡), Δ𝐸

𝑖
(𝑡), 𝑖 ∈ 𝑆, are in terms of

[Δ𝐴
𝑖
(𝑡) Δ𝐵

𝑖
(𝑡) Δ𝐸

𝑖
(𝑡)] = 𝑍

𝑖
𝐹
𝑖
(𝑡) [𝐻

𝑖
𝐽
𝑖
𝐾
𝑖
] , (8)

where 𝑍
𝑖
, 𝐻
𝑖
, 𝐽
𝑖
, and 𝐾

𝑖
are known real constant

matrices with appropriate dimensions and 𝐹
𝑖
(𝑡) is

the uncertain time-varying matrix-valued function
satisfying

𝐹
𝑇

𝑖
(𝑡) 𝐹
𝑖
(𝑡) ≤ 𝐼, ∀𝑡 ≥ 0. (9)

In this paper, we always assume that some conditions are
satisfied so that system (3) has a unique equilibrium point.
Let 𝑢∗ = (𝑢∗

1
, 𝑢∗
2
, . . . , 𝑢∗

𝑛
) ∈ R𝑛 be the equilibrium point of

system (3). For simplicity, we can shift the equilibrium 𝑢∗ to
the origin by letting 𝑥(𝑡) = 𝑢(𝑡) − 𝑢∗. Then system (3) can be
transformed into the following one:

𝑑 [𝑥 (𝑡) − 𝐷
𝑖
𝑥 (𝑡 − 𝜏

3
(𝑡))] = [−𝐶

𝑖
𝑥 (𝑡) + (𝐴

𝑖
+ Δ𝐴
𝑖
)

⋅ 𝑔 (𝑥 (𝑡)) + (𝐵
𝑖
+ Δ𝐵
𝑖
) 𝑔 (𝑥 (𝑡 − 𝜏

1
(𝑡)))

+ (𝐸
𝑖
+ Δ𝐸
𝑖
) ∫
𝑡

𝑡−𝜏
2
(𝑡)

𝑔 (𝑥 (𝑠)) 𝑑𝑠] 𝑑𝑡 + 𝜎 (𝑡, 𝑖, 𝑥 (𝑡) ,

𝑥 (𝑡 − 𝜏
1
(𝑡)) , 𝑥 (𝑡 − 𝜏

2
(𝑡)) , 𝑥 (𝑡 − 𝜏

3
(𝑡))) 𝑑𝜔 (𝑡) ,

𝑡 ̸= 𝑡
𝑘
,

D𝑥 (𝑡
+

𝑘
) = 𝑊

𝑖𝑘
D𝑥 (𝑡

−

𝑘
) , 𝑡 = 𝑡

𝑘
, 𝑘 ∈ 𝑁

+

,

(10)

where 𝑔(𝑥(⋅)) = 𝑓(𝑢(⋅) + 𝑢∗) − 𝑓(𝑢∗). The initial condition of
system (10) is given in terms of

𝑥 (𝑠) = 𝜓 (𝑠) = 𝜑 (𝑠) − 𝑢
∗

, 𝑠 ∈ [−𝜏, 0] ,

𝑟 (0) = 𝑖
0
,

𝜏 = max {ℎ
2
+ 𝜏
3
, 𝜏
2
+ 𝜏
3
} .

(11)

Noting that 𝑔(0) = 0 and 𝜎(0, 𝑖, 0, 0, 0, 0) = 0, we know
that the trivial solution of system (10) exists.Thus, the stability
problem of 𝑢∗ of system (3) converts to the stability problem
of the trivial solution of system (10). On the other hand, from
hypothesis (H1), we get

𝑙
−

𝑗
≤
𝑔
𝑗
(𝑎) − 𝑔

𝑗
(𝑏)

𝑎 − 𝑏
≤ 𝑙
+

𝑗
, (12)

for any 𝑎, 𝑏 ∈ R, 𝑎 ̸= 𝑏, 𝑗 = 1, 2, . . . , 𝑛.
Next, let 𝑥(𝑡; 𝜉) denote the state trajectory from the initial

data 𝑥(𝜃) = 𝜉(𝜃) on −𝜏 ≤ 𝜃 ≤ 0 in 𝐿2F
𝑡

([−𝜏, 0];R𝑛). Based on
above discussion, system (10) has a trivial solution 𝑥(𝑡; 0) ≡ 0
corresponding to the initial condition 𝜉 = 0. For simplicity,
we write 𝑥(𝑡; 𝜉) = 𝑥(𝑡).

The following definition and lemmas are useful for
developing our main results.

Definition 2 (see [49]). The trivial solution of system (10) is
said to be exponentially stable in mean square if for every 𝜉 ∈
𝐿
2

F
0

([−𝜏, 0];R𝑛), there exist constants 𝛾 > 0 andM > 0 such
that the following inequality holds:

𝐸
𝑥 (𝑡; 𝜉)


2

≤M𝑒
−𝛾𝑡 sup
−𝜏≤𝜃≤0

𝐸
𝜉 (𝜃)


2

, (13)

where 𝛾 is called the exponential convergence rate.

Lemma 3 (Jensen integral inequality; see Gu [50]). For any
constant matrix 𝑀 > 0, any scalars 𝑠

1
and 𝑠
2
with 𝑠

1
< 𝑠
2
,

and a vector function 𝜂(𝑡) : [𝑎, 𝑏] → R such that the integrals
concerned are well defined, then the following inequality holds:

(∫
𝑠
2

𝑠
1

𝜂 (𝑠) 𝑑𝑠)

𝑇

𝑀(∫
𝑠
2

𝑠
1

𝜂 (𝑠) 𝑑𝑠)

≤ (𝑠
2
− 𝑠
1
) ∫
𝑠
2

𝑠
1

𝜂 (𝑠)𝑀𝜂 (𝑠) 𝑑𝑠.

(14)

Lemma 4 (Wang et al. [51]). For given matrices 𝐸, 𝐹, and 𝐺
with 𝐹𝑇𝐹 ≤ 𝐼 and scalar 𝜀 > 0, the following inequality holds:

𝐺𝐹𝐸 + 𝐸
𝑇

𝐹
𝑇

𝐺
𝑇

≤ 𝜀𝐺𝐺
𝑇

+ 𝜀
−1

𝐸
𝑇

𝐸. (15)

Remark 5. Some inequalities have been widely used to
derive less conservative conditions to analyze and synthesize
problems of time-delay systems, for example, Gronwall-
Bellman inequality [52], Halanay inequality [53], Jensen
integral inequality, Wirtinger integral [54], and reciprocally
convex approach [55] in which Jensen integral inequality is
the most used, and Lemma 4 also holds if 𝑠

1
= 𝑠
2
.

Remark 6. Similar to [8], we further investigate the substan-
tial influence of the three-type impulses for the exponential
stability issue of stochastic neural networks of neutral-type
with both Markovian jump parameters and mixed time
delays.

3. Main Results

In this section, the robust exponential stability in mean
square of the trivial solution for system (10) is studied under
hypotheses (H1) to (H4).

Before proceeding, by using the model transformation
technique, we rewritten system (10) as

𝑑 [𝑥 (𝑡) − 𝐷
𝑖
𝑥 (𝑡 − 𝜏

3
(𝑡))] = 𝑧 (𝑡) 𝑑𝑡 + 𝜎 (𝑡) 𝑑𝜔 (𝑡) ,

𝑡 ̸= 𝑡
𝑘
, 𝑘 ∈ N

+

,
(16)

where

𝑧 (𝑡) = −𝐶
𝑖
𝑥 (𝑡) + (𝐴

𝑖
+ Δ𝐴
𝑖
) 𝑔 (𝑥 (𝑡)) + (𝐵

𝑖
+ Δ𝐵
𝑖
)

⋅ 𝑔 (𝑥 (𝑡 − 𝜏
1
(𝑡))) + (𝐸

𝑖
+ Δ𝐸
𝑖
) ∫
𝑡

𝑡−𝜏
2
(𝑡)

𝑔 (𝑥 (𝑠)) 𝑑𝑠,

𝜎 (𝑡) = 𝜎 (𝑡, 𝑖, 𝑥 (𝑡) , 𝑥 (𝑡 − 𝜏
1
(𝑡)) , 𝑥 (𝑡 − 𝜏

2
(𝑡)) ,

𝑥 (𝑡 − 𝜏
3
(𝑡))) .

(17)
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Theorem 7. Assume that hypotheses (H1)–(H4) hold. For
given scalars ℎ

1
, ℎ
2
, 𝜏
2
, 𝜏
3
, and 𝜇

1
, 𝜇
2
, 𝜇
3
, the trivial solution

of system (10) is robustly exponentially stable in mean square if
there exist positive scalars 𝜆

𝑖
, 𝛼
𝑖
≥ −1 (𝛼

𝑖
̸= 0), 𝛼 = max{1 +

𝛼
𝑖
} (𝑖 ∈ 𝑆), 𝜅

1
, 𝜅
2
, 𝛾, positive definite matrices 𝑃

𝑖
(𝑖 ∈ 𝑆), 𝑄

1
,

𝑄
2
, 𝑄
3
, 𝑄
4
, 𝑄
5
, 𝑄
6
, positive diagonal matrices 𝑅

𝑖
, 𝑆
𝑖
(𝑖 ∈ 𝑆),

and any real matrices 𝑁
𝑞
(𝑞 = 1, 2, . . . , 10) of appropriate

dimensions such that

𝑃
𝑖
≤ 𝜆
𝑖
𝐼, (18)

𝑊
𝑇

𝑖𝑘
𝑃
𝑙
𝑊
𝑖𝑘
− 𝑃
𝑖
≤ 𝛼
𝑖
𝑃
𝑖

[ℎ𝑒𝑟𝑒 𝑟 (𝑡
𝑘
) = 𝑙] , (19)

Φ
𝑖
=
[
[
[

[

Φ


𝑖
Γ
1𝑖

Γ
2𝑖

∗ −𝜅
1
𝐼 0

∗ ∗ −𝜅
2
𝐼

]
]
]

]

< 0, (20)

where

Φ


𝑖
= (𝜙


𝑖𝑚𝑛
)
13×13

,

𝑚 = 1, 2, . . . , 13, 𝑛 = 1, 2, . . . , 13,

Γ
1𝑖
= [

𝑃
𝑖
𝑍
𝑖

0
12𝑛×𝑛

] ,

Γ
2𝑖
= [

𝐷𝑇
𝑖
𝑃
𝑖
𝑍
𝑖

0
12𝑛×𝑛

] ,

𝜙


𝑖1,1
= −𝑃
𝑖
𝐶
𝑖
− 𝐶
𝑇

𝑖
𝑃
𝑖
+ 𝛾𝑃
𝑖
+ 𝜆
𝑖
𝐻
1𝑖
+

𝑁

∑
𝑗=1

𝜋
𝑖𝑗
𝑃
𝑗

+ 𝑒
−𝛾ℎ
2𝑄
1
+

3

∑
𝑗=2

𝑒
−𝛾𝜏
𝑗𝑄
𝑗

+
ℎ
2
− ℎ
1

𝛾
(𝑒
𝛾ℎ
2 − 𝑒
𝛾ℎ
1)𝑄
5

+
𝜏
3

𝛾
(𝑒
𝛾𝜏
3 − 1)𝑄

6
− 2𝐿
1
𝑅
𝑖
𝐿
2
+ 𝑁
1
+ 𝑁
𝑇

1

+ 𝑁
6
+ 𝑁
𝑇

6
,

𝜙


𝑖1,2
= −𝑁
1
+ 𝑁
𝑇

2
,

𝜙


𝑖1,3
= −𝑁
6
+ 𝑁
𝑇

7
,

𝜙


𝑖1,4
= −(

𝑁

∑
𝑗

𝜋
𝑖𝑗
𝑃
𝑗
)𝐷
𝑖
− 𝛾𝑃
𝑖
𝐷
𝑖
+ 𝐶
𝑇

𝑖
𝑃
𝑖
𝐷
𝑖
− 𝑁
1
𝐷
𝑖

− 𝑁
6
𝐷
𝑖
+ 𝑁
𝑇

3
+ 𝑁
𝑇

8
,

𝜙


𝑖1,5
= 𝑁
1
𝐷
𝑖
+ 𝑁
𝑇

4
,

𝜙


𝑖1,6
= 𝑁
6
𝐷
𝑖
+ 𝑁
𝑇

9
,

𝜙


𝑖1,7
= 𝑃
𝑖
𝐴
𝑖
+ (𝐿
1
+ 𝐿
2
) 𝑅
𝑖
,

𝜙


𝑖1,8
= 𝑃
𝑖
𝐵
𝑖
,

𝜙


𝑖1,9
= 𝑃
𝑖
𝐸
𝑖
,

𝜙


𝑖1,10
= −𝑁
1
+ 𝑁
𝑇

5
,

𝜙


𝑖1,11
= −𝑁
6
+ 𝑁
𝑇

10
,

𝜙


𝑖2,2
= 𝜆
𝑖
𝐻
2𝑖
− (1 − 𝜇

1
) ℎ (𝜇
1
) 𝑄
1
− 2𝐿
1
𝑆
𝑖
𝐿
2
− 𝑁
2

− 𝑁
𝑇

2
,

𝜙


𝑖2,4
= −𝑁
2
𝐷
𝑖
− 𝑁
𝑇

3
,

𝜙


𝑖2,5
= 𝑁
2
𝐷
𝑖
− 𝑁
𝑇

4
,

𝜙


𝑖2,8
= (𝐿
1
+ 𝐿
2
) 𝑆
𝑖
,

𝜙


𝑖2,10
= −𝑁
2
− 𝑁
𝑇

5
,

𝜙


𝑖3,3
= 𝜆
𝑖
𝐻
3𝑖
− (1 − 𝜇

2
) ℎ (𝜇
2
) 𝑄
2
− 𝑁
7
− 𝑁
𝑇

7
,

𝜙


𝑖3,4
= −𝑁
7
𝐷
𝑖
− 𝑁
𝑇

8
,

𝜙


𝑖3,6
= 𝑁
7
𝐷
𝑖
− 𝑁
𝑇

9
,

𝜙


𝑖3,11
= −𝑁
7
− 𝑁
𝑇

10
,

𝜙


𝑖4,4
= 𝛾𝐷
𝑇

𝑖
𝑃
𝑖
𝐷
𝑖
+ 𝐷
𝑇

𝑖
(

𝑁

∑
𝑗=1

𝜋
𝑖𝑗
𝑃
𝑗
)𝐷
𝑖
+ 𝜆
𝑖
𝐻
4𝑖

− (1 − 𝜇
3
) ℎ (𝜇
3
) 𝑄
3
− 𝑁
3
𝐷
𝑖
− 𝐷
𝑇

𝑖
𝑁
𝑇

3

− 𝑁
8
𝐷
𝑖
− 𝐷
𝑇

𝑖
𝑁
𝑇

8
,

𝜙


𝑖4,5
= 𝑁
3
𝐷
𝑖
− 𝐷
𝑇

𝑖
𝑁
𝑇

4
,

𝜙


𝑖4,6
= 𝑁
8
𝐷
𝑖
− 𝐷
𝑇

𝑖
𝑁
𝑇

9
,

𝜙


𝑖4,7
= −𝐷
𝑇

𝑖
𝑃
𝑖
𝐴
𝑖
,

𝜙


𝑖4,8
= −𝐷
𝑇

𝑖
𝑃
𝑖
𝐵
𝑖
,

𝜙


𝑖4,9
= −𝐷
𝑇

𝑖
𝑃
𝑖
𝐸
𝑖
,

𝜙


𝑖4,10
= −𝑁
3
− 𝐷
𝑇

𝑖
𝑁
𝑇

5
,

𝜙


𝑖4,11
= −𝑁
8
− 𝐷
𝑇

𝑖
𝑁
𝑇

10
,

𝜙


𝑖5,5
= 𝑁
4
𝐷
𝑖
+ 𝐷
𝑇

𝑖
𝑁
𝑇

4
,

𝜙


5,10
= −𝑁
4
+ 𝐷
𝑇

𝑖
𝑁
𝑇

5
,

𝜙


𝑖6,6
= 𝑁
9
𝐷
𝑖
+ 𝐷
𝑇

𝑖
𝑁
𝑇

9
,

𝜙


𝑖6,11
= −𝑁
9
+ 𝐷
𝑇

𝑖
𝑁
𝑇

10
,

𝜙


𝑖7,7
=
𝜏

𝛾
(𝑒
𝛾𝜏

− 1)𝑄
4
− 2𝑅
𝑖
+ 𝜅
1
𝐻
𝑇

𝑖
𝐻
𝑖
+ 𝜅
2
𝐻
𝑇

𝑖
𝐻
𝑖
,
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𝜙


𝑖8,8
= −2𝑆

𝑖
+ 𝜅
1
𝐽
𝑇

𝑖
𝐽
𝑖
+ 𝜅
2
𝐽
𝑇

𝑖
𝐽
𝑖
,

𝜙


𝑖9,9
= −𝑄
4
+ 𝜅
1
𝐾
𝑇

𝑖
𝐾
𝑖
+ 𝜅
2
𝐾
𝑇

𝑖
𝐾
𝑖
,

𝜙


𝑖10,10
= −𝑁
5
− 𝑁
𝑇

5
,

𝜙


𝑖11,11
= −𝑁
10
− 𝑁
𝑇

10
,

𝜙


𝑖12,12
= −𝑄
5
,

𝜙


𝑖13,13
= −𝑄
6
,

(21)

and the function ℎ(𝑢) ∈ R+, 𝑢 ∈ R, is defined as

ℎ (𝑢) =
{

{

{

1, 𝑢 > 1,

𝑒
−2𝛾𝜏, 𝑢 ≤ 1

(22)

and for 𝛼
𝑖
> 0, −𝛾 + ln𝛼/ inf{𝑡

𝑘
− 𝑡
𝑘−1
} < 0, 𝑘 ∈ N+, other

elements of Φ
𝑖
are all equal to 0.

Proof. Let 𝑥
𝑡
= 𝑥(𝑡 + 𝑠), 𝑠 ∈ [−𝜏, 0]. As discussed in [56–59],

{𝑥
𝑡
, 𝑟(𝑡), 𝑡 ≥ 0} is a 𝐶([−𝜏, 0];R𝑛) × 𝑆-valued Markov pro-

cess. Construct the following stochastic Lyapunov-Krasovskii
functional candidate for system (10):

𝑉 (𝑡, 𝑖, 𝑥
𝑡
) = 𝑉
1
(𝑡, 𝑖, 𝑥

𝑡
) + 𝑉
2
(𝑡, 𝑖, 𝑥

𝑡
) + 𝑉
3
(𝑡, 𝑖, 𝑥

𝑡
) , (23)

where

𝑉
1
(𝑡, 𝑖, 𝑥

𝑡
) = 𝑒
𝛾𝑡

(𝑥 (𝑡) − 𝐷
𝑖
𝑥 (𝑡 − 𝜏

3
(𝑡)))
𝑇

⋅ 𝑃
𝑖
(𝑥 (𝑡) − 𝐷

𝑖
𝑥 (𝑡 − 𝜏

3
(𝑡))) ,

𝑉
2
(𝑡, 𝑖, 𝑥

𝑡
) = ∫
𝑡

𝑡−𝜏
1
(𝑡)

𝑒
𝛾(𝑠−ℎ

2
)

𝑥
𝑇

(𝑠) 𝑄
1
𝑥 (𝑠) 𝑑𝑠

+ ∫
𝑡

𝑡−𝜏
2
(𝑡)

𝑒
𝛾(𝑠−𝜏

2
)

𝑥
𝑇

(𝑠) 𝑄
2
𝑥 (𝑠) 𝑑𝑠

+ ∫
𝑡

𝑡−𝜏
3
(𝑡)

𝑒
𝛾(𝑠−𝜏

3
)

𝑥
𝑇

(𝑠) 𝑄
3
𝑥 (𝑠) 𝑑𝑠,

𝑉
3
(𝑡, 𝑖, 𝑥

𝑡
)

= 𝜏∫
0

−𝜏

∫
𝑡

𝑡+𝛽

𝑒
𝛾(𝑠−𝛽)

𝑔
𝑇

(𝑥 (𝑠)) 𝑄
4
𝑔 (𝑥 (𝑠)) 𝑑𝑠 𝑑𝛽

+ (ℎ
2
− ℎ
1
) ∫
−ℎ
1

−ℎ
2

∫
𝑡

𝑡+𝛽

𝑒
𝛾(𝑠−𝛽)

𝑥
𝑇

(𝑠) 𝑄
5
𝑥 (𝑠) 𝑑𝑠 𝑑𝛽

+ 𝜏
3
∫
0

−𝜏
3

∫
𝑡

𝑡+𝛽

𝑒
𝛾(𝑠−𝛽)

𝑥
𝑇

(𝑠) 𝑄
6
𝑥 (𝑠) 𝑑𝑠 𝑑𝛽.

(24)

For 𝑡 ∈ [𝑡
𝑘−1
, 𝑡
𝑘
), 𝑘 ∈ N+, denote L to be the weak

infinitesimal operator of the random process 𝑥
𝑡
= 𝑥(𝑡 + 𝑠),

𝑠 ∈ [−𝜏, 0]; then along the trajectory of system (10) we have

L𝑉 (𝑡, 𝑖, 𝑥
𝑡
) = L𝑉

1
(𝑡, 𝑖, 𝑥

𝑡
) + L𝑉

2
(𝑡, 𝑖, 𝑥

𝑡
)

+ L𝑉
3
(𝑡, 𝑖, 𝑥

𝑡
) ,

(25)

where

L𝑉
1
(𝑡, 𝑖, 𝑥

𝑡
) = 𝛾𝑒

𝛾𝑡

(𝑥 (𝑡) − 𝐷
𝑖
𝑥 (𝑡 − 𝜏

3
(𝑡)))
𝑇

𝑃
𝑖
(𝑥 (𝑡)

− 𝐷
𝑖
𝑥 (𝑡 − 𝜏

3
(𝑡))) + 2𝑒

𝛾𝑡

(𝑥 (𝑡)

− 𝐷
𝑖
𝑥 (𝑡 − 𝜏

3
(𝑡)))
𝑇

𝑃
𝑖
[−𝐶
𝑖
𝑥 (𝑡)

+ (𝐴
𝑖
+ Δ𝐴
𝑖
) 𝑔 (𝑥 (𝑡))

+ (𝐵
𝑖
+ Δ𝐵
𝑖
) 𝑔 (𝑥 (𝑡 − 𝜏

1
(𝑡)))

+ (𝐸
𝑖
+ Δ𝐸
𝑖
) ∫
𝑡

𝑡−𝜏
2
(𝑡)

𝑔 (𝑥 (𝑠)) 𝑑𝑠]

+ 𝑒
𝛾𝑡trace [𝜎𝑇 (𝑡) 𝑃

𝑖
𝜎 (𝑡)] + 𝑒

𝛾𝑡

(𝑥 (𝑡)

− 𝐷
𝑖
𝑥 (𝑡 − 𝜏

3
(𝑡)))
𝑇

(

𝑁

∑
𝑗=1

𝜋
𝑖𝑗
𝑃
𝑗
)(𝑥 (𝑡)

− 𝐷
𝑖
𝑥 (𝑡 − 𝜏

3
(𝑡))) ,

(26)

L𝑉
2
(𝑡, 𝑖, 𝑥

𝑡
) = 𝑒
𝛾(𝑡−ℎ

2
)

𝑥
𝑇

(𝑡) 𝑄
1
𝑥 (𝑡) − (1 − �̇�

1
(𝑡))

⋅ 𝑒
𝛾(𝑡−𝜏
1
(𝑡)−ℎ
2
)

𝑥
𝑇

(𝑡 − 𝜏
1
(𝑡)) 𝑄

1
𝑥 (𝑡 − 𝜏

1
(𝑡))

+ 𝑒
𝛾(𝑡−𝜏
2
)

𝑥
𝑇

(𝑡) 𝑄
2
𝑥 (𝑡) − (1 − �̇�

2
(𝑡))

⋅ 𝑒
𝛾(𝑡−𝜏
2
(𝑡)−𝜏
2
)

𝑥
𝑇

(𝑡 − 𝜏
2
(𝑡)) 𝑄

2
𝑥 (𝑡 − 𝜏

2
(𝑡))

+ 𝑒
𝛾(𝑡−𝜏
3
)

𝑥
𝑇

(𝑡) 𝑄
3
𝑥 (𝑡) − (1 − �̇�

3
(𝑡))

⋅ 𝑒
𝛾(𝑡−𝜏
3
(𝑡)−𝜏
3
)

𝑥
𝑇

(𝑡 − 𝜏
3
(𝑡)) 𝑄

3
𝑥 (𝑡 − 𝜏

3
(𝑡)) ,

(27)

L𝑉
3
(𝑡, 𝑖, 𝑥

𝑡
) = 𝜏∫

0

−𝜏

𝑒
𝛾(𝑡−𝛽)

𝑔
𝑇

(𝑥 (𝑡)) 𝑄
4
𝑔 (𝑥 (𝑡)) 𝑑𝛽

− 𝜏∫
0

−𝜏

𝑒
𝛾𝑡

𝑔
𝑇

(𝑥 (𝑡 + 𝛽))𝑄
4
𝑔 (𝑥 (𝑡 + 𝛽)) 𝑑𝛽

+ (ℎ
2
− ℎ
1
) ∫
−ℎ
1

−ℎ
2

𝑒
𝛾(𝑡−𝛽)

𝑥
𝑇

(𝑡) 𝑄
5
𝑥 (𝑡) 𝑑𝛽 − (ℎ

2

− ℎ
1
) ∫
−ℎ
1

−ℎ
2

𝑒
𝛾𝑡

𝑥
𝑇

(𝑡 + 𝛽)𝑄
5
𝑥 (𝑡 + 𝛽) 𝑑𝛽

+ 𝜏
3
∫
0

−𝜏
3

𝑒
𝛾(𝑡−𝛽)

𝑥
𝑇

(𝑡) 𝑄
6
𝑥 (𝑡) 𝑑𝛽

− 𝜏
3
∫
0

−𝜏
3

𝑒
𝛾𝑡

𝑥
𝑇

(𝑡 + 𝛽)𝑄
6
𝑥 (𝑡 + 𝛽) 𝑑𝛽 =

𝜏

𝛾
(𝑒
𝛾𝜏

− 1) 𝑒
𝛾𝑡

𝑔
𝑇

(𝑥 (𝑡)) 𝑄
4
𝑔 (𝑥 (𝑡))

− 𝜏𝑒
𝛾𝑡

∫
𝑡

𝑡−𝜏

𝑔
𝑇

(𝑥 (𝑠)) 𝑄
4
𝑔 (𝑥 (𝑠)) 𝑑𝑠

+
ℎ
2
− ℎ
1

𝛾
(𝑒
𝛾ℎ
2 − 𝑒
𝛾ℎ
1) 𝑒
𝛾𝑡

𝑥
𝑇

(𝑡) 𝑄
5
𝑥 (𝑡) − (ℎ

2
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− ℎ
1
) 𝑒
𝛾𝑡

∫
𝑡−ℎ
1

𝑡−ℎ
2

𝑥
𝑇

(𝑠) 𝑄
5
𝑥 (𝑠) 𝑑𝑠 +

𝜏
3

𝛾
(𝑒
𝛾𝜏
3 − 1)

⋅ 𝑒
𝛾𝑡

𝑥
𝑇

(𝑡) 𝑄
6
𝑥 (𝑡) − 𝜏

3
𝑒
𝛾𝑡

∫
𝑡

𝑡−𝜏
3

𝑥
𝑇

(𝑠) 𝑄
6
𝑥 (𝑠) 𝑑𝑠

≤
𝜏

𝛾
(𝑒
𝛾𝜏

− 1) 𝑒
𝛾𝑡

𝑔
𝑇

(𝑥 (𝑡)) 𝑄
4
𝑔 (𝑥 (𝑡)) − 𝜏

2
(𝑡)

⋅ 𝑒
𝛾𝑡

∫
𝑡

𝑡−𝜏
2
(𝑡)

𝑔
𝑇

(𝑥 (𝑠)) 𝑄
4
𝑔 (𝑥 (𝑠)) 𝑑𝑠

+
ℎ
2
− ℎ
1

𝛾
(𝑒
𝛾ℎ
2 − 𝑒
𝛾ℎ
1) 𝑒
𝛾𝑡

𝑥
𝑇

(𝑡) 𝑄
5
𝑥 (𝑡) − (ℎ

2

− ℎ
1
) 𝑒
𝛾𝑡

∫
𝑡−ℎ
1

𝑡−ℎ
2

𝑥
𝑇

(𝑠) 𝑄
5
𝑥 (𝑠) 𝑑𝑠 +

𝜏
3

𝛾
(𝑒
𝛾𝜏
3 − 1)

⋅ 𝑒
𝛾𝑡

𝑥
𝑇

(𝑡) 𝑄
6
𝑥 (𝑡) − 𝜏

3
𝑒
𝛾𝑡

∫
𝑡

𝑡−𝜏
3

𝑥
𝑇

(𝑠) 𝑄
6
𝑥 (𝑠) 𝑑𝑠.

(28)

From hypotheses (H3) and (18), we have

trace [𝜎𝑇 (𝑡) 𝑃
𝑖
𝜎 (𝑡)] ≤ 𝜆

𝑖
trace [𝜎𝑇 (𝑡) 𝜎 (𝑡)]

≤ 𝜆
𝑖
(𝑥
𝑇

(𝑡)𝐻
1𝑖
𝑥 (𝑡)

+ 𝑥
𝑇

(𝑡 − 𝜏
1
(𝑡))𝐻

2𝑖
𝑥 (𝑡 − 𝜏

1
(𝑡))

+ 𝑥
𝑇

(𝑡 − 𝜏
2
(𝑡))𝐻

3𝑖
𝑥 (𝑡 − 𝜏

2
(𝑡))

+ 𝑥
𝑇

(𝑡 − 𝜏
3
(𝑡))𝐻

4𝑖
𝑥 (𝑡 − 𝜏

3
(𝑡))) .

(29)

Combining (20) and (27) together yields

L𝑉
2
(𝑡, 𝑖, 𝑥

𝑡
)

≤ 𝑒
𝛾𝑡

(𝑥
𝑇

(𝑡) (𝑒
−𝛾ℎ
2𝑄
1
+ 𝑒
−𝛾𝜏
2𝑄
2
+ 𝑒
−𝛾𝜏
3𝑄
3
) 𝑥 (𝑡)

− (1 − 𝜇
1
) ℎ (𝜇
1
) 𝑥
𝑇

(𝑡 − 𝜏
1
(𝑡)) 𝑄

1
𝑥 (𝑡 − 𝜏

1
(𝑡))

− (1 − 𝜇
2
) ℎ (𝜇
2
) 𝑥
𝑇

(𝑡 − 𝜏
2
(𝑡)) 𝑄

2
𝑥 (𝑡 − 𝜏

2
(𝑡))

− (1 − 𝜇
3
) ℎ (𝜇
3
) 𝑥
𝑇

(𝑡 − 𝜏
3
(𝑡)) 𝑄

3
𝑥 (𝑡 − 𝜏

3
(𝑡))) .

(30)

If 𝜏
2
(𝑡) > 0, ℎ

2
> ℎ
1
, based on (28) and Lemma 3, it is easy

to derive that

L𝑉
3
(𝑡, 𝑖, 𝑥

𝑡
) ≤

𝜏

𝛾
(𝑒
𝛾𝜏

− 1) 𝑒
𝛾𝑡

𝑔
𝑇

(𝑥 (𝑡)) 𝑄
4
𝑔 (𝑥 (𝑡))

− 𝑒
𝛾𝑡

[∫
𝑡

𝑡−𝜏
2
(𝑡)

𝑔 (𝑥 (𝑠)) 𝑑𝑠]

𝑇

⋅ 𝑄
4
[∫
𝑡

𝑡−𝜏
2
(𝑡)

𝑔 (𝑥 (𝑠)) 𝑑𝑠]

+
ℎ
2
− ℎ
1

𝛾
(𝑒
𝛾ℎ
2 − 𝑒
𝛾ℎ
1) 𝑒
𝛾𝑡

𝑥
𝑇

(𝑡)

⋅ 𝑄
5
𝑥 (𝑡) − 𝑒

𝛾𝑡

[∫
𝑡−ℎ
1

𝑡−ℎ
2

𝑥 (𝑠) 𝑑𝑠]

𝑇

⋅ 𝑄
5
[∫
𝑡−ℎ
1

𝑡−ℎ
2

𝑥 (𝑠) 𝑑𝑠] +
𝜏
3

𝛾
(𝑒
𝛾𝜏
3 − 1)

⋅ 𝑒
𝛾𝑡

𝑥
𝑇

(𝑡) 𝑄
6
𝑥 (𝑡)

− 𝑒
𝛾𝑡

[∫
𝑡

𝑡−𝜏
3

𝑥 (𝑠) 𝑑𝑠]

𝑇

⋅ 𝑄
6
[∫
𝑡

𝑡−𝜏
3

𝑥 (𝑠) 𝑑𝑠] .

(31)

Note that inequality (31) still holds if 𝜏
2
(𝑡) = 0 and ℎ

2
= ℎ
1

since

∫
𝑡

𝑡−𝜏
2
(𝑡)

𝑔
𝑇

(𝑥 (𝑠)) 𝑄
4
𝑔 (𝑥 (𝑠)) 𝑑𝑠

= [∫
𝑡

𝑡−𝜏
2
(𝑡)

𝑔 (𝑥 (𝑠)) 𝑑𝑠]

𝑇

𝑄
4
[∫
𝑡

𝑡−𝜏
2
(𝑡)

𝑔 (𝑥 (𝑠)) 𝑑𝑠]

= 0,

∫
𝑡−ℎ
1

𝑡−ℎ
2

𝑥
𝑇

(𝑠) 𝑄
5
𝑥 (𝑠) 𝑑𝑠 [∫

𝑡−ℎ
1

𝑡−ℎ
2

𝑥 (𝑠) 𝑑𝑠]

𝑇

⋅ 𝑄
5
[∫
𝑡−ℎ
1

𝑡−ℎ
2

𝑥 (𝑠) 𝑑𝑠] = 0,

∫
𝑡

𝑡−𝜏
3

𝑥
𝑇

(𝑠) 𝑄
6
𝑥 (𝑠) 𝑑𝑠 = [∫

𝑡

𝑡−𝜏
3

𝑥 (𝑠) 𝑑𝑠]

𝑇

⋅ 𝑄
6
[∫
𝑡

𝑡−𝜏
3

𝑥 (𝑠) 𝑑𝑠] = 0.

(32)

On the other hand, by hypothesis (H2), one can get that
there exist positive diagonal matrices 𝑅

𝑖
= diag{𝑟

1𝑖
, 𝑟
2𝑖
, . . . ,

𝑟
𝑛𝑖
}, 𝑆
𝑖
= diag{𝑠

1𝑖
, 𝑠
2𝑖
, . . . , 𝑠

𝑛𝑖
}, 𝑖 ∈ 𝑆, such that the following

inequalities hold

0 ≤ 2𝑒
𝛾𝑡

𝑛

∑
𝑗=1

𝑟
𝑗𝑖
(𝑔
𝑗
(𝑥
𝑗
(𝑡)) − 𝑙

−

𝑗
𝑥
𝑗
(𝑡)) (𝑙

+

𝑗
𝑥
𝑗
(𝑡)

− 𝑔
𝑗
(𝑥
𝑗
(𝑡))) = 2𝑒

𝛾𝑡

(𝑥
𝑇

(𝑡) (𝐿
1
+ 𝐿
2
) 𝑅
𝑖
𝑔 (𝑥 (𝑡))

− 𝑥
𝑇

(𝑡) 𝐿
1
𝑅
𝑖
𝐿
2
𝑥 (𝑡) − 𝑔

𝑇

(𝑥 (𝑡)) 𝑅
𝑖
𝑔 (𝑥 (𝑡))) ,
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0 ≤ 2𝑒
𝛾𝑡

𝑛

∑
𝑗=1

𝑠
𝑗𝑖
(𝑔
𝑗
(𝑥
𝑗
(𝑡 − 𝜏
1
(𝑡))) − 𝑙

−

𝑗
𝑥
𝑗
(𝑡 − 𝜏
1
(𝑡)))

⋅ (𝑙
+

𝑗
𝑥
𝑗
(𝑡 − 𝜏
1
(𝑡)) − 𝑔

𝑗
(𝑥
𝑗
(𝑡 − 𝜏
1
(𝑡))))

= 2𝑒
𝛾𝑡

(𝑥
𝑇

(𝑡 − 𝜏
1
(𝑡)) (𝐿

1
+ 𝐿
2
) 𝑆
𝑖
𝑔 (𝑥 (𝑡 − 𝜏

1
(𝑡)))

− 𝑥
𝑇

(𝑡 − 𝜏
1
(𝑡)) 𝐿
1
𝑆
𝑖
𝐿
2
𝑥 (𝑡 − 𝜏

1
(𝑡))

− 𝑔
𝑇

(𝑥 (𝑡 − 𝜏
1
(𝑡))) 𝑆

𝑖
𝑔 (𝑥 (𝑡 − 𝜏

1
(𝑡)))) .

(33)

Moreover, by utilizing the well-known Newton-Leibniz
formulae and (16), it can be deduced that for anymatrices𝑁

𝑞
,

𝑞 = 1, 2, . . . , 10, with appropriate dimensions, the following
equalities also hold

0 = 2𝑒
𝛾𝑡

[𝑥
𝑇

(𝑡)𝑁
1
+ 𝑥
𝑇

(𝑡 − 𝜏
1
(𝑡))𝑁

2

+ 𝑥
𝑇

(𝑡 − 𝜏
3
(𝑡))𝑁

3

+ 𝑥
𝑇

(𝑡 − 𝜏
1
(𝑡) − 𝜏

3
(𝑡 − 𝜏
1
(𝑡)))𝑁

4

+ (∫
𝑡

𝑡−𝜏
1
(𝑡)

𝑧 (𝑠) 𝑑𝑠)

𝑇

𝑁
5
]

⋅ [(𝑥 (𝑡) − 𝐷
𝑖
𝑥 (𝑡 − 𝜏

3
(𝑡)))

− (𝑥 (𝑡 − 𝜏
1
(𝑡)) − 𝐷

𝑖
𝑥 (𝑡 − 𝜏

1
(𝑡) − 𝜏

3
(𝑡 − 𝜏
1
(𝑡))))

− ∫
𝑡

𝑡−𝜏
1
(𝑡)

𝑧 (𝑠) 𝑑𝑠 − ∫
𝑡

𝑡−𝜏
1
(𝑡)

𝜎 (𝑠) 𝑑𝜔 (𝑠)] ,

0 = 2𝑒
𝛾𝑡

[𝑥
𝑇

(𝑡)𝑁
6
+ 𝑥
𝑇

(𝑡 − 𝜏
2
(𝑡))𝑁

7

+ 𝑥
𝑇

(𝑡 − 𝜏
3
(𝑡))𝑁

8

+ 𝑥
𝑇

(𝑡 − 𝜏
2
(𝑡) − 𝜏

3
(𝑡 − 𝜏
2
(𝑡)))𝑁

9

+ (∫
𝑡

𝑡−𝜏
2
(𝑡)

𝑧 (𝑠) 𝑑𝑠)

𝑇

𝑁
10
]

⋅ [(𝑥 (𝑡) − 𝐷
𝑖
𝑥 (𝑡 − 𝜏

3
(𝑡)))

− (𝑥 (𝑡 − 𝜏
2
(𝑡)) − 𝐷

𝑖
𝑥 (𝑡 − 𝜏

2
(𝑡) − 𝜏

3
(𝑡 − 𝜏
2
(𝑡))))

− ∫
𝑡

𝑡−𝜏
2
(𝑡)

𝑧 (𝑠) 𝑑𝑠 − ∫
𝑡

𝑡−𝜏
2
(𝑡)

𝜎 (𝑠) 𝑑𝜔 (𝑠)] .

(34)

Considering hypothesis (H4), substituting (26)–(34) and
𝐸𝑑𝜔(𝑡) = 0 into (25) yields that for 𝑡 ∈ [𝑡

𝑘−1
, 𝑡
𝑘
), 𝑘 ∈ N+,

𝐸L𝑉 (𝑡, 𝑖, 𝑥
𝑡
) ≤ 𝑒
𝛾𝑡

𝐸𝜒
𝑇

(𝑡) Φ


𝑖
𝜒 (𝑡) , (35)

where

𝜒
𝑇

(𝑡) = [ 𝑥𝑇 (𝑡) 𝑥
𝑇 (𝑡 − 𝜏

1
(𝑡)) 𝑥𝑇 (𝑡 − 𝜏

2
(𝑡)) 𝑥𝑇 (𝑡 − 𝜏

3
(𝑡))

𝑥
𝑇

(𝑡 − 𝜏
1
(𝑡) − 𝜏

3
(𝑡 − 𝜏
1
(𝑡)))

𝑥
𝑇
(𝑡 − 𝜏
2
(𝑡) − 𝜏

3
(𝑡 − 𝜏
2
(𝑡))) 𝑔

𝑇

(𝑥 (𝑡))

𝑔𝑇 (𝑥 (𝑡 − 𝜏
1
(𝑡))) (∫

𝑡

𝑡−𝜏
2
(𝑡)

𝑔 (𝑥 (𝑠)) 𝑑𝑠)

𝑇

(∫
𝑡

𝑡−𝜏
1
(𝑡)

𝑧 (𝑠) 𝑑𝑠)

𝑇

(∫
𝑡

𝑡−𝜏
2
(𝑡)

𝑧 (𝑠) 𝑑𝑠)

𝑇

(∫
𝑡−ℎ
1

𝑡−ℎ
2

𝑥 (𝑠) 𝑑𝑠)

𝑇

(∫
𝑡

𝑡−𝜏
3

𝑥 (𝑠) 𝑑𝑠)

𝑇

] ,

Φ


𝑖
= Φ


𝑖

𝜅
1
=0,𝜅
2
=0

+ [
𝑃
𝑖
𝑍
𝑖

0
12𝑛×𝑛

]𝐹
𝑖
(𝑡)

[
[
[
[
[
[
[
[
[

[

0
6𝑛×𝑛

𝐻𝑇
𝑖

𝐽𝑇
𝑖

𝐾
𝑇

𝑖

0
4𝑛×𝑛

]
]
]
]
]
]
]
]
]

]

𝑇

+

[
[
[
[
[
[
[
[
[

[

0
6𝑛×𝑛

𝐻𝑇
𝑖

𝐽𝑇
𝑖

𝐾𝑇
𝑖

0
4𝑛×𝑛

]
]
]
]
]
]
]
]
]

]

𝐹
𝑇

𝑖
(𝑡) [

𝑃
𝑖
𝑍
𝑖

0
12𝑛×𝑛

]

𝑇

− [
𝐷𝑇
𝑖
𝑃
𝑖
𝑍
𝑖

0
12𝑛×𝑛

]𝐹
𝑖
(𝑡)

[
[
[
[
[
[
[
[
[

[

0
6𝑛×𝑛

𝐻𝑇
𝑖

𝐽𝑇
𝑖

𝐾𝑇
𝑖

0
4𝑛×𝑛

]
]
]
]
]
]
]
]
]

]

𝑇

−

[
[
[
[
[
[
[
[
[

[

0
6𝑛×𝑛

𝐻𝑇
𝑖

𝐽𝑇
𝑖

𝐾𝑇
𝑖

0
4𝑛×𝑛

]
]
]
]
]
]
]
]
]

]

𝐹
𝑇

𝑖
(𝑡) [

𝐷
𝑇

𝑖
𝑃
𝑖
𝑍
𝑖

0
12𝑛×𝑛

]

𝑇

.

(36)

Combining Lemma 4 and (35) together yields that there
exist two positive scalars 𝜅

1
and 𝜅
2
such that

Φ


𝑖
≤ Ξ
𝑖

= Φ


𝑖

𝜅
1
>0,𝜅
2
>0

+ 𝜅
−1

1
[
𝑃
𝑖
𝑍
𝑖

0
12𝑛×𝑛

][
𝑃
𝑖
𝑍
𝑖

0
12𝑛×𝑛

]

𝑇

+ 𝜅
−1

2
[
𝐷𝑇
𝑖
𝑃
𝑖
𝑍
𝑖

0
12𝑛×𝑛

][
𝐷𝑇
𝑖
𝑃
𝑖
𝑍
𝑖

0
12𝑛×𝑛

]

𝑇

.

(37)

Applying the Schur complement equivalence [60] to (20)
yields Ξ

𝑖
< 0. Therefore,Φ

𝑖
< 0, which means

𝐸L𝑉 (𝑡, 𝑖, 𝑥
𝑡
) ≤ 0, 𝑡 ∈ [𝑡

𝑘−1
, 𝑡
𝑘
) , 𝑘 ∈ N

+

. (38)
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For 𝑡 = 𝑡
𝑘
, 𝑘 ∈ N+, according to (19) and (23) and

𝐸𝑑𝜔(𝑡) = 0, we have

𝐸𝑉 (𝑡
𝑘
, 𝑙, 𝑥
𝑡
𝑘

)

= 𝐸𝑉 (𝑡
−

𝑘
, 𝑖, 𝑥
𝑡
−

𝑘

)

+ 𝐸𝑒
𝛾𝑡
𝑘D𝑥
𝑇

(𝑡
−

𝑘
) (𝑊
𝑇

𝑖𝑘
𝑃
𝑙
𝑊
𝑖𝑘
− 𝑃
𝑖
)D𝑥 (𝑡

−

𝑘
)

≤ 𝐸𝑉 (𝑡
−

𝑘
, 𝑖, 𝑥
𝑡
−

𝑘

) + 𝛼
𝑖
𝐸𝑉
1
(𝑡
−

𝑘
, 𝑖, 𝑥
𝑡
−

𝑘

) ;

(39)

if −1 ≤ 𝛼
𝑖
< 0, then

𝐸𝑉 (𝑡
𝑘
, 𝑙, 𝑥
𝑡
𝑘

) ≤ 𝐸𝑉 (𝑡
−

𝑘
, 𝑖, 𝑥
𝑡
−

𝑘

) ; (40)

if 𝛼
𝑖
> 0, then

𝐸𝑉 (𝑡
𝑘
, 𝑙, 𝑥
𝑡
𝑘

) ≤ (1 + 𝛼
𝑖
) 𝐸𝑉 (𝑡

−

𝑘
, 𝑖, 𝑥
𝑡
−

𝑘

)

≤ 𝛼𝐸𝑉 (𝑡
−

𝑘
, 𝑖, 𝑥
𝑡
−

𝑘

) .

(41)

So, from inequalities (38) and (40), for all 𝑖 ∈ 𝑆, 𝑡 ≥ 0, it is
true through the mathematical induction that

𝐸𝑉 (𝑡, 𝑖, 𝑥
𝑡
) ≤ 𝐸𝑉 (0, 𝑟 (0) , 𝑥

0
) , − 1 ≤ 𝛼

𝑖
< 0. (42)

Similarly, based on inequalities (38) and (41), for all 𝑖 ∈ 𝑆,
𝑡 ∈ [𝑡

𝑘−1
, 𝑡
𝑘
), 𝑘 ∈ N+, it is true through the mathematical

induction that

𝐸𝑉 (𝑡, 𝑖, 𝑥
𝑡
) ≤ 𝛼
𝑘−1

𝐸𝑉 (0, 𝑟 (0) , 𝑥
0
)

= 𝐸𝑉 (0, 𝑟 (0) , 𝑥
0
) 𝑒
(𝑘−1) ln𝛼

≤ 𝐸𝑉 (0, 𝑟 (0) , 𝑥
0
) 𝑒
(𝑡
𝑘−1
/ inf{𝑡

𝑘
−𝑡
𝑘−1
}) ln𝛼

≤ 𝐸𝑉 (0, 𝑟 (0) , 𝑥
0
) 𝑒
(ln𝛼/ inf{𝑡

𝑘
−𝑡
𝑘−1
})𝑡

,

𝛼
𝑖
> 0.

(43)

From (23), (42), and (43), the following inequalities are,
namely, hold

𝐸 (D𝑥 (𝑡))
𝑇

(D𝑥 (𝑡)) ≤
𝐸𝑉 (0, 𝑟 (0) , 𝑥

0
)

min
𝑖∈𝑆
𝜆min (𝑃𝑖)

𝑒
−𝛾𝑡

,

−1 ≤ 𝛼
𝑖
< 0, 𝑡 ≥ 0,

(44)

𝐸 (D𝑥 (𝑡))
𝑇

(D𝑥 (𝑡))

≤
𝐸𝑉 (0, 𝑟 (0) , 𝑥

0
)

min
𝑖∈𝑆
𝜆min (𝑃𝑖)

𝑒
(−𝛾+ln𝛼/ inf{𝑡

𝑘
−𝑡
𝑘−1
})𝑡

,

𝛼
𝑖
> 0, 𝑡 ∈ [𝑡

𝑘−1
, 𝑡
𝑘
) , 𝑘 ∈ N

+

.

(45)

On the other hand, defined 𝐿 = diag{𝑙
1
, 𝑙
2
, . . . , 𝑙
𝑛
} within 𝑙

𝑗
=

max{|𝑙−
𝑗
|, |𝑙+
𝑗
|}, 𝑗 = 1, 2, . . . , 𝑛, from Lemma 4; it is easy to

obtain that there exists a positive scalar 𝜖 such that

𝐸𝑉 (0, 𝑟 (0) , 𝑥
0
) = 𝐸 (𝑥 (0) − 𝐷

𝑖
𝑥 (0 − 𝜏

3
(0)))
𝑇

⋅ 𝑃
𝑟(0)

(𝑥 (0) − 𝐷
𝑖
𝑥 (0 − 𝜏

3
(0)))

+ ∫
0

−𝜏
1
(0)

𝐸𝑒
𝛾(𝑠−ℎ

2
)

𝑥
𝑇

(𝑠) 𝑄
1
𝑥 (𝑠) 𝑑𝑠

+

3

∑
𝑗=2

∫
0

−𝜏
𝑗
(0)

𝐸𝑒
𝛾(𝑠−𝜏

𝑗
)

𝑥
𝑇

(𝑠) 𝑄
𝑗
𝑥 (𝑠) 𝑑𝑠

+ 𝜏∫
0

−𝜏

∫
0

𝛽

𝐸𝑒
𝛾(𝑠−𝛽)

𝑔
𝑇

(𝑥 (𝑠)) 𝑄
4
𝑔 (𝑥 (𝑠)) 𝑑𝑠 𝑑𝛽

+ (ℎ
2
− ℎ
1
) ∫
−ℎ
1

−ℎ
2

∫
0

𝛽

𝐸𝑒
𝛾(𝑠−𝛽)

𝑥
𝑇

(𝑠) 𝑄
5
𝑥 (𝑠) 𝑑𝑠 𝑑𝛽

+ 𝜏
3
∫
0

−𝜏
3

∫
0

𝛽

𝐸𝑒
𝛾(𝑠−𝛽)

𝑥
𝑇

(𝑠) 𝑄
6
𝑥 (𝑠) 𝑑𝑠 𝑑𝛽 ≤ (1

+ 𝜖) 𝑥
𝑇

(0) 𝑃
𝑟(0)
𝑥 (0) + (1 + 𝜖

−1

) 𝑥
𝑇

(−𝜏
3
(0))

⋅ 𝐷
𝑇

𝑖
𝑃
𝑟(0)
𝐷
𝑖
𝑥 (−𝜏
3
(0))

+ (𝜆max (𝑄1) 𝑒
−𝛾ℎ
2 ∫
0

−ℎ
2

𝑒
𝛾𝑠

𝑑𝑠

+

3

∑
𝑗=2

𝜆max (𝑄𝑗) 𝑒
−𝛾𝜏
𝑗 ∫
0

−𝜏
𝑗

𝑒
𝛾𝑠

𝑑𝑠

+ 𝜏𝜆max (𝐿
𝑇

𝑄
4
𝐿)∫
0

−𝜏

∫
0

𝛽

𝑒
𝛾(𝑠−𝛽)

𝑑𝑠 𝑑𝛽

+ (ℎ
2
− ℎ
1
) 𝜆max (𝑄5) ∫

−ℎ
1

−ℎ
2

∫
0

𝛽

𝑒
𝛾(𝑠−𝛽)

𝑑𝑠 𝑑𝛽

+ 𝜏
3
𝜆max (𝑄6) ∫

0

−𝜏
3

∫
0

𝛽

𝑒
𝛾(𝑠−𝛽)

𝑑𝑠 𝑑𝛽)

⋅ sup
−𝜏≤𝜃≤0

𝐸
𝜉 (𝜃)


2

≤
{

{

{

[(1 + 𝜖) + (1 + 𝜖
−1

)

𝐷
𝑇

𝑖


𝐷𝑖

]max
𝑖∈𝑆

𝜆
𝑖

+ 𝜆max (𝑄1)
𝑒−𝛾ℎ2

𝛾
(1 − 𝑒

−𝛾ℎ
2)

+

3

∑
𝑗=2

𝜆max (𝑄𝑗)
𝑒−𝛾𝜏𝑗

𝛾
(1 − 𝑒

−𝛾𝜏
𝑗)

+
𝜏𝜆max (𝐿

𝑇𝑄
4
𝐿)

𝛾
(
𝑒
𝛾𝜏 − 1

𝛾
− 𝜏)
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+
(ℎ
2
− ℎ
1
) 𝜆max (𝑄5)

𝛾
(
𝑒
𝛾ℎ
2 − 𝑒𝛾ℎ1

𝛾
− (ℎ
2
− ℎ
1
))

+
𝜏
3
𝜆max (𝑄6)

𝛾
(
𝑒
𝛾𝜏
3 − 1

𝛾
− 𝜏
3
)
}

}

}

sup
−𝜏≤𝜃≤0

𝐸
𝜉 (𝜃)


2

=M
1
sup
−𝜏≤𝜃≤0

𝐸
𝜉 (𝜃)


2

,

(46)

where

M
1

= [(1 + 𝜖) + (1 + 𝜖
−1

)

𝐷
𝑇

𝑖


𝐷𝑖

]max
𝑖∈𝑆

𝜆
𝑖

+ 𝜆max (𝑄1)
𝑒−𝛾ℎ2

𝛾
(1 − 𝑒

−𝛾ℎ
2)

+

3

∑
𝑗=2

𝜆max (𝑄𝑗)
𝑒−𝛾𝜏𝑗

𝛾
(1 − 𝑒

−𝛾𝜏
𝑗)

+
𝜏𝜆max (𝐿

𝑇
𝑄
4
𝐿)

𝛾
(
𝑒
𝛾𝜏 − 1

𝛾
− 𝜏)

+
(ℎ
2
− ℎ
1
) 𝜆max (𝑄5)

𝛾
(
𝑒
𝛾ℎ
2 − 𝑒𝛾ℎ1

𝛾
− (ℎ
2
− ℎ
1
))

+
𝜏
3
𝜆max (𝑄6)

𝛾
(
𝑒
𝛾𝜏
3 − 1

𝛾
− 𝜏
3
) .

(47)

In addition, one can see that

𝐸𝑥
𝑇

(𝑡) 𝑥 (𝑡) = 𝐸 {(D𝑥 (𝑡) + 𝐷
𝑖
𝑥 (𝑡 − 𝜏

3
(𝑡)))
𝑇

⋅ (D𝑥 (𝑡) + 𝐷
𝑖
𝑥 (𝑡 − 𝜏

3
(𝑡)))} = 𝐸 {(D𝑥 (𝑡))

𝑇

⋅ (D𝑥 (𝑡)) + 2 (D𝑥 (𝑡))
𝑇

𝐷
𝑖
𝑥 (𝑡 − 𝜏

3
(𝑡))

+ 𝑥
𝑇

(𝑡 − 𝜏
3
(𝑡))𝐷

𝑇

𝑖
𝐷
𝑖
𝑥 (𝑡 − 𝜏

3
(𝑡))}

= 𝐸 (D𝑥 (𝑡))
𝑇

(D𝑥 (𝑡)) + 2𝐸 (D𝑥 (𝑡))
𝑇

𝐷
𝑖
𝑥 (𝑡

− 𝜏
3
(𝑡)) + 𝐸𝑥

𝑇

(𝑡 − 𝜏
3
(𝑡))𝐷

𝑇

𝑖
𝐷
𝑖
𝑥 (𝑡 − 𝜏

3
(𝑡)) .

(48)

By utilizing Lemma 4 and (48), a positive scalar 𝜀 can be
found, such that

𝐸𝑥
𝑇

(𝑡) 𝑥 (𝑡) ≤ (1 + 𝜀) 𝐸 (D𝑥 (𝑡))
𝑇

(D𝑥 (𝑡))

+ (1 + 𝜀
−1

) 𝜆max (𝐷
𝑇

𝑖
𝐷
𝑖
) 𝐸𝑥
𝑇

(𝑡 − 𝜏
3
(𝑡))

⋅ 𝑥 (𝑡 − 𝜏
3
(𝑡)) ,

(49)

(1 + 𝜀
−1

) 𝜆max (𝐷
𝑇

𝑖
𝐷
𝑖
) 𝑒
𝛾𝜏
3 < 1. (50)

If −1 ≤ 𝛼
𝑖
< 0, by using (44) and (49), for any 𝑡∗ ≥ 0, we can

get the following result by the same derivation in [22]:

sup
0≤𝑡≤𝑡

∗

{𝐸 [𝑥
𝑇

(𝑡) 𝑥 (𝑡)] 𝑒
𝛾𝑡

} ≤
(1 + 𝜀) 𝐸𝑉 (0, 𝑟 (0) , 𝑥

0
)

min
𝑖∈𝑆
𝜆min (𝑃𝑖)

+ (1 + 𝜀
−1

) 𝜆max (𝐷
𝑇

𝑖
𝐷
𝑖
) 𝑒
𝛾𝜏
3

⋅ sup
0≤𝑡≤𝑡

∗

{𝐸 [𝑥
𝑇

(𝑡 − 𝜏
3
(𝑡)) 𝑥 (𝑡 − 𝜏

3
(𝑡))] 𝑒

𝛾(𝑡−𝜏
3
(𝑡))

}

≤
(1 + 𝜀) 𝐸𝑉 (0, 𝑟 (0) , 𝑥

0
)

min
𝑖∈𝑆
𝜆min (𝑃𝑖)

+ (1 + 𝜀
−1

)

⋅ 𝜆max (𝐷
𝑇

𝑖
𝐷
𝑖
) 𝑒
𝛾𝜏
3 [ sup
−𝜏
3
(𝑡)≤𝜃<0

𝐸
𝜉 (𝜃)


2

+ sup
0≤𝑡≤𝑡

∗

{𝐸 [𝑥
𝑇

(𝑡) 𝑥 (𝑡)] 𝑒
𝛾𝑡

}] ≤ (1 + 𝜀
−1

)

⋅ 𝜆max (𝐷
𝑇

𝑖
𝐷
𝑖
) 𝑒
𝛾𝜏
3 [ sup
−𝜏≤𝜃≤0

𝐸
𝜉 (𝜃)


2

+ sup
0≤𝑡≤𝑡

∗

{𝐸 [𝑥
𝑇

(𝑡) 𝑥 (𝑡)] 𝑒
𝛾𝑡

}]

+
(1 + 𝜀) 𝐸𝑉 (0, 𝑟 (0) , 𝑥

0
)

min
𝑖∈𝑆
𝜆min (𝑃𝑖)

.

(51)

Because (46) and (50) hold, we have

sup
0≤𝑡≤𝑡

∗

{𝐸 [𝑥
𝑇

(𝑡) 𝑥 (𝑡)] 𝑒
𝛾𝑡

} ≤M sup
−𝜏≤𝜃≤0

𝐸
𝜉 (𝜃)


2

, (52)

where

M

=
((1 + 𝜀)𝑀

1
/min
𝑖∈𝑆
𝜆min (𝑃𝑖) + (1 + 𝜀

−1) 𝜆max (𝐷
𝑇

𝑖
𝐷
𝑖
) 𝑒𝛾𝜏3)

(1 − (1 + 𝜀−1) 𝜆max (𝐷
𝑇

𝑖
𝐷
𝑖
) 𝑒𝛾𝜏3)

.

(53)

Letting 𝑡∗ →∞ yields

sup
𝑡∈[0,∞)

{𝐸 [𝑥
𝑇

(𝑡) 𝑥 (𝑡)] 𝑒
𝛾𝑡

} ≤M sup
−𝜏≤𝜃≤0

𝐸
𝜉 (𝜃)


2

. (54)

Obviously, for −1 ≤ 𝛼
𝑖
< 0, 𝑡 ≥ 0,

𝐸𝑥
𝑇

(𝑡) 𝑥 (𝑡) ≤M𝑒
−𝛾𝑡 sup
−𝜏≤𝜃≤0

𝐸
𝜉 (𝜃)


2

. (55)

Next, along the same line of (55), it can be deduced that for
𝛼
𝑖
> 0, 𝑡 ∈ [𝑡

𝑘−1
, 𝑡
𝑘
), 𝑘 ∈ N+,

𝐸𝑥
𝑇

(𝑡) 𝑥 (𝑡)

≤M


𝑒
(−𝛾+ln𝛼/ inf{𝑡

𝑘
−𝑡
𝑘−1
})𝑡 sup
−𝜏≤𝜃≤0

𝐸
𝜉 (𝜃)


2

,
(56)

where
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M


=
((1 + 𝜀)𝑀

1
/min
𝑖∈𝑆
𝜆min (𝑃𝑖) + (1 + 𝜀

−1) 𝜆max (𝐷
𝑇

𝑖
𝐷
𝑖
) 𝑒(𝛾−ln𝛼/ inf{𝑡𝑘−𝑡𝑘−1})𝜏3)

(1 − (1 + 𝜀−1) 𝜆max (𝐷
𝑇

𝑖
𝐷
𝑖
) 𝑒(𝛾−ln𝛼/ inf{𝑡𝑘−𝑡𝑘−1})𝜏3)

. (57)

Hence, for 𝛼
𝑖
≥ −1 (𝛼

𝑖
̸= 0), by Definition 2 and (55) and

(56), it can be seen that the trivial solution of system (10) is
robustly exponentially stable in mean square. Moreover, the
exponential convergence rate is

𝛾, if − 1 ≤ 𝛼
𝑖
< 0,

𝛾 −
ln𝛼

inf {𝑡
𝑘
− 𝑡
𝑘−1
}
, if 𝛼

𝑖
> 0.

(58)

This completes the proof of Theorem 7.

Remark 8. In fact, exponential convergence rate of the trivial
solution of system (10) is the inherent essence. The con-
structed exponential-type Lyapunov-Krasovskii functional in
the proof of Theorem 7 is aimed at estimating a closely
approximate exponential convergence rate of the trivial solu-
tion of system (10) mathematically.

Remark 9. When −1 ≤ 𝛼
𝑖
< 0, the impulses are stabilizing;

when 𝛼
𝑖
> 0, the impulses are destabilizing; and when

𝑊
𝑖𝑘
= 𝐼, the impulses are neutral-type (i.e., they are neither

helpful for stability of system (10) nor destabilizing). 𝛼
𝑖
̸= 0

is necessary since the Markovian jumping would occur at
the impulsive time instants; that is, 𝑃

𝑖
is changing with the

mode’s change, and there always exist scalars 𝛼
𝑖
> 0 such

that 𝑃
𝑙
≤ (1 + 𝛼

𝑖
)𝑃
𝑖
. To the best of authors’ knowledge, there

is no result about dividing the impulses into three types for
robust global exponential stability for impulsive stochastic
neural networks of neutral-type with Markovian parameters,
mixed time delays, and parametric uncertainties. Moreover,
because the stability analysis for the case of neutral-type
impulses is similar to that of destabilizing impulses, the
robust exponential stability inmean square of system (10) has
been classified into two categories: −1 ≤ 𝛼

𝑖
< 0 and 𝛼

𝑖
> 0.

Remark 10. As shown in (58), the effects of the three types of
impulses for the exponential convergence rate of the trivial
solution of system (10) have been explicitly presented, which
further verifies the characteristics of the different impulses.

When system (10) is without parametric uncertainties,
by constructing the same Lyapunov-Krasovskii functional,
from Theorem 7, the following corollary can be deduced to
guarantee the exponential stability in mean square of the
trivial solution of system (10).

Corollary 11. Assume that hypotheses (H1)–(H3) hold. For
given scalars ℎ

1
, ℎ
2
, 𝜏
2
, 𝜏
3
, and 𝜇

1
, 𝜇
2
, 𝜇
3
, the trivial solution of

system (10) is exponentially stable in mean square if there exist
positive scalars 𝜆

𝑖
, 𝛼
𝑖
≥ −1 (𝛼

𝑖
̸= 0), 𝛼 = max{1 + 𝛼

𝑖
} (𝑖 ∈ 𝑆),

𝛾, positive definite matrices 𝑃
𝑖
(𝑖 ∈ 𝑆), 𝑄

1
, 𝑄
2
, 𝑄
3
, 𝑄
4
, 𝑄
5
, 𝑄
6
,

positive diagonal matrices 𝑅
𝑖
, 𝑆
𝑖
(𝑖 ∈ 𝑆), and any real matrices

𝑁
𝑞
(𝑞 = 1, 2, . . . , 10) of appropriate dimensions such that

𝑃
𝑖
≤ 𝜆
𝑖
𝐼,

𝑊
𝑇

𝑖𝑘
𝑃
𝑙
𝑊
𝑖𝑘
− 𝑃
𝑖
≤ 𝛼
𝑖
𝑃
𝑖

[ℎ𝑒𝑟𝑒 𝑟 (𝑡
𝑘
) = 𝑙] ,

Φ


𝑖
< 0,

(59)

where

Φ


𝑖
= (𝜙


𝑖𝑚𝑛
)
13×13

,

𝑚 = 1, 2, . . . , 13, 𝑛 = 1, 2, . . . , 13,

𝜙


𝑖1,1
= −𝑃
𝑖
𝐶
𝑖
− 𝐶
𝑇

𝑖
𝑃
𝑖
+ 𝛾𝑃
𝑖
+ 𝜆
𝑖
𝐻
1𝑖
+

𝑁

∑
𝑗=1

𝜋
𝑖𝑗
𝑃
𝑗

+ 𝑒
−𝛾ℎ
2𝑄
1
+

3

∑
𝑗=2

𝑒
−𝛾𝜏
𝑗𝑄
𝑗

+
ℎ
2
− ℎ
1

𝛾
(𝑒
𝛾ℎ
2 − 𝑒
𝛾ℎ
1)𝑄
5

+
𝜏
3

𝛾
(𝑒
𝛾𝜏
3 − 1)𝑄

6
− 2𝐿
1
𝑅
𝑖
𝐿
2
+ 𝑁
1
+ 𝑁
𝑇

1

+ 𝑁
6
+ 𝑁
𝑇

6
,

𝜙


𝑖1,2
= −𝑁
1
+ 𝑁
𝑇

2
,

𝜙


𝑖1,3
= −𝑁
6
+ 𝑁
𝑇

7
,

𝜙


𝑖1,4
= −(

𝑁

∑
𝑗

𝜋
𝑖𝑗
𝑃
𝑗
)𝐷
𝑖
− 𝛾𝑃
𝑖
𝐷
𝑖
+ 𝐶
𝑇

𝑖
𝑃
𝑖
𝐷
𝑖
− 𝑁
1
𝐷
𝑖

− 𝑁
6
𝐷
𝑖
+ 𝑁
𝑇

3
+ 𝑁
𝑇

8
,

𝜙


𝑖1,5
= 𝑁
1
𝐷
𝑖
+ 𝑁
𝑇

4
,

𝜙


𝑖1,6
= 𝑁
6
𝐷
𝑖
+ 𝑁
𝑇

9
,

𝜙


𝑖1,7
= 𝑃
𝑖
𝐴
𝑖
+ (𝐿
1
+ 𝐿
2
) 𝑅
𝑖
,

𝜙


𝑖1,8
= 𝑃
𝑖
𝐵
𝑖
,

𝜙


𝑖1,9
= 𝑃
𝑖
𝐸
𝑖
,

𝜙


𝑖1,10
= −𝑁
1
+ 𝑁
𝑇

5
,

𝜙


𝑖1,11
= −𝑁
6
+ 𝑁
𝑇

10
,
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𝜙


𝑖2,2
= 𝜆
𝑖
𝐻
2𝑖
− (1 − 𝜇

1
) ℎ (𝜇
1
) 𝑄
1
− 2𝐿
1
𝑆
𝑖
𝐿
2
− 𝑁
2

− 𝑁
𝑇

2
,

𝜙


𝑖2,4
= −𝑁
2
𝐷
𝑖
− 𝑁
𝑇

3
,

𝜙


𝑖2,5
= 𝑁
2
𝐷
𝑖
− 𝑁
𝑇

4
,

𝜙


𝑖2,8
= (𝐿
1
+ 𝐿
2
) 𝑆
𝑖
,

𝜙


𝑖2,10
= −𝑁
2
− 𝑁
𝑇

5
,

𝜙


𝑖3,3
= 𝜆
𝑖
𝐻
3𝑖
− (1 − 𝜇

2
) ℎ (𝜇
2
) 𝑄
2
− 𝑁
7
− 𝑁
𝑇

7
,

𝜙


𝑖3,4
= −𝑁
7
𝐷
𝑖
− 𝑁
𝑇

8
,

𝜙


𝑖3,6
= 𝑁
7
𝐷
𝑖
− 𝑁
𝑇

9
,

𝜙


𝑖3,11
= −𝑁
7
− 𝑁
𝑇

10
,

𝜙


𝑖4,4
= 𝛾𝐷
𝑇

𝑖
𝑃
𝑖
𝐷
𝑖
+ 𝐷
𝑇

𝑖
(

𝑁

∑
𝑗=1

𝜋
𝑖𝑗
𝑃
𝑗
)𝐷
𝑖
+ 𝜆
𝑖
𝐻
4𝑖

− (1 − 𝜇
3
) ℎ (𝜇
3
) 𝑄
3
− 𝑁
3
𝐷
𝑖
− 𝐷
𝑇

𝑖
𝑁
𝑇

3

− 𝑁
8
𝐷
𝑖
− 𝐷
𝑇

𝑖
𝑁
𝑇

8
,

𝜙


𝑖4,5
= 𝑁
3
𝐷
𝑖
− 𝐷
𝑇

𝑖
𝑁
𝑇

4
,

𝜙


𝑖4,6
= 𝑁
8
𝐷
𝑖
− 𝐷
𝑇

𝑖
𝑁
𝑇

9
,

𝜙


𝑖4,7
= −𝐷
𝑇

𝑖
𝑃
𝑖
𝐴
𝑖
,

𝜙


𝑖4,8
= −𝐷
𝑇

𝑖
𝑃
𝑖
𝐵
𝑖
,

𝜙


𝑖4,9
= −𝐷
𝑇

𝑖
𝑃
𝑖
𝐸
𝑖
,

𝜙


𝑖4,10
= −𝑁
3
− 𝐷
𝑇

𝑖
𝑁
𝑇

5
,

𝜙


𝑖4,11
= −𝑁
8
− 𝐷
𝑇

𝑖
𝑁
𝑇

10
,

𝜙


𝑖5,5
= 𝑁
4
𝐷
𝑖
+ 𝐷
𝑇

𝑖
𝑁
𝑇

4
,

𝜙


5,10
= −𝑁
4
+ 𝐷
𝑇

𝑖
𝑁
𝑇

5
,

𝜙


𝑖6,6
= 𝑁
9
𝐷
𝑖
+ 𝐷
𝑇

𝑖
𝑁
𝑇

9
,

𝜙


𝑖6,11
= −𝑁
9
+ 𝐷
𝑇

𝑖
𝑁
𝑇

10
,

𝜙


𝑖7,7
=
𝜏

𝛾
(𝑒
𝛾𝜏

− 1)𝑄
4
− 2𝑅
𝑖
,

𝜙


𝑖8,8
= −2𝑆

𝑖
,

𝜙


𝑖9,9
= −𝑄
4
,

𝜙


𝑖10,10
= −𝑁
5
− 𝑁
𝑇

5
,

𝜙


𝑖11,11
= −𝑁
10
− 𝑁
𝑇

10
,

𝜙


𝑖12,12
= −𝑄
5
,

𝜙


𝑖13,13
= −𝑄
6
,

(60)

and the function ℎ(𝑢) ∈ R+, 𝑢 ∈ R, is defined as

ℎ (𝑢) =
{

{

{

1, 𝑢 > 1,

𝑒−2𝛾𝜏, 𝑢 ≤ 1.
(61)

And for 𝛼
𝑖
> 0, −𝛾 + ln𝛼/inf{𝑡

𝑘
− 𝑡
𝑘−1
} < 0, 𝑘 ∈ N+, other

elements of Φ
𝑖
are all equal to 0.

When system (10) iswithoutMarkovian jumping parame-
ters, parametric uncertainties, distributed time-varying delay,
impulses, and stochastic perturbation, then system (10) can
be written as

𝑑 [𝑥 (𝑡) − 𝐷𝑥 (𝑡 − 𝜏
3
(𝑡))]

= [−𝐶𝑥 (𝑡) + 𝐴𝑔 (𝑥 (𝑡)) + 𝐵𝑔 (𝑥 (𝑡 − 𝜏
1
(𝑡)))] 𝑑𝑡.

(62)

Construct a Lyapunov-Krasovskii functional as follows:

𝑉 (𝑡, 𝑥 (𝑡)) = 𝑒
𝛾𝑡

(𝑥 (𝑡) − 𝐷𝑥 (𝑡 − 𝜏
3
(𝑡)))
𝑇

⋅ 𝑃 (𝑥 (𝑡) − 𝐷𝑥 (𝑡 − 𝜏
3
(𝑡)))

+ ∫
𝑡

𝑡−𝜏
1
(𝑡)

𝑒
𝛾(𝑠−ℎ

2
)

𝑥
𝑇

(𝑠) 𝑄
1
𝑥 (𝑠) 𝑑𝑠

+ ∫
𝑡

𝑡−𝜏
3
(𝑡)

𝑒
𝛾(𝑠−𝜏

3
)

𝑥
𝑇

(𝑠) 𝑄
2
𝑥 (𝑠) 𝑑𝑠 + (ℎ

2
− ℎ
1
)

⋅ ∫
−ℎ
1

−ℎ
2

∫
𝑡

𝑡+𝛽

𝑒
𝛾(𝑠−𝛽)

𝑥
𝑇

(𝑠) 𝑄
3
𝑥 (𝑠) 𝑑𝑠 𝑑𝛽

+ 𝜏
3
∫
0

−𝜏
3

∫
𝑡

𝑡+𝛽

𝑒
𝛾(𝑠−𝛽)

𝑥
𝑇

(𝑠) 𝑄
4
𝑥 (𝑠) 𝑑𝑠 𝑑𝛽.

(63)

From Theorem 7, the following corollary can be deduced to
guarantee the exponential stability of the trivial solution of
system (62).

Corollary 12. Assume that hypotheses (H1)-(H2) hold. For
given scalars ℎ

1
, ℎ
2
, 𝜏
3
, and 𝜇

1
, 𝜇
3
, the trivial solution of

system (62) is exponentially stable if there exist positive scalar 𝛾,
positive definite matrices 𝑃, 𝑄

1
, 𝑄
2
, 𝑄
3
, 𝑄
4
, positive diagonal

matrices 𝑅, 𝑆, and any real matrices 𝑁
𝑞
(𝑞 = 1, 2, . . . , 5) of

appropriate dimensions such that

Φ


< 0, (64)
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where

Φ


= (𝜙


𝑖𝑚𝑛
)
9×9

, 𝑚 = 1, 2, . . . , 9, 𝑛 = 1, 2, . . . , 9,

𝜙


1,1
= −𝑃𝐶 − 𝐶

𝑇

𝑃 + 𝛾𝑃 + 𝑒
−𝛾ℎ
2𝑄
1
+ 𝑒
−𝛾𝜏
3𝑄
2

+
ℎ
2
− ℎ
1

𝛾
(𝑒
𝛾ℎ
2 − 𝑒
𝛾ℎ
1)𝑄
3

+
𝜏
3

𝛾
(𝑒
𝛾𝜏
3 − 1)𝑄

4
− 2𝐿
1
𝑅𝐿
2
+ 𝑁
1
+ 𝑁
𝑇

1
,

𝜙


1,2
= −𝑁
1
+ 𝑁
𝑇

2
,

𝜙


1,3
= −𝛾𝑃𝐷 + 𝐶

𝑇

𝑃𝐷 − 𝑁
1
𝐷 +𝑁

𝑇

3
,

𝜙


1,4
= 𝑁
1
𝐷 +𝑁

𝑇

4
,

𝜙


1,5
= 𝑃𝐴 + (𝐿

1
+ 𝐿
2
) 𝑅,

𝜙


1,6
= 𝑃𝐵,

𝜙


1,7
= −𝑁
1
+ 𝑁
𝑇

5
,

𝜙


2,2
= − (1 − 𝜇

1
) ℎ (𝜇
1
) 𝑄
1
− 2𝐿
1
𝑆𝐿
2
− 𝑁
2
− 𝑁
𝑇

2
,

𝜙


2,3
= −𝑁
2
𝐷 −𝑁

𝑇

3
,

𝜙


2,4
= 𝑁
2
𝐷 −𝑁

𝑇

4
,

𝜙


2,6
= (𝐿
1
+ 𝐿
2
) 𝑆,

𝜙


2,7
= −𝑁
2
− 𝑁
𝑇

5
,

𝜙


3,3
= 𝛾𝐷
𝑇

𝑃𝐷 − (1 − 𝜇
3
) ℎ (𝜇
3
) 𝑄
2
− 𝑁
3
𝐷 − 𝐷

𝑇

𝑁
𝑇

3
,

𝜙


3,4
= 𝑁
3
𝐷 − 𝐷

𝑇

𝑁
𝑇

4
,

𝜙


3,5
= −𝐷
𝑇

𝑃𝐴,

𝜙


3,6
= −𝐷
𝑇

𝑃𝐵,

𝜙


3,7
= −𝑁
3
− 𝐷
𝑇

𝑁
𝑇

5
,

𝜙


4,4
= 𝑁
4
𝐷 + 𝐷

𝑇

𝑁
𝑇

4
,

𝜙


4,7
= −𝑁
4
+ 𝐷
𝑇

𝑁
𝑇

5
,

𝜙


5,5
= −2𝑅,

𝜙


6,6
= −2𝑆,

𝜙


7,7
= −𝑁
5
− 𝑁
𝑇

5
,

𝜙


8,8
= −𝑄
3
,

𝜙


9,9
= −𝑄
4
,

(65)

and the function ℎ(𝑢) ∈ R+, 𝑢 ∈ R, is defined as

ℎ (𝑢) =
{

{

{

1, 𝑢 > 1,

𝑒−2𝛾𝜏, 𝑢 ≤ 1.
(66)

And other elements of Φ are all equal to 0.

4. Numerical Results

In this section, two numerical examples are presented to
illustrate the effectiveness of the obtained results.

Example 13 (see [13]). Let the state space of Markov chain
{𝑟(𝑡), 𝑡 ≥ 0} be 𝑆 = {1, 2} with generator

Π = [
−0.45 0.45

0.5 −0.5
] . (67)

Consider 2D delayed impulsive stochastic neural networks of
neutral-type (10) with Markovian switching and parametric
uncertainties:

𝐶
1
= (

2.9 0

0 2.8
) ,

𝐶
2
= (

2.5 0

0 2.6
) ,

𝐴
1
= (

0.2 0.18

0.3 0.19
) ,

𝐴
2
= (

0.3 0

0.4 0
) ,

𝐵
1
= (

0.8 0.2

0.2 0.3
) ,

𝐵
2
= (

2.5 1.5

1 2.5
) ,

𝐷
1
= (

0.2 0

0 0.2
) ,

𝐷
2
= (

0.3 0

0 0.3
) ,

𝐸
1
= (

4 0.04

0.14 4
) ,

𝐸
2
= (

4 1.5

1 4
) ,

𝑍
1
= (

0.1 −0.2

0.7 0.2
) ,

𝑍
2
= (

−0.1 −0.2

−0.1 0.2
) ,

𝐻
1
= (

−0.3 0.1

−0.2 0.1
) ,

𝐻
2
= (

0.3 −0.4

0.7 −0.1
) ,
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𝐽
1
= (

−0.5 −0.4

0.2 −0.2
) ,

𝐽
2
= (

−0.1 −0.4

0.4 0.3
) ,

𝐾
1
= (

−0.2 0.2

0.1 0.8
) ,

𝐾
2
= (

0.1 0.3

−0.4 −0.3
) ,

𝐹
1
(𝑡) = (

sin (𝑡) 0

0 cos (𝑡)
) ,

𝐹
2
(𝑡) = (

cos (𝑡) 0

0 sin (𝑡)
) ,

𝑔 (𝑥 (𝑡)) = tanh (𝑥 (𝑡)) ,

𝜏
1
(𝑡) = 0.6 + 0.6 sin (2𝑡) ,

𝜏
2
(𝑡) = 0.25 + 0.25 cos (4𝑡) ,

𝜏
3
(𝑡) = 1.5 + 1.5 cos (𝑡) ,

𝜎
1
(𝑡) = 𝜎

2
(𝑡)

= (
0.3𝑥
1
(𝑡) 0

0 0.2𝑥
2
(𝑡 − 𝜏
1
(𝑡))

)

+ (
0.3𝑥
2
(𝑡) 0

0 0.2𝑥
2
(𝑡 − 𝜏
2
(𝑡))

)

+ (
0.3𝑥
1
(𝑡 − 𝜏
2
(𝑡)) 0

0 0.2𝑥
2
(𝑡 − 𝜏
3
(𝑡))

) .

(68)

Then system (10) satisfies hypotheses (H1)–(H3) with

ℎ
1
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ℎ
2
= 1.2,

𝜏
2
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𝜏
3
= 3,

𝜇
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𝜇
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Figure 1: The 2-state Markov chain with 𝑡
𝑘
= 0.5 + 𝑡

𝑘−1
, 𝑘 ∈ N+,

Δ𝑡 = 0.001 in Example 13.

𝐻
31
= 𝐻
32
= 0.18𝐼,

𝐻
41
= 𝐻
42
= 0.08𝐼,

𝐿
1
= 0,

𝐿
2
= 𝐼,

𝐿 = 𝐼.

(69)

Case of the Stabilizing Impulses. Study the following impulsive
gain matrices:

𝑊
1𝑘
= (

0.9 0

0 0.9
) ,

𝑊
2𝑘
= (

0.9 0

0 0.9
) ,

𝑘 ∈ N
+

.

(70)

By choosing 𝛼
1
= −0.1, 𝛼

2
= −0.1, then the impulses are the

stabilizing impulses.We set 𝑡
𝑘
= 0.5+𝑡

𝑘−1
, 𝑘 ∈ N+,Δ𝑡 = 0.001.

The 2-state Markov chain with 𝑟(0) = 1 is shown in Figure 1,
amongwhich the right continuousMarkov chain {𝑟(𝑡), 𝑡 ≥ 0}
is denoted by the solid blue line, and the Markov chain of
the impulsive time instants {𝑟(𝑡

𝑘
), 𝑘 ∈ N+} is denoted by

the red point, and the black point is used to judge whether
theMarkovian jumping occurs at the impulsive time instants,
that is, 𝑟(𝑡

𝑘
) − 𝑟(𝑡

𝑘
−Δ𝑡). From Figure 1, we can conclude that

the Markovian jumping does not occur at the impulsive time
instants when 𝑡

𝑘
= 0.5 + 𝑡

𝑘−1
, 𝑘 ∈ N+, Δ𝑡 = 0.001.

By using the LMI toolbox in MATLAB, we search the
maximum exponential convergence rate which is 5.4297
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subject to the LMIs (18)–(20). Let 𝛾 = 0.5; we can obtain
the following feasible solutions to the LMIs (18)–(20) in
Theorem 7:

𝑃
1
= (

0.0019 −0.0001

−0.0001 0.0010
) ,

𝑃
2
= (

0.0018 −0.0010

−0.0010 0.0023
) ,

𝑄
1
= (

0.0229 −0.0002

−0.0002 0.0214
) ,

𝑄
2
= (

0.0192 −0.0002

−0.0002 0.0177
) ,

𝑄
3
= (

0.0089 0

0 0.0091
) ,

𝑄
4
= (

0.0020 0.0001

0.0001 0.0027
) ,

𝑄
5
= (

0.0231 −0.0003

−0.0003 0.0213
) ,

𝑄
6
= (

0.0023 0

0 0.0021
) ,

𝑅
1
= (

0.1752 0

0 0.1752
) ,

𝑅
2
= (

0.1703 0

0 0.1703
) ,

𝑆
1
= (

0.1399 0

0 0.1399
) ,

𝑆
2
= (

0.1356 0

0 0.1356
) ,

𝑁
1
= (

−0.2415 −0.0016

−0.0016 −0.2542
) ,

𝑁
2
= (

0.2773 0.0014

0.0016 0.2885
) ,

𝑁
3
= (

0.0934 0.0005

0.0005 0.0965
) ,

𝑁
4
= (

−0.0946 −0.0002

−0.0002 −0.0968
) ,

𝑁
5
= (

0.2595 0.0006

0.0005 0.2638
) ,
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Figure 2: The dynamic behavior of system (10) with the stabilizing
impulses, with the initial condition of every state uniformly ran-
domly selected from [−0.1; 0.1], 𝑠 ∈ [−4.2, 0] in Example 13.

𝑁
6
= (

−0.2368 −0.0016

−0.0016 −0.2497
) ,

𝑁
7
= (

0.2395 0.0015

0.0015 0.2517
) ,

𝑁
8
= (

0.0923 0.0007

0.0007 0.0964
) ,

𝑁
9
= (

−0.0947 −0.0003

−0.0003 −0.0974
) ,

𝑁
10
= (

0.2581 0.0007

0.0007 0.2635
) ,

𝜆
1
= 0.0677,

𝜆
2
= 0.0816,

𝜅
1
= 0.0015,

𝜅
2
= 0.0015.

(71)

Set the simulation step size ℎ = 0.05 and 𝑟(0) = 1,
Δ𝑡 = 0.001. The dynamic behavior of system (10) with the
stabilizing impulses in Example 13 is presented in Figure 2,
with the initial condition of every state uniformly randomly
selected from [−0.1; 0.1], 𝑠 ∈ [−4.2, 0]. Therefore, it can
be verified that system (10) with the stabilizing impulses is
robustly exponentially stable in mean square with exponen-
tial convergence rate 0.5.
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Figure 3: The 2-state Markov chain with 𝑡
𝑘
= 0.08 + 𝑡

𝑘−1
, 𝑘 ∈ N+,

Δ𝑡 = 0.01 in Example 13.

Case of the Destabilizing Impulses. Study the following impul-
sive gain matrices:

𝑊
1𝑘
= (

1.08 0

0 1.08
) ,

𝑊
2𝑘
= (

1.08 0

0 1.08
) ,

𝑘 ∈ N
+

.

(72)

By choosing 𝛼
1
= 0.5, 𝛼

2
= 0.5, then the impulses are

the destabilizing impulses. In order to find the maximum
exponential convergence rate, we first assume that theMarko-
vian jumping may occur at the impulsive time instants. By
using the LMI toolbox inMATLAB, we search the maximum
exponential convergence rate which is 5.4020 subject to the
LMIs (18)–(20), and inf{𝑡

𝑘
− 𝑡
𝑘−1
} > ln(1.5)/5.4020 = 0.0751.

Then set 𝑡
𝑘
= 0.08 + 𝑡

𝑘−1
, 𝑘 ∈ N+, Δ𝑡 = 0.01. The 2-state

Markov chain with 𝑟(0) = 1 is shown in Figure 3, among
which the right continuous Markov chain {𝑟(𝑡), 𝑡 ≥ 0} is
denoted by the solid blue line, and the Markov chain of the
impulsive time instants {𝑟(𝑡

𝑘
), 𝑘 ∈ N+} is denoted by the

red point, and the black circle is used to judge whether the
Markovian jumping occurs at the impulsive time instants,
that is, 𝑟(𝑡

𝑘
) − 𝑟(𝑡

𝑘
−Δ𝑡). From Figure 3, we can conclude that

the Markovian jumping would occur at the impulsive time
instants when 𝑡

𝑘
= 0.08 + 𝑡

𝑘−1
, 𝑘 ∈ N+, Δ𝑡 = 0.01, which

further verify the correctness of the assumption.
Set the simulation step size ℎ = 0.04 and 𝑟(0) = 1,

Δ𝑡 = 0.01. The dynamic behavior of system (10) with the
destabilizing impulses in Example 13 is presented in Figure 4,
with the initial condition of every state uniformly randomly
selected from [−0.1; 0.1], 𝑠 ∈ [−4.2, 0]. Therefore, it can be
verified that system (10) with the destabilizing impulses is
robustly exponentially stable in mean square.
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Figure 4: The dynamic behavior of system (10) with the destabi-
lizing impulses, with the initial condition of every state uniformly
randomly selected from [−0.1; 0.1], 𝑠 ∈ [−4.2, 0] in Example 13.

Case of the Neural-Type Impulses. Study the following impul-
sive gain matrices:

𝑊
1𝑘
= (

1 0

0 1
) ,

𝑊
2𝑘
= (

1 0

0 1
) ,

𝑘 ∈ N
+

.

(73)

By choosing 𝛼
1
= 1, 𝛼

2
= 1, then the impulses are the neutral-

type impulses. In order to find the maximum exponential
convergence rate, we first assume that theMarkovian jumping
may occur at the impulsive time instants. By using the LMI
toolbox in MATLAB, we search the maximum exponential
convergence rate which is 5.4039 subject to the LMIs (19)-
(20), and inf{𝑡

𝑘
− 𝑡
𝑘−1
} > ln(2)/5.4039 = 0.1283. Then we set

𝑡
𝑘
= 0.15 + 𝑡

𝑘−1
, 𝑘 ∈ N+, Δ𝑡 = 0.01. The 2-state Markov chain

with 𝑟(0) = 1 is shown in Figure 5, among which the right
continuousMarkov chain {𝑟(𝑡), 𝑡 ≥ 0} is denoted by the solid
blue line, and theMarkov chain of the impulsive time instants
{𝑟(𝑡
𝑘
), 𝑘 ∈ N+} is denoted by the red point, and the black

circle is used to judge whether theMarkovian jumping occurs
at the impulsive time instants, that is, 𝑟(𝑡

𝑘
) − 𝑟(𝑡

𝑘
−Δ𝑡). From

Figure 5, we can conclude that theMarkovian jumping would
occur at the impulsive time instants when 𝑡

𝑘
= 0.15 + 𝑡

𝑘−1
,

𝑘 ∈ N+, Δ𝑡 = 0.01, which further verify the correctness of the
assumption.

Set the simulation step size ℎ = 0.05 and 𝑟(0) = 1,
Δ𝑡 = 0.01. The dynamic behavior of system (10) with the
neutral-type impulses in Example 13 is presented in Figure 6,
with the initial condition of every state uniformly randomly
selected from [−0.1; 0.1], 𝑠 ∈ [−4.2, 0]. Therefore, it can be



Mathematical Problems in Engineering 17

−2

−1.5

−1

−0.5

0

0.5

1

1.5

2

2.5

3

5 10 15 20 25 300
t

r(
t)
,r
(t
k
),
r(
t k
)
−
r(
t k

−
Δ
t)

r(t)

r(tk)

r(tk) − r(tk − Δt)

Figure 5: The 2-state Markov chain with 𝑡
𝑘
= 0.15 + 𝑡

𝑘−1
, 𝑘 ∈ N+,

Δ𝑡 = 0.01 in Example 13.
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Figure 6: The dynamic behavior of system (10) with the neutral-
type impulses, with the initial condition of every state uniformly
randomly selected from [−0.1; 0.1], 𝑠 ∈ [−4.2, 0] in Example 13.

verified that system (10) with the neutral-type impulses is
robustly exponentially stable in mean square.

Example 14 (see [16]). Consider 2D delayed neural networks
of neutral-type (62):

𝐶 = (
5 0

0 5
) ,

𝐴 = (
1 1

1 −1
) ,

Table 1: The maximum allowable delay bound (MADB) ℎ
2
for

different values of 𝛾.

Methods 𝛾 0.2000 1.3800
Example 1 in [16] ℎ

2
22.2000 1.0000

Corollary 12 ℎ
2

88.1009 15.6047

𝐵 = (
1 1

1 −1
) ,

𝐷 = (
−0.5 0

0 −0.5
) ,

𝑔 (𝑥 (𝑡)) = (0.25 tanh (𝑥
1
(𝑡)) , 0.25 tanh (𝑥

2
(𝑡)))
𝑇

,

𝜏
1
(𝑡) = 0.5𝜏



+ 0.5𝜏
 cos( 1

𝜏
𝑡) , 𝜏



> 0,

𝜏
3
(𝑡) = 1.

(74)

Then system (64) satisfies hypotheses (H1)-(H2) with

ℎ
1
= 0,

ℎ
2
= 𝜏


,

𝜏
3
= 1,

𝜇
1
= 0.5,

𝜇
3
= 0,

𝜏 = 𝜏


+ 1,

𝐿
1
= 0,

𝐿
2
= diag (0.25, 0.25) ,

𝐿 = diag (0.25, 0.25) .

(75)

By using the LMI toolbox in MATLAB, we search for the
fact that the LMI (64) in Corollary 12 is feasible for any 𝛾 ≤
12.5883 and 𝜏 ≤ 2.0000. A comparison of the maximum
upper delay bound (MADB) ℎ

2
for different values of 𝛾 that

guarantee the exponential stability of system (62) is made
in Table 1 from which we can see that for this system of
Example 14, the results in this paper are less conservative than
that in [16].

5. Conclusion

In this paper, delay-dependent robust exponential stability
criteria for a class of uncertain impulsive stochastic neural
networks of neutral-type with Markovian parameters and
mixed time-varying delays have been derived by the use of
the Lyapunov-Krasovskii functional method, Jensen integral
inequality, free-weight matrix method, and the LMI frame-
work. The proposed results do not require the derivatives
of discrete and distributed time-varying delays to be 0 or
smaller than 1. Moreover, the main contribution of the
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proposed approach compared with related methods lies in
the use of three types of impulses. Finally, two numerical
examples are worked out to demonstrate the effectiveness and
less conservativeness of our theoretical results over existing
literature. One of our future research directions is to apply
the proposed method to study the synchronization problem
for Markovian jumping chaotic delayed neural networks of
neutral-type via impulsive control.
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