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During the postgenomics era, more and more “omics” data
are being produced due to rapid development of cutting-
age technologies such as next generation sequencing. These
omics data include genomics [1–3], transcriptomics [4–7],
proteomics [8–10], metabolomics [11–13], and epigenomcis
[14–16]. Bioinformatics plays a central role in analyzing and
managing this huge amount of “omics” data, further under-
standing the function of biological molecules in different
levels.

Several bioinformatics tools and methods have been
developed in the special issue. C.-H. Tung et al. developed
a new method called QuaBinggo, a prediction system for
protein quaternary structure attributes using block compo-
sition. The method is 23% of Matthews Correlation Coef-
ficient (MCC) higher than the existing prediction systems.
Exiguobacterium antarcticum B7 is extremophile Gram-
positive bacteria able to survive in cold environments. A key
factor to understanding cold adaptation processes is related to
themodification of fatty acids composing the cell membranes
of psychrotrophic bacteria. R. Kawasaki et al. reconstructed
the fatty acid biosynthesis pathway ofE. antarcticumB7 based
on both genomic and bibliomic data using bioinformatics
methods, which is a great resource for the research of
Exiguobacterium antarcticum B7. L. Hua and C. Quan built
a novel method for protein-protein interaction (PPI) extrac-
tion using a shortest dependency path basedCNN (sdpCNN)

model. The proposed method only takes the sdp and word
embedding as input and could avoid bias from feature
selection by using CNN. The new approach outperformed
traditional state-of-the-art kernel based methods. Clustered
regularly interspaced short palindromic repeat (CRISPR) is
a genetic element with active regulation roles for foreign
invasive genes in the prokaryotic genomes and has been
engineered to work with the CRISPR-associated sequence
(Cas) gene Cas9 as one of the modern genome editing
technologies. G.Mai et al. provided a valuable comprehensive
curation resource to show the dynamic evolutionary patterns
of prokaryotic CRISPRs based on computational evolutional
analysis of 8 completely sequenced species in the genus
Thermoanaerobacter.

Two papers are focused on transcriptomics data analyses.
Q. Sun et al. tried to understand the gene function of
thga1 inTrichoderma harzianumTh-33, important biocontrol
filamentous fungi, which are widely used for their adaptabil-
ity, broad antimicrobial spectrum, and various antagonistic
mechanisms. Illumina RNA-seq technology (RNA-seq) was
used to determine transcriptomic differences between the
wild-type strain andthga1 mutant. A total of 888 genes
were identified as differentially expressed genes (DEGs),
including 427 upregulated and 461 downregulated genes.
According to the functional annotation of these DEGs, they
found the most abundant group was “secondary metabolite
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biosynthesis, transport, and catabolism.” Hepatitis E virus-
(HEV-) mediated hepatitis has become a global public health
problem. K. Xu et al. investigated the function of ORF3 from
the swine form of HEV (SHEV); high-throughput RNA-Seq-
based screening was conducted to identify the differentially
expressed genes in ORF3-expressing HepG2 cells.The results
indicated that, in the established ORF3-expressing HepG2
cells, the mRNA levels of CLDN6, YLPM1, APOC3, NLRP1,
SCARA3, FGA, FGG, FGB, and FREM1 were upregulated,
whereas the mRNA levels of SLC2A3, DKK1, BPIFB2, and
PTGR1 were downregulated.

Several studies are concentrated on functional genomics
data analyses. Using Web service SNP TATA Comparator
presented in their previous paper, P. Ponomarenko et al.
analyzed immediate surroundings of known SNP markers
of diseases and identified 53 candidate SNP markers that
can significantly change the affinity of TATA-binding protein
for human gene promoters, with circadian consequences.
These candidate SNP markers could be potentially useful for
physicians (to select optimal treatment for each patient) and
for the general population (to choose a lifestyle preventing
possible circadian complications of diseases). M. Abu Saleh
et al. conducted a comprehensive computational analysis on
the functional and structural impacts of single nucleotide
polymorphisms (SNPs) of the human ADIPOR1 at protein
level. Their analyses suggested that the aforementioned vari-
ants, especially H341Y, could directly or indirectly destabilize
the amino acid interactions and hydrogen bonding networks
of ADIPOR1. Z.-X. Chen et al. used BLAST to call SNPs
for non-model organisms based on 16 mixed functional
gene’s sequence data of polyploidy wheat.They demonstrated
that mixed samples’ NGS sequences and then analysis by
BLAST were an effective, low-cost, and accurate way to mine
SNPs for nonmodel species. Assembled reads and polynomial
fitting threshold were recommended for more accurate SNPs
targets.

One article deals with proteomics data analysis. S. Wan
et al. indemnified important differential proteins between
patients of slow transit constipation and normal controls
using two-dimensional electrophoresis followed by laser des-
orption ionization tandem time-of-flight mass spectrometry
(MALDI-TOF-MS). One paper is related to epigenomics
data analysis.MiR-23a-27a-24-2 cluster has various functions
and aberrant expression of the cluster is a common event
in many cancers. Y. Wang et al. found a CG-rich region
spanning two SP1 sites in the cluster promoter region. The
SP1 sites in the cluster were demethylated and methylated in
Hep2 cells and HEK293 cells, respectively. The demethylated
SP1 sites in miR-23a-27a-24-2 cluster upregulate the cluster
expression, leading to proliferation promotion and early
apoptosis inhibition in laryngeal cancer cells.

Interaction of gene and environmental factors plays an
important role in human diseases. Y. Wang et al. have found
many important risk factors that affect chronic prostati-
tis/chronic pelvic pain syndrome (CP/CPPS), including bio-
logical, social, and psychological factors. They also discussed
the potential interaction between genes and these risk factors.

In summary, this special issue presents a broad range
of topics from functional genomics, transcriptomics, pro-
teomics, epigenomics, and bioinformatics. It covers a variety
of diseases such as cancer, hepatitis, chronic prostatitis, and
infectious diseases. The study organisms include human,
plant, andmicroorganisms.We hope that the readers will find
interesting knowledge and methods in the issue.
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Trichoderma spp. are important biocontrol filamentous fungi, which are widely used for their adaptability, broad antimicrobial
spectrum, and various antagonistic mechanisms. In our previous studies, we cloned thga1 gene encoding G𝛼I protein from
Trichoderma harzianum Th-33. Its knockout mutant showed that the growth rate, conidial yield, cAMP level, antagonistic
action, and hydrophobicity decreased. Therefore, Illumina RNA-seq technology (RNA-seq) was used to determine transcriptomic
differences between the wild-type strain and thga1 mutant. A total of 888 genes were identified as differentially expressed genes
(DEGs), including 427 upregulated and 461 downregulated genes. All DEGs were assigned to KEGG pathway databases, and
318 genes were annotated in 184 individual pathways. KEGG analysis revealed that these unigenes were significantly enriched in
metabolism anddegradation pathways. GOanalysis suggested that themajority ofDEGswere associatedwith catalytic activities and
metabolism processes that encode carbohydrate-active enzymes, secondary metabolites, secreted proteins, or transcription factors.
According to the functional annotation of these DEGs by KOG, the most abundant group was “secondary metabolite biosynthesis,
transport, and catabolism.” Further studies for functional characterization of candidate genes and pathways reported in this paper
are necessary to further define the G protein signaling system in T. harzianum.

1. Introduction

Trichoderma is an important fungal genus, whose species
exhibit favorable properties, such as diverse mechanisms of
antagonistic action, a broad spectrum of activity in plant
disease prevention and control, survival under unfavorable
conditions, and environmental friendliness. Trichoderma
harzianum is one of the most commercially used biofungi-
cides, particularly T. harzianum T22 and T39 [1]. Growth,
conidiation, secondary metabolism, and mycoparasitism are
all important processes that contribute to biofungicidal prop-
erty [2]. An enhanced understanding of the signal regulatory
mechanism in T. harzianum is necessary to further explore
the fungi’s extraordinary biocontrol potential.

G protein-mediated signal transduction system is an
important transmembrane signaling system in eukaryotic
cells. It plays a key role in the regulation of cellular reactions
and the transmission of extracellular signals to cells. The role
of G protein in the transmission of external stimuli has been

studied in detail in genetic fungi models, such asNeurospora,
Penicillium [3], and Aspergillus [4]. Heterotrimeric G protein
is composed of 𝛼, 𝛽, and 𝛾 subunits; each subunit is encoded
by independent genes. Among the G protein subunits, the G𝛼
subunits were found more frequently and reported to reg-
ulate vegetative growth, conidiation, and the mycoparasitic
responses in fungi [5].However, current observations showed
that a particular G𝛼 subunit may have different functions in
different fungal species [6]. G𝛼 subunits are classified into
three groups according to conservedmotif sequences [7], and
several subgroupG𝛼I subunits fromT. atroviride andT. virens
have been studied [4, 7]. G𝛼 from T. atroviride, tga1, was
reported to negatively regulate conidiation but had no effect
on hyphal growth [8].TgaA is a homology gene of tga1 fromT.
atroviride, which does not influence growth and conidiation
in T. virens. The ΔtgaAmutants grow normally and sporulate
like the wild type but possess a reduced ability to colonize
Sclerotinia sclerotiorum, whereas they are fully pathogenic
against Rhizoctonia solani [4].
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In our previous study, a subgroup I G𝛼 gene (thga1) was
cloned from the T. harzianumTh-33 genome. Results showed
that THGA1has the same amino acid sequence as that of TGA
from T. atroviride but with different functions. Compared
with the wild-type Th-33, the Δthga1 mutants changed sig-
nificantly in biological characteristics and physicochemical
properties. In particular, the hyphal growth rate dropped by
about 40%, conidiophore branches became sparse, secondary
branch and phialide numbers reduced, conidiation was
delayed for about 20 h, and conidia yield declined by about
300-fold. In addition, the hydrophobicity of the mutants
weakened, intracellular cAMP levels decreased by about 50%,
and the inhibition of the mutant against plant pathogen of R.
solani reduced significantly.The results showed that the thga1
gene positively affected the growth, conidial production,
hydrophobicity, and antagonism of T. harzianum to R. solani.

The present study characterized the genes under- or
overexpression in the mutant compared to WT associated
with the G𝛼 subunit, thga1, using next-generation RNA
sequencing (RNA-seq) technology, to gain insight into the
regulatory mechanism of G𝛼 subunits thga1 in Th-33. This
study is the first initiative to use RNA-seq for identifying dif-
ferentially expressed genes (DEGs) to clarify the function of
G𝛼 in Trichoderma by genome-wide transcriptional analysis
of hyphal cells of the wild-typeTh-33 and its Δthga1mutants.
The results may reveal that G𝛼 regulated a series of biological
processes as well as new targets of thga1 function.

2. Materials and Methods

2.1. Strains and Culture Media. The wild-type T. harzianum
Th-33 was isolated from soil samples in the Beijing region
as described previously. The Δthga1 knockout mutant was
created with hygromycin B resistance by homologous recom-
bination and then purified by isolation of single conidia
[9]. Mutant colony was identified by southern hybridization.
The fungi were grown on potato dextrose agar (PDA) at
28∘C for conidia production. The PDA medium was covered
with cellophane for mycelia collection. Conidial suspensions
were prepared by adding sterilized distilled water to the
PDA plates. The conidial suspensions were inoculated on
the PDA medium covered with cellophane and cultured for
32 h prior to conidia formation at the tip of the mycelia. The
mycelia were then scraped off the cellophane, washed with
cold distilled water, frozen in liquid nitrogen, and ground to
a fine powder. Equal mixture of three biological samples was
sequenced.

2.2. Preparation of the cDNA Library and Illumina Sequencing
for Transcriptome Analysis. Total RNA was extracted using
Trizol reagent (Invitrogen, CA, USA) according to the man-
ufacturer’s instruction. The RNA quality and quantity were
determined using an Agilent 2100 Bioanalyzer. The Qubit
RNA Assay Kit was used for accurate quantification of the
initial total RNA. After total RNA extraction and DNase
I treatment, magnetic beads with oligo (dT) were used to
isolatemRNA.ThemRNAwasmixed with the fragmentation
buffer to promote fragmentation into short segments. Subse-
quently, cDNA was synthesized using SuperScript II reverse

transcriptase following the manufacturer’s protocol. The
short fragments were connected with adapters. The suitable
fragments were selected as templates for PCR amplification.
During the QC steps, a 2100 Bioanalyzer High Sensitivity
DNA chip was used for quantification and qualification of the
sample library. RNA libraries were sequenced by paired-end
mode using an Illumina HiSeq2000 system.

2.3. Sequence Alignment. Clean reads were obtained after
removal of low quality reads, reads with adaptors, and reads
with unknown nucleotides larger than 5%. All reads were
deposited in the National Center for Biotechnology Infor-
mation (NCBI) database and can be found under accession
number SRS823675. The reads were mapped to the reference
genome [10] of T. harzianum Th-33 using TopHat (Version:
2.0.11) program [11].

2.4. Expression Analysis. Expression values were obtained by
calculating the fragments per kilobase of transcript per mil-
lion mapped reads, and differential gene expression was ana-
lyzed using the Cufflinks program [12]. Genes differentially
expressed with more than twofold changes and at 𝑝 values
less than 0.05 were identified as DEGs. The threshold of the
𝑝 value in multiple tests was determined by the value for the
false discovery rate (FDR) [13].We used “FDR≤ 0.001 and the
absolute value of log

2
fold change (log

2
FC)≥ 2” as the thresh-

old to assess the significance of gene expression differences.

2.5. Functional Annotation of T. harzianum Transcriptome
and Classification of DEGs. TheT. harzianum transcriptomes
were compared against amino acid sequences available at the
UniProt database using BLASTx algorithm. For each query
sequence, the associated hits were searched for their respec-
tive gene ontology (GO) and Kyoto Encyclopedia of Genes
and Genomes (KEGG) results. The highest bit score was
selected, with 𝐸-value threshold of 1𝑒201. Protein families
were classified by searching the assembled transcripts against
Pfam and InterProScan. Potential transmembrane domains
of the G protein-coupled receptors (GPCRs) selected from
InterProScan and Pfam analysis were predicted using trans-
membrane domain prediction tool TMHMM v2.0. GPCRs
predicted to contain the seven-transmembrane domain were
used for further analysis. We used the CAZy database to
annotate the carbohydrate-active enzymes (http://www.cazy
.org/). We annotated transcription factors (TFs) of DEGs
based on protein sequence homology using the Fungal
Transcription Factor Database (http://ftfd.snu.ac.kr/). The
amino acid sequences of DEGs were further analyzed
to predict secreted proteins. Sequences smaller than 70
amino acids were not considered for further analysis. The
remaining sequences with positive SignalP prediction for
signal peptide cleavage site at the N-terminal region between
10 and 40 amino acids, without any transmembrane region,
were selected as the candidate secreted proteins. Secreted
proteins with lengths less than 200 amino acids and cysteine
content more than 4% of the protein were identified as small
molecule cysteine-rich secreted proteins (SSCPs).

2.6. Validation of RNA-Seq Results by Quantitative Real-
Time RT-PCR (qRT-PCR). To validate the expression profiles
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Table 1: Summary of Illumina transcriptome sequencing data for the strains included in this study.

Sample Read Length QV Reads number q20 (%) q30 (%) Yield

Th-33 Reads 1 101 36 14053573 98.24 94.96 1419410873
Reads 2 101 35 14053573 96.89 93.09 1419410873

1-1 Reads 1 101 36 16049540 98.35 95.24 1621003540
Reads 2 101 35 16049540 96.53 92.46 1621003540

of the assembled genes obtained through sequencing data
analysis, qRT-PCR was performed for selected genes. Genes
were randomly selected, and four reference genes were used,
namely, beta-tubulin 1, actin, transcription elongation factor,
and ubiquitin-conjugating enzyme (UCE). Primers used in
qRT-PCR were designed using Primer Express Software v2.0
(see S2 Table in Supplementary Material available online
at http://dx.doi.org/10.1155/2016/8329513). Total RNA (2𝜇g)
from each sample was reverse transcribed into cDNA in
the presence of oligo (dT) primer in a volume of 12.5𝜇L.
The synthesized cDNA was used as a template for qRT-
PCR. Reactions were performed in the ABI StepOne Plus
Real-Time PCR System (Applied Biosystems). Each reaction
(20𝜇L) contained 10 𝜇L of 2x SYBR Green PCR mix (QIA-
GEN), 1 𝜇L of forward and reverse primers (10 pM/𝜇L each),
1 𝜇L of cDNA template, and 7 𝜇L of nuclease-free water. PCR
cycling conditions were 2min at 95∘C (1 cycle) and 10 s at
94∘C, followed by 10 s at 60∘C and a melting curve of 40 s
at 72∘C (40 cycles). PCR cycles for negative controls without
templates were carried out concurrently. All qPCRs for each
gene used three biological replicates, with three technical
replicates per experiment. The average threshold cycle (Ct)
was calculated using the 2−ΔΔCt method [14].

2.7. Availability of Supporting Data. Sequences have been
deposited at the Sequence Read Archive (SRA) of the NCBI
under BioProject number PRJNA272748. Raw sequence
reads can be found in http://trace.ncbi.nlm.nih.gov/.

3. Results and Discussion

3.1. Illumina Sequencing. We got 17 transformants with
stable genetic characteristics. The homologous recombina-
tion events have been confirmed by southern hybridiza-
tion. A probe corresponding to part of the thga1 gene
coding region gave no signal on a southern blot of the
deletion mutants, while the hygromycin resistance cassette
was detected for the mutants but not for the wild type
(data not shown). We selected one mutant with obvious
phenotypic differences to be studied. Two cDNA libraries
were constructed and subjected to Illumina deep sequenc-
ing. Approximately 2,838,821,746 and 3,242,007,080 bp clean
reads were generated for the wild type and the mutant 1-1,
respectively (Table 1). The reads were then compared against
the genome ofTh-33, which was sequenced and submitted to
SRA (http://trace.ncbi.nlm.nih.gov/Traces/sra/). The whole
genome of Trichoderma harzianum Th-33 was sequenced
on a Hiseq2500 instrument. A total of 196 scaffolds were
assembled and 10849 genes were predicted with an average
length of 1776 bp (GenBank number: PRJNA272949). The

unigenes were used for transcriptome analysis in this study.
The overall mapping rate was about 95%, indicating that
subsequent analysis can be performed.

3.2. DEGs Regulated by thga1. RNA-seq technology was used
to investigate the transcriptional changes between the wild-
type Th-33 and the mutant regulated by thga1. Comparisons
between the gene expression of thga1 mutant and wild-type
Th-33 showed that 888 genes were differentially expressed,
including 427 upregulated and 461 downregulated genes.
Among the 20 significantly upregulated genes (S1 Table), 13
genes exhibited defined functions, including six metabolism-
related genes and two genes predicted to encode enzymes.
Among the significantly downregulated genes (S1 Table),
seven were metabolism-related genes and four were catalytic
activity genes. The changes in expression were evidently
connected to metabolism. Hence, thga1 might regulate a
series of biological processes through metabolism.

3.3. Real-Time qRT-PCR Analyses. To verify the quality of
the assembly, cDNA fragments of 15 randomly selected
unigenes were amplified using unigene-specific primers (S2
Table) and then sequenced. Four reference genes (beta-
tubulin 1, actin, transcription elongation factor, and UCE)
were used as endogenous control. Among the reference genes,
UCE remained constant in all treatments and showed the
best performance in qRT-PCR analysis using Best Keeper
program. Expression patterns of the tested genes are shown in
Figure 1. Three genes with infinite fold changes in the RNA-
seq results were not shown in the figure, as they cannot be
shown in the bar chart. Expression patterns determined by
real-time qRT-PCR were consistent with those obtained by
RNA-seq, thereby confirming the accuracy of the RNA-seq
results reported in this study.

3.4. Pathway Functional Enrichment Analysis of DEGs. In
our research, 318 differentially expressed unigenes were
assigned to 184 KEGG pathways. A summary of the findings
is presented in S3 Table. Among the pathways identified,
the metabolic pathways, especially the secondary metabolic
pathways, were found to be the most active. “Bisphenol
degradation” (27 unigenes, 8.49% of sequences), “aminoben-
zoate degradation” (27 unigenes, 8.49% of sequences),
“chloroalkane and chloroalkene degradation” (25 unigenes,
7.86% of sequences), and “butanoate metabolism” (22 uni-
genes, 6.92% of sequences) were the dominant pathways (Fig-
ure 2).Thus, thga1may affect growth, conidiation, and antag-
onism through metabolism. The DEG catalogue provided
a comprehensive understanding of the gene transcription
profiles of T. harzianum missing the thga1 gene and offered
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Figure 1: Transcriptome validation. (a) DEG data in transcriptome analysis. The fold changes of the genes were calculated as the log
2

value
of each 1-1/Th-33 comparison and are shown on the 𝑦-axis. (b) The qRT-PCR analysis of gene expression data. Expression ratios of selected
genes in 1-1 compared toTh-33.
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Figure 2: Pathway enrichment analysis of DEGs. The percentage of differentially expressed genes involved in KEGG pathways. Only the top
21 most abundant EC and KEGG pathways are represented.

a valuable foundation for the screening of G protein-
mediated pathways.

3.5. GO Enrichment Analysis. Blast2GO [15] program was
used for GO analysis. The program extracted the GO terms
associated with the homologies identified by BLAST and
returned a list of GO annotations, which were presented as
hierarchical categories of increasing specificity. GO enrich-
ment analyses were performed using Fisher’s exact test with
multiple testing corrections and an FDR of 0.05. A total of 517
DEGs were categorized into 707 functional groups in three
main categories, namely, “cellular component,” “molecular
function,” and “biological process” (S4 Table and Figure 3).
Some unigenes were assigned to multiple categories of GO
terms, whereas others could not be assigned to a given GO
term. In the biological process category, “metabolic pro-
cess” (381, 73.69%), “cellular process” (201, 38.87%), “single-
organism process” (115, 22.24%), “localization” (100, 19.34%),
and “establishment of localization” (99, 19.15%) were themost
abundant terms. In the molecular function category, genes
associated with “catalytic activity” (351, 67.89%), “binding”
(191, 36.94%), and “transporter activity” (54, 10.44%)were the
most abundant. In the cell component category, “membrane”

(124, 23.98%) and “membrane part” (100, 19.34%) were the
most abundant terms.These findings indicated that the main
changes in expression between the wild-type Th-33 and
the thga1 mutant were those related to membrane parts,
metabolic processes, and catalytic activities.

3.6. KOG Function Classification. DEGs were also searched
against the KOG database for functional prediction and
classification. Notably, out of 888 distinct DEGs, 463 could be
functionally classified into 23 molecular families, which was
consistent with the approximately 50% KOG annotation rate
of the Frozen Gene Catalogue (S5 Table and Figure 4). The
largest number of unigenes focused on “the general function
of prediction (19.3%),” whereas the next largest groups were
noted in “secondary metabolite biosynthesis (13.1%), trans-
port, and catabolism (13.1%),” followed by “posttranslational
modification; protein turnover; chaperones (8.1%),” “energy
production and conversion (7.9%),” “carbohydrate transport
and metabolism (7.0%),” “lipid metabolism (6.6%),” “amino
acid transport and metabolism (6.1%),” and “signal trans-
ductionmechanisms (5.9%).”The three smallest groups were
included in “chromatin structure and dynamics (0.37%),”
“extracellular structures (0.37%),” and “coenzyme transport
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Figure 3:Gene ontology terms for differentially expressed genes.Most differentially expressed geneswere grouped into threemajor functional
categories: cellular component, molecular function, and biological process.
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Figure 4: KOG function classification of the differentially expressed
genes. J: translation; ribosomal structure; biogenesis. A: RNA
processing and modification. K: transcription. L: DNA replica-
tion; recombination; repair. B: chromatin structure and dynamics.
D: cell cycle control; cell division; chromosome partitioning. Y:
nuclear structure. V: defense mechanisms. T: signal transduction
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modification; protein turnover; chaperones. C: energy produc-
tion and conversion. E: amino acid transport and metabolism.
F: nucleotide transport and metabolism. G: carbohydrate trans-
port and metabolism. H: coenzyme transport and metabolism. I:
lipid metabolism. Q: secondary metabolites biosynthesis; transport;
catabolism. P: inorganic ion transport and metabolism. R: general
function prediction only. S: function unknown.

and metabolism (0.37%).” Genes involved in intermediary
metabolism (i.e., of carbohydrates, amino acids, and lipids)
comprised a significant portion within both up- and down-
regulated genes.

3.7. Genes Related to G Protein Signal Pathway. G protein
transduced signals received by the heptahelical GPCRs from
outside the cell influence numerous regulatory pathways via
their respective effectors, which in turn affect the activities
of secondary messengers [16, 17]. Three G𝛼-coding genes,
one beta, and one gamma subunit genes were found in
the transcriptomes and the genome of Th-33, which cor-
responded well with the data of T. virens [18], Neurospora
crassa [19], and many other filamentous fungi [6]. Thga1,
the subgroup I G𝛼 gene, was not expressed in the Δthga1
mutant. Another G𝛼 gene, a subgroup II tgaB homologous
gene in T. virens [4], exhibited downregulated expression
(twofold), whereas the third G𝛼 gene 𝛽 and G𝛾 gene were not
differentially expressed. These results showed that knockout
of thga1 caused the downregulated expression of another G𝛼
gene.

The signals transmitted through a heterotrimeric G
protein signaling cascade originate from the activation of
plasma membrane-localized GPCRs. The identification and
characterization of GPCRs will provide insights into how
Trichoderma communicates with G protein and downstream
genes. Thirty-nine GPCRs or putative GPCR genes were
found in the transcriptome of Th-33. Six of them were
differentially expressed in the mutant (five of them belong to
the PTH11-type; Table 2). PTH11-type GPCRs were reported
to influence light responsiveness, glycoside hydrolase gene
transcription, sexual development [20, 21], surface recog-
nition, and pathogenicity [22]. PTH11 GPCR genes were
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Table 2: Differentially expressed genes related to the G protein signal pathway.

Gene id Th-33 1-1 log
2

(fold change) 𝑝 value Annotation
Tha 09027 215.43 46.28 −2.22 0.0475 G protein alpha subunit TgaB
Tha 10266 11.00 60.75 2.47 0.0225 Cyclic AMP phosphodiesterase
Tha 08164 216.24 19.09 −3.50 0.0019 GPCR, PTH11-type
Tha 04234 107.24 11.21 −3.26 0.0053 GPCR, PTH11-type
Tha 05810 217.59 26.05 −3.06 0.0051 GPCR, PTH11-type
Tha 07855 75.77 14.01 −2.43 0.0121 G protein-coupled receptor
Tha 07047 35.10 6.85 −2.36 0.0308 GPCR, PTH11-type
Tha 06854 2.35 0 Inf 0.0078 GPCR, PTH11-type

reported to be upregulated in themycoparasiteConiothyrium
minitans during colonization of S. sclerotiorum [23]. In
the current study, five PTH11-type GPCR-encoding genes
were downregulated in the mutant. This observation was
consistent with the phenomenon that the inhibitory effect of
themutant againstR. solani decreased significantly compared
with that of the wild-type Th-33.

cAMP acts as a secondary messenger for morphogenic
signals in both prokaryotes and eukaryotes, and it is gener-
ated by adenylate cyclase and degraded by phosphodiesterase
[24]. In T. virens, the intracellular cAMP levels can be
regulated by an adenylate cyclase gene, tac1 [25], and it has
been reported to influence conidiation [26]. In Aspergillus
nidulans, a G𝛼-subunit GanB mediates a rapid and transient
activation of cAMP synthesis in response to glucose during
the early period of germination [27]. In our previous study,
intracellular cAMP levels in the Δthga1mutant decreased by
about 50% of that in the wild-type Th-33. According to the
transcriptomes of the Δthga1 mutant and the wild-type Th-
33, the adenylate cyclase-encoding gene was not expressed
differentially, whereas the cAMP phosphodiesterase gene
was found to be upregulated in the mutant. These findings
indicated that the decrease in intracellular cAMP levels was
caused by the increase in cAMP phosphodiesterase activity
and not by the decrease in adenylate cyclase activity. This
study showed that the G protein 𝛼 subunit in Trichoderma
may be involved in the mechanisms regulating intracellular
cAMP levels.

3.8. Carbohydrate Activity Enzymes (CAZymes). CAZymes in
fungi are correlated with their nutritional modes and infec-
tion mechanisms [28]. Various CAZyme genes exist in the
Th-33 genome, of which 66 differentially expressed CAZyme
genes were identified in the Th-33 transcriptome, including
30 genes from the glycoside hydrolase family (GH), 14 from
the auxiliary activity family, 13 from the carbohydrate esterase
family, 7 from the glycosyltransferase family, and 2 from the
carbohydrate-binding module family (S6 Table). In addition,
the number of downregulated CAZyme genes (43 genes) in
the mutant was greater than that of upregulated genes (23
genes) (Figure 5). The GH family has been described to
play a central role in mycoparasitism in Trichoderma. For
example, GH18 family is highly expanded in T. atroviride and
T. virens during mycoparasitism [29]. GH16 was reported
to be upregulated during the mycoparasitic reaction of T.
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Figure 5: Numbers of carbohydrate-active enzyme modules in the
differentially expressed genes.

atroviride against R. solani [30]. In the present study, the
inhibition of the Δthga1 mutant T. harzianum against R.
solani and Phytophthora capsici was reduced significantly,
and the mycelia of Δthga1 could not cover and parasitize
the pathogenic fungi’s mycelia in confrontation tests. The
heterotrimeric G protein pathway is crucial in the intercon-
nections of nutrient signaling in Trichoderma [21]. Results
implied that the knockout of thga1 caused the decrease in
the activities of theCAZymes, which consequently influenced
nutrient condition, further retarded the growth rate, and
decreased the mycoparasitic ability of Trichoderma.

3.9. TFs. Twenty-nine TFs were identified in the Δthga1
mutant and compared with that of the wild-type Th-33. Of
these TFs, 15 were upregulated and 14 were downregulated
TFs (S7 Table). Among those differentially expressed TFs,
the Zn

2
Cys
6
family (53%) was the most dominant TF family,

followed by the C
2
H
2
zinc finger (31%) TF family (Figure 6).

The functions ofmost TFs in fungi appear to be highly diverse
and remain rather unclear. Of the known TF families, the
Zn
2
Cys
6
TF family comprises TFs that are fungal-specific

and dominant [31]. These TFs are involved in primary and
secondarymetabolism, drug resistance, andmeiotic develop-
ment (http://ftfd.snu.ac.kr/). BglR, a Zn

2
Cys
6
-type TF in T.

reesei, can increase the expression of the 𝛽-glucosidase gene
[32]. C

2
H
2
zinc finger in fungi is involved in pathogenic-

ity, carbon catabolite repression, acetamide regulation, and
differentiation of ascogenous or fruiting body. GipA in
A. fumigatus was reported to be involved in secondary



BioMed Research International 7

31%

52%

4%

7%
3%

3%

HMG

Homeobox
Myb
Winged helix repressor
DNA binding

C2H2 zinc finger
Zn2Cys6

Figure 6: Percentage of different TFs in the DEGs.

metabolic processes [33]. In A. nidulans, brlA defined the
central regulatory pathway that controls conidiation-specific
gene expression, but no orthologue of brlA in Trichoderma
conidiophores currently exists [34]. TFs can control gene
transcription rates and are key mediators of cellular function
[35]. In the present report, differentially expressed TFs might
play key roles in cell processes in Trichoderma under the
control of the G protein signal pathway. Understanding the
regulatory mechanisms of these TFs and their functions
could provide valuable insight into the signal control path-
ways of cell processes in Trichoderma.

3.10. Secretome of T. harzianum. A total of 137 genes were
annotated as secreted proteins, including 51 upregulated and
86 downregulated genes among the DEGs. Secreted proteins
play an important role in the process of cell signaling, cell
proliferation, differentiation, apoptosis regulation, develop-
ment, and other important biological processes. In Botrytis
cinerea, bcg1 encodes 𝛼 subunits of heterotrimeric GTP-
binding proteins; the bcg1 null mutants differ in colony
morphology from the wild-type strain, which do not secrete
extracellular proteases [36]. SSCPs comprise one of the
largest groups of proteins secreted by Trichoderma [29].
Hydrophobins, which are probably the most widely known
SSCPs, are found on the outer surfaces of cell walls of hyphae
and conidia. Trichoderma genomes encode an unusually
large number of hydrophobins, possibly for the purpose
of providing flexibility in surface properties needed for
conidiation,mycoparasitism, and interactionwith plant roots
[2, 37]. In the present report, two SSCPs were found among
the DEGs, and these genes were downregulated in themutant
strain, which might account for the phenomenon of reduced
hydrophobicity in the mutant. This was in accordance with
the report that G alpha subunit can mediate fungal conidia-
tion and hydrophobin synthesis in Cryphonectria parasitica

[38]. Furthermore, SSCPs were shown to be highly expressed
in T. atroviride during colonization of R. solani, which sug-
gested a potential role in mycoparasitism [30]. These genes
may also explain the significant reduction in the inhibition of
the mutant against the plant pathogen R. solani.

3.11. Secondary Metabolism. KOG functional classification
of DEGs revealed that the number of genes involved in
secondarymetabolite biosynthesis, transport, and catabolism
was 71, in which cytochrome P450s (CYPs) accounted for
nearly 24% (S8 Table). CYPs play an important role in the
physiology of fungi and are involved in the biosynthesis
of secondary metabolites (SMs) and in detoxification [39].
Fungi produce a wide range of SMs that are not directly
essential for growth and yet have important roles in signal-
ing, asexual conidiation [40], and interactions with other
organisms [41–43]. Trichoderma spp. are a rich source of
SMs, such as nonribosomal peptides, polyketides, terpenoids,
and pyrones. Although a clear correlation exists between
conidiation of the fungus and the secretion of antifungal
metabolites in the T. atroviride parental strain, its type G𝛼III
gene Δtga3mutants were fully impaired in the production of
peptaibols despite exhibiting a hypersporulating phenotype
[5]. The results in the current report implied that thga1 reg-
ulated certain secondary metabolism processes, and analysis
of SMs should be carried out for further identification.

4. Conclusion
Overall, this study identified transcripts that were possibly
involved in several important molecular and cellular func-
tions of T. harzianum. However, additional studies aimed
at the functional characterization of the genes reported
herein will aid in further defining the pathways mediated
by G protein in T. harzianum. An enhanced understanding
of the expression profiles of these genes could improve T.
harzianum performance, either by predicting the regulation
of the genes involved in sporulation or by improving their use
in biotechnology processes.
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Hepatitis E virus- (HEV-) mediated hepatitis has become a global public health problem. An important regulatory protein of HEV,
ORF3, influences multiple signal pathways in host cells. In this study, to investigate the function of ORF3 from the swine form of
HEV (SHEV), high-throughput RNA-Seq-based screening was performed to identify the differentially expressed genes in ORF3-
expressing HepG2 cells. The results were validated with quantitative real-time PCR and gene ontology was employed to assign
differentially expressed genes to functional categories. The results indicated that, in the established ORF3-expressing HepG2 cells,
the mRNA levels of CLDN6, YLPM1, APOC3, NLRP1, SCARA3, FGA, FGG, FGB, and FREM1 were upregulated, whereas the
mRNA levels of SLC2A3, DKK1, BPIFB2, and PTGR1 were downregulated. The deregulated expression of CLDN6 and FREM1
might contribute to changes in integral membrane protein and basement membrane protein expression, expression changes for
NLRP1 might affect the apoptosis of HepG2 cells, and the altered expression of APOC3, SCARA3, and DKK1 may affect lipid
metabolism in HepG2 cells. In conclusion, ORF3 plays a functional role in virus-cell interactions by affecting the expression of
integral membrane protein and basement membrane proteins and by altering the process of apoptosis and lipid metabolism in host
cells. These findings provide important insight into the pathogenic mechanism of HEV.

1. Introduction

Hepatitis E infection, caused by enterically transmitted hep-
atitis E virus (HEV), is a public health problem worldwide,
particularly in developing countries such as China and India
[1]. HEV infection is associated with a mortality rate of 0.2–
1% in the general population, with an increased incidence and
severity in pregnant women, in which mortality rates of 15–
20% are observed [2–4]. As a zoonotic disease, swine infected
with swine hepatitis E virus (SHEV) are the major reservoir
of human HEV contamination [5, 6].

The HEV genome contains three open reading frames
(ORFs), which encode ORF1, ORF2, and ORF3. ORF3 is
a small molecular protein that influences multiple signal
pathways in host cells [4]. In our previous study, the down-
regulation of microRNAs miR-221 and miR-222 in ORF3-
expressing HEK 293 cells was observed, and miR-221 and
miR-222 were found to directly regulate p27kip1. Our findings
suggested that ORF3might be involved in the proliferation of
the host cells [7].

As one of the next-generation sequencing technolo-
gies, RNA-Seq can provide a complete snapshot of all of
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the transcripts present at a particular moment in the
cell. RNA-Seq is superior to the oligonucleotide microar-
ray approach that analyzes a selected number of previ-
ously defined transcripts. Based on RNA-Seq transcriptome
analysis results and differential expression validation with
quantitative real-time PCR (qRT-PCR), the differentially
expressed genes (DEGs) of Huh-7 cells transfected with the
HEV replicon were obtained. These included some innate
immune response associated genes and some cell survival
and metabolism associated genes; however, the functional
roles of ORF3 were not elucidated [8]. In our study, RNA-
Seq-based screening and further qRT-PCR validation were
performed to identify the DEGs in ORF3-expressing HepG2
cells, and the DEGs identified were assigned functions by
gene ontology. Our findings suggested that ORF3 functions
by affecting the biological processes, cellular components,
and molecular functions within the host cells.

2. Materials and Methods

2.1. Cell Lines and Plasmids. HepG2 cells were purchased
from the Cell Bank of the Chinese Academy of Sciences
(Shanghai, China) and were grown at 37∘C in Dulbecco’s
minimum essential medium (DMEM) (Gibco BRL, Carls-
bad, CA, USA) containing 10% heat-inactivated fetal bovine
serum (FBS) (Gibco BRL), supplemented with penicillin
(100U/mL; Gibco BRL) and streptomycin (100 𝜇g/mL; Gibco
BRL, USA). The recombinant plasmid, pEGFP-ORF3, which
expresses EGFP-ORF3 fusion protein, was constructed in our
previous study [5].

2.2. Preparation of Recombinant Lentivirus. The upstream
primer (5-GCGGCGTTAATTAAGCCACCATGGCGA-
TGCCACCATGCG-3) containing a PacI site and the
downstream primer (5-ATTATTGGCGCGCCTCAGCGG-
CGAAGCCCCAGCT-3) containing an AscI site were used
to amplify the ORF3 fragment from pEGFP-ORF3. The
obtainedORF3 fragmentwas ligated into the lentiviral vector,
pLenti6.3-MCS-IRES-GFP, and then digested with PacI and
AscI. The recombinant lentivirus was designated pLenti6.3-
ORF3-IRES-EGFP. The recombinant lentivirus was prepared
as previously described and the titers of the recombinant
lentivirus were determined [7]. pLenti6.3-MCS-IRES-GFP
was also used for the preparation of recombinant lentivirus,
and this was used as a negative control in the experiments.

2.3. Establishment of SHEV ORF3-Expressing HepG2 Cells.
As previously described, HepG2 cells were infected with the
recombinant lentivirus at a multiplicity of infection (MOI)
of 10 [5]. The expression of enhanced green fluorescence
protein (EGFP) was observed by fluorescence microscopy
(X71; Olympus, Tokyo, Japan). The stable cell lines were
obtained as previously described [5].

2.4. Flow Cytometry Analysis. As previously described, FAC-
SCalibur flow cytometer (Becton Dickinson, San Jose, CA,
USA) was used to determine the percentage of fluorescent

cells population and the meant fluorescent intensity of the
stable cells lines [5].

2.5. Western Blot Analysis. The total protein from ORF3-
expressing HepG2 cells, EGFP (only)-expressing HepG2
cells, andHepG2 cells was harvested. SDS-PAGE andwestern
blot analysis were performed as previously described [5].
The primary antibodies used were rabbit polyclonal anti-
body against ORF3, which was produced as described in
our previous study [5], and rabbit polyclonal anti-GAPDH
antibody (Cell Signaling Technology, Beverly,MA,USA).The
secondary antibody was HRP-labeled goat anti-rabbit IgG
(Santa Cruz Biotechnology, Santa Cruz, CA, USA).

2.6. mRNA Library Construction and Sequencing. Following
the manufacturer’s procedure, TRIzol reagent (Invitrogen,
Carlsbad, CA, USA) was used to extract the total RNA
fromORF3-expressing HepG2 cells, EGFP (only)-expressing
HepG2 cells, and HepG2 cells. The quantity and purity of the
total RNAwere analyzed using Bioanalyzer 2100 and theRNA
6000 Nano LabChip Kit (Agilent Technologies, Santa Clara,
CA, USA).

Next, 10 𝜇g of RNA from specific cell lines (ORF3-
expressing HepG2 cells, EGFP (only)-expressing HepG2
cells, and HepG2 cells) was exposed to poly-T oligoattached
magnetic beads (Invitrogen, Carlsbad, CA, USA) to isolate
poly(A) mRNA. Following purification, the mRNA was
fragmented into small pieces using fragmentation buffer
and the cleaved RNA fragments were reverse-transcribed
to construct a cDNA library using the mRNA-Seq sample
preparation kit (Illumina, San Diego, CA, USA), according to
the manufacturer’s instructions. Then, paired-end sequenc-
ing was performed on an Illumina 2000/2500 sequence
platform (LC Sciences, Houston, TX, USA), following the
manufacturer’s protocol.

2.7. Mapping, Normalization, and Calculation of the RPKM.
Clean reads were obtained by removing the low quality reads
from the raw reads. The quality of the reads was classified
according to the following criteria: (1) containing sequencing
adaptors, (2) ratio of 𝑁 (without valid base information)
above 5%; and (3) ratio of nucleotides [𝑄 value (quality score)
is lower than 10] above 20%. Then, as previously described,
clean reads from specific cell lines were aligned to the genome
database UCSC (http://genome.ucsc.edu/) using the Tophat
package [9].

Based on the results of Tophat, the fragment per kilobase
of exon per million fragments mapped (FPKM) value was
used to normalize the number of fragments, as previously
described. Cufflinks were used to de novo assemble the tran-
scriptome and comerge and annotate the sequence fragments.
The DEGs, their corresponding attributes, fold changes (in
log
2
scale), 𝑝 values, and FDR (false discovery rate corrected

𝑝 values) were obtained [10, 11]. The significance of the gene
expression difference was determined as “yes” if the false
discovery rate (𝑄 value) was <0.05. Only the comparisons
with 𝑄 value less than 0.01 and a status marked as “OK”
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Figure 1: Characterization of ORF3-expressing HepG2 cells. (a) Fluorescence observation of H, E, and O cells. (b) Western blot results
indicated that ORF3 protein was expressed in O cells. (c) Flow cytometry analysis results indicated that EGFP protein was expressed in O
cells and E cells.

in the Cuffdiff output were regarded as showing differential
expression [12].

2.8. Gene Ontology (GO) of DEGs. As previously described,
GO was performed to analyze the DEGs [13]. GO terms with
𝑝 < 0.05 were considered significantly enriched among the
DEGs [9].

2.9. qRT-PCR for Differential Expression Validation. To vali-
date the differential expression of genes, the specific primers
were designed and qRT-PCR was performed as previously
described [7].

2.10. Statistical Analysis. The statistical significance of the
differences between the data from the experimental groups
and the control was analyzed using Student’s 𝑡-test and
one-way ANOVA. 𝑝 < 0.05 was considered to represent
significant differences, and 𝑝 < 0.01was considered as highly
different [7].

3. Results and Discussion

3.1. Identification of SHEV ORF3-Expressing HepG2 Cells.
After the recombinant lentivirus vector, pLenti6.3-ORF3-
IRES-EGFP, had been constructed and confirmed with DNA
sequencing, recombinant lentivirus carrying ORF3 was pre-
pared, titrated, and used to infect HepG2 cells. After blasti-
cidin selection, ORF3-expressing HepG2 cells were obtained
and designated as O, and EGFP (only)-expressing HepG2
cells were obtained and designated as E. HepG2 cells were
used as the black control and designated as H.The expression
of EGFP protein was observed in O and E cells (Figures
1(a) and 1(c)). Western blotting results revealed that there
was a specific band at the expected molecular weight for
ORF3 protein in O cells; however, no expression of ORF3 was
detected in E and H cells (Figure 1(b)).

3.2. Sequencing and Mapping of the SHEV ORF3-Expressing
HepG2 Cell Transcriptome. Using the Illumina paired-end
RNA-Seq approach, the cDNA libraries of H, E, and
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Table 1: Numbers of reads in the reference genome.

Sample E H O
Valid reads 46,413,284 45,043,398 39,935,156
Mapped reads 32,068,726 (69.09%) 29,911,216 (66.41%) 27,147,943 (67.98%)
Unique mapped reads 31,520,409 (67.91%) 29,386,695 (65.24%) 26,670,680 (66.78%)
Multimapped reads 548,317 (1.18%) 524,521 (1.16%) 477,263 (1.20%)
PE mapped reads 13,909,419 (29.97%) 13,120,894 (29.13%) 11,735,308 (29.39%)
Exon 98.27% 98.05% 97.78%

O cells were sequenced. The results were uploaded into
NCBI Sequence Read Archive (SRA) (accession number:
SRP073936). The average insert size for the paired-end
libraries was 300 bp (±50 bp). In total, 132,757,090 paired-end
reads of 2× 100 bp length were acquired.The total read length
of the three samples was 16.59 gigabases (Gb). After removing
the low quality reads from the raw reads, a total of 16.42Gbp
of cleaned, paired-end reads were produced, with a Q20 of
over 90% (Table 1).

Alignment of the sequence reads against the reference
genome yielded about 70% aligned reads across the three
samples, for which the ratio of pair reads is about 30% and the
ratio of unique map was about 70% and of which about 98%
were located within annotated exons. Multiposition matched
reads (<10%) were excluded from further analyses. The
distribution of the density of the sequence was normal.These
data satisfied the requirements of further gene expression
level analyses.

3.3. Differential Expression Analysis. Visualization of the data
in Venn diagrams indicated that the number of DEGs in
O cells was 18. In O cells, the mRNA levels of claudin-
6 (CLDN6), FRAS1-related extracellular matrix 1 (FREM1),
scavenger receptor class A member 3 (SCARA3), fibrinogen
(FGG), fibrinogen alpha (FGA), fibrinogen beta (FGB),
apolipoprotein C3 (APOC3), YLP motif-containing pro-
tein 1 (YLPM1), and nucleotide-binding oligomerization
domain-like receptor with pyrin domain protein 1 (NLRP1)
were upregulated, while the mRNA levels of cytokeratin
19 (KRT19), BPI fold containing family B, member 2
(BPIFB2), sulforaphane (SFN), activated leukocyte cell adhe-
sion molecule (ALCAM), solute carrier family 22 member
3 (SLC2A3), prostaglandin reductase 1 (PTGR1), Dickkopf-
related protein 1 (DKK1), S100 calcium binding protein A4
(S100A4), and nuclear protein 1 (NUPR1) were downregu-
lated (Figures 2(a) and 2(b), Table 2).

To further confirm the RNA-Seq data, specific primers
were designed (Table 3), and the qRT-PCR was performed
using GAPDH as an internal control. The results confirmed
that the mRNA levels of CLDN6, YLPM1, APOC3, NLRP1,
SCARA3, FGA, FGG, FGB, and FREM1were upregulated and
themRNA levels of SLC2A3,DKK1, BPIFB2, andPTGR1were
downregulated (Figure 3).

3.4. Assignment of DEGs. The 13 validated DEGs in O cells
were assigned into the following categories: biological pro-
cess, cellular components, and molecular function (𝑝 < 0.05)

Table 2: Genes found to be significantly differentially expressed
between cell types.

Gene short name 𝑝 value E H O
FPKM FPKM FPKM

FGG 2.252𝐸 − 37 205.24 190.90 465.10
FGB 1.2802𝐸 − 10 43.87 44.37 110.70
FGA 2.6364𝐸 − 24 147.94 145.66 328.38
APOC3 1.71𝐸 − 43 249.10 272.37 584.34
SLC2A3 1.3633𝐸 − 31 522.47 569.07 249.24
DKK1 2.97𝐸 − 44 781.57 719.76 320.23
KRT19 3.1275𝐸 − 46 415.28 205.75 83.07
BPIFB2 5.7055𝐸 − 35 295.48 128.29 59.84
CLDN6 5.7466𝐸 − 07 36.04 24.00 72.68
SFN 0.000023461 30.45 12.06 3.77
FREM1 0.000048529 18.29 13.07 42.37
ALCAM 0.00010227 10.00 18.79 0.62
YLPM1 0.0010757 19.50 21.74 44.22
SCARA3 0.0011159 2.53 1.08 12.00
NLRP1 0.0078786 1.51 3.31 10.90
S100A4 0.0079767 17.17 14.16 2.80
PTGR1 0.010836 30.77 31.65 12.99
NUPR1 0.022976 16.63 14.24 3.92
FPKM: fragment per kilobase of exon per million mapped fragments.

(Figure 4; see S1 in SupplementaryMaterial available online at
http://dx.doi.org/10.1155/2016/1648030). Among them, FGG,
FGA, and FGBwere assigned into all 25GO cases for category
biological processes, all 18 GO cases for cellular components,
and 4 GO cases for molecular function (S1).

The cellular component category includes membranes,
organelles, and proteins. In O cells, two validated DEGs,
CLDN6 and FREM1, were assigned into the cellular compo-
nent category (S1). CLDN6 encodes an integral membrane
protein that is one of the entry cofactors for hepatitis C virus,
which was assigned into GO: 0005886-plasma membrane
[14]. FREM1 encodes a basement membrane protein, which
was assigned into GO: 0044421-extracellular region part and
GO: 0005576-extracellular region [15]. These results sug-
gested that the expression of ORF3 induced the deregulated
expression of two cellular components.

Biological processes includemany chemical reactions and
other events that result in chemical transformation including
metabolism and homeostasis. In O cells, NLRP1 was assigned
into the GO category of biological processes (S1). The NLRP1
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Figure 2: The DEGs obtained from H, E, and O cells by RNA-Seq. (a) The Venn diagrams indicated that the number of the significantly
DEGs in O cells was 18. (b) Heat-maps indicated that, compared with that in H and E cells, in O cells, the mRNA levels of CLDN6, FREM1,
SCARA3, FGG, FGA, FGB, APOC3, YLPMA1, and NLRP1 were upregulated, while KRT19, BPIFB2, SFN, ALCAM, SLC2A3, PTGR1, DKK1,
S100A4, and NUPR1 were downregulated. Red indicates upregulation and green indicates downregulation.

Table 3: Primers for qRT-PCR validation.

Gene short name Forward primer sequence 5-3 Reverse primer sequence 5-3

KRT19 GGTCATGGCCGAGCAGAA TTCAGTCCGGCTGGTGAAC
DKK1 AGAAAAGGCTCTCATGGACTAGAAAT CCGGCAAGACAGACCTTCTC
APOC3 TGGCTGCCTGAGACCTCAAT AGGAGCTCGCAGGATGGATA
FGG TGGTTGGTGGATGAACAAGTGT TGCCACCTTGGTAATAAACTCCAT
PIFB2 CTGGATGTGGTAGTGAACTTGAGACT ACGTGGTCCCCTGAAGCTT
SLC2A3 GGCACACGGTGCAGATAGATC GCAGGCTCGATGCTGTTCAT
FGA CAGATGAGGCCGGAAGTGA GATTTAGCATGGCCTCTCTTGGT
FGB CAGCCGGTAATGCCCTCAT TGTGAATGGTCATGGTCCTGTT
CLDN6 CTTGGATGATGGAGCCAAAGA TGGCTTCTAAGATGGGCATGT
SFN GCAGGCCGAACGCTATGA TCCACGGCGCCTTTCA
FREM1 ACCTGGGCAACCTTGTAACTGTA TGGTCGTTCAAACCTATCCAAA
ALCAM CAATGCCCCAAACTTTCTCATAA TGTCCCCAATCTTCACAAGCT
YLPM1 GGAAACTGCACCTCGTCACA GCAGCATCTTGCAGCAAAGA
SCARA3 CCCTGAGAAGTTCAACATTTATTTCTT GGGCAGAGGCAAGGATGAAT
NLRP1 CCCTCTATCGGCGTCTATCTGT GCTCTTACCGTCTCTTATTCAGCAT
S100A4 CGCCAGTGGGCACTTTTTT CAGCATCAAGCACGTGTCTGA
PTGR1 AAGAAATTTGGAAGGATTGCCATA GAAGTGGGCCGGTTCTGTTA
NUPR1 GGGTGGCAGCAACAATAAATAGA GGATGAACACACACCCAAGCT

gene encodes a member of the Ced-4 family of apoptosis
proteins. NLRP3/NLRP1 inflammasome-mediated caspase-1
activation with subsequent IL-1 secretion is essential for the
subsequent bifurcation to downregulated proinflammatory
cytokines and upregulated bacterial killing [16], and this
gene was assigned into two GO cases within the category

of biological processes (GO: 0006950 and GO: 0050896-
response to stress and stimulus, resp.).These results suggested
that the expression of ORF3 affects the apoptosis of HepG2
cells.

The liver is the central regulatory organ of lipid path-
ways. APOC3 specifically modulates the metabolism of
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Figure 3: Validation of the RNA-Seq data by qRT-qPCR.The results
confirmed the upregulation of the mRNA levels of CLDN6, YLPM1,
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Figure 4: GO classifications of the DEGs in O cells.

triglyceride-rich lipoproteins and may contribute to the
development of hyperlipidemia and other lipoprotein abnor-
malities in humans [17–19]. In our study, APOC3 was one
of the 13 validated DEGs in O cells. APOC3 not only was
assigned into three GO cases within the category “cellu-
lar components” (GO: 0044421-extracellular region part;
GO: 0005576-extracellular region; GO: 0005615-extracellular
space) and five GO cases of biological process (GO: 0065003-
macromolecular complex assembly; GO: 0043933-macromo-
lecular complex subunit organization; GO: 0022607-cellular
component assembly; GO: 0044085-cellular component bio-
genesis; GO: 0065008-regulation of biological quality), but
was also assigned into two GO cases within the category
“molecular function” (GO: 0005102-receptor binding and
GO: 0070325-lipoprotein receptor binding) (S1).

Interestingly, SCARA3 and DKK1 are also related to the
lipid metabolism. As a member of the scavenger receptor

family, SCARA3 protects cells by scavenging reactive oxy-
gen species and other harmful products of oxidation [20].
SCARA3 binds to polyanionic ligands, which are an impor-
tant source of fatty acids for macrophages [21]. SCARA3 was
assigned into three GO cases within the category “biological
processes” (GO: 0042221-response to chemical stimulus;
GO: 0006950-response to stress; GO: 0050896-response to
stimulus) (S1).

DKK1, a canonical Wnt/𝛽-catenin pathway antagonist,
is closely associated with adipogenesis [22]. DKK1 regulates
certain aspects of placental lipid metabolism through the
WNT signaling pathway [23]. DKK1 not only was assigned
into two GO cases within the category “cellular components”
(GO: 0005576-extracellular region; GO: 0005886-plasma
membrane), but also was assigned into two GO cases within
the category “molecular function” (GO: 0005102-receptor
binding; GO: 0070325-lipoprotein receptor binding), as seen
for APOC3 (S1).

From these data, it can be concluded that the expression
of ORF3 induces the upregulation of the mRNA levels of
CLDN6, YLPM1, APOC3, NLRP1, SCARA3, FGA, FGG,
FGB, and FREM1 and the downregulation of the mRNA
levels of SLC2A3, DKK1, BPIFB2, and PTGR1. Among these
changes, the deregulated expression of CLDN6, APOC3,
NLRP1, SCARA3, FGA, FGG, FGB, FREM1, SLC2A3, DKK1,
and PTGR1 might contribute to the deregulation of integral
membrane protein and basement membrane protein and
affect the apoptosis and the lipid metabolism of HepG2 cells.

In a recent study, the RNA-Seq approach was used to
explore the cellular pathway alterations during virus infec-
tion. Changes in the transcriptomes of primary bovine cells
following infectionwith either wild type Schmallenberg virus
(SBV) or SBVwith amutant lacking the nonstructural protein
NSs (SBVdelNSs) were analyzed. The results suggested that
nonstructural protein not only was effective in shutting down
genes of the host innate immune system, but also affected
a number of possible antiviral factors [24]. Because of the
lack of a cell culture system and a suitable animal model,
the pathogenesis of hepatitis E is poorly understood. In this
study, HepG2 cells, which are a suitable in vitromodel system
for the study of HEV, were used as the target cells for ORF3
overexpression. RNA-Seq-based screening and further qRT-
PCR validation were performed to identify the DEGs in
ORF3-expressing HepG2 cells.

Correlation analysis results between the RNA-Seq and
qRT-PCR data indicated that 13 of the 18 DEGs detected by
RNA-Seq inO cells were validated by qRT-PCR.These results
indicated that the experimental approach was effective. The
five nonvalidated DEGs may have been the false-positive
results generated by RNA-Seq.

As a standardized gene function classification system,
GO describes the properties of genes and their products.
In our study, the Database for Annotation, Visualization
and Integrated Discovery (DAVID) software was used to
obtain the GO ID, and Web Gene Ontology Annotation Plot
(WEGO) software was used to plot the GO annotation results
(http://wego.genomics.org.cn/cgi-bin/wego/index.pl).

The liver is the central regulatory organ of lipid pathways.
Our findings confirmed thatHEV infection causes alterations
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in lipid metabolism. Among 13 validated DEGs, APOC3,
SCARA3, and DKK1 played a role in lipid metabolism. In
HepG2 cells, the expression of ORF3 causes the deregulation
of lipid metabolism, potentially resulting in cell injury.

The expression of ORF3 also resulted in the deregulation
of CLDN6, NLRP1, FGA, FGG, FGB, FREM1, SLC2A3, and
PTGR1, potentially resulting in cell injury as a result of
changes in biological processes, cellular components, and/or
the molecular function of HepG2 cells.

To our knowledge, this is the first report of the altered
expression of CLDN6, YLPM1, APOC3, NLRP1, SCARA3,
FGA, FGG, FGB, FREM1, SLC2A3, DKK1, BPIFB2, and
PTGR1 in HEV-infected cells. Our findings provide insight
into the critical events that take place during HEV infection.

4. Conclusions

ORF3 protein is a key regulatory protein of SHEV. Here, for
the first time, we report the upregulation of the mRNA levels
of CLDN6, YLPM1, APOC3, NLRP1, SCARA3, FGA, FGG,
FGB, and FREM1 and the downregulation of themRNA levels
of SLC2A3, DKK1, BPIFB2, and PTGR1 in the established
ORF3-expressing HepG2 cells.The deregulated expression of
these 13 genes may lead to changes in the deregulation of
integral membrane and basement membrane proteins and
may affect the processes of lipid metabolism and apoptosis in
human cells.These findings provide insight into the infection
processes mediated by HEV and may be valuable in the
development of future therapeutic strategies.
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Variations in human genome (e.g., single nucleotide polymorphisms, SNPs) may be associated with hereditary diseases, their
complications, comorbidities, and drug responses. Using Web service SNP TATA Comparator presented in our previous paper,
here we analyzed immediate surroundings of known SNP markers of diseases and identified several candidate SNP markers that
can significantly change the affinity of TATA-binding protein for human gene promoters, with circadian consequences. For example,
rs572527200 may be related to asthma, where symptoms are circadian (worse at night), and rs367732974 may be associated with
heart attacks that are characterized by a circadian preference (early morning). By the samemethod, we analyzed the 90 bp proximal
promoter region of each protein-coding transcript of each human gene of the circadian clock core.This analysis yielded 53 candidate
SNP markers, such as rs181985043 (susceptibility to acute Q fever in male patients), rs192518038 (higher risk of a heart attack in
patients with diabetes), and rs374778785 (emphysema and lung cancer in smokers). If they are properly validated according to
clinical standards, these candidate SNP markers may turn out to be useful for physicians (to select optimal treatment for each
patient) and for the general population (to choose a lifestyle preventing possible circadian complications of diseases).

1. Introduction

Diurnal (circadian) oscillations of the expression level have
been reliably identified in ∼10000 genes of placental mam-
mals [1]. The circadian clock of mammals is a system of self-
sustained oscillators that function under the control of a cen-
tral circadian pacemaker located in suprachiasmatic nuclei
of the hypothalamus [2]. They synchronize all processes
in living organisms, from gene transcription to behavior,
thus ensuring their temporal adaptation to 24-hour days on
Earth [1]. The minimal set of 12 genes—CLOCK, ARNTL,
ARNTL2, PER1, PER2, CRY1, CRY2, CSNK1E, CSNK1D,

RORΑ, RORb, and NR1D1—forms the core of the molecular
genetic mechanism of the circadian clock, whose functioning
is based on feedback relations among its components [3, 4]
and on the relations of these genes with the entry points for
external signals, which modulate parameters of the circadian
clock in response to such external stimuli as light and
food [5]. Via the retinohypothalamic tract, the central circa-
dian oscillator imposes a rhythm on peripheral oscillators,
which share their molecular genetic structure but work in
each cell in accordance with their own specific rhythms of
organs, tissues, and systems of tissues [1]. All these oscillators
set the rhythm for a multitude of genes via expression of
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tissue-specific transcription factors (short-term regulation)
or chromatin remodeling (long-term regulation) [6, 7].
Indeed, transcriptomic studies have shown that genes that are
subject to circadian control are characterized by overrepre-
sentation of short GC-rich and TA-rich motifs for binding
of transcription factors (e.g., TBP-binding motifs) [8, 9]
in comparison with genome-wide average values of these
parameters. In addition, an empirical study [10] revealed that
CLOCK-ARNTL is a pioneer-like transcription factor that
interacts with nucleosomes for rhythmic chromatin opening.
Adjustment of the peripheral oscillation to the general circa-
dian rhythm synchronizes the functioning of various systems
of organs, whereas their desynchronosis can worsen or
cause pathological changes in systems that are not interacting
directly (e.g., autoimmune disordersmay be caused by desyn-
chronosis of the immune defense of the body from exotoxins
and excretory/metabolizing systems dealing with analogous
endotoxins [11]). Chronopharmacology is concerned with
identification of circadian optima for diagnosis [12] and
treatment [13, 14].

Experiments on genetic animal models have shown that,
in addition to changes in parameters of the circadian clock
(amplitude, a phasic response to external signals, or the
period of free-flowing rhythm), the mutant animals develop
such disorders as metabolic syndrome; disturbances in the
system of gluconeogenesis or lipogenesis, in renal function,
or in thermogenesis; and development of tumors [15, 16].
Furthermore, research in the field of genetic epidemiology
uncovered associations of single nucleotide polymorphisms
(SNPs) of circadian clock genes with a wide range of patho-
logical states [17, 18]. A large number of such SNPs are located
in noncoding regions of genes (these regions are responsible
for regulation of expression). Functional annotation of regu-
latory SNPs and analysis of their manifestations at the level of
gene expression are worthwhile tasks because many of such
SNPs may be markers of clinical disorders.

During the “pregenomic era,” association of an SNP with
a disease used to be a lucky finding [19–22], whereas, now, in
the “postgenomic era,” identification of such associations is
one of the goals of the 1000 Genomes Project [23]. Database
dbSNP collects and ranks variants of each SNP by their
prevalence [24].Themost frequent variant is entered into the
reference human genome GRCh38 (NCBI) or hg38 (UCSC)
(the terms used by the UCSC Genome Browser [25]) as an
ancestral variant in the Ensembl database [26]. Minor alleles
of SNPs in genes involved in a given pathological process can
be found bymeans of theWeb serviceUCSCGenome Browser
[25], which visualizes a whole-genome map. Subsequent
routine genotyping of these alleles in representative cohorts of
patients and among healthy volunteers reveals (amongminor
alleles of SNPs) biomedical markers that are statistically
significantly associated with the pathology in question [27];
this procedure takes up a lot of time andwork. Computational
(bioinformatic) analysis of many millions of unannotated
SNPs from the 1000 Genomes Project may accelerate and
cheapen the search for biomedical SNP markers.

Thus, the greatest successwas achieved in the case of SNPs
located in protein-coding regions of genes [28] because of

the invariant (predictable) disruptions in the structure-
function relations of the proteins encoded by these genes [29].
Moreover, advanced computer-based simulations of molecu-
lar dynamics and structures allowed researchers to predict in
detail which SNPs would change the proteins. For example,
molecular dynamics simulations provide deep analysis of
the SNP-caused alterations in the amino acid arrangement
that can affect the native three-dimensional atomic confor-
mation of protein structure in order to estimate the most
probable conformational modifications [30]. As an alterna-
tive/addition to molecular dynamics simulations for confor-
mational sampling of proteins, so-called normal mode-based
simulations guaranteemultiscalemodeling of protein confor-
mational changes [31]. Besides, global minima of molecular
docking for native and mutant structures can account for
various substrate conformations and help identify an indi-
vidual conformation with the most favorable binding energy
[32]. In the case of drug resistance, computations of shape
complementarity—between either widely used or promising
new drugs and a binding pocket of a protein altered by
an SNP—bring together the advantages of protein structure
(or dynamics) simulations and the ability to dock one
structure with another [33]. Finally, the alignment ofmultiple
protein structures and/or sequences holds a key to the above
calculations for comprehensive SNP analysis of protein-
coding gene regions [34]. Meanwhile, the smallest progress
was observed with regulatory SNPs because their manifesta-
tions may vary from cell to cell, from tissue to tissue, from
patient to patient, and from subpopulation to subpopulation
[26]. That is why computer-based prediction of candidate
regulatory SNP markers of human diseases is a challenging
problem for current functional genomics, genetics, and bioin-
formatics.

In our previous study [35], we described a freely available
Web service, SNP TATA Comparator (created by us), and
demonstrated its practical use on more than 40 biomedical
SNP markers in the binding sites for TATA-binding protein
(TBP) between positions −70 and −20 relative to the tran-
scription start (the region where all such empirically proven
sites are located [36, 37]). Recently, we showed suitability of
this Web service for prediction of candidate SNP markers of
complications of Mendelian diseases in obesity [38] and of
autoimmune complications of these diseases [39] as well as
SNP markers that can either enhance or weaken biological
activity of oncogene inhibitors during cancer chemotherapy
[40] (hereinafter, we use the term “Mendelian disease”
according to the notation in database Online Mendelian
Inheritance in Man, OMIM� [28]).

In the present work, we applied our Web service SNP
TATA Comparator [35] to unannotated SNPs in binding
sites of fj` which are located near known SNP markers
of Mendelian human diseases and, for this reason, can also
cause the same pathologies if these SNPs change the affinity
of fj` for the same promoters of the same human genes.
Furthermore, we found some data on biochemical markers
of chronopathologies (where these markers have the effects
on gene expression which are identical to the effects of
the above SNPs) and clinical studies on the prevalence of
these chronopathologies as complications of the Mendelian
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Figure 1: Examples of the predictions by SNP TATA Comparator [35] for statistically significant alterations in the affinity of TATA-binding
protein for human gene promoters. (a) The known biomedical SNP marker rs35036378 located within a promoter of the human ESR2 gene
associated with a Mendelian disease. This SNP is now predicted (in this study) to be a candidate SNP marker of circadian comorbidities and
complications of diseases that one can see in Table 1. (b) The candidate SNP marker rs4313857 identified in this study within the human
CSNK1D gene (belongs to the circadian clock core), as shown in Table 2.

diseases caused by these SNPs. Finally, using SNP TATA
Comparator [35], we analyzed all SNPswithin 90 bp proximal
promoter regions for all protein-coding transcripts of the
genes of the circadian clock core. As a result, we identified 53
candidate SNPmarkers of human chronopathologies; valida-
tion of these markers in accordance with clinical standards
may make these SNPs useful for predictive-preventive per-
sonalized medicine [41].

2. Methods

2.1. Web Service. Web service SNP TATA Comparator [35]
is a bioinformatics application freely available on the Web
(Figure 1; URL: http://beehive.bionet.nsc.ru/cgi-bin/mgs/
tatascan/start.pl), which allows a user (i) to find an ancestral
variant of the promoter for a transcript under study (the
“Base sequence” text box) from the reference human genome
(solid, dashed, dotted, and boldfaced arrows; BioPerl [115] is
used), (ii) to introduce a mutation of interest (the “Editable
sequence” text box), and (iii) to assess (the “Calculate” but-
ton) the values of fj`’s affinity for these two promoter vari-
ants, the relative mutation-related change in transcript levels,
and statistical significance according to𝑍-score (the “Result”
text box) as described in detail in our previous study [35].

2.2.The BioinformaticsModel. For each proximal 90 bpDNA
sequence {𝑠

−90

⋅ ⋅ ⋅ 𝑠
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} of a given gene promoter (where 𝑠
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0

is the transcription start site), our Web service
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where 10.9 (natural logarithm units) is empirical nonspecific
TBP-DNA affinity, 10−5M[118]; 0.2 is the stoichiometric coef-
ficient;𝐾

1

is an empirical estimate of the equilibriumconstant
of TBP sliding alongDNA; the average values of TBP’s affinity
for double-stranded DNA were estimated using the minor
groove width (𝜇) and the TA dinucleotide content, [TA] [119].
𝐾

2

is an empirical estimate of the equilibrium constant of
the primary corecognition between TBP and an appropriate
TBP-biding site on DNA [− ln(𝐾

2

) is the maximal score of
Bucher’s position-weighted matrix: PWMBucher] [120]. 𝐾3 is
an empirical estimate of the equilibrium constant of stabi-
lization of the TBP-DNA complex due to the bend of the
axis of the DNA helix by an angle of 19∘ to 90∘ [121, 122]
which depends on abundance of two TA-rich dinucleotides,
WR ∈ {AA,AG,TA,TG} and TV ∈ {TA,TG,TC} [123]; 𝛿
is the standard deviation of 𝐾

𝐷

estimates for all the possible
mononucleotide substitutions within the 26 bp DNA sliding
window corresponding to the maximal 𝐾

𝐷

value found for
the DNA sequence under study.

For twoDNA sequences of theminor (mut) and ancestral
(wt) alleles being compared, (1) and (2) yield {− ln(𝐾(mut)

𝐷

) ±
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Is there another unparsed SNP marker ?

Initializing data: known biomedical SNP markers and unannotated SNPs in this study
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of the gene containing the SNP marker
under consideration? IncreaseDecrease

The primary keyword search for circadian
diseases whose biochemical marker

corresponds to the underexpression of the
gene containing the SNP marker tested
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corresponds to the overerexpression of the
gene containing the SNP marker tested

Is there anything found?

Is there anything found?No

What sort of SNP is under study?

Unannotated SNPs of circadian clock genes

Figure 2: A flow chart showing our manual keyword search for chronopathologies (whose known biochemical markers correspond to our
predictions of a significant change in the affinity of TATA-binding protein for human gene promoters).
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Using the standard statistical package R [124], we trans-
form 𝑍-score into 𝑝 value of the probability of acceptance
of H
0

hypothesis “𝐾(mut)
𝐷

̸= 𝐾

(wt)
𝐷

” (where 𝛼 = 1 − 𝑝 is
the statistical significance). Two cases, “𝐾(mut)

𝐷

< 𝐾

(wt)
𝐷

” and
“𝐾(mut)
𝐷

> 𝐾

(wt)
𝐷

,” correspond, respectively, to overexpression
and underexpression of the gene under study [125]. For more
details, see our previous article [35].

2.3. Keyword Search. Figure 2 shows this keyword search for
data on known biochemical markers of chronopathologies;
these markers correspond to predictions of SNP TATA
Comparator (Figure 1) regarding a relative mutation-induced
change in gene expression. For each known or candidate
SNP marker causing either significant overexpression or
underexpression of the human gene containing the SNP, we
performed a manual keyword search using various combina-
tions of the terms “overexpression,” “deficiency,” “circadian,”
and many others corresponding to chronopathologies in
public databases, as described in detail elsewhere [126]. In
the case of genes of the circadian clock core, the obtained
data are shown in Table 2 as results of this study. For SNP
markers of Mendelian diseases, we conducted an additional

keyword search for data on the prevalence of the uncovered
chronopathologies as complications of these diseases; this
procedure is some sort of cross-validation of the rough
qualitative rates without statistical testing (Table 1).

Our heuristic interpretation of the keyword search results
is shown in italics in the second rightmost column of Tables
1 and 2 and labeled with the word “(Hypothetically)” in
front. We cite the studies (found during our manual keyword
search) within the rightmost column of these tables, shown as
[references] in italics and labeledwith the phrase “[Thiswork].”

3. Results and Discussion

3.1. The Results on Candidate SNPMarkers of Circadian Com-
plications of Mendelian Diseases. These results are presented
in Table 1. Let us review in detail these more comprehensively
studied SNP markers in order to briefly describe, in a similar
fashion, the candidate SNP markers in the genes of human
circadian clock core which were identified for the first time
(in our study).

Genes HBB and HBD encode 𝛽- and 𝛿-chains of
hemoglobin, respectively. In the binding sites for TBP in
their promoters, these two genes contain the greatest number
(seven) of known SNP markers (rs35518301, rs397509430,
rs33981098, rs34598529, rs33931746, rs33980857, and
rs34500389) of thalassemia and resistance tomalaria [24, 42],
as a result of a hemoglobin deficiency (Table 1). A primary
search by keywords uncovered a hemoglobin deficiency as
a biochemical marker of circadian (nocturnal) aggravation
of restless legs syndrome [43] and sensorineural hearing
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loss [44]. A cross-validating search by keywords revealed
that iron deficiency anemia substantially contributes to
the pathogenesis of restless legs syndrome and cooccurs
with thalassemia [45, 46], whereas sensorineural hearing
loss is a complication of thalassemia in children during
treatment with deferoxamine [47]. We found three
additional unannotated SNPs (rs63750953, rs281864525, and
rs34166473) that can also reduce expression of genes HBB
and HBD and may serve as candidate SNP markers of these
chronopathologies.

The MMP12 gene codes for matrix metalloproteinase
12 and, in its promoter, contains a known SNP marker
(rs2276109) of a lower risk of systemic sclerosis [48], psoriasis
[49], and asthma [50]. A keyword search yielded circadian
(nocturnal) aggravation of asthma symptoms [51]. Here we
found an unannotated SNP (rs572527200) with the same
effects on the fj`-promoter affinity.

Gene IL1B encodes interleukin 1𝛽 and, in its promoter,
contains one of the most widely studied SNP markers
(rs1143627) of stomach ulcer, chronic gastritis, gastric cancer,
hepatocellular carcinoma, non-small cell lung cancer, Graves’
disease, and excess body fat in older men [52–57] as well as
major depressive disorder [58] with a circadian optimum for
diagnosis and treatment [59] that can be shifted by a high-
fat or high-carbohydrate diet [60]. The primary search by
keywords uncovered association of IL1B overexpression (with
“-31T”) with a bipolar disorder [61] that also has a circadian
optimum for diagnosis and treatment depending on the diet
[60]. Near this known SNP marker, we found unannotated
rs549858786, which was found to lower IL1B expression
(Table 1).The primary keyword search produced an IL1B pro-
tein deficiency as a biochemicalmarker of rheumatoid arthri-
tis [62], for which an additional keyword search yielded a
study showing that this disease is associated with distur-
bances of the circadian rhythm of IL1B expression [63].

The F3 gene encodes tissue thromboplastin (factor
III) and, in its promoter, contains a known SNP marker
(rs563763767) of an elevated risk of venous thromboem-
bolism and myocardial infarction [64]. A keyword search
produced clinical data on circadian aggravation of their
symptoms (in the early morning) in the elderly [65]; these
data are in agreement with basic research on a murine model
of aging [66].

The F7 gene codes for serum prothrombin conversion
accelerator (factor VII); in its promoter, some researchers
[67] found a biomedical SNP marker: a substitution of the
ancestral nucleotide A for minor nucleotide C at position -33
relative to the transcription start site (hereafter -33A→ b);
this is a marker of moderate bleeding (as a result of underex-
pression of this gene). An additional database search revealed
laboratory data on possible circadian aggravation of this dis-
order’s symptoms during chronic changes of time zones and
in the winter (data from amouse model) [68]. Here we found
an unannotated SNP (rs749691733) with the same effects on
the fj`-promoter interaction. In addition, near this known
SNP marker, we found five unannotated SNPs (rs367732974,
rs549591993, rs777947114, rs770113559, and rs754814507) that
can cause F7 overexpression (Table 1). A keyword search pro-
duced an elevated F7 protein level as a biochemical marker

of heart attacks characterized by a circadian preference for
the early morning in the elderly [69] and for circadian (post-
prandial) development of thrombogenesis [70].Therefore, we
propose rs367732974, rs549591993, rs777947114, rs770113559,
and rs754814507 as candidate SNP markers of these two
chronopathologies.

Gene NOS2 encodes inducible NO synthase; in its pro-
moter, one study [71] uncovered an SNP marker (-51T→C)
of resistance to malaria [71] and of a high risk of epilepsy
[72] (as a result of overexpression of this gene). A keyword
search yielded a review article [73] about epilepsy-associated
hypothalamic damage that can impair the circadian clock sys-
tem of the body as a whole [73]. Besides, we found some data
[74] suggesting that excess NO is a biochemical marker of a
remission of panic disorder that is characterized by circadian
(late evening) aggravation of symptoms. Thus, we propose
the SNP “NOS2: -51T→C” as a candidate marker of these
chronopathologies.

Gene DHFR codes for dihydrofolate reductase; its pro-
moter contains a known SNPmarker (rs10168) of methotrex-
ate resistance [75] that is characterized by a therapeutic
optimum of its use [13]. Here we found an unannotated SNP
(rs750793297) with the same effects on the fj`-promoter
complex. Additionally, near this known SNP marker, we
found three unannotated SNPs (rs766799008, rs764508464,
and rs754122321) that can cause DHFR underexpression
(Table 1). According to our recent paper [40], these SNPs can
elevate an apparent bioactivity of methotrexate-based antitu-
mor chemotherapy [13, 75].

The StAR gene encodes steroidogenic acute regulatory
protein and contains an SNP marker (rs16887226) of hyper-
tension in diabetes (as a result of lowered expression of this
gene because of impaired binding of its promoter with an
unknown transcription factor, not TBP) [76]. A keyword
search produced associations with lowered resistance to
endotoxins for underexpression of the StAR protein, which
is a mediator of mutual synchronicity of the immune system
and circadian system [11]. Near this known SNP marker, we
found the unannotated SNP rs544850971, which can lower
StAR expression (Table 1) and therefore can be a candidate
SNP marker of the above-mentioned disorders.

Gene CETP codes for cholesterol ester transfer protein;
in its promoter, it contains a known biomedical SNP marker:
deletion of the region G-72GGCGGACATACATATAC-54
(18 bp long) at position -54 relative to the transcription
start site (hereafter: -54[18 bp]DEL); this is a marker of
hyperalphalipoproteinemia that lowers the risk of atheroscle-
rosis [77, 78]. A keyword search uncovered clinical data
on circadian pathogenesis (postprandial flare-up) of this
disorder in diabetes [79]. Near this known SNP marker, we
found three unannotated SNPs (rs17231520, rs757176551, and
rs569033466), which can increase CETP expression (Table 1)
and thereby increase the risk of atherosclerosis [77–79] and of
hypoalphalipoproteinemia which causes hepatic chronopa-
thologies [80].

The APOA1 gene encodes apolipoprotein A1; in its pro-
moter, some researchers [81] identified an SNP marker
(-35A→b) of hematuria, hepatic steatosis, and obesity and of
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hypoalphalipoproteinemia which impairs the peripheral cir-
cadian clock in the liver [80]. A keyword search yielded some
data on a knockout mouse model (APOA1−/−) regarding the
risk of atherosclerosis [78] which develops in postprandial
flare-ups in diabetes [79]. For this reason, we propose the
SNP “APOA1: -31A→C” as a candidate marker of this
chronopathology.

Gene CYP2B6 encodes cytochrome P450 2B6 and con-
tains a known SNPmarker (rs34223104) of improved bioacti-
vation of cyclophosphamide [82] with a circadian therapeutic
optimum [14]. According to empirical and computational
data [82], this SNP disrupts a major variant of the fj`-
binding site in the CYP2B6 promoter and in its place creates
a binding site for the transcription factor (activator) C/EBP;
this change shifts thefj`-binding site and transcription start
by 30 bp in the 5 → 3

 direction and turns them into their
minor alternative variants. In close proximity to this known
SNP marker, we found the unannotated SNP rs563558831,
which, in the samemanner, lowers fj`’s affinity for this pro-
moter (Table 1) and therefore can be a candidate SNPmarker
of the same chronopathology.

The INS gene encodes insulin, and its promoter contains
a known SNP marker (rs5505) of neonatal diabetes and
hyperinsulinemia [24]. A keyword search uncovered hyper-
insulinemia as a biochemical marker of aberrations in the cir-
cadian rhythms of (i) the reproductive system [83], (ii) blood
pressure [84], and (iii) the tumor-host balance [85]. Near
this known SNP marker, we found unannotated rs563207167,
which can also cause hyperinsulinemia and therefore can
be a candidate SNP marker of the same chronopathologies
(Table 1). In addition, here we found unannotated rs11557611,
which can cause hypoinsulinemia (Table 1). A keyword search
showed that hypoinsulinemia is a biochemical marker of
hypothalamic amenorrhea [86]. Consequently, rs1155761 may
serve as a candidate SNP marker of this chronopathology
(Table 1).

Gene ESR2 codes for estrogen receptor 2 (𝛽) and, in
its promoter, contains a known SNP marker (rs35036378)
for prophylactic treatment (with tamoxifen) of an ESR2-
deficient primary tumor pT1 [87] to prevent progression
to breast cancer [88]; this treatment is characterized by a
circadian optimum for its use [89]. A keyword search yielded
basic research findings of circadian disturbances of daytime
behavioral activity in ESR2-deficient female mice [90]. Near
this known SNP marker, we found an unannotated SNP
(rs35036378) with the same effects on the fj`-promoter
affinity.

3.2. The Results on Candidate SNP Markers within the Circa-
dian Clock Core. These results are shown in Table 2. Let us
review in more detail the data in this table using the PER1
gene as an example, which encodes a protein called period 1—
a subunit of the heterodimeric PER-CRY complex—which is
themain negative component of the circadian clock core: this
complex inhibits the activity of transcription factor CLOCK/
ARNTL [92–98].

As predicted by SNP TATA Comparator [35], only five of
the 28 SNPs (that are known in the 90 bp proximal promoter
regions for various protein-coding transcripts of this gene

[24]) can affect the affinity of TBP for its promoters:
rs137890200, rs773740924, and rs2518024 can enhance the
TBP-promoter affinity, whereas rs796629786 and rs3027175
can reduce it. A keyword search showed that strong expres-
sion of the PER1 gene inhibits the proliferation of tumor cells
[17, 99, 100]; for example, in patients with strong expression
of this gene, if they have a gastric cancer, longer survival is
observed [99]. This gene is studied as a tumor suppressor;
one of its mechanisms of action is the influence on the
sensitivity of cells to DNA damage-induced apoptosis [17,
101]. Downregulation of PER1 was detected in human tissues
of malignant tumors of the stomach and prostate [100, 101].
It should also be noted that, in studies of knockout mouse
models (PER1−/−), researchers observed impairment of spa-
tial (3D) learning capacity and enhanced manifestations of
ethanol hepatotoxicity [102, 103]. Therefore, we can hypothe-
size that rs137890200, rs773740924, rs2518024, rs796629786,
and rs3027175 of the PER1 gene are candidate SNP markers,
as we propose in Table 2. One can see similar results for the
other genes of the human circadian clock core [92–114] in this
table.

Using SNP TATA Comparator [35], we analyzed 231
SNPs within 90 bp proximal promoter regions for the
protein-coding transcripts of 12 genes of the human circadian
clock core; only 52 of these SNPs (22%)were found to be capa-
ble of statistically significant changes in the affinity of TBP for
promoters of these genes. As one can see in Table 2, we failed
to find candidate SNPmarkers of chronopathologies for only
one of the 12 genes, namely,NR1D1.This result shows that pre-
liminary computational (bioinformatic) analysis of unanno-
tated SNPs from the 1000 Genomes Project can indeed accel-
erate and cheapen the search for biomedical SNP markers
because of selection (for this expensive and labor-intensive
procedure) of only those candidate markers whosemolecular
mechanisms of pathological manifestation are easily under-
standable within the framework of existing clinical observa-
tions, genetic knowledge, scientific theories, hypotheses, and
empirical data from animal and cellular models of human
diseases.

It is also worth noting that only 13 of the 52 candidate SNP
markers identified here decrease affinity of fj` for promot-
ers of the genes of the circadian clock core, whereas the other
39 SNPs enhance it. In Table 1, however, one can see the oppo-
site distribution of the candidate SNP markers (identified
here) of circadian complications of Mendelian diseases: the
majority (26 of 41, 62%) of the candidate SNPmarkers signif-
icantly reduce affinity of fj` for the human gene promoters,
whereas the remaining 15 SNPs enhance it, as predicted by
SNP TATA Comparator [35]. This difference is statistically
significant (𝑝 < 0.0005) according to Fisher’s exact test for 2×
2 design. It is noteworthy (Table 1) that the ratio of the preva-
lence of candidate SNPmarkers of increased versus decreased
affinity fj`-promoter is in agreement with independent
studies by other investigators [127, 128]. Indeed, overall, in
the reference human genome, the proportion of SNPs which
weaken the binding sites of transcription factors is signif-
icantly greater than the share of SNPs which enhance this
binding [127]. Similarly, some researchers [128] reported that
SNPs of the binding sites for transcription factor NF-𝜅B or
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RNA polymerase II (significantly more often) weaken rather
than enhance the binding of these proteins to the mutated
DNA in comparison with the reference genome. Taken
together, these findings suggest that the reduced proportion
of candidate SNP markers weakening the affinity TBP-
promotermay be a specific characteristic of the 12 genes of the
human circadian clock core. This phenomenon may reflect
the pressure of natural selection for robustness of their func-
tioning under the conditions of incessant genetic variability
of the promoter region being analyzed.

Why is the robustness of the circadian clock core so
important for humans? As shown in Table 2, overall, dys-
regulation of these genes’ expression may be a marker of
a wide range of pathological conditions in humans, for
example, cancer, neurodegenerative disorders, lung diseases,
and cardiovascular diseases. The reason for such diversity of
chronopathologies is that the circadian clock synchronizes a
large number of molecular biological and biochemical pro-
cesses on the whole-body level and integrates various indi-
vidual signals from each cell, tissue, and organ into a united
hierarchical system of circadian rhythms of the human body.

3.3. How to Use Candidate SNP Markers of Chronopatholo-
gies. In this work, we used SNP TATA Comparator [35] to
analyze 484 SNPs within 90 bp proximal promoter regions
for protein-coding transcripts of human genes. Only 53 of
these SNPs (11%) were found to be candidate SNP markers
of chronopathologies (Tables 1 and 2). This finding does not
mean that the remaining 431 of the 484 SNPs (89%) cannot
be SNP markers of some human diseases. This is because
each of these SNPs may influence a specific promoter-related
nucleosome [129], DNA methylation sites in promoters,
binding sites for histone modifications, and binding sites for
transcription factors (e.g., rs16887226 and rs34223104). At
present, there is a large number and variety of freely available
Web services [130–149]. Most of them rank unannotated
SNPs by their generalized statistical similarity with biomedi-
cal SNP markers of human diseases; these Web services eval-
uate this similarity by superimposing SNPs on genemaps and
on data from massively parallel high-throughput sequenc-
ing of chromatin immunoprecipitation material (ChIP-Seq)
from experiments with complexes of various proteins with
genomic DNA. Accuracy of such assessments is constantly
increasing due to improvements in empirical formulas for
whole-genome evaluation of similarity among pathological
manifestations of various SNPs and due to the increasing
diversity, completeness, and number of whole-genome maps
for various epigenetic states of cells from various tissues and
organs in health [150], during infection [151] (or other dis-
eases [152]), or after treatment [153], as we predicted [154] on
the basis of the Central Limit Theorem.

As an unexpected clever generalization of this main-
stream approach, the authors of Web server GenomeRunner
[155] proposed to evaluate the difference between SNPs in
addition to the widely accepted notion of assessments of the
similarity between them. In this active field of research, the
new trend is creation of Web navigation services that help
users generate their own hypotheses and ideas regarding how
the SNP of interest can affect the signs and symptoms of

diseases under study [156]. Another innovation that emerged
here is Web service PredictSNP2 for translation from the
numerical predictions to an effect of an SNP on human health
which is suitable for precise computer calculations in quali-
tative categories that are accessible to the general population
[157]. These breakthroughs mean that SNP-related predic-
tions are becoming interesting not only to narrow specialists
who treat patients with one or another disease but also to any-
one who is willing to customize their lifestyle tominimize the
risk of diseases.

Because statistical significance of our predicted candidate
SNP markers (Tables 1 and 2) varies from high (𝛼 < 10

−6)
to minimally acceptable (𝛼 < 0.05), the proposed markers
should be properly validated using clinical standards before
practical use. The results of this validation are dependent on
climate, environmental conditions, and lifestyles and on the
ethnic, social, age, and gender composition of cohorts [158].
Accordingly, we arranged the ancestral and minor alleles of
each of candidate SNP markers of chronopathologies by the
predicted 𝐾

𝐷

values of TBP-DNA affinity in vitro [91]. As
shown in Tables 1 and 2, these 𝐾

𝐷

values vary from 1 to
335 nM, whereas the extent of their variation among alleles of
a given SNP may be 1 nM, which is less than 0.3% of the 𝐾

𝐷

range.This level of allelic variations is too small for empirical
measurement without an a priori known, fairly narrow range
of 𝐾
𝐷

values to be measured. Thus, the predicted 𝐾

𝐷

values
(Tables 1 and 2) are an integral part of each candidate
SNP marker; without these data, an SNP marker cannot be
validated in practice.

Finally, pathological manifestation of SNP markers of
Mendelian diseases, as a rule, is limited to the consequences
of changes in the expression of only those genes that contain
these SNPs and can be useful only to physicians of the narrow
specialties relevant to the diseases in question. Nonetheless,
candidate SNP markers of chronopathologies are associated
with consequences of desynchronoses either among the ner-
vous, immune, digestive, respiratory, and other systems of the
human body or between the human body and its environ-
ment (Tables 1 and 2).These data can be useful both for physi-
cians and for the general population. For instance, the can-
didate SNP marker rs568650510 may be associated with an
elevated risk of asthmawhose symptoms are circadian (worse
at night [51]; Table 2). Using this information, a physician can
select the treatment timing (for asthma symptoms in a patient
with minor alleles of these SNPs) that could reduce the risk
of aggravation at night. By the same token, any person with
the minor allele -15T of this SNP can choose a lifestyle that
can reduce the systematic nocturnal influence of the envi-
ronmental factor that causes the asthma symptoms. Similarly,
rs367732974, rs549591993, rs192518038, and rs537333415 may
help reduce the risk of a heart attack [69]; rs374778785 may
be useful for lowering the risk of emphysema and lung cancer
among smokers [106], whereas rs2899302 may help decide
whether to use opioids [113].

4. Conclusions

Here, we predicted candidate SNPmarkers of chronopatholo-
gies (Tables 1 and 2); these SNPs can change affinity of
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TATA-binding protein for human gene promoters. After
proper validation of these candidate markers in accordance
with clinical standards, these SNPs may turn out to be
useful both for physicians (to select the best treatment for
each patient) and for the general population (to choose
a lifestyle preventing possible circadian comorbidities and
complications).
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Background. Quaternary structures of proteins are closely relevant to gene regulation, signal transduction, andmanyother biological
functions of proteins. In the current study, a newmethod based on protein-conservedmotif composition in block format for feature
extraction is proposed, which is termed block composition. Results. The protein quaternary assembly states prediction system
which combines blocks with functional domain composition, called QuaBingo, is constructed by three layers of classifiers that can
categorize quaternary structural attributes of monomer, homooligomer, and heterooligomer.The building of the first layer classifier
uses support vector machines (SVM) based on blocks and functional domains of proteins, and the second layer SVM was utilized
to process the outputs of the first layer. Finally, the result is determined by the Random Forest of the third layer. We compared the
effectiveness of the combination of block composition, functional domain composition, and pseudoamino acid composition of the
model. In the 11 kinds of functional protein families, QuaBingo is 23% of Matthews Correlation Coefficient (MCC) higher than the
existing prediction system.The results also revealed the biological characterization of the top five block compositions. Conclusions.
QuaBingo provides better predictive ability for predicting the quaternary structural attributes of proteins.

1. Background

Proteins are responsible for a vast amount of biological syn-
thesis, enzyme catalysis, transport of molecules, and func-
tions in cells. In addition, their specific functions are closely
associated with molecular structure. Protein structure can be
divided into four levels, that is, from primary to quaternary
structure. Many important biological functions must be
achieved by polymerization of protein monomers to form
oligomeric proteins or higher order multimeric proteins.The
concept of protein quaternary structure was first presented
by Bernal in 1958 [1, 2], in which he found that some
protein compositions and structures were more complicated
than others. These proteins were shown to be composed of
several protein subunits to form biological macromolecules.
The quaternary structures of protein subunits fold together
by noncovalent bonds, and thus the structure classification

can be delineated according to the type of subunit. If the
protein complex consists of identical subunits, it is called a
homooligomer; otherwise it is referred to as a heterooligomer.
Classification based on the number of subunits can be divided
into dimers, trimers, tetramers, and so forth [3]. Examples
include (1) insulin, having the activity to form a homodimer;
(2) tumor necrosis factor-𝛼 (tumor necrosis factor-alpha),
to form a tight trimer; and (3) human hemoglobin protein
is a heterotetramer, with two identical 𝛼 subunits and two
identical 𝛽 subunits. An excellent review summarized what
is known about the biological functions of nonhomologous
homodimer and heterodimeric complexes [4]. For example,
thymidylate synthase, a homodimeric protein, is highly
conserved among distant species. The tertiary complex of
thymidylate synthase has been revealed about the asymmet-
rical conformation of two homodimers (PDB ID: 4EB4).The
closed and open forms of a molecule of the complex dimer
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may affect the ligand binding strength [5]. In addition, HIV-1
reverse transcriptase is a well-known drug target for treating
HIV infections (PDB ID: 3HVT) [6]. Heterodimerization of
HIV-1 reverse transcriptase contains subunit P66 and P51 is
required for DNA polymerase activity.

Although there has been significant progress in the
analysis of protein structure with various experimental ap-
proaches, experimentation performed to determine protein
structure is typically expensive and time-consuming. Con-
sequently, it is necessary to develop a protein quaternary
assembly states prediction system that will enable the analysis
of protein structure and function using the current and
rapidly increasing amount of sequence data. In previous
studies, Garian predicted homodimers and nonhomodimers
using a decision-tree and amino acid composition method
involving the integration of AAindex. Zhang utilized support
vector machines (SVM) and a weighted autocorrelation
function in an attempt to identify the key features from the
amino acid composition. These studies demonstrated that
the primary structure indeed possessed needed information
about quaternary structure formation [7, 8]. However, the
general feature encoding method of amino acid composition
will lose much important protein sequence information,
such as physical and chemical properties of amino acids.
Therefore, pseudoamino acid composition (PseAAC) was
used to predict quaternary structure. This feature not only
incorporates the sequence order effect but also reflects
hydrophobic and hydrophilic properties [9]. Zhang et al.
used PseAAC to develop sequence-segmented PseAAC and
combined segments of the protein sequence and domain
relationships in an effort to improve prediction results
[10]. In recent years, functional domain composition was
presented from an evolutionary and functional perspective,
because proteins that share similar domain structures often
have similar functions [11–13]. This method is suitable for
applications in multiple categories of quaternary structural
classification problems and can greatly improve prediction
performance. However, a disadvantage is that some proteins
maynot contain any other known functional domains. In fact,
the corresponding known functional domains are too few to
represent proteins, which result in a classifier being unable
to learn effectively. These problems are due to the current
database still being incomplete.

The objective of this study is to construct an accurate
prediction system for protein quaternary structure attributes.
In addition to the previous studies, which have been shown
to achieve high prediction accuracy of functional domain
composition, the method of functional domains possesses
problems that need to be overcome. Accordingly, we attempt
to improve this feature extraction method based on a protein
sequence homology region concept, that is, block compo-
sition, which was proposed to present the protein charac-
teristics. Since the protein interaction binding sites usually
have more surface area and a high exposure of hydrophobic
solvent accessibility, we will combine amino acid solvent
accessibility information and pseudoamino acid composition
to calculate the sequence order effect. This system is a three-
layer prediction classifier framework. The first layer classifier
identifies the structure type of the unknown protein sequence

which is, respectively, monomer, dimer, trimer, tetramer,
pentamer, hexamer, octamer, decamer, and dodecamer.Then,
the result of the first layer of each class serves as input
for the second layer classifier, which is used to integrate
different features, considering different protein features in
the predictive ability of the corresponding advantages and
disadvantages to enhance the accuracy of prediction. Finally,
the third layer classifier determines the structure type of the
query protein.

Cross-validation results show that the predicted results
using block composition obtain the best results. Specifi-
cally, the overall average prediction accuracy rate is more
than 90% in the 60% sequence similarity of each class.
Functional domain composition and PseASA are lower by
about 10% and 20%, respectively. The results prove that
block composition is able to effectively identify quaternary
structure assembly states. In addition, performance analysis
of different types of function proteins revealed that QuaBingo
exhibits superior predictive ability for enzymes, gene reg-
ulation, signal transduction, molecular binding, and other
important proteins. An online web server is freely available
at http://predictor.nchu.edu.tw/QuaBingo/.

2. Methods

2.1. Compilation of Datasets. Theprotein oligomer sequences
used in this study come from the 3D Complex [14] protein
quaternary structure classification database. This database
provides protein structures, structure type, symmetrical
patterns, and other pieces of relevant information. We
searched homo- and heterooligomers of each class from
the 3D Complex, and information regarding the corrected
number of subunits was utilized to construct the database.
The following steps were performed for processing: (1)
remove oligomer sequences with lengths of less than 30
amino acids; (2) remove those sequences containing greater
than or equal to three unknown amino acid; and (3)
use the CD-HIT [15, 16] to remove redundant sequences
in the database, that is, the sequence identity with 60%,
for avoiding prediction bias. However, the classes of pen-
tamer, octamer, decamer, and dodecamer used CD-HIT
90% for processing to avoid losing sufficient statistical
significance. Finally, the database had 8,444 sequences,
named Oli8444. This database was employed as the training
dataset of the first and the second layer classifiers. Specif-
ically, there were 3,273 monomers, 3,658 homooligomers,
and 1,513 heterooligomers. In addition to monomers, the
homo- and heterooligomers have eight individual subcat-
egories, that is, dimer, trimer, tetramer, pentamer, hex-
amer, octamer, decamer, and dodecamer. Heptamer and
undecamer sequences are not used due to little available
information.The serial numbers of each category are listed in
Supplementary Table S1 in Supplementary Material available
online at http://dx.doi.org/10.1155/2016/9480276. In order to
obtain more representative types of sequences, the training
data in third layer classifier are processed by CD-HIT 40%
from the Oli8444 training set to further remove sequences
containing one or more types of oligomer and named
Oli6926. However, the sequence has too few categories, such
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as pentamer, octamer, decamer, and dodecamer, and is no
longer subject to CD-HIT 40% treatment. The independent
test is collected from nonlearning test sequences of Oli6926.

2.2. Block Composition (Block). Amotif is a small and highly
conserved sequence in the secondary structure, which is
usually associated with protein function; there are multiple
motifs in proteins. The Blocks database [17–19] is a protein
motif databasewhich is based on SWISS-PROTandProsite to
calculate ungapped multiple alignment of protein sequences
present in short segments of high sequence similarity blocks.
Because this feature extraction method is based on searching
the sequence of the Blocks database, the method is termed
block composition. The Blocks database currently contains
29,068 protein blocks. 𝑃Block can be defined as 29,068 dimen-
sional space vectors by (1). If the protein 𝑃 can be compared
to the corresponding block 𝑖 in the Blocks database, 𝐵

𝑖
is 1;

otherwise it is 0.The rule is defined by the following equation
(2). One has

𝑃Block = [𝐵1 𝐵2 ⋅ ⋅ ⋅ 𝐵𝑖 ⋅ ⋅ ⋅ 𝐵29068]
𝑇

(𝑇 is the transpose operator) ,
(1)

𝐵
𝑖

=

{

{

{

1, when a hit is found for 𝑃 in the Blocks database

0, otherwise

(𝑖 = 1, 2, . . . , 29068) .

(2)

2.3. Functional Domain Composition (FunD). Proteins usu-
ally consist of one or more functional domains. When the
same functional domains are discovered in different proteins,
this indicates that they may have the same evolutionary
origin and function. Version v3.10 of CDD [20] contains
44,354 protein domains and families and includes several
external source databases (Pfam [21], SMART [22], KOG
[23], COG [23], PRK [24], and TIGR [25]). We use a
conservative threshold with𝐸-value<0.01 in order to identify
what kinds of functional domains are found for query protein
𝑃. 44,354 proteins can be expressed as a feature vector 𝑃FunD
dimensional space by (3). If 𝐷

𝑖
is 1, this means that the 𝑖th

domain in CDD is found for 𝑃, otherwise it is 0. The rule is
defined by (3). One has

𝑃FunD = [𝐷1 𝐷2 ⋅ ⋅ ⋅ 𝐷𝑖 ⋅ ⋅ ⋅ 𝐷44354]
𝑇

(𝑇 is the transpose operator) ,
(3)

𝐷
𝑖
=

{

{

{

1, when a doman is found for 𝑃 in CDD

0, otherwise

(𝑖 = 1, 2, . . . , 44354) .

(4)

2.4. Pseudoamino Acid Composition Based on Solvent Accessi-
bility of Amino Acid (PseASA). Protein quaternary structure
formed by interactions between two or more polypeptide
chains and the interaction depend on surfaces of amino acids

Table 1: Performance of using different features with SVM in 10-fold
cross-validation for monomer classification on the Oli8444 dataset.

Monomeric protein
Sn (%) Sp (%) ACC (%) MCC

Block
Monomer 79.07 78.75 78.91 0.579

FunD
Monomer 93.68 57.80 75.75 0.552

PseASA
Monomer 70.15 56.33 63.24 0.268

in contact with each other. Recent studies of protein hotspots
suggest that solvent accessibility constitutes an important
feature of protein interactions [26, 27]. Protein binding sites
usually have a more exposed hydrophobic area and higher
solvent accessibility. Therefore, we will apply this feature
in encoding pseudoamino acid composition [9], named
PseASA, to investigate the effect of the relationship between
protein interactions and structure on the prediction system.
First, the information regarding amino acid solvent acces-
sibility is derived from NetSurfP version 1.1 [28] prediction
data and divided into “exposed” or “buried” states. The
discontinuous exposure and buried amino acid are linked
into exposed protein sequence 𝑃

𝑒
𝐸
1
𝐸
2
𝐸
3
𝐸
4
𝐸
5
⋅ ⋅ ⋅ 𝐸
𝑚

and
buried protein sequence 𝑃

𝑏
𝐵
1
𝐵
2
𝐵
3
𝐵
4
𝐵
5
⋅ ⋅ ⋅ 𝐵
𝑛
(𝑚 and 𝑛 are

the sequence lengths and may change with prediction data of
different proteins). PseAAC-Builder [29] was used for feature
encoding of pseudoamino acids. However, because of the
consideration about overall accuracy of using protein features
onOli8444 dataset, QuaBingo did not use the PseASA feature
(see Section 3; Tables 1 and 2).

2.5. The Three-Layer Architecture of Classifiers. SVM is gen-
erally used as a binary classifier that was initially applied to
pattern recognition and other fields [30]. In the past, SVM
has been successfully applied in various fields of classification
problems, and the predictions of quaternary structure have
also been found to achieve good results [8, 10, 31]. LibSVM is
utilized in this study, and was developed by Chang and Lin
[32].

The construction of the prediction system in the cur-
rent study employs a three-tier architecture, the first layer
of which uses SVM to create different characteristic rules
of binary classification prediction model. Feature selection
using python syntax written LibSVM package fselect.py [33]
gives 𝐹-score based on the importance of each feature and
then sorts the trained model by 𝐹-score. In order to avoid
poor recognition and enormous computational time, the
trained models are divided into four equal parts according
to the 𝐹-score from high to low and remove 25% or less
or more than 75% of the models. Finally, the construction
of first layer classification model is completed by choosing
better sensitivity, specificity, andMatthews Correlation Coef-
ficient (MCC) based on 10-fold cross-validation accuracy of
measurement. Due to 10-fold cross-validation results of first
layer classificationmodel, the predictive power of three kinds
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Table 2: Performance of using different features with SVM in 10-fold cross-validation for homo- and heterooligomer classification on the
Oli8444 dataset.

Homooligomer Heterooligomer
Sn (%) Sp (%) ACC (%) MCC Sn (%) Sp (%) ACC (%) MCC

Block
Dimer 83.18 82.83 83.00 0.660 66.30 97.00 86.73 0.697
Trimer 89.25 99.76 95.48 0.909 83.65 97.50 91.93 0.835
Tetramer 75.32 97.53 90.12 0.776 85.03 98.03 92.82 0.853
Pentamer 100.00 96.67 98.57 0.973 83.33 95.00 89.17 0.813
Hexamer 89.03 98.52 94.27 0.887 82.50 97.00 90.42 0.812
Octamer 95.71 72.62 84.17 0.709 90.00 85.33 87.67 0.782
Decamer 91.67 100.00 95.83 0.928 100.00 100.00 100.00 1.000
Dodecamer 95.50 98.00 96.75 0.941 86.00 94.67 90.33 0.823
Overall 92.27 0.848 91.13 0.827

FunD
Dimer 52.49 90.26 71.37 0.462 74.74 90.16 85.01 0.659
Trimer 93.73 87.83 90.22 0.806 69.94 88.25 80.87 0.600
Tetramer 60.64 96.61 84.62 0.647 71.96 95.08 85.79 0.706
Pentamer 75.00 86.67 80.48 0.649 53.33 100.00 76.67 0.572
Hexamer 64.94 100.00 84.27 0.712 85.75 83.89 84.86 0.698
Octamer 48.81 100.00 74.40 0.566 44.67 100.00 72.33 0.517
Decamer 63.33 100.00 81.67 0.691 45.00 100.00 72.50 0.473
Dodecamer 63.00 100.00 81.50 0.680 69.00 100.00 84.50 0.733
Overall 81.07 0.652 80.32 0.620

PseASA
Dimer 66.95 46.74 56.85 0.140 12.62 93.07 66.18 0.094
Trimer 39.16 85.93 66.93 0.288 36.08 82.75 63.98 0.218
Tetramer 30.11 91.52 71.05 0.280 33.37 83.49 63.34 0.194
Pentamer 64.17 70.00 67.62 0.343 86.67 66.67 76.67 0.564
Hexamer 65.76 60.37 62.78 0.262 61.63 80.37 71.85 0.431
Octamer 66.90 60.48 63.69 0.285 86.00 71.50 78.75 0.604
Decamer 81.67 93.33 87.50 0.785 90.00 85.00 87.50 0.773
Dodecamer 73.50 68.00 70.75 0.429 66.83 85.50 76.17 0.556
Overall 68.40 0.352 73.05 0.429

of characteristic rules for different classes of oligomers was
known.

The second layer is the first layer using SVMoptimization
model predictions, the purpose of which is combining the
individual features of each oligomer model outputs into
one. Training the second layer integrated model approach is
using 10-fold cross-validation test predictions of first layer
as input and considering the strengths and weaknesses of
the characteristics of different proteins in order to improve
accuracy of prediction.

By comparing the data analysis ability of different ma-
chine learning algorithms, we finally selected Random Forest
to construct the third layer classifier for the integration
of these recognition results and determine the quaternary
structure type of protein oligomer. Figure 1 is a flowchart of
the predicting system.

2.6. Evaluation Measures. To assess the predictive perfor-
mance of the classifier, we use the following formula. TP, FP,

FN, and TN are true positives, false positives, false negatives,
and true negatives, respectively. Sensitivity (Sn) on behalf of
this type of protein oligomer reflects the percentage of correct
predictions for that category. Specificity (Sp) on behalf of
nonprotein oligomers of this type indicates the percentage of
correct predictions of nonclass. Accuracy (ACC) is used to
assess the overall predictive power of the prediction accuracy.
Matthews Correlation Coefficient (MCC) values range from
−1 to 1, in which the value of 1 represents a completely correct
prediction, the value of 0 represents random prediction, and
the value of −1 represents exactly the opposite prediction:

Sn = (TP
TP
+ FN) × 100,

Sp = (TN
TN
+ FP) × 100%,

ACC = TP + TN
TP + FP + TN + FN

× 100%,
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Figure 1: Flowchart of the three-layer architecture of classifiers.

MCC

=

(TP × TN) − (FN × FP)
√(TP + FN) × (TN + FP) × (TP + FP) × (TN + FN)

,

Recall = TP
(TP + FN)

,

Precision = TP
(TP + FP)

,

𝐹-measure = 2 × precision × recall
precision + recall

.

(5)

For the third layer classifier evaluation criteria for the
classification results, we used Kappa statistics and 𝐹-measure
for viewing. Kappa statistics [34] are used to judge the
classifier results, consistent with the random assortment. Its
value is in the range of −1 to 1. When 𝐾 = 1, it represents
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Table 3: Performance comparison of model combination with SVM in 10-fold cross-validation for oligomer classification in the second layer.

𝐹 + 𝑃 𝐵 + 𝑃 𝐵 + 𝐹 𝐵 + 𝐹 + 𝑃

ACC (%) MCC ACC (%) MCC ACC (%) MCC ACC (%) MCC
Monomer 75.75 0.552 78.91 0.579 82.64 0.663 82.64 0.663
Homooligomer

Dimer 71.01 0.456 83.00 0.660 83.00 0.660 83.00 0.660
Trimer 90.22 0.806 95.48 0.909 95.48 0.909 95.47 0.907
Tetramer 84.21 0.638 90.12 0.776 93.41 0.854 93.41 0.854
Pentamer 80.48 0.649 98.57 0.973 98.57 0.973 98.57 0.973
Hexamer 84.27 0.712 94.27 0.887 96.94 0.939 96.94 0.939
Octamer 74.40 0.566 84.17 0.709 85.60 0.743 84.17 0.709
Decamer 85.83 0.759 95.83 0.928 98.33 0.971 98.33 0.971
Dodecamer 81.50 0.680 96.75 0.941 99.00 0.982 99.00 0.982
Overall 81.49 0.658 92.27 0.848 93.79 0.879 93.61 0.874

Heterooligomer
Dimer 85.01 0.659 86.73 0.697 88.89 0.767 88.89 0.767
Trimer 80.87 0.600 91.93 0.835 91.93 0.835 92.07 0.836
Tetramer 85.79 0.706 92.82 0.853 94.48 0.889 94.48 0.889
Pentamer 77.50 0.577 89.17 0.799 93.33 0.886 93.33 0.886
Hexamer 84.86 0.698 90.42 0.812 90.42 0.812 93.72 0.875
Octamer 72.67 0.484 87.67 0.782 87.67 0.782 87.67 0.782
Decamer 92.50 0.873 97.50 0.958 100.00 1.000 97.50 0.958
Dodecamer 84.50 0.733 90.33 0.823 95.33 0.916 95.33 0.916
Overall 82.96 0.666 90.82 0.820 92.76 0.861 92.88 0.863

that the predicting results are different with random classifier
prediction; 𝐾 = 0 means predicting results are the same as
random prediction; 𝐾 = −1 represents that there is no effect
and classification credibility. Here, we also use 𝐹-measure
as the evaluation results of the standard classification. 𝐹-
measure is a combination of precision and recall, with values
from 0 to 1.

3. Results

3.1. Performance of Using Different Protein Features in the
First Layer. In order to understand the different types of
feature codes for the accuracy of the prediction structure,
we trained the SVM classification model with 10-fold cross-
validation evaluation model validity. Tables 1 and 2 show
the 10-fold cross-validation prediction sensitivity, specificity,
accuracy, and MCC on the monomer, homooligomer, and
heterooligomer.

As can be seen from the results of the cross-validation,
block composition in the monomer, homooligomer, and het-
erooligomer achieved an overall accuracy of 78.91%, 92.27%,
and 91.13%, respectively. MCC was 0.579, 0.848, and 0.827,
respectively. Since most of sensitivity performance has more
than 80%, it indicates that a block composition method
is indeed suitable for exhibition of protein characteristics
and effectiveness of structure type classification. In the
verification results of Functional domains (FunD) feature,
the overall accuracy of monomer, homooligomer, and het-
erooligomer was 75.75%, 80.26%, and 79.93%, respectively.
The results of FunD in homooligomer and heterooligomer

were lower than the ones of block composition about 10%,
while the sensitivity of homooctamer, heterooctamer, and
heterodecamer are less than 50%.These results represent that
FunD cannot be rendered for associated characteristics. The
overall PseASA prediction accuracy is relatively low, that is,
respectively, 68.40% and 73.05%. However, compared with
the FunD, using PseASA method to predict heterooligomer,
pentamer, octamer, and decamer is better at 86.67%, 86%,
and 90% of sensitivity, respectively. In addition, the MCC
of PseASA for prediction is generally lower, showing that
the homology between the whole sequences is not high
or that the same category of the sequence number and
complexity increases, which makes it difficult to obtain
correct predictions. Even if it does not contain pentamer,
octamer, decamer, and dodecamer which have a high
sequence homology, the overall accuracy of homo- and het-
erooligomers still reached 90.72% and 90.48%, respectively.
To further enhance prediction accuracy, we used the second
layer SVM to integrate the various features of the model
output.

3.2. Performance of Model Combination to Enhance Oligomer
Type Prediction Accuracy. The purpose of establishing the
second layer is to integrate different predicted results of
characteristic model in each category. We unitized different
combinations of characteristic models, in which the model
is constructed by three features referred to as 𝐵 (Block), 𝐹
(FunD), and 𝑃 (PseASA). Table 3 displays that performance
comparison ofmodel combination in 10-fold cross-validation
for oligomer classification in the second layer.
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Table 4: Performance comparison of classification algorithms in 10-fold cross-validation and self-consistency test.

Algorithms
Test method

Cross-validation Self-consistency
CCI (%) Kappa 𝐹-measure CCI (%) Kappa 𝐹-measure

Bayes
Bayes net 64.80 0.5017 0.608 65.02 0.5053 0.611
Näıve Bayes 39.91 0 0.228 39.91 0 0.228

Functions
LibSVM 67.40 0.5288 0.616 68.60 0.5464 0.632
Logistic 67.28 0.5285 0.615 67.57 0.5326 0.619
Multilayer perceptron 64.01 0.4893 0.598 69.97 0.5694 0.657

Lazy
IB1 51.91 0.3513 0.515 87.18 0.8218 0.869
IBk 58.45 0.4126 0.551 90.38 0.8682 0.902
KStar 62.43 0.463 0.581 88.10 0.8362 0.877

Meta
AdaBoostM1 59.80 0.3909 0.493 59.80 0.3909 0.493
Bagging 66.27 0.5147 0.605 69.88 0.5671 0.65

Rules
Conjunctive rule 59.80 0.3909 0.493 59.80 0.3909 0.493
Decision table 66.99 0.5189 0.601 67.22 0.5218 0.601
DTNB 67.12 0.5225 0.606 67.38 0.5268 0.61

Tree
J48 66.45 0.5161 0.607 69.81 0.5639 0.646
Random forest 58.91 0.4306 0.566 90.02 0.8651 0.899
Random tree 54.65 0.3817 0.537 90.38 0.8682 0.902

∗CCI is correctly classified instances.

In the result of the monomer combination 𝐵 + 𝑃 with an
accuracy of 78.91%, a difference of the combination of 𝐹+𝑃 is
about 3%. Using a combination of 𝐵 + 𝐹 enhanced accuracy,
improving from 78.91% to 82.64%. However, 𝐵 + 𝐹 and 𝐵 +
𝐹+𝑃 combination exhibited less accuracy.The same situation
also appears in the feature models combination for homo-
and heterooligomers. Overall, 𝐵+𝐹model combinations can
have better performance than using the single Block model.
Most of the categories were improved from 1 to 6%.Therefore,
this study will feature 𝐵 + 𝐹 combination to construct
the first layer and the second layer of the classification
model.

3.3. Performance Comparison of Classification Algorithms in
the Third Layer. In order to obtain unique results to deter-
mine an unknown protein quaternary structure type, we use a
layer of the classifier to process the output of the second layer.
By comparing different types of algorithms on power of data
analysis and problem solving ability, we selected the better
algorithm for constructing the third layer classifier. Studies
using six types of typical algorithms are tested, that is, Bayes,
Functions, Lazy, Rules, Trees, and Meta. The Oli6926 dataset
is used in this training. We also used the two authentication
methods, 10-fold cross-validation and self-consistency, to
assess the learning effectiveness of the classifier.

In the results of 10-fold cross-validation, Correctly Classi-
fied Instances (CCI) of LibSVMand Logistic were 67.40% and
67.28%, respectively (Table 4). Kappa statistics was 0.5288 and
0.5285, respectively. And the 𝐹-measure was 0.616 and 0.615,
respectively.These two algorithms have best predicted results.
However, we found that the predictive accuracy and statistical
value of LibSVMandLogistic are higher becausemost correct
predictionswhich occurred in the large quaternary categories
and in minor categories predictions, like pentamer, hexamer,
and octamer, are completely ignored. Other algorithms, such
as decision table and Bagging, also have a similar situation.
Conversely, the accuracy of Random Forest, Random Tree,
and IBk was 58.91%, 54.65%, and 58.45%, respectively. Kappa
was 0.4306, 0.3817, and 0.4126, respectively. 𝐹-measure was
0.566, 0.537, and 0.551, respectively. Although the results of
these three algorithms are not perfect, they are not susceptible
to imbalance of data numbers.

The results of 10-fold cross-validation of LibSVM and
Logistic in the self-consistency test were not significantly
increased. Relative under the self-consistency verification,
Random Forest, Random Tree, and IBk correctly predicted
ratio reached about 90%, since they have good recogni-
tion capability for the known information. The prediction
performance of Random Forest and IBk was similar in self-
consistency which could achieve the highest value of 0.856
MCC. Since the cross-validation and prediction results of
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Table 5: Comparison of results of different functional categories of proteins on QuaBingo and QuatIdent.

Protein categories QuaBingo QuatIdent
Sn (%) Sp (%) ACC (%) MCC Sn (%) Sp (%) ACC (%) MCC

Immunity system 40.46 96.28 68.37 0.367 20.61 96.66 58.64 0.199
Enzyme 57.21 97.33 77.27 0.545 38.18 97.98 68.08 0.426
Cell cycle 44.44 96.53 70.49 0.410 14.82 97.80 56.31 0.176
Chaperone 45.95 96.62 71.28 0.426 20.27 98.99 59.63 0.313
Gene regulation 58.36 97.40 77.88 0.558 21.75 98.19 59.97 0.276
Transport proteins 57.80 97.36 77.58 0.552 21.67 97.86 59.77 0.258
Single transduction 59.16 97.45 78.30 0.566 11.97 98.42 55.19 0.167
Viral protein 42.73 96.42 69.57 0.391 10.00 98.75 54.38 0.156
Membrane protein 57.81 97.36 77.59 0.552 16.41 98.49 57.45 0.229
Molecular binding 63.37 97.71 80.54 0.611 27.11 98.47 62.79 0.351
Hormone 36.08 96.01 66.04 0.321 28.87 97.29 63.08 0.305
Others 60.03 97.50 78.77 0.575 17.18 98.61 57.89 0.247
Overall 51.95 97.00 74.47 0.490 20.74 98.13 59.43 0.259

Table 6: Top five features of block composition of oligomers.

Oligomer type Top 5 features
1 2 3 4 5

Monomer IPB002225A IPB002347A IPB000817A IPB002347D IPB013549A
Homooligomer

Dimer IPB000817A IPB004045 IPB013572B IPB001647 IPB003449A
Trimer IPB007691D IPB006052A IPB006056A IPB006175A IPB006175B
Tetramer IPB002347D IPB003560D IPB002198B IPB002347B IPB002347E
Pentamer IPB007334A IPB001931A IPB013124E IPB008681A IPB012599D
Hexamer IPB001564C IPB001753C IPB001980A IPB001564A IPB001564B
Octamer IPB001354C IPB013341B IPB002682 IPB001354A IPB001354B
Decamer IPB000866A IPB000866B IPB013740 IPB003394A IPB002587G
Dodecamer IPB002177A IPB002177B IPB008331B IPB014035B IPB007664A

Heterooligomer
Dimer IPB003026B IPB008386B IPB000315A IPB000219A IPB012565
Trimer IPB002353B IPB012565 IPB003990A IPB001003B IPB003026B
Tetramer IPB003026B IPB012565 IPB010004A IPB001664D IPB002398F
Pentamer IPB001280E IPB003484D IPB012420 IPB004333C IPB006711D
Hexamer IPB002919A IPB003038 IPB008019A IPB001591A IPB001762
Octamer IPB007659A IPB004977B IPB006574B IPB002971G IPB003539A
Decamer IPB013124E IPB002662B IPB003417A IPB000732A IPB000817A
Dodecamer IPB002682 IPB000353B IPB001003B IPB003597B IPB006217A

Random Forest algorithms for minor categories were good,
we finally chose the Random Forest classification algorithm
as the third layer classifier in QuaBingo.

3.4. Performance Analysis. In order to understand the pre-
diction capabilities of QuaBingo for different functional
protein structures in the cell, we compared it with a known
quaternary structure prediction tool QuatIdent [12] using an
independent test. As shown in Table 5, the predicted result
of the average sensitivity of QuaBingo was 51.95%. For the
protein categories in the enzyme, gene regulation, membrane
protein, single transduction, and molecular binding, there
was better prediction of ACC from 77% to 80%. In the

QuatIdent, the average sensitivity was 20.74%. These results
illustrated the predicting method which is composed of
functional domain and PsePSSM cannot obtain a correct
identification result for most quaternary protein structures.

3.5. The Top Five Features of Block Composition of Oligomer
on Oli8444. The feature extraction method of block compo-
sition is simple, which implies that a lot of useful information
can be gained to help discover mechanisms of protein aggre-
gation and serial modes. We will optimize block composition
by feature selection, according to the degree of importance of
each characteristic value, giving an 𝐹-score numerical score.
The top five features are shown in Table 6. For example, the
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IPB006052A of block composition in the top five features is
TNF (Tumor Necrosis Factor) family of conserved sequence,
which is found in trimeric CD40 ligand (PDB ID: 1ALY) in
the training data and also found in the human Collagen X
sequences (PDB ID: 1GR3). Human Collagen X needs to rely
on the C1q domain to form a stable homotrimer. In existing
data annotation, C1q and TNF-like domains overlap, and
there are a number of important positions on the sequence
of amino acids with high conservation and similar topology
[35]. Much literature has confirmed that these amino acids
play an important role in the formation of a hydrophobic
core stability trimeric structure and formation of biologically
active protein complexes [27, 35, 36]. In addition, many
other features of block composition are associated with a
particular function of protein.Thus, feature selection not only
reduces the number of features in block composition but
also can effectively identify characteristic patterns obviously
related to the protein molecule aggregation phenomenon
and hence distinguish quaternary structure among different
oligomers.

3.6. Case Study. Thymidylate synthase (TS; EC 2.1.1.45) is
an enzyme that can converts deoxyuridine monophosphate
into deoxythymidine monophosphate and has an important
position for necessary cell function about DNA replication
and damage repair. The inhibition of TS is a way of cancer
treatment that involves using inhibitors to interfere with
DNA biosynthesis and create a disturbance in growth of
cancer. TS is known that conserved protein from E. coli
to human. Here, QuaBingo provides the testing results for
several TS homologs, including 2KCE (E. coli), 4IQQ (C.
elegans), 2TSR (rat), 4EB4 (mouse), 1HVY (human), and
1I00 (human). The testing results show that QuaBingo can
correctly predict the quaternary structure, as homodimer,
with TS phylogenetic distant homologs, and the sensitivity
performancewas 100%.This demonstrates that theQuaBingo
may work within the example of phylogenetic homologous
proteins.

4. Conclusions

In this study, we propose a feature extraction method based
on a block of conserved protein sequence for the classification
of protein quaternary structure. This method can overcome
the problems of feature extraction encountered by functional
domain composition: (1) some proteins may not contain
any other known functional domains; and (2) corresponding
known functional domains are too few to represent proteins.
It is worth noting that the first problem has not yet been
encountered in our proposed method, and the second prob-
lem was comprehensively solved using QuaBingo. The 10-
fold cross-validation results showed that the overall accu-
racy of block composition of homo- and heterooligomers
is 92.27% and 91.13%, respectively. Moreover, they are all
10% higher than the functional domain composition. These
results demonstrate that the block composition can extract
important and biologically meaningful features and thus
enhance the prediction of protein quaternary structure.

Although many proteins exist as monomers, they may
interact with another protein to form polymers or may
further assemble to become a biologically relevant tetramer
or octamer. Currently, most of these problems have not been
solved through scientific research or verified by adequate
information. In the future, as more and more data are added
to pertinent databases, an accurate prediction system could
be established that would greatly assist relevant research
development. An online web server is freely available at
http://predictor.nchu.edu.tw/QuaBingo/.
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[6] S. J. Smerdon, J. Jäger, J. Wang et al., “Structure of the binding
site for nonnucleoside inhibitors of the reverse transcriptase
of human immunodeficiency virus type 1,” Proceedings of the
National Academy of Sciences of the United States of America,
vol. 91, no. 9, pp. 3911–3915, 1994.

[7] R. Garian, “Prediction of quaternary structure from primary
structure,” Bioinformatics, vol. 17, no. 6, pp. 551–556, 2001.



10 BioMed Research International

[8] S.-W.Zhang,Q. Pan,H.-C. Zhang, Y.-L. Zhang, andH.-Y.Wang,
“Classification of protein quaternary structure with support
vector machine,” Bioinformatics, vol. 19, no. 18, pp. 2390–2396,
2003.

[9] K.-C. Chou andY.-D. Cai, “Predicting protein quaternary struc-
ture by pseudo amino acid composition,” Proteins: Structure,
Function, and Bioinformatics, vol. 53, no. 2, pp. 282–289, 2003.

[10] S.-W. Zhang, W. Chen, F. Yang, and Q. Pan, “Using Chou’s
pseudo amino acid composition to predict protein quaternary
structure: a sequence-segmented PseAAC approach,” Amino
Acids, vol. 35, no. 3, pp. 591–598, 2008.

[11] X. Yu, C. Wang, and Y. Li, “Classification of protein quaternary
structure by functional domain composition,” BMC Bioinfor-
matics, vol. 7, no. 1, article 187, 2006.

[12] H.-B. Shen and K.-C. Chou, “QuatIdent: a web server for
identifying protein quaternary structural attribute by fusing
functional domain and sequential evolution information,” Jour-
nal of Proteome Research, vol. 8, no. 3, pp. 1577–1584, 2009.

[13] W. K. Kim, J. Park, and J. K. Suh, “Large scale statistical pre-
diction of protein-protein interaction by potentially interacting
domain (PID) pair,” Genome Informatics, vol. 13, pp. 42–50,
2002.

[14] E. D. Levy, J. B. Pereira-Leal, C. Chothia, and S. A. Teichmann,
“3D complex: a structural classification of protein complexes,”
PLoS Computational Biology, vol. 2, no. 11, pp. 1395–1406, 2006.

[15] W. Li and A. Godzik, “Cd-hit: a fast program for clustering
and comparing large sets of protein or nucleotide sequences,”
Bioinformatics, vol. 22, no. 13, pp. 1658–1659, 2006.

[16] Y. Huang, B. Niu, Y. Gao, L. Fu, and W. Li, “CD-HIT Suite: a
web server for clustering and comparing biological sequences,”
Bioinformatics, vol. 26, no. 5, pp. 680–682, 2010.

[17] S. Henikoff and J. G. Henikoff, “Automated assembly of protein
blocks for database searching,” Nucleic Acids Research, vol. 19,
no. 23, pp. 6565–6572, 1991.

[18] S. Henikoff, J. G. Henikoff, and S. Pietrokovski, “Blocks+: a non-
redundant database of protein alignment blocks derived from
multiple compilations,” Bioinformatics, vol. 15, no. 6, pp. 471–
479, 1999.

[19] J. G. Henikoff, E. A. Greene, S. Pietrokovski, and S. Henikoff,
“Increased coverage of protein families with the blocks database
servers,”Nucleic Acids Research, vol. 28, no. 1, pp. 228–230, 2000.

[20] A. Marchler-Bauer, A. R. Panchenko, B. A. Shoemarker, P.
A. Thiessen, L. Y. Geer, and S. H. Bryant, “CDD: a database
of conserved domain alignments with links to domain three-
dimensional structure,”Nucleic Acids Research, vol. 30, no. 1, pp.
281–283, 2002.

[21] M. Punta, P. C. Coggill, R. Y. Eberhardt et al., “The Pfam protein
families database,” Nucleic Acids Research, vol. 40, no. 1, pp.
D290–D301, 2012.

[22] I. Letunic, T. Doerks, and P. Bork, “SMART 7: recent updates
to the protein domain annotation resource,” Nucleic Acids
Research, vol. 40, no. 1, pp. D302–D305, 2012.

[23] R. L. Tatusov, N. D. Fedorova, J. D. Jackson et al., “The
COG database: an updated vesion includes eukaryotes,” BMC
Bioinformatics, vol. 4, article 41, 2003.

[24] W. Klimke, R. Agarwala, A. Badretdin et al., “The national cen-
ter for biotechnology information’s protein clusters database,”
Nucleic Acids Research, vol. 37, supplement 1, pp. D216–D223,
2009.

[25] D. H. Haft, J. D. Selengut, and O. White, “The TIGRFAMs
database of protein families,”Nucleic Acids Research, vol. 31, no.
1, pp. 371–373, 2003.

[26] Y. Ofran and B. Rost, “Protein-protein interaction hotspots
carved into sequences,” PLoS Computational Biology, vol. 3, no.
7, article e119, 2007.

[27] P. Venier, L. Varotto, U. Rosani et al., “Insights into the innate
immunity of the Mediterranean mussel Mytilus galloprovin-
cialis,” BMC Genomics, vol. 12, no. 1, article 69, 2011.

[28] B. Petersen, T. N. Petersen, P. Andersen, M. Nielsen, and C.
Lundegaard, “A generic method for assignment of reliability
scores applied to solvent accessibility predictions,” BMC Struc-
tural Biology, vol. 9, no. 1, article 51, 2009.

[29] P. Du, X. Wang, C. Xu, and Y. Gao, “PseAAC-builder: a
cross-platform stand-alone program for generating various
special Chou’s pseudo-amino acid compositions,” Analytical
Biochemistry, vol. 425, no. 2, pp. 117–119, 2012.

[30] C. Cortes and V. Vapnik, “Support-vector networks,” Machine
Learning, vol. 20, no. 3, pp. 273–297, 1995.

[31] W. Chen, S.-W. Zhang, Y.-M. Cheng, and Q. Pan, “Prediction of
protein-protein interaction types using the decision templates
based on multiple classier fusion,”Mathematical and Computer
Modelling, vol. 52, no. 11-12, pp. 2075–2084, 2010.

[32] C.-C. Chang and C.-J. Lin, “LIBSVM: a library for support
vector machines,” ACM Transactions on Intelligent Systems and
Technology, vol. 2, no. 3, article 27, 2011.

[33] Y.-W. Chen and C.-J. Lin, “Combining SVMs with various
feature selection strategies,” in Feature Extraction, pp. 315–324,
Springer, Berlin, Germany, 2006.

[34] B. Di Eugenio andM.Glass, “The kappa statistic: a second look,”
Computational Linguistics, vol. 30, no. 1, pp. 95–101, 2004.

[35] A. Brass, K. E. Kadler, J. T.Thomas, M. E. Grant, and R. P. Boot-
Handford, “The fibrillar collagens, collagenVIII, collagenX and
the C1q complement proteins share a similar domain in their C-
terminal non-collagenous regions,” FEBS Letters, vol. 303, no.
2-3, pp. 126–128, 1992.

[36] L. Shapiro and P. E. Scherer, “The crystal structure of a
complement-1q family protein suggests an evolutionary link to
tumor necrosis factor,” Current Biology, vol. 8, no. 6, pp. 335–
340, 1998.



Research Article
Reconstruction of the Fatty Acid Biosynthetic
Pathway of Exiguobacterium antarcticum B7 Based on
Genomic and Bibliomic Data

Regiane Kawasaki,1 Rafael A. Baraúna,1 Artur Silva,1 Marta S. P. Carepo,2 Rui Oliveira,2

Rodolfo Marques,2 Rommel T. J. Ramos,1 and Maria P. C. Schneider1

1Genomics and Systems Biology Center, Institute of Biological Sciences, Federal University of Pará, 66075-110 Belém, PA, Brazil
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Exiguobacterium antarcticum B7 is extremophile Gram-positive bacteria able to survive in cold environments. A key factor
to understanding cold adaptation processes is related to the modification of fatty acids composing the cell membranes of
psychrotrophic bacteria. In our study we show the in silico reconstruction of the fatty acid biosynthesis pathway of E. antarcticum
B7. To build the stoichiometric model, a semiautomatic procedure was applied, which integrates genome information using KEGG
andRAST/SEED. Constraint-basedmethods, namely, Flux Balance Analysis (FBA) and elementarymodes (EM), were applied. FBA
was implemented in the sense of hexadecenoic acid production maximization. To evaluate the influence of the gene expression in
the fluxome analysis, FBA was also calculated using the log

2
FC values obtained in the transcriptome analysis at 0∘C and 37∘C.

The fatty acid biosynthesis pathway showed a total of 13 elementary flux modes, four of which showed routes for the production
of hexadecenoic acid. The reconstructed pathway demonstrated the capacity of E. antarcticum B7 to de novo produce fatty acid
molecules. Under the influence of the transcriptome, the fluxome was altered, promoting the production of short-chain fatty acids.
The calculated models contribute to better understanding of the bacterial adaptation at cold environments.

1. Introduction

Bacteria are increasingly used in industrial processes to pro-
duce chemicals, foods, and drugs, among other products [1].
The main biochemical pathways of bacteria may be manipu-
lated and optimized to more efficiently produce compounds
of industrial interest in various areas; for example, metabolic
pathways ofCorynebacterium glutamicum are rationally engi-
neered to produce L-amino acids on an industrial scale
[2]. To accomplish this task, specific tools are used such
as FMM (from metabolite to metabolite) [3] Cytoscape [4],
CellDesigner [5], SBW (Systems Biology Workbench) [6],
COPASI (COmplex PAthway SImulator) [7], and COBRA
(COnstraints Based Reconstruction and Analysis) toolbox
[8].

The genomes of several bacterial strains have been
sequenced and annotated and have been used in combina-
tion with biochemical and physiological data to reconstruct
metabolic networks at a genome-scale [9]. Recently, genomic
models were reconstructed for some bacterial species aiming
to increase the amount and quality of data that has been anno-
tated in either the literature or databases [10–12]. The draf
t network generated from the annotated genome still requires
significantmanual curation for a comprehensive and accurate
metabolic representation of the organism [13].

The need to develop automatic or at least semiautomatic
methods to reconstruct metabolic networks from genome
annotation is increasing because the number of complete
genome sequences available is growing fast. Recent stud-
ies [13, 14] have highlighted the problems associated with
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genome annotations anddatabases, which performautomatic
reconstructions and, thus, require manual assessment. The
currently available 96-step protocol, proposed by Thiele and
Palsson [15], is a well-established process for the assembly,
curation, and validation of metabolic reconstruction. This
protocol is combined with computational tools, including
the visualization and numerical calculation software package,
MATLAB� (MathWorks, USA).

Constraint-based modeling is frequently used as final
validation step of the reconstructed network. This step is
extremely useful for simulating the phenotypic behavior
under different physiological environments [16–18] thereby
allowing assessing if the reconstructed network represents
well the in vivo cellular system. Microbial adaptation to cold
environments is one of the applications of these methods.

Psychrotrophic microorganisms have an optimal growth
temperature higher than 15∘C but are also able to grow and
adapt to extremely cold environments, with temperatures of
approximately 0∘C [19]. Thus, the unique physicochemical
characteristics of their habitat and the biological appara-
tus developed by these microorganisms to survive under
these conditions render these organisms valuable sources of
biotechnological processes. The cellular response to cold by
psychrotrophic bacteriamay be studied from a general stand-
point with the advent of omics methods. Recently, the B7
strain ofExiguobacteriumantarcticumwas isolated fromGin-
ger Lake sediments located in the Antarctic Peninsula Region
(69∘30S, 65∘W).This lake was formed due to the warming in
the region, which led to partial melting of ice caps [20]. The
genome of this strain was sequenced [21], and its response
to cold was evaluated through differential expression of its
genome at 37∘Cand0∘Cusing omicsmethods [22].One of the
mechanisms of cold adaptation of all psychrophilic or psy-
chrotrophic organisms is the change in the chemical struc-
tures of the membrane phospholipids. The fatty acid chains
become shorter and unsaturated at low temperatures. Ac-
cordingly, the fluidity of the membrane is kept intact [19, 23].

Bacterial de novo synthesis of fatty acids is regulated
by the protein FapR [24], which is responsible for acti-
vating/disabling a regulon consisting of four operons in E.
antarcticum B7. In cold, two of these operons are repressed
(fabH1-fabF and fabI), and the expression levels of the other
two remain unaltered [22].The chemical components, which
are included in this regulon, must be reconstructed and
evaluated and then associated with their respective genetic
elements to further understand this metabolic pathway and
to reach more complete conclusions about its importance for
adaptation to cold [23, 24]. Bioinformatics methods are used
for in silico reconstruction of metabolic pathways [25].

In this work we present the in silico reconstruction of
the fatty acid biosynthesis pathway of the Exiguobacterium
antarcticum B7, based on linear programming (FBA) and
convex cone method (elementary modes). The influence of
transcriptome in FBA calculation was also evaluated.

2. Materials and Methods

2.1. DataCollection. Thegenomic data ofE. antarcticumB7 in
the formats .gbk and .fasta were collected from NCBI under

accession number NC 018665. The metabolic pathway of the
fatty acid biosynthesis was initially evaluated in the KEGG
(Kyoto Encyclopedia of Genes and Genomes) database [26].
When necessary, the visualization of the genome of the
bacterium was performed using Artemis software [27].

2.2. Preliminary Reconstruction. This stepwas performed fol-
lowing two methods: one semiautomatic and the other auto-
matic.The tools within the KEGGdatabases were used essen-
tially in the semiautomatic method. The.fasta file with the
E. antarcticum B7 genome was submitted to the online tool
KAAS (KEGG Automatic Annotation Server) [28], available
at http://www.genome.jp/kaas-bin/kaas main. The parame-
ters chosen to run this software were as follows: (a) bidirec-
tional Best Hit (BBH) Method, recommended for complete
genomes, performs the search for orthologous genes between
a specific group of organisms, and (b) prokaryote, the set of
genes chosen, should be representative of the target organism,
in this case, the bacterium E. antarcticum B7. Following the
processing, a text file was generated (query.ko). Each line of
this file is formed by two parameters: the first consists of the
sequence identified (gene), and the second, when present,
consists of the KO assignment, termed𝐾 number. This value
indicates orthologous groups encoding the same enzymatic
activity. Afterwards, the file generated is passed through a fil-
ter, an auxiliary computer software program (script) Python
developed for the present study, which only selects 𝐾 num-
bers and individually and increasingly commands per line
into a new file (new query.ko). This file was used as entry in
the option User Data Mapping of the Pathway Mapping tool
of the KEGG.

The automaticmethod essentially consisted of submitting
the .fasta file of the E. antarcticum B7 genome to the online
tool RAST (RapidAnnotation using Subsystems Technology)
[29], available at http://rast.nmpdr.org/, to generate the drafts
of the metabolic network and of the fatty acid biosynthesis
pathway of the target microorganism. The final draft of this
step was generated from the combination of the resulting
pathways of the semiautomatic and automatic models. The
common pathways were maintained, while surplus com-
pounds, enzymes, and reactions, that is, present in some, but
absent in others, were not directly excluded but were instead
reserved for the curated step.

2.3. Manual Curation. The following steps were completed in
this manual curation stage, following the protocol explained
above. (i) Draft refinement: this phase beganwith the analysis
of enzymes and reactions, components of the fatty acid
biosynthesis pathway, by reading books and articles specifi-
cally on the subject.Theobjectivewas to diagnose the absence
or presence of more than one element of the study pathway.
The online databases KEGG, ENZYME [30], and SEED [31]
were consulted to ratify the enzymes and the structures of the
reactions.

(ii) Assessment of the stoichiometry and reversibility of
the reactions: in this step, all model reactions were assessed
and stoichiometrically corrected, if necessary. The biochemi-
cal data on the organism are very important to determine the
reversibility of the reaction. For this purpose, the databases
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Table 1: Genes, locus tags, and EC numbers identified in the draft of the fatty acid biosynthesis pathway of E. antarcticum B7. The features
displayed were generated using the methods: semiautomatic and automatic.

Semiautomatic method Automatic method
Gene Locus tag EC number Gene Locus tag EC number
accA Eab7 2059 6.4.1.2 accA Eab7 2059 6.4.1.2
accB Eab7 0870 6.4.1.2 accB Eab7 0870 6.4.1.14
accC Eab7 0871 6.4.1.2 accC Eab7 0871 6.4.1.2
accD Eab7 2060 6.4.1.2 accD Eab7 2060 6.4.1.14
fabD Eab7 1760 2.3.1.39 fabD Eab7 1760 2.3.1.39
fabH1 Eab7 1911 2.3.1.180 fabH1 Eab7 1911 2.3.1.180
fabF Eab7 1910 2.3.1.179 fabF Eab7 1910 2.3.1.179
fabG Eab7 1795 1.1.1.100 fabG Eab7 1795 1.1.1.100
fabZ Eab7 2463 4.2.1.59 fabI Eab7 1885 1.3.1.10
fabI Eab7 1885 1.3.1.10
fabK Eab7 0377 1.3.1.9
— Eab7 2235 1.14.19.2

(KEGG, SEED, and ENZYME) and the tool eQuilibrator [32]
were used to analyze the reversibility of the reactions. Thus,
the thermodynamic constraints were respected.

(iii) Addition of gene data and reaction location: the
Artemis tool was used to identify the genes of the reactions
(enzymes) from their locations in the genome assessed using
the draft generated.

(iv) Assessment of Gene-Protein-Reaction (GPR) associ-
ations: in this step, the function of each gene is indicated.GPR
associations were identified using databases of the organism
and specific literature.

(v) Definition of constraints: some constraints were
defined in the model in this manual curation step, including
stoichiometric and thermodynamic constraints (through the
reversibility and irreversibility of fluxes).

2.4. Metabolic Model Design. The metabolic model designed
and refined following themanual curation stepwas converted
into a mathematical representation, termed a stoichiometric
matrix, which encouraged the development of a wide variety
of computational tools to analyze network properties.

The constraints of capacity, which are the upper and lower
limits defining the maximum and minimum fluxes allowed
for the reactions, were added in this step. The inputs of the
stoichiometricmatrix are the coefficients of themetabolites in
the reactions with negative values for consumed metabolites
(substrates) and positive values when themetabolites are pro-
duced or secreted (products) (Additional File 1 see Supple-
mentaryMaterial available online at http://dx.doi.org/10.1155/
2016/7863706).

2.5.Metabolic PathwayValidation. Thecomputationalmodel
sought to examine the metabolic capabilities and to evaluate
the systemproperties theymayperformunder the constraints
imposed on the cell.Thus, the final step in the reconstruction
process consisted of assessing, evaluating, and validating the
fatty acid biosynthesis pathway of E. antarcticum B7. The
validation of that metabolic model was performed using sim-
ulation and flux analysis. The fatty acid biosynthesis pathway

is well described in the literature because it is a highly
conserved process among organisms, which facilitated its
complete definition. Thus, most gaps had already been filled
during the manual curation process.

3. Results and Discussion

The expectation to understand the relationship between the
genome and the physiology of a particular organismwas a key
incentive for reconstructing metabolic networks. Protocol
adaptations using semiautomatic and automatic methods are
necessary to reconstruct themetabolic networks of organisms
with few reported data on theirmetabolic capabilities, includ-
ing E. antarcticum B7.

3.1. Pathway Reconstruction Using the Semiautomatic Method.
The draft of the metabolic network of E. antarcticum B7
was retrieved from the KEGG database [26]. The KEGG
Metabolic Pathway tool was used to highlight the fatty
acid biosynthesis pathway from the resulting draft of the
metabolic network.The genes annotated and identified using
KEGG and their respective enzymes are shown in Figure 1(a)
in green, and the others are listed in white boxes. Table 1
shows the genes, locus tags, and enzymes identified using the
KEGG Metabolic Pathway tool. A total of 11 locus tags asso-
ciated with their respective genes and Enzyme Commission
(EC) numbers were identified; only the locus tag Eab7 2235
has no added gene associated with it.

3.2. Pathway Reconstruction Using the Automatic Method.
The RAST/SEED tool does not provide graphic display of
the metabolic map draft as KEGG; for this purpose, it uses
a standard table to list the 247 metabolic pathways that com-
pose the network, regardless of whether they were identified
in the genome of the microorganism. RAST identified 25
reactions, 40 compounds, and 20ECnumbers in the fatty acid
biosynthesis pathway ofE. antarcticumB7. Table 1 outlines the
genes, locus tags, and enzymes identified at this step. Anno-
tated genes identified by RAST and their respective enzymes
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Figure 1: Drafts of the fatty acid biosynthesis pathway of E. antarcticumB7 bacteria.The drafts were designed using the followingmethods: (a)
semiautomatic method, generated by the KEGG database, and (b) automatic method, generated by online tool RAST. Colored boxes indicate
the possibility of the presence of enzymes in the pathway.
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Table 2: Relationships between components of the E. antarcticum B7 fatty acid biosynthesis pathway following curation. The signals⇒ and
⇔ indicate irreversible and reversible reactions, respectively.

Gene Locus tag EC number Enzyme Reaction Fold change (log
2
FC)

accA Eab7 2059 6.4.1.2 Acetyl-CoA carboxylase carboxyl
transferase alpha subunit

ATP + acetyl-CoA + HCO3
−
⇒ ADP +

orthophosphate + malonyl-CoA 0.4562

accB Eab7 0870 6.4.1.2 Acetyl-CoA carboxylase
biotin-carboxyl carrier protein

ATP + acetyl-CoA + HCO3
−
⇒ ADP +

orthophosphate + malonyl-CoA −0.05773

accC Eab7 0871 6.4.1.2
6.4.1.14

Acetyl-CoA carboxylase, biotin
carboxylase subunit

ATP + acetyl-CoA + HCO3
−
⇒ ADP +

orthophosphate + malonyl-CoA −0.5623

accD Eab7 2060 6.4.1.2 Acetyl-CoA carboxylase
carboxyl transferase beta subunit

ATP + acetyl-CoA + HCO3
−
⇒ ADP +

orthophosphate + malonyl-CoA −0.2811

fabD Eab7 1760 2.3.1.39 ACP S-malonyl transferase Malonyl-CoA + ACP⇔ CoA +
malonyl-(acp) 0.9448

fabH1 Eab7 1911 2.3.1.180 3-Oxoacyl-ACP synthase III Acetyl-CoA + malonyl-(acp)⇔
acetoacetyl-(acp) + CoA + CO

2

0.8512

fabF Eab7 1910 2.3.1.179 3-Oxoacyl-ACP synthase II Acetyl-(acp) + malonyl-(acp)⇒
acetoacetyl-(acp) + CO

2
+ ACP 0.6942

fabG Eab7 1895 1.1.1.100 3-Oxoacyl-ACP reductase Acetoacetyl-(acp) + NADPH + H+ ⇔
(R)-3-hydroxybutanoyl-(acp) + NADP+ 0.8523

fabZ Eab7 2463 4.2.1.59 3-Hydroxyacyl-ACP dehydratase (R)-3-hydroxybutanoyl-(acp)⇔
but-2-enoyl-(acp) + H

2
O 0.12902

fabI Eab7 1885 1.3.1.9
1.3.1.10 Enoyl-ACP reductase I But-2-enoyl-(acp) + NADH + H+ ⇔

butyryl-(acp) + NAD+ 0.2969

— Eab7 2235 1.14.19.2 Acyl-ACP desaturase
Hexadecanoyl-(acp) + acceptor reduced
+ O
2
⇒ hexadecenoyl-(acp) + acceptor +

2H
2
O

1.3768

are colored in purple, and the others are listed in white boxes
(Figure 1(b)).

The analysis of both fatty acid biosynthetic pathway drafts
shows that the draft generated using KEGG apparently has
the most complete flux, except for enzyme 6.3.4.14, which
is exclusively present in the draft resulting from the RAST
tool. The draft generated using RAST has a gap in which the
enzymes FabA and FabB are not included in the pathway
elongation process. The flux for the production of hexade-
cenoic acid is also absent from the pathway generated using
RAST.

Artemis software was used to confirm the presence of
all genes selected through the automatic and semiautomatic
methods.The genes accABCD, fabD, fabH1, fabF, fabG, fabZ,
and fabI and the locus tag Eab7 2235 were described in the
genome of E. antarcticum B7, except fabK gene, which was
detected only by the automatic method.

The KGML file produced by KEGG was submitted to the
software KEGGtranslator [33] to be converted into a SBML
(System Biology Markup Language) file [34]. This file was
converted into an Excel spreadsheet using MATLAB func-
tions. The files in SBML format and the Excel spreadsheets
are the most used formats in metabolic reconstructions. The
reactions and metabolites of the preliminary network gener-
ated using KEGG could be visualized in the spreadsheet.

The data generated using the RAST/SEED tool were ana-
lyzed and added to the first step of the process, supplementing
the data collected using KEGG.The files generated with both
platforms were used to manage the manual curation data.

The larger number of genes identified using KEGG (12)
compared to those found using RAST/SEED (9) may be
explained because the former uses orthology (KEGGOrthol-
ogy (KO)) through protein homology to identify the so-called
metabolite genes [35] in a genome, which facilitates finding
gene-protein-reaction (GPR) associations.

3.3. Manual Curation of the Metabolic Pathway of De Novo
Fatty Acid Synthesis. The reactions of the fatty acid synthesis
pathway were annotated and refined. The metabolites were
organized into two compartments (cytoplasm and extracellu-
lar compartment) based on the location of the enzymes asso-
ciated with each pathway. The cofactors and the reversibility
of the reactions were compiled from the data published in the
literature and online tools (ENZYME and BRENDA).The EC
numberwas noted, and the genes were identified. A summary
of those results is shown in Table 2.Thermodynamic analysis
of the reactions revealed that malonyl-CoA synthesis from
acetyl-CoA (AcCoA) is an irreversible process; similar to
the process regarding the fabF gene, the Eab7 2235 locus
tag, and the extracellular metabolites the other processes are
reversible.

It is very important to assess the quality of the annotated
genome submitted to the online tools during curation. The
literature categorically states that the quality of the recon-
structed network directly depends on the annotated genome
of the organism. The rule is to use the latest updated version
of the annotated genome [36–38].
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Figure 2: Layout of the fatty acid biosynthesis pathway generated using Cytoscape. Green vertices: fewer connections. Yellow vertices: regular
number of connections. Red vertices: large number of connections. This network is a free model scale.

3.4. Curated Metabolic Network. The previous step added
constraints regarding the stoichiometry (chemical balance),
thermodynamics (reversibility of reactions), and physiology
(cofactors used) of the study model. The result was a system
of equations that describes the cell metabolism according to
the metabolites of interest. The mathematical representation
of this model essentially consisted of describing the perfor-
mance of the fatty acid biosynthesis pathway using a stoichio-
metric matrix. This data structure consists of 54 metabolites
and 59 reactions, resulting in a 54 × 59 stoichiometric matrix
(Additional File 1). Additional File 2 shows the list of bio-
chemical reactions identified in the curated model.

The reconstructed pathway model was converted into
SBML in the used MATLAB toolbox. The SBML file was
validated using the tool SBML validator and was then sub-
mitted to the tool Cytoscape, which generated the network
of Figure 2. The gene-protein-reaction (GPR) representation
therein describes the degree of connectivity of each enzyme in
the pathway. Vertices with few connections are in green, the
vertices with regular numbers of connections are in yellow,
and the vertices with large numbers of connections are in red.
The network connectivity obeys a scale-free model [39].

3.5. Flux Balance Analysis (FBA). The FBA was coded in
MATLAB implementing a constrained linear program using
the GLPK (GNU Linear Programming Kit) linear optimiza-
tion library [8]. All fluxes were calculated in percentage of

the input flux of AcCoA (reaction 39), which was fixed to
100. Hexadecenoic acid is the key metabolic product; thus
the respective flux (reaction 41) was set as the maximiza-
tion target for FBA. To improve convergence, upper and
lower bounds were [0, 100] for irreversible reactions and
[−100, 100] for reversible reaction.The final optimized fluxes
are shown inAdditional File 3.The targetmaximum, reaction
R41 in Additional File 3, was 7.69, which may be read as 7.69
moles of hexadecenoic acid produced for every 100 moles of
AcCoA consumed per unit time per unit cell mass.

Figure 3(a) shows the generated flux plot, which shows
the variation occurring between the response fluxes, with the
majority, approximately 37, showing positive values smaller
than 20, while 15 are above that range.

3.6. Influence of Transcriptome in FBA Calculation. Log base
2-fold change values (log

2
FC) obtained in vitro by Dall’Agnol

and colleagues [22] were used to evaluate the influence of
differential expression in the FBA calculation. These values
were obtained by comparison of RPKM (reads per kilobase
per million reads sequenced) generated in the transcriptome
of the bacterium at 0∘C and 37∘C. The log

2
FC of genes that

composes the fatty acid biosynthesis pathway is shown in
Table 2.

As presented by Dall’Agnol and colleagues [22], the
aerobic energetic metabolism of E. antarcticum B7 at 0∘C is
repressed, and a fraction of the acetyl-CoA is probably used as
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Figure 3: Flux graph generated using the software MATLAB, which uses methods based on FBA constraints. The vertical axis represents the
fluxes calculated from the input of 100 moles of acetyl-CoA (AcCoA). The horizontal axis represents the reactions participating in the fatty
acid biosynthesis pathway.The blue bars determine the output percentage for each pathway reaction. (a) FBA for maximizing the production
of hexadecenoic acid. (b) FBA calculated with the log

2
FC values obtained from the transcriptome.

a substrate to synthesize short-chain fatty acids in cold.
The synthesis begins with the conversion of acetyl-CoA to
malonyl-CoA catalyzed by the multimeric enzyme encoded
by the genes accABCD. In FBA analysis, only half of the input
of acetyl-CoA (100mM) is converted tomalonyl-CoA, which
binds to the acyl carrier protein (ACP) at 0∘C (Figure 3(b)). As
stated earlier, the other half of acetyl-CoA is probably used for
energy generation.

The remaining route is cyclical, being the reactions
catalyzed by enzymes encoded by fabF, fabG, fabZ, and fabI
genes. At each round, two carbons are added to the growing
chain of fatty acid. In these reactions, the flow of metabolites
remains unchanged until the fatty acid molecule reaches
a size of eight carbons (octadecanoyl-ACP in reaction 38)
where the percentage of the flow amount decreases (Fig-
ure 3(b)). These results are consistent with the previously
published data which affirm that bacteria decrease their fatty
acid chains to survive in cold.These short fatty acidmolecules
will be converted into membrane phospholipids in order to
maintain the fluidity of this biological barrier.

3.7. Elementary Flux Modes. The calculation of elementary
modes was performed in MATLAB using the Metatool
toolbox [40] (modo elementar.m code in the Supplemental
Information). A total of 13 elementary fluxmodes were found
for the fatty acid biosynthesis pathway of E. antarcticum B7
(Additional File 4). Of these, only 4 elementary modes (2,
5, 8, and 11) have a positive nonzero coefficient for reaction
41, which indicates that the target product hexadecenoic
acid may only be generated by one of these four elementary
modes. The routes identified in EM2 and EM5 begin at the
second reaction (R2) which is catalyzed by the enzyme FabD.
Thevalue of R2 for both elementarymodes indicates a consid-
erable production of malonyl-CoA. The remaining reactions
of EM2 and EM5 are presented in Additional File 4. In EM8

and EM11, the routes begin from R1.The value 1 for this reac-
tion indicates a lower activity, reflecting in a lower production
of hexadecenoic acid. Regarding reaction 41, the values of
elementary modes 2 and 5, in this case 1, are higher than
the values of 8 and 11 (0.142857 each), indicating that both
elementary modes 2 and 5 produce 1mol hexadecenoic acid
when they are active, while elementary modes 8 and 11
produce 0.142857 moles.

4. Conclusions

The first metabolic pathway of E. antarcticum B7, recon-
structed following the steps defined in this work, suggests
that the protocol used is a suitable tool for further metabolic
reconstruction studies. Almost all the first steps of the process
were automated; however, manual curation was, as usual,
laborious because it required an intensive search for available
data.

The metabolic pathway of fatty acid biosynthesis was
representative and consistent under the limits and boundary
conditions set.The FBA and elementary mode methods were
used to examine the hexadecenoic acid production potential
of the reconstructed pathway. The application of constraint-
based modeling revealed being very useful to assess network
operation plasticity, even if the intracellular kinetics are
unknown.The in silico analysis performed using FBA enabled
a quantitative assessment of hexadecenoic acid production
potential.

Finally, a key issue involves deciding when to stop the
process and to consider the reconstruction finalized, at least
temporarily.This decision is usually based on the reconstruc-
tion purpose. The most complete metabolic model currently
available is the E. coli model, which has been researched
and refined for over 10 years [41–45]. Other studies con-
stantly updating their models are Homo sapiens, with three
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reconstructions [46–48], and S. cerevisiae, with more than a
dozen reconstructions, including two in 2013 [49, 50]. The
protocol reported in the present studymay be used to compile
several data pieces available in the literature aimed at propos-
ing possible metabolic pathways, thereby enabling deeper
research of the metabolism under study.
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[50] T. Österlund, I. Nookaew, S. Bordel, and J. Nielsen, “Map-
ping condition-dependent regulation of metabolism in yeast
through genome-scale modeling,” BMC Systems Biology, vol. 7,
article 36, 2013.



Research Article
Social Determinants of Chronic Prostatitis/Chronic Pelvic
Pain Syndrome Related Lifestyle and Behaviors among Urban
Men in China: A Case-Control Study

Yan Wang,1 Chen Chen,1 Changcai Zhu,1 Liang Chen,1 Qingrong Han,2 and Huarong Ye3

1Department of Preventive Medicine, School of Public Health, Wuhan University of Science and Technology,
2 Huangjia Lake West Road, Hongshan District, Wuhan, Hubei 430065, China
2Yiling Hospital, 31 East Lake Avenue, Yiling District, Yichang, Hubei 443100, China
3China Resources & WISCO General Hospital, 209 Metallurgy Road, Qingshan District, Wuhan, Hubei 430080, China

Correspondence should be addressed to Changcai Zhu; zcc621120@163.com

Received 15 December 2015; Accepted 29 June 2016

Academic Editor: Yongsheng Bai

Copyright © 2016 Yan Wang et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Purpose. In order to find key risk factors of chronic prostatitis/chronic pelvic pain syndrome (CP/CPPS) among urban men in
China, an age-matched case-control study was performed from September 2012 to May 2013 in Yichang, Hubei Province, China.
Methodology. A total of 279 patients and 558 controls were recruited in this study. Data were collected by a self-administered
questionnaire, including demographics, diet and lifestyle, psychological status, and a physical exam. Conditional logistic regression
model was used to analyze collected data. Results. Chemical factors exposure, night shift, severity of mood, and poor self-health
cognitionwere entered into the regressionmodel, and result displayed that these four factors had odds ratios of 1.929 (95%CI, 1.321–
2.819), 1.456 (95% CI, 1.087–1.949), 1.619 (95% CI, 1.280–2.046), and 1.304 (95% CI, 1.094–1.555), respectively, which suggested that
these four factors could significantly affect CP/CPPS.Conclusion.These results suggest that many factors affect CP/CPPS, including
biological, social, and psychological factors.

1. Introduction

Chronic prostatitis/chronic pelvic pain syndrome (CP/CPPS)
is a chronic pain disorder, which is characterized by the pres-
ence of noninfectious pelvic or perineal pain lasting longer
than 3 months. The International Prostatitis Collaborative
Network of the National Institutes of Health (IPCN-NIH)
has provided detailed criteria for diagnosing CP/CPPS [1, 2].
According to various epidemiological studies using different
methodologies, the prevalence of CP/CPPS varies from
approximately 8% to 20% worldwide [3–6]. A population-
based survey estimated that the prevalence of CP/CPPS-like
symptoms in China is 4.5% [4].

Although there have been many basic and clinical
research studies, the exact etiology, pathophysiology, and
mechanism of CP/CPPS remain indeterminate. This syn-
drome is currently considered to be a multifactorial medical
condition and requires a multimodal treatment approach

[7]. New diagnostic/therapeutic criteria targeted to the uri-
nary, psychosocial, organ-specific, infection, neurological/
systemic, and tenderness (UPOINT) system were developed
by Shoskes et al. in 2009 to classify patients sufferingwith CP/
CPPS and, more importantly, to direct appropriate therapy
[8]. Multimodal therapy based on the UPOINT phenotype
system greatly improves the symptoms of CP/CPPS [9, 10].

Currently, CP syndromes represent an important health-
care problem worldwide [11]. Furthermore, many studies
have suggested that CP places a large financial burden on
patients and society. Chronic prostatitis increases healthcare
expenditures directly and indirectly (e.g., unemployment).
The average total costs (direct and indirect) for 3 months
of CP treatment is USD 1099 per person for resource con-
sumption, with an expected annual total cost per person of
USD 4397 [12]. In China, treatment for CP is relatively costly
(USD 1151 or 8059 CNY per person) [13].
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A cross-sectional study about CP/CPPS patients has
been done previously; it was reported that there were many
potential factors that might have an influence on CP/CPPS,
including smoking, drinking tea, sedentariness, overstress,
economic pressure, and self-health cognition [14, 15]. How-
ever, as a cross-sectional study they could not give more
information about risk factors and affected degree.Therefore,
based on the results of the cross-sectional study several
factors were selected and a case-control study was conducted
for further study of risk factors of CP/CPPS.

2. Materials and Methods

2.1. Study Setting and Target Population. This case-control
study was conducted in Yiling District, Yichang, Hubei
Province, China. The study included one administrative
district, one economic development zone, eight towns, and
three townships. With a total area of 3424 square kilometers
and a population of 546,500, this district is themost populous
administrative region of Yichang. Most of the residents are
drivers or laborers. The target populations of this study are
composed of male patients diagnosed with CP/CPPS for
the first time in Yiling Hospital and healthy men without
CP/CPPS symptoms in Yiling District. Data were collected
from 279 patients with CP/CPPS between September 2012
and May 2013. Five hundred and fifty-eight males matched
by age (1 : 2) without CP/CPPS symptoms were enrolled into
the control group.

2.2. Selection Criteria for Cases and Controls. Diagnosis
of patients with CP/CPPS was based on the IPCN-NIH
consensus [1] following a critical medical interview, a digital
rectal examination, a prostate secretion examination after
prostate massage, and urinalysis. Patients who suffered from
pyuria and other genitourinary symptoms that may be asso-
ciated with benign prostatic hyperplasia, chronic bacterial
prostatitis, acute prostatitis, or genitourinary diseases other
than CP/CPPS were excluded from the study to minimize
the measurement bias. The control subjects were healthy
men without CP/CPPS symptoms who participated in a
physical examination in Yiling Hospital. People who had
been diagnosed with benign prostatic hyperplasia, chronic
bacterial prostatitis, acute prostatitis, or other genitourinary
diseases were excluded from the controls. Every case was
matched with two controls by age within ±2 years.

2.3. Ethical Approval. The study was approved by theMedical
Ethics Committee of Wuhan University of Science and
Technology.Written informed consentwas obtained from the
study subjects who were assured of confidentiality by the use
of anonymous questionnaires. Verbal consentwas also sought
from community leaders prior to the focus group discussions.

2.4. Data Collection. An anonymous questionnaire was
designed by experts on health statistics and urology, and all
of the collectors were trained before the questionnaire survey.
According to the results of a presurvey, the questionnaire
and plan were modified. The questionnaire was proved to
be valid. Finally, the questionnaire consisted of five major

domains of items, including demographics (age, degree
of education, occupation, medical insurance, and average
monthly income), lifestyle (frequency of eating fast food, time
of using a mobile per day, smoking, drinking, drinking tea,
and sedentariness), working situation (occupational hazards,
night shift), psychological status (severity of badmood, stress
of work, economic stress of family, self-health cognition,
and spousal relationship), and a physical exam. The item of
occupational hazards determined by type of work was asked
by questionnaire investigators. The questionnaire was self-
administered after informed consent unless the participant
was illiterate.

2.5. Statistical Analysis. The collected questionnaires were
collated manually for the first time. They were then checked
again while the data were entered into the database set up by
Epi database. Data were analyzed using descriptive statistical
methods, the chi-square test, and conditional logistic regres-
sion analysis. The Statistical Package for Sciences (SPSS)
software version 17.0 (SPSS Inc., Chicago, IL, USA) was used
for data analysis. The significance level was set at 𝑃 < 0.05.

3. Results

3.1. Sociodemographic Characteristics. A total of 279 patients
and 558 controls were recruited to participate in this ret-
rospective survey. All of the participants completed the
questionnaire.The age of all of the subjects ranged from 24 to
59 years. The mean age of all of the subjects was 43.30 ± 7.92
years.Themean ages of patients and controls were 43.57±8.09
years and 43.16 ± 7.84 years, respectively.

For cases, 72.04% of subjects were aged between 30 and
49 years. Only one subject was illiterate, and most (82.79%)
had amiddle school or high school diploma. A total of 78.14%
of the patients were employed as skilled laborers. A total
of 86.73% of the patients had medical insurance for urban
workers except for 3 who were reported as self-paying when
seeing a doctor.More than 80% of the patients had an average
monthly income less than 3000 CNY (483 USD), and only 10
patients had an average monthly salary of more than 5000
CNY (805 USD) (Table 1).

Similarly, 72.22% of the controls were aged between 30
and 49 years. Most of the controls were employed as skilled
laborers. A total of 86.73% of the controls had medical
insurance for urban workers, whereas five subjects were
reported as self-paying when seeing a doctor. Almost 80% of
the control subjects’ average monthly income was less than
3000 CNY (483 USD). All of the controls received school
education, and 82.79% had a secondary school or high school
diploma (Table 1).

3.2. Chi-Square Test for Single-Factor Analysis. Table 2 shows
the values of significant risk factors. Table 3 shows the results
of single-factor analysis. Several factors including “time of
using a mobile per day,” “smoking,” “drinking,” “drinking
tea,” and “sedentariness” did not have significant difference
between patients and controls. The odds of CP/CPPS for
subjects who were exposed to chemical factors in occu-
pational workplace increased by approximately 104% (95%
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Table 1: Sociodemographic characteristics of respondents (𝑛 = 837).

Characteristic Value Cases 𝑛 (%) Controls 𝑛 (%)

Age

24∼ 15 (5.38%) 42 (7.53%)
30∼ 70 (25.09%) 136 (24.37%)
40∼ 131 (46.95%) 267 (47.85%)
50∼ 63 (22.58%) 113 (20.25%)

Degree of education

No formal education 1 (0.36%) 0 (0.00%)
Primary school 2 (0.72%) 19 (3.40%)

Junior high school 105 (37.63%) 179 (32.08%)
Senior high or technical secondary school 126 (45.16%) 258 (46.24%)

Junior college or above 45 (16.13%) 102 (18.28%)

Occupation

Unskilled; for example, trader, farming 20 (7.17%) 34 (6.09%)
Skilled labor; for example, driver, blue-collar worker 218 (78.14%) 450 (80.65%)

Professional; for example, teacher, healthcare worker, office worker 6 (2.15%) 20 (3.58%)
Others 35 (12.54%) 54 (9.68%)

Medical insurance

Medical insurance for urban workers 242 (86.73%) 484 (86.73%)
Rural cooperative medical service 30 (10.75%) 57 (10.21%)

Commercial insurance 3 (1.08%) 6 (1.08%)
Self-paying 3 (1.08%) 5 (0.90%)
Others 1 (0.36%) 6 (1.08%)

Average monthly income

Less than 1000CNY 40 (14.34%) 71 (12.72%)
1000–2000CNY 106 (37.99%) 206 (36.92%)
2000–3000CNY 78 (27.96%) 161 (28.85%)
3000–4000CNY 31 (11.11%) 62 (11.11%)
4000–5000CNY 14 (5.02%) 30 (5.38%)

More than 5000CNY 10 (3.58%) 28 (5.02%)

Table 2: Values of significant risk factors.

Variable Value
CP/CPPS No = 0 Yes = 1

Occupational hazards No factors = 0 Physical factors = 1 Chemical factors = 2
Biological factors = 3 Other factors = 4

Night shift Yes = 1 No = 2
Frequency of eating fast food Frequent = 1 Once in a while = 2 Never = 3

Time of using a mobile per day
Less than half an hour = 1 Half an hour to one hour = 2
One hour to two hours = 3 Two hours to three hours = 4

Three hours to four hours = 5 More than four hours = 6

Severity of mood (e.g., sadness, anxiety, depression) Not a bit = 1 A bit = 2 Medium = 3
Very serious = 4 Extremely serious = 5

Stress of work Not a bit = 1 A bit = 2 Medium = 3
Very serious = 4 Extremely serious = 5

Economic stress of family Not a bit = 1 A bit = 2 Medium = 3
Very serious = 4 Extremely serious = 5

Self-health cognition Beyond comparison = 1 Very good = 2 Good = 3
Common = 4 Bad = 5

Spousal relationship Very good = 1 Common = 2 Bad = 3
CP/CPPS: chronic prostatitis/chronic pelvic pain syndrome.

confidence interval [CI], 1.416–2.941). A night shift caused
the odds of CP/CPPS to increase by approximately 53% for
workers. The odds of CP/CPPS increased with the frequency
of eating fast food (odds ratio, 1.32; 95% CI, 1.022–1.703).

The time of using a mobile phone per day also affected the
odds of CP/CPPS with positive correlation (odds ratio, 1.152;
95% CI, 1.027–1.293), which means, when spending more
time on mobile phone, there will be more risk on suffering
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Table 3: Results of the chi-square test for single-factor analysis.

Factors 𝐵 SE Wald df Sig. Exp (𝐵) 95.0% CI for Exp (𝐵)
No occupational hazards — — 15.372 4 0.004 — — —
Chemical factors 0.713 0.187 14.620 0.000 2.040 1.416 2.941
Not on night shift −0.426

a 0.144 8.769 1 0.003 0.653 0.493 0.866
Low frequency of eating fast food −0.278

a 0.130 4.540 1 0.033 0.758 0.587 0.978
Time of using a mobile per day 0.142 0.059 5.793 1 0.016 1.152 1.027 1.293
Severity of mood (e.g., sadness, anxiety, depression) 0.525 0.115 20.848 1 0.000 1.691 1.350 2.119
Stress of work 0.280 0.083 11.317 1 0.001 1.323 1.124 1.557
Economic stress of family 0.155 0.076 4.147 1 0.042 1.167 1.006 1.354
Self-health cognition 0.325 0.086 14.355 1 0.000 1.384 1.170 1.637
Spousal relationship 0.414 0.141 8.593 1 0.003 1.513 1.147 1.996
aTwo negative values were obtained because the variables “not on night shifts” and “low frequency of eating fast food” were two protective factors of CP/CPPS.

Table 4: Results of conditional logistic regression for multiple-factor analysis.

Factors 𝐵 SE Wald df Sig. Exp (𝐵) 95.0% CI for Exp (𝐵)
No occupational hazards — — 11.919 4 0.018 — — —
Physical factors 0.269 0.255 1.117 1 0.291 1.309 0.794 2.158
Chemical factors 0.657 0.193 11.546 1 0.001 1.929 1.321 2.819
Biological factors 0.417 0.651 0.411 1 0.522 1.518 0.424 5.438
Others 0.360 0.250 2.074 1 0.150 1.433 0.878 2.339
Not on night shift −0.376

a 0.149 6.365 1 0.012 0.687 0.513 0.920
Severity of mood (e.g., sadness, anxiety, depression) 0.482 0.120 16.213 1 0.000 1.619 1.280 2.046
Self-health cognition 0.265 0.090 8.741 1 0.003 1.304 1.094 1.555
aA negative value was obtained because the variable “not on night shifts” was a protective factor of CP/CPPS.

CP/CPPS. The risk of CP/CPPS increased with the degree of
mood (e.g., sadness, anxiety, and depression), stress of work,
economic stress of family, the level of self-health cognition,
and spousal relationship, with odds ratios of 1.691 (95% CI,
1.350–2.119), 1.323 (95%CI, 1.124–1.557), 1.167 (95%CI, 1.006–
1.354), 1.384 (95% CI, 1.170–1.637), and 1.513 (95% CI, 1.147–
1.996), respectively.

3.3. Conditional Logistic Regression for Multiple-Factor Anal-
ysis. Nine significant factors selected by the chi-square test
were used to build the regression model. Occupational
hazards were set as classification variables, using the forward
Wald method. Probability values for stepwise entry and
removal were 0.05 and 0.10, respectively. Finally, four factors
were included in the regression model (Table 4). Chemical
factors, night shift, degree of mood (e.g., sadness, anxiety,
and depression), and poor self-health cognition increased the
odds of CP/CPPS by 93%, 46%, 62%, and 30%, respectively.

4. Discussion

Prostatitis has become increasingly more common, and age
is not a limiting factor. Given the complexity of prostatitis, a
systematic classification was provided by the NIH, including
category I (acute bacterial prostatitis), category II (chronic
bacterial prostatitis), category III (chronic bacterial pro-
statitis/CPPS), and category IV (asymptomatic inflammatory

prostatitis) [16]. Among these four categories, chronic bacte-
rial prostatitis/CPPS has become a recognized intractable dis-
ease. In China, a previous study indicated that most urologi-
cal surgeons considered chronic bacterial prostatitis/CPPS as
a clinical syndrome, and different treatment protocols were
used to relieve pain, improve voiding symptoms, and improve
quality of life [17]. Treatment protocols for bacterial prostati-
tis/CPPS that are used by urological surgeons include drug
therapy (95%), changing lifestyle (88.9%), and psychotherapy
(79.9%). Drugs include botanical drugs (84.5%), adrenergic
alpha-antagonists (79%), and antibiotics (64%) [17]. Based on
the results of a review of Medline articles, many individual
therapies, including antibiotics, anti-inflammatory medica-
tions, neuromodulators, alpha blockers, pelvic floor physical
therapy, and cognitive behavior therapy, have been evaluated
in the treatment of CP/CPPS. Each therapy has been found
to have varying efficiency in alleviating symptoms [18]. In a
clinical study, the effect of combination therapy was analyzed
in a single specialized prostatitis clinic; the result showed
that a clinically appreciable reduction of ≥6 points of the
total NIH-CPSI score was achieved in 77.5% of patients
subjected to combination therapy for a period of 6 months
[19]. Multimodal therapy that includes pharmacotherapy,
baths, prostate massage, and pelvic floor physical therapy
may help patients to control the symptoms of CP/CPPS [11].
Another study in China showed that 65% of CP patients
undergo long-term routine treatment 12 times per year, and
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most CP patients are not satisfied with the effectiveness of the
costly treatment [13].

In addition, the quality of life obviously declines in
patients with CP/CPPS. Wenninger et al. [20] evaluated the
effect of chronic nonbacterial prostatitis on the quality of life
and functional status. They found that the mean Sickness
Impact Profile score in men with chronic nonbacterial pro-
statitis was 7.5, which was greater than that for the general
population. Additionally, the most severe effect of CP/CPPS
appeared to be on social interaction in their study [20].

Thus, many epidemiologic studies have been done to
find key risk factors of the disease and help people change
their lifestyle to reduce the risk of CP/CPPS. Lan et al. [21]
carried out a multicenter case-control study between June
2005 and May 2008 in China. They showed that urinary
system infection, frequent masturbation, a cold climate,
prostatomegaly, mental stress, high altitude, little exercise,
and alcohol addiction might be risk factors of CP/CPPS [21].
This study also found that severity of mood (e.g., sadness,
anxiety, and depression) might be related to CP/CPPS. Zhao
et al. [22] conducted a retrospective case-control study of
clinical data from 322 CP/CPPS patients (case group) and
341 non-CP/CPPS patients (control group). They showed
an association between foreskin length and the odds of
CP/CPPS. When the foreskin length covered up more than
half of the glans penis, there were greater odds for CP/CPPS
[22]. A literature review performed by Pontari and Ruggieri
showed that the symptoms of CP/CPPS appeared to result
from interplay between psychological factors and dysfunc-
tion in the immune, neurological, and endocrine systems
[23]. Another study performed in northwest China suggested
that oxidative stress and cytokines might be involved in
the pathological process and aggravation of symptoms [24].
These results suggested that further experimental study, like
cellular and molecular level research, should be done. This
study could not explain whether exposure to cold was a
risk factor because patients and controls came from the
same region. A multinational observational study indicated
that factors of the severity of symptoms of CP/CPPS varied
between regions [25].This previous study showed that effects
of exposure to cold (𝑃 = 0.1856) and abdominal symptoms
(𝑃 = 0.1119) were highest in Finland, those of education level
(𝑃 = 0.0151), sexual activity (𝑃 = 0.0574), and erectile dys-
function (𝑃 = 0.0151) were highest in Germany/Switzerland,
and those of age (𝑃 = 0.0698) were highest in Italy [25].

Dietary habit is often considered to have a consider-
able effect on CP/CPPS. According to our chi-square test
results, among the lifestyle factors in the questionnaire, only
“frequency of eating fast food” was significant. Finally, this
factor was not included in the regression model. Many foods,
such as spicy food, coffee, alcoholic beverages, and tea, can
exacerbate the symptoms of patients with CP/CPPS, while
others, such as docusate, psyllium, water, herbal teas, and
polycarbophil, can ameliorate symptoms [26]. Another case-
control study showed that the risk factors of CP include
spicy food and drinking alcohol [27]. In our study, the
degree of mood (e.g., sadness, anxiety, and depression)
was significant in single-factor analysis and multiple-factor
analysis. Many previous studies obtained similar results that

depressionmight be involved in the development and clinical
course of CP/CPPS [28–32]. In fact, depression andCP/CPPS
may share, at least in part, several common pathophysio-
logical mechanisms [7, 33]. It was demonstrated that the
prostate gland responds to emotional stimulation through the
autonomic nervous system; an experimental evidence also
supports the theory that psychological stress may contribute
to dysfunction of the prostate [34]. However, other studies
have suggested that CP patients experience an increased
risk of depressive disorders compared with non-CP patients
[30], which meant psychological problems occurred after
the disease. Our study also showed that night shifts might
increase the risk of suffering fromCP/CPPS by approximately
46%. When working at night, workers needed to overcome
muchmore difficulties, such as fatigue, sleepiness, loneliness,
and inattention. It was reported that staying up late was a
risk factor of CP/CPPS [27]. In our study, although chemical
factors had an effect onCP/CPPS; this factor needs to be stud-
ied further because the chemical substances were unknown.
Some chemical substances and/or their metabolites might
have a negative effect on the prostate when they penetrate
the human body’s protective barrier and enter the body. But
this needs further studies because occupational hazards were
only based on job duties without fast-field analysis, and the
chemical substances were unknown. Self-health cognition
was also a significant factor, but there might have been
bias. Diseases, especially those that can reduce the quality of
life, can change one’s self-health cognition to a great extent.
Therefore, despite the statistical significance of self-health
cognition, it had no practical significance.

There were some limitations in our study. First, because
this study was a retrospective study, it could not provide
sufficient evidence of a causal relationship between risk
factors and CP/CPPS. Second, the questionnaire was self-
designed, despite its reliability, and bias might have been
present. Third, chemical occupational factors have not been
divided into particular toxicity or hazard, which may be
confusing.

5. Conclusions

Many studies have shown a relationship between CP/CPPS
and potential risk factors. An increasing number of
researchers support the viewpoint that CP/CPPS is a clinical
syndrome with an unclear or unknown pathogenesis. Our
study shows that chemical factors, night shifts, the moods of
sadness, anxiety, depression, and poor self-health cognition
may affect CP/CPPS. Although there are many limitations in
this study, our results might provide instructive information
for patients and urologists.
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The state-of-the-art methods for protein-protein interaction (PPI) extraction are primarily based on kernel methods, and their
performances strongly depend on the handcraft features. In this paper, we tackle PPI extraction by using convolutional neural
networks (CNN) and propose a shortest dependency path based CNN (sdpCNN) model. The proposed method (1) only takes the
sdp and word embedding as input and (2) could avoid bias from feature selection by using CNN. We performed experiments on
standard Aimed and BioInfer datasets, and the experimental results demonstrated that our approach outperformed state-of-the-art
kernel based methods. In particular, by tracking the sdpCNNmodel, we find that sdpCNN could extract key features automatically
and it is verified that pretrained word embedding is crucial in PPI task.

1. Introduction

Biomedical relations play an important role in biologic
processes and are widely researched in the field of biomedical
natural language processing (BioNLP). PPI task aims to
extract protein interactions; for example, in sentence “The
distribution of actin filaments is altered by profilin overexpres-
sion,” the interaction between protein entities “actin” and
“profilin” would be extracted. A number of databases, such as
BIND [1], MINT [2], and IntAct [3], had been created to store
structured interactions. However, the biomedical literature
regarding protein interactions is expanding rapidly, making it
difficult for these databases to keep up with the latest protein-
protein interactions. Consequently, effective and automatic
protein-protein relation extraction systems become more
significant.

Previous researches have illustrated the effectiveness of
the shortest dependency path (sdp) between entities for
relation extraction in many fields [4–7]. For example, in
PPI task, [8] proposed an edit-distance kernel based on sdp
and classified the relations by SVM. Reference [9] has made
a detailed investigation into the relevant work of relation
extraction and elaborated the important role of sdp in relation
extraction. However, how to preprocess the sdp (e.g., using

a variety of kernels) and how to combine different features
(e.g., part-of-speech, 𝑛-grams, and parser tree) still are open
problems. In this work, the proposed approach takes raw
sdp as the only input, and it can learn features automatically.
And thus, different from previous researches, manual feature
selection and feature combination are not necessary in our
approach.

Many efforts have been done on PPI task, especially
the kernel based methods. Most of these methods take the
PPI task as a binary classification problem by determining
whether there is an interaction between the two entities. The
kernels include bag-of-words kernel [10], all-path kernel [11],
subset-tree kernel [12], edit-distance kernel [8], and graph
kernel [13], and they have shown effectiveness in PPI task.
Considering that single kernel partly calculates the similarity
of two instances, hybrid kernel [14–17] has been proposed
and demonstrated much better performance than single
kernel. Kernel methods are effective, because they integrate
a large amount of manually selected features. The problem
of existing kernel based method is how to combine different
features; in most cases, sophisticated design is required.

Deep learning methods have achieved remarkable results
in computer vision [18] and speech recognition [19], and due
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to much of the effective work involved in neural network
language models (NNLM) [20, 21], recently, some work has
focused on neural network especially CNN for natural
language processing (NLP) problem. Using CNN to extract
features for NLP was previously researched by the authors
in [22]; they considered the tasks including part-of-speech
(POS), chunking, name entity recognition (NER), and
semantic role labeling (SRL) as sequential labeling problems.
In recent years, researches have proposed the use of CNN to
extract features for relation extraction. Reference [23] com-
bined theword representation, lexical level features, andword
features and used the CNNmodel to learn the sentence-level
features; the featureswere then concatenated into a vector and
fed to a Softmax layer to classify the relationship. Reference
[24] shared a similar idea to [23]; the authors proposed a new
logistic loss function and a pairwise method to train their
CNN model.

However, the CNN based methods described by [23, 24]
usually take whole sentence or the context between two
target entities as input. The problem of these methods is that
such representations fail to describe the relationships of two
target entities far in sentence distance, and the irrelevant
information may also be considered due to the long distance.
Considering the described problems and the complexity
of PPI task, in this work, we use dependency parsing to
analyze the sentence for generating the sdp at first to capture
semantical and syntactical features and then send sdp to
sdpCNN for classification.

Comparing with the prior work, the contributions of our
work can be concluded as follows:

(1) We propose a new model (sdpCNN) to tackle PPI
task and show that sdpCNN model built on word
embedding is effective in extracting protein-protein
relations.

(2) We demonstrate that sdpCNN with pretrained word
embedding performs much better than randomly
generated word embedding and state-of-the-art ker-
nel basedmethods. It could be concluded that the well
pretrained word embedding is important in PPI task.

(3) The proposed model is able to extract key features
automatically such that the manual feature selection
procedure can be avoided.

2. Material and Methods

In this section, we firstly introduce word embedding, and
then we describe the proposed sdpCNNmodel in detail. The
proposed model consists of three parts: the sdp extraction,
sdpCNN based feature extraction, and multilayer perceptron
(MLP) based classification.

2.1. Introduction for Word Embedding. Word embedding is a
feature learning technique in NLP where words or phrases
from the vocabulary aremapped to vectors of real numbers in
a low-dimensional space relative to the vocabulary size.Many
methods have been proposed to train the word embedding,
but most of the methods are based on the distributional

hypothesis: words that occur in similar contexts tend to have
similar meanings. Given this hypothesis, the trained word
embeddings would be close to each other in vector space
when the words contain similar meanings (Figure 1 shows
visualization of word embedding by t-SNE [25]).

In this work, we use public available pretrained word
embedding (300-dimension), trained on 100 billion words
from Google News by word2vec [21] (https://code.google
.com/archive/p/word2vec/), to build the proposed sdpCNN
model.

Compared with traditional “one-hot” representation, pre-
trained word embedding brings about three advantages. (1)
It could capture semantic information and weaken word gap
problem; for example, in Figure 1, interaction verbs (inter-
action verbs usually indicate the relation among entities and
thus they are important in PPI task) “affects” and “enhance”
are clustered together; however, in traditional “one-hot” rep-
resentation, the verbs “affects” and “enhance” are completely
different. (2) Data sparseness problem could be avoided
since all words are mapped into low-dimensional vectors.
(3) Pretrained word embedding is trained on large unlabeled
corpora, and thus it could enlarge the coverage of vocabulary
and decrease the number of unknown words.

2.2. Shortest Dependency Path (sdp) Extraction. Semantic
dependency parsing had been frequently used to dissect
sentence and to capture word semantic information close in
context but far in sentence distance. To extract the relation-
ship between two entities, the most direct approach is to use
sdp. The motivation of using sdp is based on the observation
that the sdp between entities usually contains necessary
information to identify their relationship [9]. For example, in
Figure 2, theword “affects” in sdpprovides useful information
for classifying two target proteins, and the dependency
relationship such as “nsubj” (the dependency relation “nsubj”
represents “nominal subject,” and the governor of this relation
is always a verb, because interaction verbs are crucial in
PPI task; thus, this dependency relation is important in PPI
task; more detailed descriptions for relation “nsubj” can be
found in [26]) between words “profilin” and “affects” also
adds supplemental information for classification.

To reduce the sparseness and ensure the generalization of
features, we replace two target proteins with special symbols
“Protein1” and “Protein2,” respectively, and thus we can get a
sdp “Protein1-nsubj-affects-dobj-properties-prep-of-Protein2”
from Figure 2.

2.3. sdpCNN Model for Feature Extraction. Figure 3 shows
the architecture of the proposed sdpCNN model. In the first
step, the model transforms a sdp into a matrix representation
by looking up pretrained word embedding; and then, a
convolution layer is applied to this matrix to automatically
extract the features. The following max-pooling operation
generates the most useful local features. At last, the extracted
features are fed to a multilayer perceptron (MLP) with a
hidden layer and a Softmax classifier.

For notation, we use D ∈ 𝑅
|𝑉|×𝑑 to represent pretrained

word embedding, where 𝑉 is the vocabulary of corpora
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Figure 1: Visualization of word embedding by t-SNE.The words are highly frequent in PPI task.The original word embedding for each word
is a 300-dimension vector; all of these words are reduced to 2 dimensions by t-SNE.
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Figure 2: The dependency parsing result of sentence “Acanthamoeba profilin affects the mechanical properties of non-filamentous actin.” The
words in blue are the two target proteins, and the sdp between the proteins is represented by the red arrows. Tags such as “nsubj” and “dobj”
are the dependency relations between two words.

and 𝑑 is the dimension of word embedding. Suppose x =

{𝑥1, 𝑥2, 𝑥3, . . . , 𝑥𝑁} is an input sdp with length 𝑁 (we fix the
length of input path as 𝑁 by truncating or padding special
symbol “PADDING”). When we assign each word in sdp x
with a corresponding row vector from D, we would get a
matrix representation P ∈ 𝑅

𝑁×𝑑 for input sdp (yellow part
in Figure 3).

The convolutional operation would be considered to
apply filter W ∈ 𝑅

ℎ×𝑑 to the ℎ-word window in input sdp
x. An ℎ-word window in input sdp can be represented as
P𝑖,𝑖+ℎ−1 ∈ 𝑅ℎ×𝑑 (yellow part surrounded with red rectangle
in Figure 3) by connecting row 𝑖 to 𝑖 + ℎ − 1 in P. A feature 𝑐𝑖
can be generated by

𝑐𝑖 = 𝑓 (𝑊 ⊙ P𝑖,𝑖+ℎ−1 + 𝑏1) , (1)
where 𝑓 is an activation function such as hyperbolic tangent
(tanh), 𝑏1 is the bias term, and ⊙ is element-wise multiplica-
tion. By applying filter to each word window of the input sdp,
the model will produce a new feature which we call feature
map c in

c = [𝑐1, 𝑐2, . . . , 𝑐𝑁−ℎ+1] . (2)

Max-pooling operation (see (3)) takes the maximum
value over all thewordwindows in featuremap cwhich brings
about two advantages: (1) it could extract themost important
local features and (2) it reduces the computational complexity
by reducing the feature dimension. Hence,

𝑐
∗
= max (c) . (3)

As each filter produces a feature 𝑐∗, multiple filters will
generate multiple features. Suppose 𝑀 is the number of the
filters; the model would get fixed-size distributed features r =
[𝑐
∗
1 , 𝑐
∗
2 , . . . , 𝑐

∗
𝑀], where 𝑐

∗
𝑖 is the 𝑖th feature generated by 𝑖th

filter.

2.4. MLP for Classification. A MLP model is employed to
calculate the probability of each class. Given the distributed
representation r, the full-connection weight matrix W2 ∈

𝑅𝐻×𝑀, the number of hidden layers 𝐻, and the bias term 𝑏2,
the output of full-connection layerO ∈ 𝑅𝐻×1 is calculated by

O = 𝑓 (W2r + 𝑏2) . (4)
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Figure 3: The framework of sdpCNN model with 3-word window.
In this example, the input sdp has 7 words (dependency relations
such as “nsubj” and “dobj” are also considered as words), each word
embedding is 4 dimensions, and 5 filters are used. The yellow part
is the matrix representation for an input sdp; each column in the
green part represents the feature map generated by a filter through
(1) and (2); and the red part represents the max-pooling results by
taking the maximum value over each column in the green part by
(3). The arrows in red show the process of generating a feature map
𝑐
∗. The blue part is a MLP classifier with a full-connection layer and
a Softmax layer.

Before applying Softmax layer for classification, the orig-
inal feature space is transformed into confidence space. The
input for Softmax layer I ∈ 𝑅𝐶×1 is described by

I =W3O, (5)

where W3 ∈ 𝑅𝐶×𝐻 is a transformation matrix and 𝐶 is the
number of classes. This task is binary classification, so 𝐶 is 2.

Each value in I represents the confidence of the current
sample that belongs to each class. A Softmax layer normalizes
the confidence to [0, 1]. Given I = [𝑖1, 𝑖2, . . . , 𝑖𝐶], the output of
Softmax layer S = [𝑠1, 𝑠2, . . . , 𝑠𝐶]. The Softmax operation can
be calculated by (6). Both 𝑠𝑗 and𝑝(𝑗 | x) represent probability
of sdp x that belongs to class 𝑗. Hence,

𝑠𝑗 = 𝑝 (𝑗 | x) =
𝑒𝑖𝑗

∑
𝐶

𝑘=1 𝑒
𝑖𝑘
. (6)

2.5. Training Procedure. There are several parameters that
need to be updated during the training: the multifilter W,
the full-connection weight W2, the transformation matrix
W3, and the bias terms 𝑏1 and 𝑏2. All of the parameters are
represented by 𝜃 = (W,W2,W3, 𝑏1, 𝑏2). We apply Negative
Log-Likelihood (NLL) in (7) (y𝑖 ∈ {0, 1} is annotated label for
the input sdp x𝑖) as loss function. In order to minimize the
loss function, we use gradient descent (GD) based method
to learn the network parameters. For each input pair (x𝑖, y𝑖),

Table 1: Data statistics for Aimed and BioInfer datasets.

Datasets Positive Negative
BioInfer 2512 7010
Aimed 995 4812

Table 2: Hyperparameter settings for Aimed and BioInfer.

Datasets 𝑁 𝑑 ℎ 𝑀 𝐻

BioInfer 30 300 3 100 500
Aimed 20 300 3 100 500

we calculate the gradient (using the chain rules) of each
parameter relative to loss and update each parameter with
learning rate 𝜆 by (8). It is notable that fixed learning rate 𝜆
would lead to unstable loss in training. In this work, we use
an improved GD based algorithm, Adadelta [27], to update
the parameters in each training step. Adadelta is able to
dynamically adjust the learning rate. Hence,

loss = − log𝑝 (y𝑖 | x𝑖) , (7)

𝜃 = 𝜃 − 𝜆
𝜕 loss
𝜃

. (8)

3. Results

3.1. Experimental Setup

3.1.1. Datasets. Two standard datasets (both datasets are
available at http://corpora.informatik.hu-berlin.de/), Aimed
and BioInfer [28], are used to evaluate our model. Aimed was
manually tagged by [9] which included about 200 medical
abstracts with around 1900 sentences and was considered
as a standard dataset for PPI task. BioInfer was developed
by Turku BioNLP group (see details at http://bionlp.utu.fi/)
which contained about 1100 sentences. If there is an interac-
tion between the two entities, we consider this instance as a
positive one; otherwise, we consider it as a negative one (in
Table 1). Text preprocessing includes sentence splitting, word
segmentation, and dependency parsing (Stanford parser was
utilized).

3.1.2. Word Embedding Initialization. In experiments, we
compare the performances of pretrained embedding with
randomly initialized word embedding. When the words that
appeared in the datasets are not included in the pretrained
word embedding, we follow [29] and initialize word embed-
ding by randomly sampling from [−𝑎, 𝑎], where 𝑎 is the
variance of pretrained word embedding trained by word2vec.
For random part, all of the words are initialized by sampling
from [−𝑎, 𝑎].

3.1.3. Model Hyperparameters Settings. We experimentally
choose the hyperparameters for the model on BioInfer and
Aimed datasets shown in Table 2. The Discussion gives
details on parameter selection as well as the impact of the
parameters.
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Table 3: The comparison with other kernel based methods on PPI task. Random sdpCNN model: sdpCNN model with randomly initialized
word embedding. Pretrained sdpCNN model: sdpCNNmodel built on pretrained word embedding.

Method BioInfer Aimed
𝑃 𝑅 𝐹 𝑃 𝑅 𝐹

Random sdpCNNmodel (baseline) 69.6 77.8 73.4 54.5 75.2 62.7
Pretrained sdpCNNmodel 73.4 77.0 75.2 64.8 67.8 66.0

sdp based methods
Walk-weighted subsequence kernel 61.8 54.2 57.6 61.4 53.3 56.6
Graph kernel — — — 52.9 61.8 56.4
SDP-CPT — — 62.4 — — 58.1
Tree kernel — — 62.8 — — 51.4
Edit-distance kernel — — — 58.4 61.2 59.6

Hybrid kernel based methods
Hybrid kernel 65.7 71.1 68.1 55.0 68.8 60.8
Multiple features and parser — — 67.6 — — 64.2
Multiple kernel 57.0 77.3 65.8 57.7 71.1 64.4

3.1.4. Evaluation Metrics. We use precision (𝑃), recall (𝑅),
and 𝐹-score (𝐹) to evaluate the performances of our sdpCNN
model. 𝐹 is the harmonic mean of recall and precision which
is defined by (9). 10-cross-validation (10-fold CV) method is
used to calculate the average 𝐹-scores. Hence,

𝐹 =
2 × 𝑃 × 𝑅

𝑃 + 𝑅
. (9)

3.2. Performance Comparison. We evaluate our system and
compare the performance with state-of-the-art kernel based
methods. We start from a baseline model with randomly
initialized word embedding, and then we evaluate our model
with the pretrained word embedding. Table 3 shows the
comparison results in detail.

We firstly compare the performance with other sdp based
methods, and then we compare the results with hybrid
kernels based methods. The descriptions for methods in
Table 3 are as follows:

Walk-Weighted Subsequence Kernel [30]. Generating
sdp at first and then integrating the proposed e-walk
and v-walk kernels for classification.
Graph Kernel [13]. Encoding the dependency parser
results into a graph, proposing an all-path graph
kernel by leveraging sdp; at last, least squares support
vector machine is used for classification.
SDP-CPT [4]. Using both sdp and directed con-
stituent parser tree for classification.
Tree Kernel [6]. On the bias of SDP-CPT, considering
the modal verb phrases and appositive dependency
features.
Edit-Distance Kernel [8]. A semisupervised machine
learning approach (TSVM) with edit-distance kernel
based on sdp.
Hybrid Kernel [14]. A combination of bag-of-words
(BOW) kernel, subset-tree (ST) kernel, and graph
kernel.

Multiple Features and Parser [31]. A combination of
rich features including bag-of-words features, sdp
features, and graph features.
Multiple Kernel [32]. A weighted multiple kernel by
combining parser tree, graph features, POS, and sdp.

As we can see, kernel methods listed in Table 3 usually
require sophisticated design and complex feature combi-
nation, and feature engineering still accounts for a large
proportion of these systems. In this work, we avoid manual
features selection and features combination by using CNN. In
addition, the features used in these kernel based methods are
all discrete; therefore, the “word gap” problem is inevitable,
while, by leveraging word embedding and CNN, we can train
our model in continuous space and avoid hard assignment.

The main differences of the sdp based methods listed
in Table 3 are how sdps were used and how similarity
functions were calculated. For example, the most direct
way is to encode sdp into “one-hot” representation and use
SVM for classification [4, 6]. Another way is by using edit-
distance kernel [8] to calculate the similarity of two sdps
through Levenshtein distance. Compared with these sdp
based methods in Table 3, even the baseline model achieved
competitive results. Furthermore, pretrained sdpCNNmodel
improved the 𝐹-scores by 12.4 and 6.4 compared with tree
kernel [6] and edit-distance kernel [8] on BioInfer andAimed
datasets, respectively.

It has been verified that a combination of multiple
kernels could improve the effectiveness of kernel based PPI
extractionmethods. Kernels such as tree kernel, graph kernel,
and bag-of-words kernel are commonly used in hybrid
kernel based methods. Compared with the methods listed
in Table 3, the baseline model alone yielded competitive
results and improved the 𝐹-scores by 5.3 on BioInfer dataset
when compared with [14]. By integrating pretrained word
embedding, our pretrained sdpCNN model exceeded 7.1 and
1.6 compared with [14, 32] on BioInfer and Aimed datasets in
Table 3.The experimental results showed that, with the appro-
priate expression (the sdp in this work) of the relationship,
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the sdpCNN model built on word embedding can get much
better results than the combination of a variety of features (or
kernels).

For better understanding extracted features by sdpCNN,
Figure 3 illustrates the way of generating a feature map
𝑐
∗ in sdpCNN model. By following the negative direction
of the red arrows in Figure 3, we can find which word
window contributes most to the final classifier. Considering
the example in Figure 3, the 3-word window (“Proteins nsubj
affects”) circled with a red rectangle is key item.We define the
word in the middle of the key word window as key-word, and
thus the word “nsubj” in the middle of the 3-word window
“Proteins nsubj affects” in Figure 3 is key-word. Each filter
produces a key-word; consequently,𝑀 filters will generate𝑀
key-words. In our experiments, we noticed that interaction
verbs such as “inhibits,” “cause,” and “bind”were often chosen
as key-words by sdpCNNmodel. Generally, the construction
of an interaction verbs dictionary manually requires a great
deal of time and effort, but our model can extract these verbs
automatically.

Moreover, the experimental results also showed that the
proposed method achieved considerably higher precision
(73.4 on BioInfer dataset and 64.8 on Aimed dataset) than
the existing approaches.

3.3. Evaluation on Different Scales of Training Data. In order
to investigate the effect of different scales of training data, we
split the original datasets by different ratios. Figure 4 shows
the changes of performance on different scales of training
data. As we can see, the performance varied significantly
depending on the size of training and test corpus, and 𝐹-
scores changed from 75.1 to 48.2 on BioInfer dataset and 71.1
to 36.2 on Aimed dataset when proportion of test data ranged
from 0.1 to 0.9; too few training data would have the risk
of loss of data information; as a result, the trained sdpCNN
model cannot well generalize the original data which would
lead to poor performance.

3.4. Discussion. In this section, we firstly investigate the
impact of hyperparameters and provide general parameters
settings for sdpCNN. After that, we compare the perfor-
mances among the four proposed methods in Table 5. At last,
we manually analyze the errors of sdpCNN alone with the
possible solutions to errors.

3.4.1. The Influence of Different Hyperparameters Settings.
Consider the following:

(1) Window size ℎ: a 3-word window is commonly
used in many related works [22–24]; we tested a 2-
word window on both Aimed and BioInfer datasets.
On Aimed dataset, the results remained essentially
unchanged; however, when tested onBioInfer dataset,
𝐹-scores reduced by 5. We also tested a 4-word
window, while, in this experiment, performances are
markedly inferior on both datasets, which means a
4-word window is too long to capture the structure
information.
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Figure 4: Changes of performance on different scales of training
data.The𝑥-axis represents the proportion of test data, and the𝑦-axis
corresponds to 𝐹-scores. The pretrained sdpCNN model is used in
this experiment.

(2) The length of fixed-size sdp 𝑁: the lengths of most
paths (more than 95%) in Aimed dataset are less than
20, while, in BioInfer dataset, most of the path lengths
(more than 95%) are less than 30. And thus we set
𝑁 with 20 and 30 on Aimed and BioInfer datasets,
respectively.

(3) The filters size𝑀: due to the limited size of corpora,
when the filters size is too big, the model is prone to
overfitting; we heuristically choose 𝑀 as 100 in our
experiments.

(4) The number of full-connection layer units 𝐻: based
on the idea of [33], the appropriate increment of
full-connection layer units could improve the perfor-
mance. But too many units also suffer from overfit-
ting, so we set𝐻 with 500 in this experiment.

3.4.2. Comparisons among the Four Proposed Models

Random sdpCNN Model versus Pretrained sdpCNN Model.
FromTable 3, we can find that the pretrained sdpCNNmodel
performed much better than random sdpCNN model and
improved the 𝐹-scores by 1.8 and 3.3 on BioInfer and Aimed
datasets, respectively. Intuitively, the pretrainedword embed-
ding could capture the semantic information of words, which
means words with similar semantics are clustered together
in the vector space (Figure 1). Table 4 shows the examples of
neighboringwords of target words based on cosine similarity;
we can see that word, for example, “affect,” shares a similar
meaning with words “impacting,” “jeopardize,” and so forth.
However, when we randomly allocated the word embedding,
semantic information among words would be discarded; as
a result, random sdpCNN model might correctly classify the
sentence “Protein1 affects Protein2” but fails on the sentence
“Protein1 impacts Protein2” although both sentences indicate
interactions. Random sdpCNN model is somewhat similar
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Table 4:The top 5neighboringwords of targetwords based on cosine similarity (the variants of the targetwords, such as “induced,” “inducing,”
and “depended,” are not included in this table).

Target words 1 2 3 4 5
Induce elicit suppress provoke potentiate engender
Affect impacting jeopardize hinder impair imperil
Bind vise attach untie glue entangle
Depend rely hinge predicated affect dictate
Prevent deter avoid discourage forestall avert

Table 5: The results of the four proposed models on PPI task.
Combined model: using both randomly initialized and pretrained
word embedding as inputs and concatenating the outputs of max-
pooling layer as features for MLP. Random (update) sdpCNN
model: initializing word embedding randomly and updating word
embedding during training.

Method BioInfer Aimed
𝐹 𝐹

Combined model 75.3 66.6
Pretrained sdpCNNmodel 75.2 66.0
Random sdpCNNmodel 73.4 62.7
Random (update) sdpCNNmodel 74.1 63.3

to the “one-hot” model; the trained random sdpCNN model
can be well applied to the test data only when train and
test instances contain common words which means this
model is too dependent on cooccurrence of words and
lacks good generalization ability. However, as a benefit from
sdp and CNN, the structure information could be well
preserved; therefore, random sdpCNN model still achieved
comparable results. More specifically, it could be concluded
that pretrained sdpCNN model can capture both semantic
information and structural information, while the random
sdpCNN model could only keep structural information.
Both semantic information and structural information play
important roles in PPI task.

Random sdpCNN Model versus Random (Update) sdpCNN
Model. In random (update) sdpCNN model, we considered
word embedding as hyperparameters and updated it in the
training procedure.The experimental results showed that the
random (update) sdpCNN model had a slight improvement
(0.7 and 0.6 𝐹-scores improvements on BioInfer and Aimed
datasets, resp.) compared with the random sdpCNN model.
Intuitively, the random (update) sdpCNN model can adapt
to the specific task by fine-tuning word embedding which
means word embedding can learn task specific patterns.
However, when compared with pretrained sdpCNN model,
the model’s performances reduced by 1.1 and 2.7 on BioInfer
and Aimed datasets. The good performance on pretrained
sdpCNN model is understandable due to the fact that the
pretrained word embedding is trained on large corpora
which ensures that the pretrained sdpCNN model could
obtain abundant semantic information. Moreover, because

the pretrained sdpCNNmodel does not need to update word
embedding, the training time consumption could be reduced.

Combined Model versus Pretrained sdpCNN Model. To better
learn the representation of the raw sdp input, we also
proposed a model that combined the pretrained and random
word embedding (see details inTable 5).The combinedmodel
improved the 𝐹-scores by 0.6 on Aimed corpus and kept
the performance on BioInfer corpus when compared with
pretrained sdpCNN model. However, it is also notable that
the combinedmodel would takemore than two times the cost
on training time.There is always a trade-off between time and
performance.

Among these four models, pretrained sdpCNN model
is more time-saving (relative to combined model and ran-
dom (update) sdpCNN model), robust (relative to random
(update) sdpCNN model), and effective (relative to random
(update) sdpCNN model and random sdpCNN model). In
conclusion, a CNN model built on high-quality pretrained
word embedding could be considered as an effective alterna-
tive in PPI task.

3.4.3. Errors Analysis. Confined to the complexity and diver-
sity of the biomedical expressions, extracting relations from
biological articles remains a big challenge. In this subsection,
we carefully analyze the errors of sdpCNN and list the three
typical errors as follows:

(1) When an input sentence is too long, the Stanford
dependency analysis tool is prone to errors, and
because our model is built on sdp the propagation of
errors would lead to poor performance of sdpCNN.

(2) When irrelevant interaction verbs are included in
sdp, as mentioned before, interaction verbs strongly
suggest interactions; as a result, the model would
make a mistake.

(3) Randomly initialized word embedding would also
hurt the system’s performance. In our system, the
dependency relations such as “nsubj” and “prep-
of ” are all considered as input words, and such
words are not likely to be included in pretrained
word embedding, and thus these words are randomly
assigned with vectors. As a result, “nsubj” and “prep-
of” might be far from each other in vector space.
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For example, for two input paths “Protein1-nsubj-
bind-nsubj-Protein2” and “Protein1-nsubj-bind-prep-
of-Protein2,” both paths indicate interactions; how-
ever, the sdpCNN model could only distinguish the
first one.

The possible solutions for the mentioned errors are
described as follows: the first error could be weakened by
integrating the context between two target entities, because
the context could provide supplementary information when
standard tools fail to capture dependency relations among
words. As for the second error, a possible solution is to
introduce position information, because, in most of the time,
the relevant interaction verbs locate in the middle of two
target entities. For randomly initialized word embedding
problem, we might take word embedding as hyperparameter
and update it during the training. Meanwhile, word embed-
ding used in this work is trained on large unlabeled Google
News; it would be better to train word embedding on large
biological articles to enrich semantic information.

4. Conclusion

In this paper, we have described a sdpCNN model built on
word embedding for PPI task. Experiments demonstrated
that our method outperformed the state-of-the-art kernel
based methods. The main contribution of the proposed
method is the integration of word embedding, sdp, andCNN.
Word embedding is able to capture semantic information
and effectively weaken word gap problem. By applying sdp
and CNN, the proposed model could make full use of
structure information and avoid manual feature selection.
Our experimental results also indicated that (1) the raw sdp
input is crucial to describe protein-protein relationship in PPI
task; (2) the CNNmodel is useful to capture the local features
and structure information; (3) high-quality pretrained word
embedding is important in PPI task. Through error analysis,
we notice that there still is room for improvement. In our
future work, we would like to train our own word embedding
and design our PPI system by making full use of context
information, position information, and sdp.
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The purpose of this study is to evaluate the therapeutic effects of human umbilical cord-derived mesenchymal stem cells (hUC-
MSC) activated by curcumin (CUR) onPC12 cells induced by 1-methyl-4-phenylpyridinium ion (MPP+), a cellmodel of Parkinson’s
disease (PD). The supernatant of hUC-MSC and hUC-MSC activated by 5 𝜇mol/L CUR (hUC-MSC-CUR) were collected in
accordance with the same concentration. The cell proliferation and differentiation potential to dopaminergic neuronal cells and
antioxidation were observed in PC12 cells after being treated with the above two supernatants and 5 𝜇mol/L CUR. The results
showed that the hUC-MSC-CUR could more obviously promote the proliferation and the expression of tyrosine hydroxylase (TH)
and microtubule associated protein-2 (MAP2) and significantly decreased the expression of nitric oxide (NO) and inducible nitric
oxide synthase (iNOS) in PC12 cells. Furtherly, cytokines detection gave a clue that the expression of IL-6, IL-10, and NGF was
significantly higher in the group treated with the hUC-MSC-CUR compared to those of other two groups. Therefore, the hUC-
MSC-CUR may be a potential strategy to promote the proliferation and differentiation of PD cell model, therefore providing new
insights into a novel therapeutic approach in PD.

1. Introduction

PD is a neurodegenerative disorder being characterized by
the progressive loss of dopaminergic neurons of the nigros-
triatal pathway, with an accompanying neuroinflammation
and Lewy body in the brain [1, 2]. The degeneration of
dopaminergic neurons located in the substantia nigra char-
acterizes PD and leads to a decline of dopamine (DA), as well
as its biosynthetic enzyme, tyrosine hydroxylase (TH), and
its high-affinity cellular transporter (dopamine transporter,
DAT) [1, 2]. Current treatment for PD relies on medicine,

such as levodopa, that alleviates early symptoms but fails to
prevent disease progression [3, 4], and the risk of surgical
operation therapy is relatively high [5, 6]. In recent years,
cell therapies have gained traction in the treatment of PD
with focus on the regeneration of DA producing neurons
[7–9]. The mesenchymal stem cells derived from hUC-MSC
have priority to repairing PD due to multiple advantages
including ethical agreeableness, a less invasive procedure for
isolation, low immunogenicity, high proliferation capacity,
and multilineage differentiation capability [10–12]. Recent
studies have shown that the hUC-MSC have more biological
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activity after gene modification or activation, making it more
conducive to repair PD. In this study, curcumin (CUR) was
chosen to activate the hUC-MSC. CUR is a natural phenolic
compound extracted from the plant Curcuma longa L. In
previous studies, CUR has been shown to have anticancer,
antioxidant, and anti-inflammatory effects [13–16]. In 2012,
the researchers found that theCURcould bind to𝛼-Synuclein
(𝛼-Syn), the main component of LB, so as to prevent its
accumulation in the DA neurons [17]. The study also pointed
out that CUR cannot pass through the blood-brain barrier
(BBB). Data on CUR concentrations in human brains is
indeed lacking, only with one exception reporting human
serum CUR concentrations in a low micromolar range [18];
all other studies supplementing CUR in human subjects only
resulted in serum CUR concentrations in a low nanomolar
range or they were not detectable [19]. It is therefore plausible
that the CUR levels in human brains are also very low even
if CUR can penetrate the blood-brain barrier. Therefore the
effect of CUR may be lessened in the brain, while hUC-
MSC can pass through the BBB and also has the powerful
differentiation potential [20]. Based on the advantages and
disadvantages of hUC-MSC and CUR, we conducted the
study on the effects of hUC-MSC activated by CUR on
the treatment of PD. To our knowledge, there is no related
report. Therefore, the purpose of the study is to observe
the change of the PC12 PD cells after treatment by the
concentrated supernatant from hUC-MSC activated by CUR
and investigate its relevant mechanism.

2. Materials and Methods

2.1. Materials. This study was approved by the ethics com-
mittee of JinanMilitary General Hospital and the 148 Central
Hospital of PLA. Umbilical cord tissues were obtained from
healthy patients admitted to our hospital, and all patients
signed the written informed consent. PC12 cell strains were
purchased from Shanghai Institute of Cell Biology, Chinese
Academy of Science. F12 medium, CCK-8, CUR, MPP+,
and iNOS antibody were purchased from Sigma (USA),
while the rest of the antibodies were purchased from R&D
(USA).AnnexinV/PIApoptosisDetectionKitwas purchased
from Shanghai Qcbio Science & Technologies Co., Ltd. DA
ELISA Detection Kit was purchased from Cayman Chemical
(USA). The nitric oxide (NO) and Griess Detection Kit were
purchased from Shanghai Biyuntian Biological Co., Ltd.

2.2. Isolation and Identification of hUC-MSC. hUC-MSCs
were isolated from human umbilical cords and cultured as
previously described [11, 21].

2.3. Preparation of CUR Stock Solution. CUR powder was
dissolved in DMSO to obtain a concentration of 100𝜇mol/L
and then was stored at −20∘C protected from light. Different
concentrations (0, 1, 2.5, 5, 10, 15, 20, and 25 𝜇mol/L) of CUR
were prepared by diluting the stock solution with DMSO.

2.4. Preparation of Conditioned Medium. Firstly, hUC-MSCs
were activated by CUR of different concentrations (0, 1, 2.5,

Table 1: The OD value of hUC-MSC activated by CUR and DMSO.

Groups Concentration (𝜇mol/L)
0 0.1 1 2.5 5 10 15 20 25

CUR 2.89 2.82 2.97 3.32 3.55 3.22 2.48∗ 2.08∗∗ 0.99∗∗

DMSO 2.54 2.78 2.65 2.79 2.98 2.98 2.67 2.89 2.84
∗

𝑝 < 0.05, ∗∗𝑝 < 0.01.

5, 10, 15, 20, and 25 𝜇mol/L, resp.) and the cell proliferation
was detected using CCK-8 assay. According to the OD value,
we thought that the concentrations of 5𝜇mol/L are most
appropriate and were therefore selected for the following
experiments (Table 1).

5 𝜇mol/L CUR was added to hUC-MSC cell medium
for 24 h, washed with sterile PBS 3 times, and applied with
serum-free medium for 48 h. The supernatant was drawn
and centrifuged at 4∘C and 3000 r/min using an ultrafil-
tration tube for 1.5 h and was repeated 3 times and the
ultimate concentration was confirmed to be 10 times the
original supernatant. It was then cryopreserved at −80∘C.
The hUC-MSC cell supernatant was concentrated using the
same method. The conditioned medium, by concentrating
the CUR-activated hUC-MSC supernatant, was named CM-
CUR, and the hUC-MSC supernatant was concentrated to
obtain medium with the same concentration and was named
as CM-MSC.

2.5. PC12 PDCellModel. Formulation ofMPP+: 2.9714mg of
MPP+was weighted and dissolved in 1mL of double-distilled
water to obtain 10mmol/LMPP+ solution, which was filtered
and stored at −20∘C in dark conditions.

PC12 cells were incubated in 96 well plates at a density
of 1 × 105/mL and 100 𝜇L/well for 12 h and then treated
with MPP+ of various concentrations for 24 h (final con-
centrations of 250, 500, and 1000 𝜇mol/L). Cell viability
was assessed by adding 10mL of CCK-8 to the culture and
it was incubated for 2 h. Cell viability was measured by
spectrometry with 450 nm wavelength. The concentration of
MPP+ for desired cell damage was determined for the PD cell
model based on cell viability.

2.6. CCK-8 Assay and Flow Cytometry. PC12 cells are divided
into 5 groups: control group (without treatment), model
group (cells were cultured for 12 h and treated with MPP+),
CM-CUR group (cells were cultured for 12 h and treated with
MPP+ and 24 h later treated with 10 𝜇L CM-CUR), CM-MSC
group (cells were cultured for 12 h and treated with MPP+
and 24 h later treated with 10 𝜇L CM-MSC), and CUR group
(cells were cultured for 12 h and treated with MPP+ and 24 h
later treated with 5 𝜇mol/L CUR). Cell viability was assessed
by CCK-8 assay.

Cell apoptosis and necrosis were detected by flow cytom-
etry (Annexin V/PI double staining). The identifications are
as follows: on the scattered plots obtained by bivariate flow
cytometry, the lower left quadrant refers to the living cells
(FITC−/PI−), while the lower right quadrant refers to the
dead cells or apoptotic cells (FITC+/PI−). In this study, due to
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Table 2: Primers of target genes for amplified PCR.

Target gene Oligonucleotide sequence Product size

Bcl-2 F: TAAGCTGTCACAGAGGGGCT 250 bp
R: GCGACGAGAGAAGTCATCCC

Caspase-3 F: GCTTCTTCAGAGGCGACTAC 350 bp
R: GTGGAAAGTGGAGTCCAGGG

𝛽-actin F: TACCAACTGGGACGACATGG 120 bp
R: CGGTTGGCCTTAGGGTTCAG

F: forward primer; R: reward primer.

loose adherence of undifferentiated PC12 cells, larger damage
fromMPP+, and long observation time, the sum of apoptotic
and necrotic rates were selected as the outcomes to assess
the protective effect of CM-CUR, CM-MSC and CUR against
MPP+ induced PC12 cell injury after comprehensive analysis.

2.7. Quantitative Real-Time PCR. Total RNAwas isolated and
purified using an RNA extraction kit (Tiangen Biochemi-
cal Technology Co., Ltd., Beijing, China) according to the
manufacturer’s instructions. 1 𝜇g total RNA was used for
reverse transcription in a final volume of 20𝜇L. Reverse
transcription was performed according to the manufacturer’s
protocol (DRR047A, Takara, Otsu, Shiga, Japan). Then 2 𝜇L
cDNA was used for real-time PCR with the SYBR Premix
Ex Taq (DRR041A, Takara, Japan). Quantitative real-time
PCR was performed under the following conditions: 95∘C
for 30 seconds, 95∘C for 5 seconds, 60∘C for 34 seconds, and
40 cycles. All PCR reactions were performed in triplicate.
The specific oligonucleotide primers for rat Bcl-2 (B-cell
lymphoma 2), caspase-3, and 𝛽-actin are listed in Table 2.The
level of expression for the target gene was calculated as the
ratio of the copy number of the target gene to that of 𝛽-actin.

2.8. Western Blot. PC12 cells were treated with CM-CUR,
CM-MSC, and CUR for 96 h, and the cells were collected
into lysate A. The cells were rinsed with precooling PBS 3
times, the residual PBS was removed, and the precooling
lysate A was added, wherein cells were scraped. Protein was
quantified using a BCA-200 protein assay kit. 20𝜇g of each
sample was collected and mixed with loading buffer and
DTT in a proportion of 8 : 10 : 2, was boiled for degeneration
for 5min, underwent electrophoresis with 12% SDS-PAGE
protein, and was transferred to a membrane. Then, the
membrane was sealed with 5% defatted milk and hybridized
overnight at 4∘Cwith rabbit anti-TH,DAT, the neural specific
marker microtubule associated protein-2 (MAP2), and iNOS
(Abcam, Cambridgeshire, UK). The unbinding antibodies
were fully washed, applied with anti-rabbit horse radish
peroxidase (Abcam, Cambridgeshire, UK), and incubated
at room temperature for 1 h, followed by color rendering
with enhanced chemical fluorescein and image analysis using
Quantity One software (BIO-RAD).

2.9. ELLSA. The above cell supernatants were mixed with
coating buffer (0.5mol/L NaHCO

3
buffer, pH 9.6) in a

proportion of 1 : 1 and 100 𝜇L (in each well) was added to an
enzyme label plate coated with monoclonal antibodies con-
taining dopamine (DA), interleukin-10 (IL-10), interleukin-
6 (IL-6), interleukin-1𝛽 (IL-1𝛽), tumor necrosis factor-alpha
(TNF-𝛼), interferon-𝛾 (IFN-𝛾), and nerve growth factor
(NGF) and kept overnight at 4∘C according to the manufac-
turer’s instructions (Cayman Chemical, USA).

2.10. Immunocytochemistry. The above 5 groups of cells were
cultured for 96 h and fixed with 4% polysorbate for 10min
and then rinsed again with PBS for 5min. Next, they were
perforated with 0.5% Triton for 15min and then sealed with
1% BSA for 30min and treated with rabbit MAP-2 diluted
with 1% BSA (Abcam, Cambridgeshire, UK). They were
incubated overnight at 4∘C, rinsed with PBS twice, each for
5min, and then treated with the second antibody (37∘C for
1 h, Abcam, Cambridgeshire, UK), followed by DAB color
rendering and mounting.

2.11. Griess Method. Griess Reagents I and II were collected
andplaced at room temperature for 0.5 h (Shanghai Biyuntian
Biological Co., Ltd., China). Then, 1M of standard NaNO

2

was diluted using medium for culturing PC12 to obtain
concentrations of 0, 1, 2, 5, 10, 20, 40, 60, and 100𝜇M,
respectively. The standards and samples were placed into a
96-well plate, with 50𝜇L/well, and 50 𝜇LGriess Reagent I and
50 𝜇L Griess Reagent II were added to each well in sequence,
followed by absorbance detection at 540 nm.

2.12. Statistical Analysis. Statistical analyses were performed
using SPSS10. 0 software. Data presented as means ± SEM
were subjected to one- or two-way ANOVA, followed by
either Newman-Keuls or Bonferroni’s multiple-comparisons
test (as a post hoc test). 𝑝 < 0.05 was considered to
indicate statistical significance. The results of the immuno-
cytochemistry and Western blot were analyzed by Image-
Pro Plus 5.0 image analyzer (Media Cybernetics, USA). The
integrated optical density (IOD) and gray values were assayed
by statistical analysis.

3. Results

3.1. Mesenchymal Stem Cells Have Been Successfully Isolated
from the Umbilical Cord Using Tissue Blocking Method Con-
veniently and Economically. We have previously shown that
hUC-MSC can be successfully isolated from the human
umbilical cord. They were positive for mesenchymal stem
cell marker CD105 (90.03%) and integrin markers CD29
(94.20%) and CD44 (95.63%), but negative for endothelial
cell marker CD31 (6.89%) and hematopoietic cell marker
CD45 (5.07%), or lymphocyte surface markers HLA-DR
(0.33%). After a stringent quality control procedure, the hUC-
MSCs were clean and free of pollution and can be used in the
subsequent experiment [11, 21].

3.2. CM-CUR Tends to Present the Strongest Effects on Pro-
moting Proliferation and Inhibiting Apoptosis of PD Model
Cells. According to the results of CCK-8 assay, the PC12
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Figure 1: (a) The OD value of PD model cells was gradually increased after treatment with CM-CUR, CM-MSC, and CUR at 24 h and 48 h
($𝑝 < 0.05). There were obviously differences of promoting effects on proliferation between the CM-CUR and the other two groups at 48 h
(&𝑝 < 0.05). At 48 h, the OD values were lower in the CM-MSC and the CUR groups compared with the control group, and the difference
was statistically significant (#𝑝 < 0.05).The OD value of CUR group was lower than that of the CM-MSC group (@𝑝 < 0.05). (∗∗𝑝 < 0.01: the
control group versus the model group.) (b)The flow cytometry results showed that the sum of the necrotic rate and apoptotic rate was 20.21%
in the normal cells, 92.82% in the model group, and 45.95%, 68.21%, and 79.68% in the CM-CUR, CM-MSC, and CUR groups, respectively.
(c) Statistical analyses showed that the cell necrotic and apoptotic rate were lowest in the CM-CUR group and showed statistically significant
differences compared with the model group (∗∗𝑝 < 0.01), as well as the other two groups (@𝑝 < 0.05). ($𝑝 < 0.01 the normal control group
versus the three groups, #𝑝 < 0.05 CM-MSC and CUR groups versus the model group.)

cells were incubated with 500𝜇mol/L MPP+ for 24 h and
the OD value was gradually increased after treatment with
CM-CUR, CM-MSC, and CUR ($𝑝 < 0.05), respectively. At
24 h, the three groups did not display significant differences
compared with the control group, while at 48 h, only the OD

value in the CM-CUR group exceeded that of the control
group without a statistically significant difference. The OD
values were lower in the CM-MSC and the CUR groups and
exhibited a statistically significant difference (#𝑝 < 0.05)
(Figure 1(a)).
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Figure 2: Expressions of bcl-2 and caspase detected by RT-PCR: the bcl-2 mRNA expression was elevated (a, b) and caspase-3 mRNA
expression was reduced (c, d) after the PD cell model was treated with CM-CUR, CM-MSC, and CUR for 48 h and showed statistically
significant differences compared with the model group (∗∗𝑝 < 0.01). The effect was still the strongest in the CM-CUR group (@𝑝 < 0.05),
which did not show any significant difference compared with the control group. The mRNA expressions in the CM-MSC and CUR groups
were lower than the control group (#𝑝 < 0.05), while the difference between the CM-MSC and CUR groups was not significant.

The flow cytometry results showed that the sum of the
necrotic rate and apoptotic rate was 20.21% in the normal
cells, 92.82% in the model group, and 45.95%, 68.21%,
and 79.68% in the CM-CUR, CM-MSC, and CUR groups,
respectively (Figure 1(b)). Compared with the control group,
the model group was very seriously injured (∗∗𝑝 < 0.01).
Among the three groups, the cell necrotic rate and apoptotic
rate were lowest in the CM-CUR group (&𝑝 < 0.05), followed
by the CM-MSC group and CUR group and they appeared
significantly different compared with the model group ($𝑝 <
0.05, Figure 1(c)).

Then we detected the apoptosis related factors bcl-2
and caspase-3 using RT-PCR. The bcl-2 mRNA expression
was elevated (Figures 2(a) and 2(b)) and caspase-3 mRNA
expression was decreased (Figures 2(c) and 2(d)) after the
PD cell model was processed with CM-CUR, CM-MSC, and
CUR for 48 h and showed statistically significant difference
compared with the model group (∗∗𝑝 < 0.01). The effect was
still the strongest in the CM-CUR group (@𝑝 < 0.05), which

did not show significant difference comparedwith the control
group. The mRNA expressions in the CM-MSC and CUR
groups were lower than the control group with statistically
significant differences (#𝑝 < 0.05), while the difference
between the CM-MSC and CUR groups was not significant.

3.3. CM-CUR Significantly Elevated the Expressions of TH,
DAT, and DA in PC12 Cells. TH, DAT, and DA are critical
for DA neuron cells and can be considered as the markers
of the DA neurons. Western blot results showed that the
expressions of TH and DAT were elevated in the PC12 PD
model cells after treatment with CM-CUR and CM-MSC for
48 h (∗∗𝑝 < 0.01), with no significant differences in the
CUR group compared with the model group. Moreover, the
CM-CUR group presented amost significant effect compared
with the CM-MSC and CUR groups (@𝑝 < 0.05). Compared
with the control group, the expressions of TH and DAT in
the CM-CUR group did not show a statistically significant
difference, while those in the CM-MSC and CUR groups
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Figure 3: The expression of TH, DAT, and DA in PD model cells. (a), (b) The Western blot assay results showed that compared with the
model group, the expressions of TH and DAT were elevated in the three groups (∗∗𝑝 < 0.01). The CM-CUR presented a more significant
effect compared with the CM-MSC and CUR (@𝑝 < 0.05), and the effect was more significant in CM-MSC group than the CUR group
(&𝑝 < 0.05). Compared with the control group, the expressions of TH and DAT in the CM-CUR group did not show statistically significant
differences, while those in the CM-MSC and CUR groups were significantly lower than those in the control group (#𝑝 < 0.05). (c) ELISA
results showed that CM-CUR, CM-MSC, and CUR could promote the DA secretion of PC12 PD model cells, showing a tendency consistent
with the expressions of TH and DAT.

were significantly lower (#𝑝 < 0.05) (Figures 3(a) and 3(b)).
According to ELISA results, the DA concentration secreted
by cells in the control group was 5.34 𝜇g/mL, while those
in the model and CM-CUR, CM-MSC, and CUR groups
were 3.32 𝜇g/mL, 5.67𝜇g/mL, 4.62𝜇g/mL, and 3.8 𝜇g/mL,
respectively.This suggests that the expression tendency ofDA
was roughly consistent in that of TH and DAT. Therefore,
these results indicated that the PC12 cells tend to differentiate
intoDAneurons in a certain degree, with themost significant

effect in the CM-CUR group, followed byCM-MSC andCUR
groups.

3.4. CM-CUR Promoted the Differentiation of PC12 Cells into
Neurons. After treatment with CM-CUR, CM-MSC, and
CUR for 96 h, the MAP2 in the PC12 cells were stained
using immunohistochemistry. The results showed that in
the control group, the PC12 cells displayed round, short
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fusiform or triangle shapes, with a diameter of 6–8𝜇m,
and some cells had short processes in their poles with
a length no longer than 2 𝜇m. In the model group, the
PC12 cells presented nuclear condensation, with their cell
bodies sharply shrunk and rounded and brown particles in
the cytoplasm were significantly decreased. However, after
treatment with CM-CUR, CM-MSC, and CUR, the brown
particles were significantly increased. In addition, the cells
appeared to have processes with different sizes and numbers,
as some were longer and thicker with small processes up to
more than 10 millimeters, resembling axons (as shown by
the arrows).These phenomena were obvious in the CM-CUR
andCM-MSCgroups, particularly theCM-CURgroup,while
almost no similar protrusions were observed in the CUR
group (Figure 4(a)).

Furthermore, the expression of MAP2 was detected by
a Western blot assay. The results suggested that the MAP2
expressionwas gradually enhanced in the CM-CUR andCM-
MSC groups and showed statistically significant differences
compared with the model group (∗∗𝑝 < 0.01). Among the
three groups, the MAP2 expression was strongest in the CM-
CUR group (@𝑝 < 0.05), while the expression in the CM-
MSC group was significantly higher than that of the CUR
group (&𝑝 < 0.05). Compared with the control group, the
MAP2 expression was higher in the CM-CUR and CM-MSC
groups (#𝑝 < 0.05), with the relative abundance of the CM-
CURbeing highest (Figures 4(b) and 4(c)).These phenomena
suggested that MSC supernatant can effectively promote the
differentiation of the PC12 cells, and this outcome was even
more significant with CUR treatment. In order to investigate
the mechanism, we further detected the changes of NGF
concentration in the supernatant and the results are discussed
as follows.

3.5. The Changes of Various Cytokines in PC12 Supernatant.
In recent years, evidence suggested that the inflammatory
reaction in the brain is involved in the degeneration process
of DA neurons. Therefore, we also detected the variations
of various cytokines in the PD cell model supernatant
(Figure 5). The results showed that changes were observed
in IL-6, IL-10, and NGF while the other three cytokines, IL-
1𝛽, TNF-𝛼, and IFN-𝛾, did not show significant differences
compared with the model and normal control groups. In this
study, compared with the model group, the IL-6 and IL-10
expressions were elevated after the PC12 cells were applied
with CM-CUR, CM-MSC, and CUR (∗𝑝 < 0.05). Among
these, the expression was highest in the CM-CUR group
(@𝑝 < 0.05), followed by the CM-MSC and CUR groups,
with the expression neglecting to show significant differences
between the latter two groups. NGF is not expressed in
the normal PC12 cells (#𝑝 < 0.05) and the model group
(#𝑝 < 0.05) but gradually increased after the PC12 cells were
treated with CM-CUR and CM-MSC, not CUR, and were
accompanied by the above morphological changes. The NGF
expression was significantly higher in the CM-CUR group
compared with the CM-MSC group (@𝑝 < 0.05).

3.6. Expressions of NO and iNOS Show Greatest Decline in
the CM-CUR Group. As shown in Figures 6(a) and 6(b), the
expression of iNOS was detected using a Western blot assay.
The results showed that the expressions of iNOS were low in
the control group but dramatically increased in the model
group and gradually decreased after treatment with CM-
CUR,CM-MSC, andCUR, all showing significant differences
compared with the model group (∗∗𝑝 < 0.0). Among these,
the decrease was most significant in the CM-CUR group
(@𝑝 < 0.05), followed by the CUR group and CM-MSC
group, respectively, while the differences between the latter
two groups were not obvious. However, the iNOS expressions
in the three treatment groups were still very high compared
with the control group (#𝑝 < 0.01). The NO content in
the supernatant was detected using Griess method, and the
results indicated that its expression tendency was consistent
with that of the iNOS (Figure 6(c)).

4. Discussion

In recent years, more and more evidences have proved that
hUC-MSC is suitable for the treatment of PD [10, 11, 21].
Weiss transplanted the undifferentiated hUC-MSC into the
striatum of PD rats and found that the clinical symptoms
of rats were significantly improved with the number of
dopaminergic neurons in the injured site increased [22]. After
transplantation, brain tumor, immune rejection, and any
rotational behavior were not observed in normal rats. Some
researchers performed genetic modification in hUC-MSC
and transplanted it into the striatum and nigra of PC rhesus
and the results showed that the rhesus performances were
significantly improved [10]. However, treatment of PD with
CUR-modified hUC-MSC has not been reported yet. CUR is
a kind of phenolic pigment extracted from turmeric rhizome
and is an important active ingredient of the CUR. Previous
studies have shown that PD treatment with CUR is associated
with its antioxidation and antiapoptosis effects [23–25]. In
2012, researchers discovered that the CUR tends to bind to 𝛼-
Syn so as to prevent its aggregation in neurons, whose results
are of significance in treating PD with pathological feature
of Lewy bodies. But there are still many issues, as the CUR is
not able to penetrate the BBB. Lapidus believed that the actual
drug effects of the CURmay be very limited [17]. In contrast,
hUC-MSC are able to pass through the BBB [7–10].

Based on their merits and demerits, we hypothesized that
the combination of hUC-MSCandCURmaybe a better treat-
ment of PD. CCK-8 and flow cytometry revealed that CM-
CUR strongly promotes the proliferation of apoptotic PC12
PD model cells compared with the hUC-MSC supernatant
andCUR.Therefore, it suggests that the CUR-modified hUC-
MSC has a meaningful effect in repairing PD model cells.
The results of RT-PCR gave a clue that the proliferation effect
was related to the apoptosis related factors bcl-2 and caspase-
3. bcl-2 protein is the most important member of the bcl-2
family and is always considered to be the apoptosis-inhibiting
ingredient [26]. The caspase family plays a very important
role in mediating apoptosis of cells. Of these, the caspase-
3 is the key execution molecule, which functions in many
apoptosis signaling pathways. In the process of transmitting
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Figure 4: Differentiation of PC12 PD model cells into neurons after treatment with CM-CUR, CM-MSC, and CUR. (a) The immunohis-
tochemistry results showed the PD PC12 cells presented nuclear condensation, cell bodies sharply shrunk and rounded, and significantly
decreased brown particles in the cytoplasm. However, after treatment with CM-CUR, CM-MSC, and CUR, the shrinkage of the cell bodies
was significantly improved, the brownparticles were significantly increased, and the cells appearedwith different sizes and numbers (indicated
with the arrows, bar is 10 𝜇m).These phenomena were more obvious in the CM-CUR group. (b)TheWestern blot assay data showed that the
MAP2 expression was gradually enhanced in the CM-CUR and CM-MSC groups and showed obvious significant differences compared with
the model group (∗∗𝑝 < 0.01). (@𝑝 < 0.05 the CM-CUR group versus the other two groups, #𝑝 < 0.05 CM-MSC and CUR groups versus the
model group, &𝑝 < 0.05 CM-MSC groups versus CUR groups.)
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Figure 5: Variations of cytokines in the PC12 cells supernatant. Compared with themodel group, the IL-6 and IL-10 expressions were elevated
in CM-CUR, CM-MSC, and CUR groups (∗𝑝 < 0.05) and were most significant in the CM-CUR group (@𝑝 < 0.05), followed by the CM-
MSC and CUR groups. NGF was not expressed in the normal PC12 cells (#𝑝 < 0.05) or the model group (#𝑝 < 0.05). However, the NGF
expression gradually increased after treatment with CM-CUR and CM-MSC (@𝑝 < 0.05 CM-CUR group versus CM-MSC group).The other
cytokines, IL-1𝛽, TNF-𝛼, and IFN-𝛾, did not show significant differences compared with the control and model groups.

apoptosis, it is generally believed that the bcl-2 plays a role in
the upstream of caspase-3 through suppressing its activation
[27].

Subsequently, several cell markers of DA neurons were
detected to assess the efficacies of promoting differentiation
of PC12 cells into DA neurons of CM-CUR, CM-MSC, and
CUR. The results revealed that the CM-CUR presented a

stronger effect in elevating the expressions of TH, DAT, and
DA in comparison with the CM-MSC and CUR. PD is a
kind of neurodegenerative disease due to a serious shortage
of nigrostriatal DA. TH is a key enzyme in the pathway of DA
biosynthesis, wherein its increase and decrease may directly
affect the DA contents and possibly induce a series of abnor-
mal changes as a secondary factor in the pathophysiology
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Figure 6: The expressions of NO and iNOS in PD model cells. (a) Western blot assay revealed that iNOS was rarely expressed in the control
group, with its expression suddenly increased in the model group and gradually decreased after treatment with CM-CUR, CM-MSC, and
CUR (∗∗𝑝 < 0.05). Among these, the effect was most obvious in the CM-CUR group (@𝑝 < 0.05), followed by the CUR group and CM-MSC
groups, with the difference between the latter two groups not being significant. However, the iNOS expressions in the three groups were still
very high compared with the control group (#𝑝 < 0.01). (b) The tendency of NO content in the supernatant was consistent with that of the
iNOS detected by Griess method.

of PD [5, 6, 28]. DAT is a glycoprotein molecule located
in the presynaptic membrane of dopamine neurons, mainly
obtained by the synthesis of nerve cell bodies, dendrites, and
axons of the nigrostriatal dopamine, and plays an important
role in the recovery of the dopamine [5, 6, 29].

Furtherly, we focus on the differentiation of PC12 PD
model cells into neuron-like cells after treatment with CM-
CUR and hUC-MSC. We detected the expression of MAP2,
which is a specific marker of neurons and is present in
both the cell bodies and dendrites of neurons but is more
prevalent in the dendrites. It can be considered as a labeling
protein of the neurons and plays an important role in
the development, differentiation, shaping of neurons, and
acquisition of neuronal polarity [30, 31]. In our results, PC12
cells tended to express MAP2, while the MAP2 protein was
significantly decreased in the model group. After receiving
three treatments, the MAP2 expression was restored, while
the expression was still highest in the CM-CUR group,
followed by CM-MSC group, and was not significant in the
CUR group.We hypothesized that theNGF expressionwould
be increased in the supernatants of the CM-CUR and CM-
MSC groups, which was confirmed by ELISA. Meanwhile,
we also detected the expressions of other cytokines, among

which the expressions of IL-6 and IL-10 presented changes.
Inflammation plays an important role in the pathogenesis
of PD. The activation of glial cells and damage of cytokines
may lead to degeneration and even death of DA neurons,
which means that the inflammation of the central nervous
system tends to aggravate the occurrence and development
of PD [1, 2]. Three common proinflammatory cytokines, IL-
1𝛽, TNF-𝛼, and IFN-𝛾, play important roles in PD [32, 33].
Their expressions were relatively low in the normal control,
model, and treatment groups, potentially because the PC12
cells themselves do not secrete the above three cytokines.
IL-6 plays different roles in PD, one of which being having
a strong proinflammatory effect [33, 34]. Müller et al. and
Beharka et al. believed that the IL-6 can promote the repair
and regeneration of neurons in PD patients [35, 36], while
Gadient and Otten believed that the IL-6 could protect
the injured neurons but also induce the degeneration and
necrosis of the neurons [37]. Our results showed that the
IL-6 expression in the supernatant of PC12 PD model cells
was increased after treatment with CM-CUR, CM-MSC, and
CUR and its expression was highest in the CM-CUR group.
Therefore, further studies are needed to investigate the role
of IL-6 in PD. IL-10 is a kind of single chain glycoprotein
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produced by Th2 cells, and it usually inhibits the synthe-
ses and expressions of monocyte-macrophage inflammatory
mediators IL-1, IL-8, and TNF-𝛼 [38, 39]. ELISA results
showed that the IL-10 content in the PC12 supernatant was
elevated and was highest in the CM-CUR group. There are
systemic mitochondrial dysfunctions, oxygen free radicals,
and oxidative stress reactions in PD patients [1, 2]. MPP+ is
the active metabolite of the neurotoxin 1-methyl-4-phenyl-
1,2,3,6-tetrahydropyridine (MPTP) and it can promote the
generation of free radicals and oxidative stress reactions after
entering the cells while stimulating in vivo environments
of PD patients. NO is a kind of oxygen free radical that
can stimulate cells to produce excitatory glutamate and
cause direct damage [40]. High-level NO can penetrate
the mitochondrial membrane and suppresses the vitality of
various complexes in the mitochondrial respiratory chain,
causing irreversible oxidative damage to the cells [2, 40].
Therefore, we selected NO as one of the outcomes after the
PC12 cells were damaged by MPP+. Nitric oxide synthase
(NOS) is responsible for the synthesis of NO. Currently, three
kinds NOS have been discovered in the human body and
we selected synthase II type as another outcome since it is
expressed only after the cells are stimulated, so called iNOS
[2, 40]. The iNOS has been found to extensively participate
in the expression of chemokines and generation of reactive
oxygen products. Numerous experiments have proved that
the CUR is able to clear the oxygen free radicals and plays
a role in antioxidation. Very few studies have been reported
in which the stem cells have the effect of inhibiting iNOS
expression, and whether the hUC-MSC has the above effects
or not is still unknown. However, our experiments revealed
that the CUR-modified hUC-MSC displayed the strongest
effect of antioxidative stress.

In summary, all the results indicated that CUR-activated
hUC-MSC tends to display significant efficacy in prolif-
eration and apoptosis, differentiation into neurons, and
antioxidative ability compared with the hUC-MSC and CUR.
This presents a powerful combination of the effects of two
ingredients. Therefore, a perfect combination of hUC-MSC
and CUR is going to be a new type of biological therapy for
repairing PD in the future.

Ethical Approval

All experiments were reviewed by the Ethics Committee of
General Hospital of Jinan Military Region and the 148th
Hospital.

Competing Interests

The authors declare that there are no competing interests
regarding the publication of this paper.

Authors’ Contributions

Li Jinfeng, Wang Yunliang, and Liu Xinshan contributed
equally to this work.

Acknowledgments

Thanks are due to Dr. Jian-min Xing for coming from Peking
Union Medical College; he made great contributions to the
statistics in these studies.

References

[1] G. C. Pluck and R. G. Brown, “Apathy in Parkinson’s disease,”
Journal of Neurology, Neurosurgery & Psychiatry, vol. 73, no. 6,
pp. 636–642, 2002.

[2] A. J. Yarnall, L. Rochester, and D. J. Burn, “Mild cognitive
impairment in parkinson’s disease,” Age and Ageing, vol. 42, no.
5, pp. 567–576, 2013.

[3] L. Kuramoto, J. Cragg, R. Nandhagopal et al., “The nature
of progression in parkinson’s disease: an application of non-
linear, multivariate, longitudinal random effects modelling,”
PLoS ONE, vol. 8, no. 10, Article ID e76595, 2013.
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Despite the reported association of adiponectin receptor 1 (ADIPOR1) genemutationswith vulnerability to several humanmetabolic
diseases, there is lack of computational analysis on the functional and structural impacts of single nucleotide polymorphisms (SNPs)
of the humanADIPOR1 at protein level.Therefore, sequence- and structure-based computational tools were employed in this study
to functionally and structurally characterize the coding nsSNPs ofADIPOR1 gene listed in the dbSNP database. Our in silico analysis
by SIFT, nsSNPAnalyzer, PolyPhen-2, Fathmm, I-Mutant 2.0, SNPs&GO, PhD-SNP, PANTHER, and SNPeffect tools identified the
nsSNPswith distorting functional impacts, namely, rs765425383 (A348G), rs752071352 (H341Y), rs759555652 (R324L), rs200326086
(L224F), and rs766267373 (L143P) from 74 nsSNPs of ADIPOR1 gene. Finally the aforementioned five deleterious nsSNPs were
introduced using Swiss-PDB Viewer package within the X-ray crystal structure of ADIPOR1 protein, and changes in free energy
for these mutations were computed. Although increased free energy was observed for all the mutants, the nsSNPH341Y caused the
highest energy increase amongst all. RMSD and TM scores predicted that mutants were structurally similar to wild type protein.
Our analyses suggested that the aforementioned variants especially H341Y could directly or indirectly destabilize the amino acid
interactions and hydrogen bonding networks of ADIPOR1.

1. Introduction

In recent years, the number of obese individuals has been
dramatically increased throughout the world which leads to
the acceleration of obesity related health problems [1, 2].
Decreased insulin sensitivity, the most common arena of
obesity, predisposes the affected persons to a variety of patho-
logical abnormalities including type 2 diabetes, hypertension,
and cardiovascular diseases [3–5].The concomitance of these
diseases has been considered as metabolic syndrome. Inmul-
tiple studies, it has been reported that genetic variations in the
adiponectin gene are associated with these types of diseases
[6]. Adiponectin is an adipokine or adipocytokine specially
secreted by adipocytes [7] and placenta during pregnancy [8]
that circulates at relatively high (2–20mg/mL) concentrations
in the blood stream. Biologically active adiponectin hormone

is a collagen-like circulating protein which acts as a principle
antidiabetic and antiatherogenic adipokine [9–12]. Reduced
adiponectin level in plasma has been observed in obesity,
insulin resistance, and type 2 diabetes [9–12]. Adiponectin
exerts its insulin sensitizing effects by increasing fatty-acid
oxidation via activation of AMP-activated protein kinase
(AMPK) peroxisome proliferator-activated receptor-alpha
(PPAR-𝛼) [13, 14]. Therefore, adiponectin is anticipated to
be a novel therapeutic target for diabetes and the metabolic
syndrome.

To employ proper functions, adiponectin binds to a
number of receptors. Different studies have identified two
receptors named adiponectin receptor-1 (ADIPOR1) and
adiponectin receptor-2 (ADIPOR2) (those are homologous
to G protein-coupled receptors) as well as one receptor
similar to the cadherin family [15, 16]. In human beings,
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ADIPOR1 and ADIPOR2 genes are located at chromosomal
locations 1p36.13-q41 and 12p13.31, respectively [17]. The
expression of ADIPOR1 gene is found principally in skeletal
muscles but may be presented ubiquitously also, while the
expression of ADIPOR2 is the most abundant in liver [17].
Among these receptors, ADIPOR1 plays crucial roles in
regulation of energy homeostasis as well as glucose and lipid
metabolism [18]. According to several studies conducted,
single nucleotide polymorphisms (SNPs) in ADIPOR1 gene
can hamper the physiological functions exerted by the
ADIPOR1 protein. A recent comprehensive investigation
on a European-Australian population has established the
association of genetic variation in adiponectin receptors with
type 2 diabetes [19, 20]. Moreover, some SNPs of ADIPOR1
gene have been found to exert significant effects on the
risk of prostate cancer (rs12733285) [21], insulin resistance
(rs1342387) [22], and even liver fat deposition (−1927 T/C)
[23]. Although there are several in vivo studies describing
the association of SNPs in the ADIPOR1 gene with metabolic
disorders [24, 25], computational analysis has not yet been
undertaken on the functional and structural consequences of
nsSNPs in this gene.

In current years, computational tools are being widely
used to characterize the impacts of deleterious nsSNPs
in candidate genes by utilizing the information obtained
from physicochemical properties of polypeptides [26, 27],
conserved sequences across the species [28], and their
structural attributes [29]. With the help of computational
algorithms, several in silico studies have effectively filtrated
functional SNPs out of large pool of diseases sensitive SNPs
of BRCA1, ATM [30], and PON1 [31] genes based on their
functional consequences and structural stabilities. In spite
of the availability of undoubted data referring the extensive
involvement of ADIPOR1 gene mutations in human diseases,
the computational analysis of nsSNPs is still unveiled.

In this study, the clinical variants of ADIPOR1 were
collected for in silico analysis. By utilizing these data, we
employed different publicly available bioinformatics tools
and databases for a comprehensive analysis of nsSNPs in
ADIPOR1 gene. We also calculated the free energy changes
for mutants and wild type ADIPOR1 protein in order to
evaluate their stability.This studymight be helpful for further
investigation in order to discover new therapeutic drugs
related to adiponectin receptor 1 associated diseases.

2. Methods and Materials

2.1. SNPDataMining. Thedata on the humanADIPOR1 gene
were obtained from web-based data sources such as Online
Mendelian Inheritance in Man (OMIM; http://www.ncbi
.nlm.nih.gov/omim/) and the National Center for Biological
Information (http://www.ncbi.nlm.nih.gov/). The informa-
tion about SNPs of ADIPOR1 gene of Homo sapiens was col-
lected from the dbSNP-NCBI (http://www.ncbi.nlm.nih.gov/
SNP/) [32] for further computational analysis. The protein
sequence of ADIPOR1 gene was obtained from UniProtKB
database (http://www.uniprot.org/uniprot/).

2.2. Analysis of the Functional Consequence of nsSNPs by Sort-
ing Intolerant fromTolerant (SIFT). SIFT (http://sift.jcvi.org/)
predicts the deleterious and tolerated SNPs in order to
characterize the consequences of amino acid substitutions
on phenotypic and functional changes of protein molecules.
By using sequence homology based method, SIFT assumes
that significant positions in a protein sequence have been
conserved throughout evolution and, therefore, substitutions
at these positions may affect protein function. The identi-
fication numbers (rsIDs) of each nsSNP of ADIPOR1 gene
were submitted as an input to SIFT server for homology
searching. SIFT calculates the SIFT score or tolerance index
(TI) score for each nsSNP. The SIFT value ≤ 0.05 indicates
the deleterious effect of nonsynonymous variants on protein
function [33].

2.3. Investigation of Functional Impacts of nsSNPs by nsS-
NPAnalyzer. nsSNPAnalyzer (http://snpanalyzer.uthsc.edu/)
server was used to predict whether a nsSNP of ADIPOR1
protein affects its phenotypic effect. The input options for
nsSNPAnalyzer are protein sequences in FASTA format and
detailed information on amino acid substitutions.This server
usually uses information contained in the multiple sequence
alignment and the 3D structure in order tomake a prediction.
The prediction of this tool is based on a machine learning
method known as Random Forest. The results of this server
depict whether an nsSNP is associated with disease or neutral
[34].

2.4. Analysis of the Functional Impacts of nsSNPs by Screening
for Nonacceptable Polymorphisms (SNAP2). To find the func-
tional effects of nsSNP, SNAP2 (https://rostlab.org/services/
snap2web/) serverwas used.Theprediction done by SNAP2 is
based on a learning device method known as neural network.
In order tomake a prediction, SNAP2utilizes the information
of automatically created multiple sequence alignment and
also some structural features such as predicted secondary
structure and solvent accessibility. FASTA format of protein
sequences is only the input option for SNAP2. The output
of this server consists of prediction (Effect or neutral), score
(ranges from −100 strong neutral prediction to +100 strong
effect prediction), and expected accuracy [35].

2.5. Characterization of Functional Consequence of nsSNPs by
PolyPhen-2. PolyPhen-2 (http://genetics.bwh.harvard.edu/
pph2/) is an advanced version of the PolyPhen tool that
was used to find out the possible effect of an amino acid
substitution on the structure and function of ADIPOR1
protein. UniProtKB accession number/FASTA sequence and
details of amino acid substitutions are required for the input
options of PolyPhen-2 server. This tool calculates Näıve
Bayes posterior probability that this mutation is damaging
and reports estimation of corresponding false positive and
true positive rate. A mutation is estimated qualitatively
as probably damaging (probabilistic score >0.85), possibly
damaging (probabilistic score>0.15), and benign (remaining)
with specificity and sensitivity values [36].
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2.6. Prediction of Disease Related nsSNPs by SNPs&GO.
SNPs&GO (http://snps.biofold.org/snps-and-go/snps-and-
go.html) is a support vector machine (SVM) based classifier
[37]. This server accurately predicts the mutation related to
disease from protein sequence. The probability score greater
than 0.5 indicates that the disease related effect is caused
by nsSNPs on the function of parent protein. The whole
protein sequence in FASTA format is the input for this server.
The server also provides the output display for additional
two servers such as PHD-SNP [38] and PANTHER [39]
algorithms.

2.7. Functional Analysis of nsSNP through Hidden Markov
Models (Fathmm). Fathmm (http://fathmm.biocompute.org
.uk/inherited.html) not only predicts the potentially dele-
terious nature of protein variants but also the skill of
annotating the molecular and phenotypic consequences of
these mutations [40]. This server is composed of two algo-
rithms: sequence/conservation based (unweighted) and other
combined sequence conservation with pathogenicity weights
(weighted). In this study,we usedweighted algorithmbecause
this algorithm is capable of adjusting conservation-based
predictions to account for the tolerance of related sequences
to mutations.

2.8. Investigation of theMolecular Phenotypic Effects of nsSNPs
by SNPeffect. The SNPeffect database 4.0 (http://snpeffect
.switchlab.org/) utilizes sequence- and structure-based bioin-
formatics tools in order to make prediction of molecular
phenotypic impacts of nsSNP on ADIPOR1 gene. This server
mainly integrates three different tools such as TANGO,
WALTZ, and LIMBO and also uses FoldX server to find
out a decision whether the mutation is stabilizing or desta-
bilizing the structure of native proteins. TANGO algorithm
identifies the aggregation prone regions in a protein sequence
by calculating the hydrophobicity and beta-sheet forming
propensity. WALTZ algorithm predicts amyloid forming
regions in protein sequences with accuracy and specificity,
while LIMBO algorithm predicts a chaperone binding site
for the Hsp70 chaperones. The input options are usually
composed of FASTA sequence/PDB ID/PDB file/UniProt ID
and details of nsSNP [41].

2.9. Prediction of Protein Stability Changes upon nsSNPs
by I-Mutant 2.0. I-Mutant 2.0 (http://folding.biofold.org/i-
mutant/i-mutant2.0.html) is a support vector machine-
(SVM-) based tool which was used to predict the protein
stability changes upon nsSNPs. In this study, sequence of
protein, temperature (25∘C), pH (7), and details of nsSNPs
were used as input parameters to this server. The output is a
free energy change value (ΔΔG) of protein after and before
mutation. Positive ΔΔG value concludes that the protein
being mutated is of higher stability and vice versa is also true
[42].

2.10. Identification of Functional Regions in Proteins by
ConSurf. ConSurf (http://consurf.tau.ac.il/) is a web-based
tool that automatically analyzes evolutionary conservation of
amino acid substitutions in protein by using an empirical

Bayesian inference. This server is composed of combining
two self-governing servers (ConSeq and ConSurf). After
providing the FASTA sequence of ADIPOR1 protein to
ConSurf tool, the conserved regions were predicted with
conservation grades color-coded onto its surface that can
finally be pictured online using the Protein Explorer engine
[43].

2.11. Analysis of Impacts of nsSNPs on Surface and Solvent
Accessibility of Protein by NetSurfP. The active site of a
protein in its three-dimensional conformation can be traced
by surface and solvent accessibility region of amino acids
of that protein. The FASTA sequence of ADIPOR1 protein
was submitted to NetSurfP (http://www.cbs.dtu.dk/services/
NetSurfP/) server in order to predict its secondary structure,
surface, and solvent accessibility of amino acids [44]. The
output of this server provides 3 subclasses defined for solvent
accessibility of amino acids: low accessibility (buried), mod-
erate accessibility (partially buried), and high accessibility
(exposed).

2.12. Modeling the Molecular Effects of nsSNPs on Protein
Structure and EvaluatingTheir Difference of RMSD Value and
TM Score. Structural analysis was done in order to explore
the structural deviations and stability differences between
native and mutant forms of ADIPOR1 proteins. The crystal
structure of ADIPOR1 protein available in Protein Data
Bank (PDB) [45] has an ID 3WXV. The ADIPOR1 protein
contains 375 amino acids from which 287 amino acids have
been resolved in crystal structure with a resolution of 2.90 Å
[46]. The Swiss-PDB viewer [47] was utilized in order to
carry out amino acid substitutions, followed by the energy
minimization of the modeled 3D structure of variants using
a version of the GROMOS 43B1 force field in GROMOS96
software package embraced in the Swiss-PDB viewer. TM-
Align was used to calculate the TM scores and root mean
square deviations (RMSDs) [48].

2.13. Identification of Ligand Binding Sites on Unbound
Protein Structure by FTSite. Detection of ligand binding
sites on unbound proteins is essential to elucidate the pro-
tein structure-function relation and for protein engineer-
ing. FTSite (http://ftsite.bu.edu/) predicts ligands or small
molecule binding sites of proteins based on experimental
evidence with 94% accuracy [49]. The input options of this
server generally consist of job name, Protein Data Bank ID
(PDB ID) or file, and also PDB chain ID if proteins contain
multiple subunits.

2.14. Investigation of Protein-Protein Interactions. Protein-
protein interaction networks are important to investigate the
functions of the interactions of a particular proteinwith other
proteins at cellular level. Online database resource Search
Tool for the Retrieval of Interacting Genes (STRING) was
applied to identify the interactions of ADIPOR1 protein with
other corresponding proteins [50]. This server provided a
unique coverage and ease of access to both experimental and
predicted interaction information of ADIPOR1. In this study,
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we operated KEGG (http://www.genome.jp/kegg/) PATH-
WAY and LIGAND to make prediction of the functional
networking of ADIPOR1 protein.

3. Results and Discussion

3.1. Retrieval of SNPs. The dbSNP-NCBI database was
searched for retrieving the SNPs in the humanADIPOR1 gene
(Gene ID: 51094). A total of 138 SNPswere found in the exonic
region, among them 62 (44.93%) were synonymous, 74
(53.62%) nonsynonymous and missense, 1 (0.72%) nonsyn-
onymous and nonsense, and 1 (0.72%) frame-shiftmutations.
However, only nonsynonymous SNPs were selected from
coding region for this computational analysis.

3.2. Detection of Functional nsSNPs in Exonic Regions. The
searching of functionally significant nsSNPs was done by
predicting those which substitute the amino acids that are
critical forADIPOR1 gene function.This computational study
was accomplished and authenticated using different in silico
tools, namely, SIFT, nsSNPAnalyzer, SNAP2, PolyPhen-2,
SNPs&GO, Fathmm, SNPeffect, and I-Mutant 2.0.

3.2.1. Analysis of Phenotypic Impacts by SIFT. SIFT tools
filtrated that a total of 13 variants (17.568%) were damaging
(score of 0.00–0.04) and the remaining 61 variants (82.432%)
became tolerated (score of 0.08–0.55). It was noted that,
among 13 variants, 2 nsSNPs (rs765487840, rs775780092)
were predicted as damaging with low confidence. Therefore,
SIFT suggested that these 11 nsSNPs might disrupt both
the protein function and structure. The detailed results are
provided in supporting information (see Table S1 of the
Supplementary Material available online at http://dx.doi.org/
10.1155/2016/9142190).

3.2.2. Functionally Significant nsSNPs by nsSNPAnalyzer and
SNAP2. The results obtained from the nsSNPAnalyzer (Table
S2) predicted that a total of 27 nsSNPs (36.486%) might
be disease causal. In contrast, 47 nsSNPs (63.513%) have
no effect on protein function and, hence, are considered as
neutral. In addition, the results from SNAP2 server (Table
S2) indicated 19 variants (25.675%) as significant and the
remaining nsSNPs (74.324%) as neutral. Among the three
computational tools, the highest number of significant nsSNP
(27 variants) was detected by the nsSNPAnalyzer. The results
obtained from SIFT, nsSNPAnalyzer, and SNAP2 concluded
that the 7 nsSNPs with rsIDs of rs764078304, rs765425383,
rs752071352, rs759555652, rs764912508, rs200326086, and
rs766267373 are found as significant among three servers and
thereby the result has one step refined and validated (Table 1).

3.2.3. Simulation of Functional Consequences by PolyPhen-
2. The results (Table S3) obtained from PolyPhen-2 server
indicated that 12 (16.216%) out of 74 nsSNPswere predicted as
probably damaging (score of 0.96–1.00; more confident pre-
diction) and 12 (16.216%; less confident prediction) nsSNPs
were ranked as possibly damaging (score of 0.531–0.874) as
well. Meanwhile, 50 (67.567%) nsSNPs were also classified

as benign (score of 0.411–0.000). The classification of SNPs
on the basis of PolyPhen-2 scores permits us to assess the
potential quantitative effect of SNPs on wild type protein.
Moreover, 7 nsSNPs (rs765425383, rs752071352, rs759555652,
rs200326086, rs772408783, rs766267373, and rs749789403),
predicted as damaging by SIFT, are also found as damaging
using PolyPhen-2. This result gives clear indication that
there is a strong correlation exists between evolutionary
based approaches SIFT and the structural based approach
PolyPhen-2 tools.

3.2.4. Functional Characterization by PhD-SNP, PANTHER,
SNPs&GO, and Fathmm. We performed PhD-SNP, PAN-
THER, SNPs&GO, and Fathmmanalyses of humanADIPOR1
nsSNPs in order to add another layer of refinement in nsSNPs
characterization. The predicted results by these servers are
shown in Tables S4 and S5.

The predictions gained form PhD-SNP server offer the
fact that 29 nsSNPs cause disease with probability score
greater than 0.5 and the remaining nsSNPs are marked
as neutral. The number of disease causing variants has
been decreased in case of the prediction of PANTHER and
SNPs&GO tools. The disease causing variants predicted by
PANTHER and SNPs&GO are 15 and 13 nsSNPs, respectively.
The results from PANTHER server showed that 17 nsSNPs
remain unclassified.

From Fathmm, the nsSNPs in amino acids positions 4 to
122 in human ADIPOR1 protein are found to be damaging
with score of −3.97 to −4.20.

The efficacy of functional SNP prediction can be
increased more reliably by integrating the results of SVM
based approaches. By combining the predictions of SIFT,
nsSNPAnalyzer, SNAP2, PolyPhen-2, PhD-SNP, PANTHER,
SNPs&GO, and Fathmm, five nsSNPs (A348G, H341Y,
R324L, L224F, and L143P) are found to br more deleterious
and disease associated (Tables 1 and 2).

3.2.5. Functional Investigation by SNPeffect. Biological
macromolecules including proteins undergo self-assembly
into functional complex in a tightly regulated manner to
conduct the defined function [51]. Failure of correct aggre-
gation of proteins may result in some conditions including
type 2 diabetes, Alzheimer’s disease, and other neurological
diseases [52]. The results from TANGO investigation
presented that only two variants, namely, A348G (dTANGO
score is −39.32) and R324L (dTANGO score is −1.01), were
found to be not affected among 5 selected variants in the
aggregation prone regions of ADIPOR1 protein. In addition,
the aggregation tendency of the other two variants, H341Y
(dTANGO score is 222.09) and L224F (dTANGO score
is 51.62), was increased and only one variant (L143P) with
dTANGO score of −230.61 was decreased. On the other hand,
WALTZ analysis screened that H341Y mutant (dWALTZ
score −241.53) was found to be decreased to protein amyloid
forming propensity and the rest of mutants were not affected.
LIMBO prediction revealed that no variants were detected to
modify the chaperone binding sites for Hsp70 chaperones. In
this study, we analyzed the variants by SNPeffect tools at 90%
homology searching of protein structures. SNPeffect could
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Table 1: Refined SNPs obtained from SIFT, SNAP2, and nsSNPAnalyzer based classifications system.

rsIDs Amino acid change SIFT SNAP2 nsSNPAnalyzer
Score Prediction Score Prediction Prediction

rs764078304 G367R 0.04 Damaging 72 Effect Disease
rs139371614 G364S 0.79 Tolerated −74 Neutral Disease
rs765425383 A348G 0 Damaging 34 Effect Disease
rs752071352 H341Y 0 Damaging 80 Effect Disease
rs759555652 R324L 0.02 Damaging 56 Effect Disease
rs778848411 V279G 0.02 Damaging 36 Effect Neutral
rs759593783 G275A 0.24 Tolerated 45 Effect Disease
rs764912508 R264W 0.02 Damaging 49 Effect Disease
rs369530077 I251N 0.01 Damaging 19 Effect Neutral
rs200326086 L224F 0.01 Damaging 2 Effect Disease
rs772408783 L215V 0.02 Damaging 1 Effect Neutral
rs756988796 R202W 0.08 Tolerated −35 Neutral Disease
rs772165061 V200L 0.23 Tolerated 8 Effect Neutral
rs760115326 F173L 0.1 Tolerated 48 Effect Disease
rs770463342 K170N 0.09 Tolerated 25 Effect Neutral
rs767286210 L149F 0.32 Tolerated −50 Neutral Disease
rs780018580 F145L 0.75 Tolerated −45 Neutral Disease
rs766267373 L143P 0.01 Damaging 75 Effect Disease
rs764226232 R122W 0.17 Tolerated −36 Neutral Disease
rs751626519 M118K 0.2 Tolerated 60 Effect Disease
rs781585434 P116S 0.18 Tolerated 6 Effect Neutral
rs749789403 D108N 0.02 Damaging −10 Neutral Neutral
rs141511034 P96L 0.33 Tolerated −75 Neutral Disease
rs769729230 E78K 0.15 Tolerated 31 Effect Disease
rs751028180 G31E 1 Tolerated −81 Neutral Disease
rs149582032 A28T 0.61 Tolerated −88 Neutral Disease
rs780838176 E26Q 0.34 Tolerated −89 Neutral Disease
rs749145406 A15P 0.35 Tolerated −34 Neutral Disease
rs200868442 G14F 0.91 Tolerated −4 Neutral Disease
rs774465119 N13K 0.93 Tolerated 18 Effect Disease
rs372656012 G12E 1 Tolerated −63 Neutral Disease
rs759643470 V9E 0.74 Tolerated 61 Effect Disease
rs765487840 H4L 0.03 Damaging −9 Neutral Disease
rs775780092 H4Y 0.11 Damaging −27 Neutral Disease

not find any reliable structural information for protein to
carry out a FoldX stability analysis. Detailed results for
selected 5 variants are supplied in Table 3.

3.2.6. Protein Stability Changes Found by I-Mutant 2.0. The
prediction of stability changes of selected 5 nsSNPs by I-
Mutant 2.0 is given in Table 3. The results are predicted to
be either increase or decrease of the free energy change upon
amino acid substitutions. Four out of five selective mutants
were found to be decreased in protein stability and the

remaining onemutant (H341Y) was predicted as increased in
protein stability with reliability index (RI) 3.

3.2.7. Visualization of Evolutionary Conserved Amino Acid
Residues by ConSurf. ConSurf server is able to discrimi-
nate appropriately between the conservation caused by a
short evolutionary time and genuine sequence conservation
using Empirical Bayesian method. Our findings indicated
that human ADIPOR1 is highly conserved (Figure 2). The
sequence alignment from different species revealed that
residues A348 and H341 were located in highly conserved
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Table 2: Refined SNPs obtained from PhD-SNP, PANTHER, SNPs&GO, Fathmm, and PolyPhen-2 based classification systems.

Amino acid change PhD-SNP PANTHER SNPs&GO Fathmm PolyPhen-2
G367R Disease Neutral Neutral Tolerated Benign
A348G Disease Disease Disease Tolerated Probably damaging
H341Y Disease Disease Disease Tolerated Probably damaging
R324L Disease Disease Disease Tolerated Probably damaging
A307V Disease Neutral Disease Tolerated Benign
T296R Disease Neutral Neutral Tolerated Benign
V279G Disease Disease Disease Tolerated Benign
G275A Neutral Disease Disease Tolerated Probably damaging
V270M Neutral Disease Neutral Tolerated Possibly damaging
R264W Disease Disease Disease Tolerated Possibly damaging
I251N Disease Disease Disease Tolerated Possibly damaging
S231P Disease Neutral Neutral Tolerated Possibly damaging
L224F Disease Neutral Neutral Tolerated Probably damaging
L251V Disease Neutral Neutral Tolerated Probably damaging
R202W Disease Disease Disease Tolerated Benign
F173L Disease Neutral Neutral Tolerated Possibly damaging
K170N Neutral Disease Neutral Tolerated Probably damaging
F145L Disease Neutral Neutral Tolerated Benign
L143P Disease Disease Disease Tolerated Probably damaging
R130C Disease Disease Disease Tolerated Benign
R122W Disease Disease Neutral Damaging Benign
M118K Disease Disease Disease Damaging Benign
P116S Neutral Disease Neutral Tolerated Probably damaging
D108N Disease Neutral Neutral Tolerated Probably damaging
R91H Disease Neutral Neutral Tolerated Benign
E89D Disease Neutral Disease Tolerated Benign
E78K Disease Neutral Neutral Tolerated Benign
P70S Neutral Neutral Neutral Tolerated Probably damaging
R40P Disease Unknown Neutral Tolerated Benign
G31E Neutral Unknown Neutral Tolerated Probably damaging
A15P Disease Unknown Neutral Tolerated Benign
G14F Disease Unknown Neutral Tolerated Benign
N13K Disease Unknown Neutral Tolerated Benign
G12E Disease Unknown Neutral Tolerated Benign
V9E Disease Unknown Neutral Tolerated Benign

regions and predicted to cause structural and functional
impacts, respectively, on ADIPOR1 protein. On the other
hand, the residues L224 and L143 had average conserved
scores and the remaining one residue (R324) was located in
conserved region of the protein.

3.3. Structural Analysis of Mutant Structures. The five pre-
dicted deleterious and disease causing variants were mapped
to the PDB ID 3WXV native structure and substitution
of amino acid residues was carried out using Swiss-PDB
Viewer individually in order to generate fivemutant modeled

structures. After that, we calculated the total energy before
and after energy minimization for both mutant model and
wild type structures (Table 5). The values of total energy for
five mutant modeled structures exhibit deviation from native
structure considered before and after energy minimization.
Five modeled structures (A348G, H341Y, R324L, L224F, and
L143P) revealed an increase in energy (less favorable change)
after energy minimization in comparing native structure.
Among five screened mutations, H341Y showed the highest
increase in energy which may be explained by the energet-
ically unfavorable substitution of His to Tyr amino acids.
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Table 3: A list of selected variants for analyzing SNPeffect and I-Mutant tools.

Amino acid change

SNPeffect I-Mutant

TANGO
Aggregation tendency
(dTANGO score)

WALTZ
Amyloid propensity
(dWALTZ score)

LIMBO
Chaperone binding

tendency
(dLIMBO score)

FoldX
Protein stability Prediction RI

A348G Not affected Not affected Not affected NP Decrease 8
(−39.32) (46.87) (0.00)

H341Y Increased Decreased Not affected NP Increase 3
(222.09) (−241.53) (0.00)

R324L Not affected Not affected Not affected NP Decrease 7
(−1.01) (0.49) (0.00)

L224F Increased Not affected Not affected NP Decrease 8
(51.62) (−46.88) (0.00)

L143P Decreased Not affected Not affected NP Decrease 4
(−230.61) (2.58) (0.00)

Table 4: Surface accessibility of wild type and mutants of ADIPOR1 protein.

Amino acid change Class assignment Relative surface
accessibility (RSA)

Absolute surface
accessibility

𝑍-fit score for RSA
prediction

A348G Buried 0.094 10.403 −0.412
Buried 0.093 7.288 −0.405

H341Y Buried 0.070 12.769 0.848
Buried 0.063 13.463 0.712

R324L Exposed 0.34 77.860 −0.843
Exposed 0.352 64.470 −0.734

L224F Buried 0.029 5.273 −0.077
Buried 0.027 5.519 0.018

L143P Exposed 0.305 55.937 −0.824
Exposed 0.329 46.628 −0.942

The zinc-binding domain is found in the intracellular layer
of the membrane and zinc ion is coordinated by three His
residues, His191, His337, and His341, of ADIPOR1 protein. In
H341Y variants, His is replaced by Tyr. Due to the presence of
aromatic amino acid Tyr in 341 position of ADIPOR1 protein
there may be a good chance to disrupt zinc coordination.
Adiponectin stimulated AMPK phosphorylation and UCP2
upregulation are mediated by zinc-binding domain [46].

The results from TM score are delivered in Table 6.
TM score was utilized in order to evaluate the topological
similarity of two protein structures and RMSDmeasured the
average distance between the backbones of two superimposed
proteins [53]. The TM score for five variants reveals that
structurally there are no differences between native and
mutant modeled structures. It might be concluded that
mutants and wild type structures are matched perfectly.
We also considered another parameter (RMSD) in order to
predict the structural similarity between native and mutant
structures of ADIPOR1 protein. The higher is the RMSD
value, the more is the deviation between the two structures
which in turn fluctuates their functional activities. It can be
seen from Table 6 that the RMSD values between the native

structure and the mutant modeled structures are all similar.
By considering the above two values of TM score and RMSD,
it could be suggested that these mutations do not bring a
significant alteration in the mutant structures with regard to
the native protein structure.

Nonbonding interactions such as H-bond has significant
role in stabilizing the secondary structure of proteins [54].
Therefore, we have utilized the Swiss-PDBViewer to visualize
the hydrogen bonding pattern of five selected substituted
amino acids with their surrounding amino acid residues
in mutant proteins with regard to wild type (Figure 1).
The hydrogen bonding pattern of variants A348G, L224F,
and L143P has remained similar in comparison with wild
type structure (PDB ID 3WXV). In variant H341Y, His341
indicates six hydrogen bonding interactions with Thr140,
His141, Val344, Val345, His337, and Gln338, whereas mutant
aromatic Tyr341 indicates five hydrogen bonding interac-
tions. This has occurred due to the differences in the charge
density and hydrophobicity between wild type and mutant
residues. In variant R324L, one H-bond disappeared due to
the substitution of Arg324 by Leu324. Additionally, A348G,
H341Y, R324L, L224F, and L143P variants were analyzed for
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Wild type Variant_A348G

(a)

Wild type Variant_H341Y

(b)

Variant_R324LWild type

(c)

Wild type Variant_L224F

(d)

Variant_L143PWild type

(e)

Figure 1: H-bond (green discontinuous line) and weak hydrogen bond (dark white discontinuous line) of wild type and mutant analogues
with the adjacent amino acids residues. (a) At 348 position, three hydrogen bonds (H-bond) are observed with Val344, Val345, and Phe352
in both wild type (Ala348) and mutant (Gly348) structures. (b) His341 is visualized with six H-bonding interactions for Thr140, His141,
His337, Gln338, Val344, and Val34, and one H-bond is abolished due to the replacement of mutant Tyr34 at the same position. (c) At 324
position, two H-bonds are observed with Tyr109 and Arg320 in native (Arg324) structure, but only one H-bond is found with Arg320 in
mutant (Leu324) structure at the same position. (d) Phe228 is examined with single weak H-bonding in both native (Leu224) and substituted
(Phe224) structures. In addition, single H-bond is also pictured with Phe220 in both structures. (e) Trp139 and Leu147 participated in forming
two H-bonds at same position (143) in both mutant and wild type structures.

solvent accessibility and stability and significant changes in
both parameters were seen for all five variants (Table 4).

3.4. Analysis of Ligand Binding Sites and Protein-Protein Inter-
actions. FTSite identifies 3 ligand binding sites on ADIPOR1
protein (Figure 3). The amino acids found in these 3 sites
of ADIPOR1 protein are given in Table 7. By the results of

FTSite, it is observed that our 5 selected variants are not
involved among these sites.

STRING database predicted the functional interaction
pattern of ADIPOR1 protein to other proteins in a cell.
Strong functional associations of ADIPOR1 protein have
been observed with ADIPOQ, APPL1, LEP, and INS partners
(Figure 4). Besides, weak interactions with less confidence
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Figure 2: Unique and conserved amino acids in ADIPOR1 protein were predicted by ConSurf. Amino acids were ordered based on a
conservation scale of 1–9 and highlighted as follows: blue residues (1–4) are variable, white residues (5) are average, and purple residues
(6–9) are conserved. (e) Exposed residues are colored via an orange letter. (b) Buried residues are marked via a green letter. (f) Putative
functional highly conserved and exposed residues are revealed with a red letter. (s) Predicted structural residues which are highly conserved
and buried are indicated via blue letter.

Table 5: Total energy of native and mutant ADIPOR1 structures before and after energy minimization.

Amino acid variants Total energy before energy minimization (kj/mol) Total energy after energy minimization (kj/mol)
Native −6555.888 −11406.533
A348G −6468.591 −11319.678
H341Y 86183.258 −10520.564
R324L −6078.778 −11107.321
L224F 372036.875 −11199.636
L143P 179867.000 −11088.141

Figure 3: Binding of ligands in ADIPOR1 proteins ligand binding pocket 1-3 predicted by FTSite. No mutants were observed in binding site
1-3.
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ADIPOR1

(a) Evidence view 

ADIPOQ Adiponectin, C1Q and collagen domain containing (244 aa) 
Adaptor protein, phosphotyrosine interaction, PH domain, and leucine zipper containing 1 (709 aa)
Leptin; part of a signaling pathway that acts to regulate the size of the body fat depot (167 aa)
Insulin; insulin decreases blood glucose concentration (110 aa)
Signal transducer and activator of transcription 3 (770 aa)
C1q and tumor necrosis factor related protein 9 (333 aa)
V-myc myelocytomatosis viral oncogene homolog (avian) (454 aa)

Lymphotoxin beta receptor (TNFR superfamily, member 3) (435 aa)
Sphingosine-1-phosphate lyase 1 (568 aa)
Matrix metallopeptidase 3 (stromelysin 1, progelatinase) (477 aa)

ADIPOR1 functional partners:

(b) Confidence view
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Figure 4: ADIPOR1 protein-protein interactions with 10 partners. One color is specified for each type of evidence in the predicted functional
links (edges) among eight colored lines. (a) Only APPL1 with score of 0.985 is observed for interaction with ADIPOR1 by experimental and
text-mining basis. From text-mining data,ADIPOR1 interactions are detected forADIPOQ,APPL1, LEP, INS, STAT3, C1QTNF9,MYC,MMP3,
SGPL1, and LTBR proteinswith 0.994, 0.985, 0.942, 0.941, 0.865, 0.862, 0.833, 0.828, 0.806, and 0.804 scores, respectively. (b) Strong association
pattern (thick blue lines) of ADIPOR1 is predicted for ADIPOQ, APPL1, LEP, and INS partners with high confidence.The remaining partners
have weak association and shown in the form of thin blue lines.

Table 6: RMSD value and TM score of mutant modeled structures
of ADIPOR1 protein.

Variants RMSD value TM score
A348G 0.00 1.00
H341Y 0.00 1.00
R324L 0.00 1.00
L224F 0.00 1.00
L143P 0.00 1.00

have been observed for STAT3, C1QTNF9, MYC, MMP3,
SGPL1, and LTBR proteins.

The associations between polymorphisms of ADIPOR1
gene (such as rs12733285 and rs1342387) and metabolic
diseases such as diabetes, obesity, and insulin resistance
have been reported [19, 20, 22, 23]. However, no such
study has established the association between damaging nsS-
NPs (rs765425383, A348G; rs752071352, H341Y; rs759555652,
R324L; rs200326086, L224F; and rs766267373, L143P) and
diseases. Hence, the confirmation of these nsSNPs in any

Table 7: Residues at ligand binding sites of ADIPOR1 protein.

Site 1 Site 2 Site 3
TYR A 97 PHE A 190 TRP A 103
LEU A 104 SER A 205 LEU A 104
LYS A 105 ASP A 208 ASP A 106
ASP A 106 TYR A 209 PHE A 190
ASN A 107 ARG A 267 TYR A 194
LEU A 110 TYR A 317 SER A 201
HIS A 114 SER A 205
GLU A 134 ALA A 259
PHE A 190
HIS A 191
TYR A 194
TYR A 317

disease is required to complement the existing limited body
of knowledge. The combination of the analysis of human
genetic variations of the ADIPOR1 gene together with the
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computational method to predict their possible functional
impactmayhelp in the analysis ofADIPOR1 gene variants and
establish their effects on protein functional characteristics.
Specifically, this approach permits the estimation of the
probability of amino acid changes which can be detrimental
for ADIPOR1 protein functions.

4. Conclusion

In this comprehensive computational study, we have identi-
fied five deleteriousmutations (A348G,H341Y, R324L, L224F,
and L143P) among the coding region of ADIPOR1 gene
with the help of different bioinformatics tools. The variants
were predicted to be similar to wild type ADIPOR1 protein
structurally. However, decreased stability of mutant proteins
has been observed with classical molecular dynamics study
compared to wild type. Among the potential five nsSNPs,
H341Y mutant has been found to cause considerable changes
in amyloid forming propensity and aggregation tendency of
ADIPOR1 protein. Additionally, there might be chance to
disrupt the zinc coordination domain which is responsible
for adiponectin stimulated MPK phosphorylation and UCP2
upregulation. The deleterious mutations of ADIPOR1 should
be further investigated to establish their roles in the patho-
genesis of related diseases.
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Objective. To investigate and screen the different expression of proteins in STC and normal group with a comparative proteomic
approach.Methods. Two-dimensional electrophoresis was applied to separate the proteins in specimens from both 5 STC patients
and 5 normal controls. The proteins with statistically significant differential expression between two groups were identified by
computer aided image analysis and matrix assisted laser desorption ionization tandem time of flight mass spectrometry (MALDI-
TOF-MS). Results. A total of 239 protein spots were identified in the average gel of the normal control and 215 in patients with STC.
A total of 197 protein spots were matched and the mean matching rate was 82%.There were 14 protein spots which were expressed
with statistically significant differences from others. Of those 14 protein spots, the expression of 12 spots increased markedly, while
that of 2 spots decreased significantly. Conclusion. The proteomics expression in colonic specimens of STC patients is statistically
significantly different from that of normal control, which may be associated with the pathogenesis of STC.

1. Introduction

Constipation is a very common functional gastrointestinal
disorder that affects patients’ quality of life [1, 2]. The preva-
lence of constipation in the worldwide general population is
very variable, ranging from 2% to 35% in adults and ranging
from 0.7% to 29.6% in children [3]. Slow transit constipation
(STC) is common type of chronic constipation, which affects
13–37% of patients who have chronic, treatment-resistant
constipation [4, 5]. The epidemiological data show that there
is a higher incidence of STC in young females than in males
[6, 7].

STC is characterized by slow proximal colonic transit and
prolongation of transit time through the colon, which can
be demonstrated with radiopaque marker transit tests [8, 9].
Despite its high prevalence, its etiology and precise mech-
anism(s) remain unknown [4, 10], and STC have become
the main subject of many colorectal and anal surgeries.
Although several morphological changes have been reported,
the exact mechanism(s) of STC pathogenesis remains poorly

understood and there are no effective clinical treatments.
Even if some patients’ clinical symptoms may improve after
conservative management, the small subset of STC patients
who do not respond to conservative management are consid-
ered candidates for surgery [11].

At present, quantitative proteomic analysis has become
an important approach to screen the key protein of the
pathogenesis of diseases. “Proteome” first referred to the
total protein complement encoded by a given genome. Now
it comprises any isoforms, posttranslational modifications,
interactions, and actually everything “postgenomic” [12, 13].
The research about proteomics involves large scale detection,
identification, and characterization of proteins, which is
highly promising for biomarker detection overmany diseases
[14, 15]. The most common method applied is a combination
of two-dimensional electrophoresis (2DE) and mass spec-
trometry.

In our study, we separate protein in test group and con-
trol group through two-dimensional electrophoresis (2DE),
ImageMaster 2D Elite computer aided image analysis, and
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matrix assisted laser desorption ionization tandem time of
flight mass spectrometry (MALDI-TOF-MS), to find out the
key protein acting in the pathogenesis of STC.

2. Materials and Methods

2.1. General Information. Patients were divided into a test
group and a control group; each group included 5 cases. All
patients had undergone a rigorous selection. First, all candi-
dates should have prior screening through repeated gastroin-
testinal transit time (GITT) study, using 20 radiopaquemark-
ers, and abdominal imaging tests performed on 6 h, days 1, 2,
and 3. And the abdominal imaging test performed on 6h after
taking 20 radiopaque markers was used to identify whether
there was slow transit in the terminal intestine. All these five
STC patients showed slow transit mainly on the left colon
through GITT study and all samples were collected from the
left hemicolon, and the same regions were available for both
STC and control groups. Second, autoimmune diseases such
as diabetes mellitus type I, autoimmune enteric leiomyositis,
rheumatoid arthritis, systemic sclerosis, and systemic lupus
erythematosus can prolong colonic transit time by damage
of colonic smooth muscle cells. And all candidates with any
of these autoimmune diseases were excluded and all these
five STC patients selected were without any autoimmune
diseases at all. Other evaluations including colonoscopy,
barium enema, defecography, and anorectalmanometrywere
used to rule out colorectal neoplasms, megacolon, outlet
obstruction, and pelvic floor dysfunction. The conventional
medical therapy had failed in all STC patients. Conservative
treatment did not improve their bowel habits, and defecation
frequently had to be achieved by the application of stimulus
laxatives and enemas. All STC patients (𝑛 = 5, mean age 50
years, range 43–81 years; 5 women and 0 men) underwent
subtotal colectomy with antiperistaltic cecoproctostomy or
total colectomy with ileorectal anastomosis. Patients in the
control group (𝑛 = 5, mean age 52 years, range 41–79 years; 5
women and 0 men) underwent partial colectomy for incom-
plete intestinal obstruction caused by colorectal neoplasms
and the control tissue was taken from the proximal end.
All control patients were reported with normal bowel habits.
All specimens were obtained immediately after resection and
snap-frozen in liquid nitrogen until being used.

The high-abundance proteins were removed with the
steps recommended by Calbiochem Company and the
improved Bradford method was used for sample protein
quantitation [16].

2.2. Two-Dimensional Electrophoresis (2D)

2.2.1. Extraction and Determination of the Concentration
of Protein. A 2.0mL sterile EP tube was prepared. About
200mg small piece of tissue was rapidly clipped from the
specimen andweighed on electronic scale, and then the tissue
was placed in the precooling Petri dish with normal saline
(6mL, 0.9% NaCl). The tissue was shredded in the dish
and then transferred to 1.5mL EP tube. 800𝜇L cold protein
lysate (containing a protease inhibitor) was added into the
EP tube which was to be quickly transferred to an ultrasonic

homogenizer.The EP tubewas coatedwith ice.The ultrasonic
homogenizer was triggered 5 times, 3 seconds each time.The
tube was statically placed for 30 minutes; the supernatant
was collected by centrifugation (4000 r/min 4∘C, 60min) and
then stored in the −80∘C refrigerator.

2.2.2. Protein Purification. The protein sample was trans-
ferred to a labeled EP tube (2mL). After adding protein
cracking fluid with 3 times volume of samples, the mixture
was shock-cracked and subsequently placed on ice for 15min.
Then, themixturewas centrifuged for 8minwith a high speed
of 12000 r/min at 10∘C. The supernatant was discarded and
the precipitation was resuspended and was shock-cracked for
30 s every 10min for 3 cycles. Finally, the precipitation was
resuspended again and used for next steps.

2.2.3. Concentration Determination. Protein concentrations
were determined by the instruction of the Bio-Rad RCDC
kit manual. The specific steps were as follows: standard
concentration and gradient BSA reagent were prepared and
the concentrations were, respectively, 0, 0.25, 0.5, 0.75, 1, 1.25,
and 1.5 (g/mL). Reagent A working fluid resulted from the
mix of 20𝜇L DC Reagent S and 1mL DC Reagent A. Eight
1.5mL EP tubes were, respectively, added with 25 𝜇L standard
BCA solution and 5-fold dilution of the sample, and then
in each tube 125 𝜇L RC Reagent I and RC Reagent II were
added.Themix was collected by centrifugation (15000 r/min,
5min) after the supernatant was discarded. 127𝜇L Reagent
A was added to the tubes. The tubes were statically placed
for 5 minutes after blending. Then, 1mL DC Reagent B was
added to each tube and blended. Absorbance values (750 nm)
weremeasured after statically placed at room temperature for
15min.

2.2.4. Isoelectrofocusing (IEF). Rehydration stock solution
with IPG buffer was dissolved at room temperature (DTT
and Bio-Lyte were added before using). The proper amount
of rehydration stock solution with IPG buffer was added
to samples till a final volume of 480 𝜇L according to the
concentration of the samples. The sample was linearly added
along with the extension of the focusing plate. The protective
layer on the surface of the gel was stripped with tweezers
so as to distinguish positive and negative electrodes, and
then the gel was placed downside onto the sample solution
in the focusing plate. 2mL mineral oil was covered by each
gel. The mineral oil was slowly added onto the support film
drop by drop. IEF was carried out at 50V (14 h), 250V linear
(30min), 1000V fast (60min), 10000V linear (1 h), 10000V
fast 80000V, and 500V (arbitrary time).

2.2.5. SDS-PAGE Electrophoresis. Two 10% acrylamide gels
were prepared. 1 cm was reserved on the upper side and cov-
ered with water-saturated n-butanol and then polymerized
for 30min. The n-butanol was then discarded. The gels were
washed three times with ultrapure water. Water on the glass
plate was sucked with filter paper. The gels were taken to the
hydration plates, and 6mL equilibrium liquid I (0.2 g DTT
per 10mL equilibrium mother liquid before using) and II
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(a) (b)

Figure 1: Comparison of two-dimensional (2D) gel electrophoresis results using colonic tissues between STC and control groups. STC group
(a) and control group (b) 2D gel electrophoresis.

(0.25 g iodoacetamide per 10mL equilibrium mother liquid
before using) were then added into each plate. The plate
was placed on a shaker (15min). The strip was carefully
placed on the surface of the gel. Air bubble between them
was removed. The heated sealant was cooled to 37∘C and
then applied to the surface of gel. The gel was transferred
to the electrophoresis tank after the sealant was solidified.
Theupper electrophoresis tankwas filledwith electrophoresis
solution after checking the positive and negative charges.
The electrophoresis was first carried out at Low Voltage
(5mA/gel) within 2 cm downside the sample, and then the
electrophoresis was carried out to the bottom of the sample
with a current of 30mA/gel.

2.2.6. Coomassie Blue Staining. Gels were dyed with Coo-
massie Blue for 16 h after being fixed with 12% TCA for 2 h.
Then, the gels were washed with 0.1mol/L Tris-H

3
PO
4
(pH

6.5) for 2min and then with 25% alcohol for 1min at most. At
last, the gels were fixed with protein-dye compounds again.

2.2.7. Gel analysis. After scanned by Image Scanner II trans-
mission scanner and marked with Scan scanning software,
the gels were analyzed by image analysis software (ImageMas-
ter 2D Elite5.0). And plots with expression differences more
than 10 times (𝑃 < 0.05) were chosen as targeted proteins.

2.3. Mass Spectrum Identification

2.3.1. Enzymatic Hydrolysis. Targeted parts of the gels were
removed and washed with ultrapure water and then decol-
orized with 200𝜇Lmixed liquid (25mmol/LNH

4
HCO
3
, 50%

ACN) for 20min at 37∘C. An alternative procedure was
ultrasonic decoloring. Then, 100 𝜇L ACN was added in the
mixture and discarded when the color of the gels turns white.
Subsequently, the gels were enzymatically hydrolyzed with
Trypsin (diluted with 25mmol/LNH

4
HCO
3
at a concentra-

tion of 12.5mg/mL) for 45min at 4∘C. Finally, gels were
continuously hydrolyzed with 25mmol/LNH

4
HCO
3
10 𝜇L at

37∘C for 16 h.

2.3.2. Mass Spectrometry Analysis. Substrate (4mg HCCA in
1mL solution of (ACN: 0.1%TFA (70 : 30))) was prepared; the
enzymatically hydrolyzed gels were dried and covered with
0.1 𝜇L substrate. Then the mixture was diluted 25 times its
original volume and salts were removed using 0.1% TFA.

2.3.3. Database Analysis. Data frommass spectrometry were
analyzed and screened with Swiss-Prot Database in Mascot.

2.4. Statistical Analysis. Statistical analyses were performed
using SPSS 19.0 software for Windows (SPSS, Chicago, IL,
USA). All groups of variables were tested for normal dis-
tribution using the Kolmogorov-Smirnov test and normally
distributed data were expressed as mean ± SD, followed by a
two-tailed Student’s 𝑡 test to determine 𝑃 values. All results
with 𝑃 < 0.05 were considered statistically significant.

All research involving human participants was approved
by the Zhongnan Hospital of Wuhan University Ethics
Committee, and we obtained written informed consent from
all participants before they were enrolled in the study (ethical
considerations: ethics number: 2010010; ethical approval
starting date: March 8, 2010; ethical approval expiration date:
March 8, 2013).

3. Results

(1) Two-dimensional electrophoresis in proteomics research
find that there were 14 differential protein spots between the
two groups and the expression difference were more than 10
times (Figure 1).

(2) Mass spectrum (MS) identification and database
search: after the protein spots with more than 10-fold dif-
ference between two groups were removed for the gels, they
were subsequently dealt with using the following procedures
including enzyme digestion, extraction of the peptides, and
sample desalination. Finally, peptide mass fingerprint (PMF)
and MS/MS spectrum were achieved through MALDI-TOF-
MS analysis of proteins.

The retrieval for mass spectrometric data in Swiss-
Prot successfully identified anterior 14 spots, wherein the
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Table 1: Elevated expression proteins in colonic tissues of STC
patients compared with control group.

Name Score pI Formula weight Fold change
ACTG 82 5.31 42108 17.91
ENPL 80 4.76 92696 29.30
F102B 80 6.62 39911 11.90
GBB1 76 5.60 38151 15.98
GELS 80 5.90 86043 13.72
K1C9 63 5.14 62255 20.01
MTMR7 62 5.94 76754 15.92
PDIA1 91 4.76 57480 22.71
PDIA6 68 4.95 48490 30.79
PFD6 78 8.83 14574 10.21
PRVA 60 4.98 12051 15.31
TRFE 79 6.81 79294 17.31

Table 2: Decreased expression proteins in colonic tissues of STC
patients compared with control group.

Name Score pI Formula weight Fold change
MRP4 99 8.41 150344 −32.86
VIME 81 5.06 53676 −12.39

expression of 12 spots is up and that of 2 spots is down
in STC group (Tables 1 and 2). Our further studies show
that multidrug resistance-associated protein 4 (MRP4) is of
clinical significance (Figure 2). MRP4 is playing a critical role
in the process of maintaining the stability of smooth muscle
cells (SMC) [16, 17].The downregulation ofMRP4 expression
in colon tissue of STC patients may be related to the decrease
of SMC and may play a role in the pathogenesis of STC by
affecting colon transmission.

4. Discussion

STC pathogenesis and mechanism not yet completely
expounded that, at present clinical STC, patients mainly
depend on purgative and gastrointestinal prokinetic agents
for conservative management. A few clinical studies have
confirmed that pharmacotherapy is effective in treating STC,
but most patients with STC to accept drug treatment do not
quite approve of the effect. The effectiveness of current STC
drugs is fairly limited. The abuse of laxatives to assist defe-
cation of patients with STC in clinical is very common; some
patients who do not respond to conservativemanagement are
considered candidates for surgery [11].

Proteomics has been used to study the specific protein
group that is functioning on different space and time and
the study included three dimensions: expression proteomics,
functional proteomics, and structural proteomics. Through
the former three dimensions of study, researchers explore the
functionmechanism, regulatory mechanism, and interaction
mechanism within group of corresponding proteins at the
level of protein, which provide a theoretical reference for
clinical diagnosis, pathologic study, drug screening, and
pathogenesis of disease. STC currently facesmany challenges,
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Figure 2: Mass spectrum identification figure of protein MRP4 and
its matched analysis diagram.Mass spectrum identification figure of
protein MRP4 (a) and its matched analysis diagram (b).

ranging from the elucidation of its pathophysiology to the
effective treatment in patients. Proteomics has been widely
employed in many diseases in the search of biomarkers,
particularly cancer proteins. It has great potential to improve
both our understanding and clinical management of STC. In
the field of surgical research, proteomics studies mainly focus
on tumor-related diseases at present; the proteomics studies
for functional diseases are quite few and the proteomics
study for STC is not reported so far. In our proteomics
studies, we find that, compared with control group, the
expression of 12 protein spots increased markedly and that of
2 protein spots decreased significantly in STC group. Among
the low expression of proteins of STC, multidrug resistance-
associated protein 4 (MRP4) is of clinical significance.

MRP4 belongs to transmembrane protein family; its
main function is to transport intracellular cyclic nucleotides
that include cyclic adenosine monophosphate and cyclic
guanosine monophosphate. Some studies have confirmed
that MRP4 participated in cellular excretion of resveratrol
3-O-glucuronide and resveratrol 4-O-glucuronide [18], the
inhibition of urinary excretion of methotrexate [19], cellular
excretion of the raloxifene sulfates in breast cancer patients
[20], the process of human obstructive cholestasis [21], and so
on. Recently studies have revealed thatMRP4 can be involved
in maintaining the homeostasis of smoothmuscle cell (SMC)
by the regulation of intracellular cyclic nucleotide levels on
the intracellular cyclic nucleotide signaling pathways (PKC,
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PKA, etc.).When the level of intracellularMRP4 is decreasing
or inhibited, the significant reduction of the stability of SMC
results in the decrease of proliferation cells and increase
of apoptosis, which may be involved in the pathogenesis
of idiopathic pulmonary arterial hypertension (IPAH) and
coronary heart disease (CHD) [16, 17]. Our previous studies
about STC have shown that, compared with normal colonic
tissue, the number of SMC decreases and the apoptosis
of SMC increases in colonic tissue with STC, which may
be involved in the pathogenesis of STC. In this study, the
homeostasis of SMC in colonic specimens of STC patients is
changed and the decrease of proliferation cells and increase of
apoptosis may result from the reduction ofMRP4 expression,
which may play a role in the pathogenesis of STC.

The results suggest that the different expression of pro-
teins between STC and normal group may be associated
with the pathogenesis of STC. The pathogenesis mechanism
of STC remains largely obscure, which may result from
multifactor; the change of the expression of MRP4 may play
a certain role. Further studies for the relationship between
MRP4 and the pathogenesis mechanism of STC and targeted
drugs to the change of MRP4 are required.
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Motivation. Clustered regularly interspaced short palindromic repeat (CRISPR) is a genetic element with active regulation roles
for foreign invasive genes in the prokaryotic genomes and has been engineered to work with the CRISPR-associated sequence
(Cas) gene Cas9 as one of the modern genome editing technologies. Due to inconsistent definitions, the existing CRISPR detection
programs seem to havemissed some weak CRISPR signals. Results.This studymanually curates all the currently annotated CRISPR
elements in the prokaryotic genomes and proposes 95 updates to the annotations. A new definition is proposed to cover all
the CRISPRs. The comprehensive comparison of CRISPR numbers on the taxonomic levels of both domains and genus shows
high variations for closely related species even in the same genus. The detailed investigation of how CRISPRs are evolutionarily
manipulated in the 8 completely sequenced species in the genus Thermoanaerobacter demonstrates that transposons act as a
frequent tool for splitting long CRISPRs into shorter ones along a long evolutionary history.

1. Introduction

A CRISPR is an array of repeat copies (DR, direct repeat)
connected by fixed-length linker sequences [1]. The linker
sequences are called spacers and are usually acquired from
the genetic elements invading the host microbial cells [2].
A CRISPR may be activated by its neighboring CRISPR-
associated (Cas) genes, and the spacers will be processed into
RNA molecular. The RNA form of spacers will repress the
activities of foreign elements with reverse-complementary
regions that reinvade the host cells [1–3]. Although CRISPRs
are only detected in microbial genomes in the nature, it
has been engineered as one of the major genomic editing
technologies for both animal and plant genomes [4, 5]. So it
is essential to study CRISPR’s evolutionary dynamic patterns.

Only a few computational tools were released to automat-
ically detect CRISPRs from a given genome, but they have
different default parameter settings for a CRISPR. PILER-CR

[6] screens for a repeat array using a local genomic self-
alignment and has 𝑂(𝐿3) for the complexities of both time
andmemory space, where 𝐿 is the genome length. PILER-CR
requires the DR length to be between 20 and 40 bps. CRT [7]
starts with the scanning for local repetitive 𝑘-mers, which is a
nucleotide sequence with length 𝑘. Due to its nature of local
scanning, CRT runs for linear time andwithin linearmemory
space. Its default setting for DR lengths is between 21 and
37 bps.The latest tool CRISPRFinder [8] uses an existing tool
Vmatch to find the DR array in a given genome and will dis-
card the tandem repeats as false positives. CRISPRFinder has
a slightly longer assumption for DRs between 20 and 47 bps.
A comprehensive database DbCRISPR was also published to
provide the CRISPR annotations for 2,762microbial genomes
[9].

Due to the different default settings of existing tools for
a CRISPR structure, we hypothesize that a comprehensive
manual curation may refine the current CRISPR annotations
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and facilitate the discovery of CRISPR evolutionary mecha-
nisms.This study proposed 95 updated CRISPR annotations,
the majorities (59/95∼62.11%) of which are transposon-
broken CRISPRs. A new CRISPR definition is proposed and
all the curated data are available as easy-to-use FASTA/GFF3
formats. The CRISPR variations within all the prokaryotic
genus are summarized based on the curated annotations, and
the dynamic patterns of CRISPRs in the genusThermoanaer-
obacter are investigated in detail.

2. Material and Methods

2.1. Initial CRISPR Annotations. The complete annotation of
CRISPRs in microbial genomes was downloaded from the
latest version of the database DbCRISPR [9], which was
updated on April 14, 2014. 4,065 CRISPRs are annotated in
the 2,762 genomes of bacteria and archaea. The questionable
structures in DbCRISPR are omitted. If a genome harbors
CRISPRs, it has 3.11 CRISPRs on average.

SpacerDB consists of all the annotated CRISPR spacer
sequences in the database DbCRISPR and was downloaded
from the website of DbCRISPR [9] on April 14, 2014. CRISPR
spacers are not random nucleotide sequences and are sup-
posed to originate from the foreign invasive elements like
phages [2]. So a DR flanking sequence matching a known
spacer may also be a spacer.

2.2. Analysis Techniques and Tools. 2,762 genomes of bac-
teria and archaea are identified CRISPR by running CRT,
CRISPRFinder, and PILER-CR, respectively. However, lots
of CRISPR results are not common on these three software
programs. Thus, the CRISPRs in the DbCRISPR are consid-
ered the gold standard. The ratios, which are produced by
the number of the spacers in CRT, CRISPRFinder, or PILER-
CR results to the number of the spacers in the DbCRISPR,
are statistically analyzed. If the ratio is greater than 1 or less
than 1, the corresponding CRISPRs are manually analyzing,
checking, modifying, and correcting the above CRISPR
results based on the database DbCRISPR. A comprehensive
manual curation was conducted to screen for candidate DRs
in the CRISPR flanking regions. For an annotated CRISPR,
the homologous copies of DRs were screened by the local
copy of NCBI BLAST version 2.2.25 [10]. NCBI BLAST is
also used to screen the homologousmatches of a given spacer
sequence.

A CRISPR is usually activated by the closest CRISPR-
associated (Cas) genes [11], and multiple CRISPRs may share
the same group of Cas genes, if there is only one such group
neighboring to these CRISPRs.

3. Results and Discussion

In summary, this study conducts a comprehensive curation
of the current CRISPR annotation and proposes three types
of revisions based on the observations that some annotated
CRISPRs (1) have undetected DRs in the flanking regions, (2)
are broken into two CRISPRs due to the nonstandard DRs or
transposons in between, or (3) are annotated as two CRISPRs

at the beginning of circular chromosomes. The following
sections elaborate in detail the three types of annotation
errors and demonstrate some interesting observations.

3.1. Detection of New DRs and Spacers. A CRISPR is a
few copies of a short repeat (DR, direct repeat) gapped by
unique linking sequences (spacer) [1], as shown in Figure S1
in Supplementary Material available online at http://dx.doi
.org/10.1155/2016/7237053. But different computational anno-
tation programs do not agree on the default values for
the lengths of DRs and spacers. The CRISPR annotation
database DbCRISPR restricts a DR within 21 to 47 bps in
length and a spacer within 25 to 60 bps in length [9]. The
same group of authors released a CRISPR detection program,
CRISPRFinder [8], which has a different requirement for the
DR length (within 23 to 55 bps). And CRISPRFinder also
requires the length of a spacer to be within 0.6 to 2.5 times
of the DR length. Two other existing programs CRT [7] and
PILER-CR [6] require theDR lengths to bewithin 19 to 38 bps
and 16 to 64 bps, respectively.

Lots of CRISPR results are not common on these three
software programs CRISPRFinder, CRT, and PILER-CR.
Based on the databaseDbCRISPR, wemade novel discoveries
by manually analyzing, modifying, and correcting the above
CRISPR results and investigated the lengths of CRISPR DRs
and spacers. After the corrections of CRISPR annotations
in the following sections, we will give a revised CRISPR
definition.

A few DRs were not detected in the flanking regions
of CRISPRs, as demonstrated in Figures 1(a) and 1(b).
Six CRISPRs may have one missing DR in the flanking
region, as in Figure 1(a). For example, by screening for
more DRs in the CRISPR flanking regions, we propose
10 spacers for the CRISPR NC 010125 2181482 2182111 in
Gluconacetobacter diazotrophicus PAl 5, as in Figure S2. But
DbCRISPR only detected 9 spacers for this CRISPR. The
new DR is also confirmed using the tool CRISPRFinder
[8]. Four other CRISPRs (NC 010125 62935 64899,
NC 010125 2253748 2255112, NC 011365 388303 388536,
and NC 011365 460172 461964) in the same bacterial strain
Gluconacetobacter diazotrophicus PAl 5 missed one complete
DR in their flanking regions too, as in Figure S2.

Two DRs were added to each of 4 CRISPRs, as in Fig-
ure 1(b). These DRs were missed by the database DbCRISPR
mainly due to the fact that one of the two DRs is only
partially identical to the other DRs, as in Figure S3. One
of the example CRISPRs is NC 014152 2078344 2080300 in
the bacterial genome Thermincola sp. JR, with 26 spacers.
We propose two more DRs for this CRISPR, although one
of the two new DRs is identical to the other DRs in half
of its region. The mismatched region may be introduced by
the gene conversion [12] or homologous recombination [13]
mechanism.Another piece of supporting evidence for the two
new spacers comes from their BLASTmatches to two known
spacers in the other genomes in the SpacerDB with 91.3%
and 94.4% in matching identity percentages, respectively. A
spacer is supposed to originate from the foreign invasive
elements. Since it is low in probability to have such almost
identical sequences just by the random single nucleotide
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Figure 1: More DRs remain to be detected in the database DbCRISPR. A CRISPR annotation may miss (a) one complete DR or (b) two
imperfect DRs in the flanking regions. (c) Some CRISPR spacers may harbor truncated DRs, which are partially identical to the hosting
CRISPR’s DRs. And (d) many CRISPRs have DRs broken by transposon insertions. DRs and spacers are represented by gray and white boxes,
respectively. The new regions added to the DbCRISPR annotations are boxed in bold.

mutations, the two new candidate spacers are suggested to
be real spacers originated from the same foreign invasive
elements as the two homologous copies in the other genomes.
Three more CRISPRs, that is, NC 015865 1907425 1908328
in Thermococcus sp. 4557, NC 015738 2085666 2087297 in
Eggerthella sp. YY7918, and NC 014209 791663 793738 in
Thermoanaerobacter mathranii subsp. mathranii str. A3, are
expanded with two more DRs for the same reason, as in
Figure S3.

Each of 3 CRISPRs has an extraordinarily long
spacer with a truncated DR inside, as demonstrated in
Figure 1(c). The representative example is the CRISPR
NC 019693 6234891 6235861 with 12 spacers in the
cyanobacterial strain Oscillatoria acuminata PCC 6304.
Figure 2(a) illustrates that this CRISPR’s ninth spacer harbors
a partial DR copy with 70% length of the other DRs. And the
two flanking sequences in this long spacer have reasonable
lengths as spacers. So we propose that this CRISPR has 13
spacers, as in Figure 2(a). Similar cases are detected in two
other CRISPRs, that is, NC 008639 1625359 1633049
in Chlorobium phaeobacteroides DSM 266 and
NC 007777 3904715 3905896 in Frankia sp. CcI3, as in
Figure S4.

Quite a number of CRISPRs acquired transposon inser-
tions and were broken into two CRISPRs in the DbCRISPR
annotations, as in Figure 2(b). All the 59 cases are demon-
strated in Figure S5. Our curation shows that there are
59 CRISPRs with flanking DRs inserted by transposons,
for example, insertion sequence (IS) elements [14, 15] or
miniature inverted-repeat transposable elements (MITEs)
[16]. Figure 2(b) illustrates that the 1,221 bp IS element
is inserted into the DR sequence of the CRISPR in the
genome Thermoanaerobacter italicus Ab9. The 4 bp tandem
duplication ATAG in the DR sequence also supports that
this IS copy was recently translocated here. A 180 bp MITE

element is also observed to be within the DR sequence of
a CRISPR in Microcystis aeruginosa NIES-843, and the 5 bp
tandem duplication CTATT flanking the MITE should be
produced during its recent translocation, as in Figure S5.
Summary of all the 59 transposon insertions in CRISPRsmay
be found in Figure S5.

Some DRs were not detected in the database DbCRISPR,
so that a long CRISPR may be annotated as two neighboring
ones with almost identical DRs. 4 CRISPRs have a full DR
copy that were not detected in the database DbCRISPR.
The representative example is found in the Deltapro-
teobacteria Myxococcus fulvus HW-1. DbCRISPR annotates
two neighboring CRISPRs NC 015711 2680594 2682129 and
NC 015711 2682223 2687985, with 21 and 80 spacers, respec-
tively. These two CRISPRs have the same DR sequence
(GTCGCTCCCCGTGAACGCGGGGAGCGTGGGTTG-
AAAC) and a 94 bp gap in between, as demonstrated in
Figure 2(c). But there is an identical DR copy in the 94 bp
gap, which is not detected in the database DbCRISPR due
to an unknown reason. The sequence between this DR copy
and the annotated CRISPR NC 015711 2680594 2682129
identically matches three spacers in the same genome.
A CRISPR spacer is supposed to be acquired from for-
eign invasive elements [1], and the data suggests that the
microbial defense system CRISPR has generated four spac-
ers to respond to this foreign element. The shared Cas
genes further support that NC 015711 2680594 2682129 and
NC 015711 2682223 2687985 may be joined by the 94 bp
gap as one longer CRISPR. Three other similar cases were
detected in the bacteriaCaldicellulosiruptor obsidiansisOB47,
Thermosipho africanus TCF52B, and Herpetosiphon auranti-
acus ATCC 23779, as shown in Figure S6. These DRs were
missed mainly due to their short lengths slightly below the
threshold of spacer/DR ∈ [0.6, 2.5]. 11 other CRISPRs were
broken mainly due to an internal partial DR copy that was
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GTTTCAATCCCGTTGCCGGGATTCATTATAATGAAAG TCCCATGAGCATCACCAATATCCCAAGGATTAAATG
GTTTCAATCCCGCTGCCGGGATTCATTGTACTGAGAG TCTGCTGATTCCCGCTATTACTCAGTCGGGGAAGACTAG
GTTTCAATCCCGTTGCCGGGATTCATTGTAATGAAAG TCATACAAAGCATCACTTATGTATTGTTCTGAAAA
GTTTCAATCCCGTTGCCGGGATTCATTCTAATGAAAG GAGGGCTTTTCAGGCTCCGTTTTGTGCGTGGCGATCG
GTTTTAATCCCGTTGCCGGGATTCATTGTACTGAAAG CAGCCCATTCTTTGGCTGTAAAGGGTATTTGGAGAA
GTTTCAATCCCGTTGCCGGGATTCATTGTACTGAAAG CTAAATAAACCAATCAGAGGGTTAATCATGACTTAT
GTTTCAATCCCGTTGCTGGGATTCATTGTACTGAAAG CGCTTGTTGCGTGGCGATCGCACCGTGCGATCGTTTGGT
GTTTCAATCCCGTTGCCGGGATTCATTGTACTGAAAG GAGCAATAAAAAGGAAGGGTGGTTAGTTCGTATTAA
GTTTCAATCCCGTTGCCGGGATTCATTGTACTGAAAG CGATCGCTCCGTCGAATCTTTATCT 

GTTGCCGGGATTCATTGTACTGAAAG CTCAACCGGCCAAATCCTCACCGACTCGATTCAGTT
GTTTCAATCCCGTTGCCGGGATTCATTGTACTGAAAG TCTATGCGGGGGAAATCTGGGAGGTGCTGAAACAGTGG
GTTTCAATCCCGTTGCCGGGATTCATTGTACTGAAAG CTGGGCGACAATCAGCCGGATTATGGTTTAAGTGGCT
GTTTCCATCCCGTTGCCGGGATTCATTGTACTGAAAG TTCACTTGTTCAACGTCAACGACTCACCCCGACT
GTTTCAATCCCGTTGCCGGGATTCATTGTACTGAAAG

(a)

CACTATTTTCAGGATAGGTAGGCTAAAA AAACGAGGTAGGTATCAAGGCGGGTGTATCTGCCGCTGATAA
GTTTCAATTCCTCATAGGTAGGCTAAAAAC CCCAATCCGAAATTAGAGGTAGGAGAAATGCAGGAGT

GTTTCAATTCCTCATAGGTAGGCTAAAAAC CATCATTGAGCCGATTTTTGAGTCTCGGTTTATTTA
GTTTCAATTCCTCATAG

ATAGGTAGGCTAAAAAC CCCGCTTGCACTAGGATATATTTTCGGCGAGGCAGCGGT 
GTTTCAATTCCTCATAGGTAGGCTAAAAAC GAAGATGCAATAAGAGTAGCAGATAAAATGCTGAA

GTTTCAATTCCTCATAGGTAGGCTAAAAAC TCTTTCCTATTCTGTTTTAATACTATAGAACTAAT
GTTTCAATTCCTCATAGGTAGGCTAAAAAC

Thermoanaerobacter italicus Ab9_ 
NC_01392_2330986_2331286_4

Thermoanaerobacter italicus Ab9_
NC_013921_2332916_2334204_19

IS (1221 bp)

.........

.........

(b)

Myxococcus fulvus HW-1_
NC_015711__2680594_2682129_21

Myxococcus fulvus HW-1_ 
NC_015711_2682223_2687985_80

.........

.........

GTCGCTCCCCGTGAACGCGGGGAGCGTGGGTTGAAAC CTCTTGCAGATGATGCAGTGGGCGGTGGCGGGCTT
GTCGCTCCCCGTGAACGCGGGGAGCGTGGGTTGAAAC TCTGGATGCGGAGCCGCTGGCATGACGTAGGCC
GTCGCTCCCCGTGAACGCGGGGAGCGTGGGTTGAAAC CTCTTGCAGATGATGCAGTGGGCGGTGGCGGGCTT
GTCGCTCCCCGTGAACGCGGGGAGCGTGGGTTGAAAC TCTGGATGCGGAGCCGCTGGCATGACGTAGGCC

GTCGCTCCCCGTGAACGCGGGGAGCGTGGGTTGAAAC ATCGCCCGGCTGCCGGGCGCTT
GTCGCTCCCCGTGAACGCGGGGAGCGTGGGTTGAAAC ACCACCTTGTCGCTTTGGTGGTCGGCGTAGTGGAT
GTCGCTCCCCGTGAACGCGGGGAGCGTGGGTTGAAAC GTCACCCACAGCCTGCCCAGCGGCGCCACCGGGCGCTT

GTCGCTCCCCGTGAACGCGGGGAGCGTGGGTTGAAAC
ACCCTGGAGGTCGTAGGTCGAACTTCAAGCCGTTGA
AACAGCGGGCCGAACATCGCCCGGCTGCCGGGCGCTT

GTCGCTCCCCGTGAACGCGGGGAGCGTGGGTTGAAAC AGCGGGCCGAACATCGCCCGGCTGCCGGGCGCTT
GTCGCTCCCCGTGAACGCGGGGAGCGTGGGTTGAAAC AAGGCGACCGTCCGCGCGCTGTCCACCACGGCCT

GTCGCTCCCCGTGAACGCGGGGAGCGTGGGTTGAAAC CGAGTGAGCATTGCCACAGGTCTCTGTTTGTCAGTGAC
TCACTTCTCGTGAATGCGAGGAGTGTGGGTTGAAAC 

atcgcccggctgccgggcgctt

atcgcccggctgccgggcgctt

100%_NC_015711_9_35, NC_015711_9_45, NC_015711_9_29_spacer 

(c)

Thermococcus litoralis DSM 5473_ 
NC_022084_2214800_2215162_5

Thermococcus litoralis DSM 5473_
NC_022084_29_2779_40

.........

CTTTCAATTCTTTTAAAGTCTTATTGGAAC AAAGCGTTATTAAGATGTAGTGCCCTACTCTCCAT 
CTTTCAATTCTTTTAAAGTCTTATTGGAAC CTGTTTCATCCTACGCGCGACAAGAATTGGATGATC 
CTTTCAATTCTTTTAAAGTCTTATTGGAAC ATAGGAGTGTCTTCCCAGTCAATCTTCTTCTGGTATGT 
CTTTCAATTCTTTTAAAGTCTTATTGGAAC ATATATATAATTAATTCGTTTACTGTACAATAAATTA
CTTTCAATTCTTCTAAAGTCTTATTGGAAC CACCTCAGAATATGTTGAAGTTTAGGCCTGTGATGCT 
CTTTCAATTCTTCTAAAGTCTTATTGGAAC ACCGAAAAGAAGAACCAAAAGGAGGAGGTGAAAATAGA 
CTTTCAATTCTTCTAAAGTCTTATTGGAAC AGCTTGATGGCTTTGAATGAAAAAACTGCGCTCTTGA 
CTTTCAATTCTTCTAAAGTCTTATTGGAAC TAAACTTGCTTGAGATTTCGCGGCGATTTTACTATA 
CTTTCAATTCTTCTAAAGTCTTATTGGAAC AAAGACAACTCGTAACAATTGGGTTGGTCTTGCTGTT 
CTTTCAATTCTTCTAAAGTCTTATTGGAAC TTGAAAAAGAACTCAGGGAGCAATCAACCTATACAACGA
CTTTCAATTCTTCTAAAGTCTTATTGGAAC AGCTTGATGGCTTTGAATGAAAAAACTGCGCTCTTGA 

CTTTCAATTCTTCTAAAGTCTTATTGGAAC GATGAGAACGGGACGAAGCTAAGTTACTACGTGGAGAGT 
CTTTCAATTCTTCTAAAGTCTTATTGGAAC 

(d)

Figure 2: Detection of new DRs and spacers. (a) A CRISPR in Oscillatoria acuminata PCC 6304 has a long spacer with a truncated DR
inside.The long spacer is in red and the truncated DR is in shade. DRs and spacers are represented in the left and right columns, respectively.
(b) A CRISPR with DRs inserted by transposons. The newly annotated spacer regions are in red, and the new DRs are in shade. The last
number in the CRISPR name is the DR copy number. (c) A CRISPR with undetected DRs inside. The two neighboring CRISPRs have almost
identical DRs and one undetected DR in between.The undetected DRmay be a full copy.The added region is highlighted in bold.The regions
of new DRs matching the existing DRs are in shade. The regions of new spacers matching the spacers in other genomes are in shade. The
last number in the CRISPR name is the DR copy number. (d) A CRISPR is broken into two at the beginning of a circular chromosome of
Thermococcus litoralis DSM 5473. One more spacer is proposed to combine the two CRISPRs into one longer CRISPR. The added region
(spacer) is highlighted in red.
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Figure 3: Histograms of the genome numbers (in vertical axis) versus the CRISPR numbers per genome (in horizontal axis). The summaries
are conducted for the taxonomic domains of (a) at least 30 genomes and (b) 30–100 genomes, each of which has at least one CRISPR.
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Figure 4: CRISPR distribution dynamics in the prokaryotic genomes. (a) Histogram of the standard deviation (StdEv) values of the 107
genera, each of which has at least three genomes in theCRISPR annotations. (b)The 16S rRNAphylogenetic tree of the 8 completely sequenced
Thermoanaerobacter genomes, rooted at a closely related species Thermobifida fusca YX. The two numbers in the brackets are the numbers
of annotated CRISPRs and CRISPRs with transposon insertions, respectively.

not detected by the database DbCRISPR, as shown in Figure
S6.

Unlike the eukaryotic counterparts, most of themicrobial
chromosomes are in the circular shape [17], but the database
DbCRISPR regards a CRISPR spanning the beginning point
of a circular chromosome as two. We manually checked
the 4,065 CRISPRs annotated in the database DbCRISPR
and detected 8 such cases. Figure 2(d) shows two CRISPRs
NC 022084 2214800 2215162 andNC 022084 29 2779 in the
archaea Thermococcus litoralis DSM 5473, with 5 and 40
spacers, respectively. The identical DRs and the shared Cas
genes suggest that these two closely located CRISPRs may be
joined into one by the 38 bp sequence between them. This
updated information is important, since the missing spacer
may be a key anti-invasion factor. 7 other cases were detected
in the database DbCRISPR, as demonstrated in Figure S7.

3.2. An Updated CRISPR Definition. Based on the curated
annotations of all the CRISPRs in the prokaryotic genomes,
this study proposes an updated definition of a CRISPR, as
demonstrated in Figure 1 and summarized in Table 1. The
minimum number of DRs in a CRISPR may be as low as 2.
And a DRmay have a length between 14 and 55 bps. A spacer
is 9–95 bps in length.The length ratio between a spacer and a
DR is proposed to be between 0.3 and 2.5.

The three previous CRISPR annotation programs do not
have a consensus agreement on the range of a DR length.
In the default settings, CRT, CRISPRFinder, and PILER-CR
assume that a DR is at least 19, 23, and 16 bps, respectively.
But the Cyanobacteria Microcystis aeruginosa NIES 843 and
the Firmicutes Thermacetogenium phaeum DSM 12270 have
a CRISPR with the minimum DR lengths of 14 and 15,
respectively. The program CRT requires a DR to be at least
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Table 1: Summary of CRISPR definitions in different studies.

# program minDR # minDR maxDR minSpacer maxSpacer
CRT 3 19 bp 38 bp 19 bp 48 bp
CRISPRFinder 3 23 bp 55 bp 0.6DR 2.5DR
PILER-CR 3 16 bp 64 bp 8 bp 64 bp
caCRISPR 3 14 bp 55 bp 9 bp (0.3 DR) 95 bp (2.5 DR)
Column “minDR #” gives the minimum number of DRs required to define a CRISPR. Columns “minDR” and “maxDR” are the minimum and maximum DR
lengths. The other two columns “minSpacer” and “maxSpacer” give the minimum and maximum spacer lengths for a CRISPR. The proposed definition for
a CRISPR in this study is denoted as “caCRISPR,” and the other three computer programs compared in this study are CRT (CRISPR Recognition Tool) [7],
CRISPRFinder [8], and PILER-CR [6].

19 bps in length, which will miss CRISPRs with a short 17 bp
DR in the 7 Firmicutes and an Actinobacteria genomes.
The maximum DR length observed in the curated CRISPR
annotations is 55 bps. So the program PILER-CR’s default
value for this feature 64 bps is not strictly supported by the
observations. CRT requires the maximum CRISPR DR to be
at most 38 bps, which will not recognize CRISPRs in the 30
bacterial genomes. CRISPRFinder has the same setting with
caCRISPR for the maximum DR length of 55 bps.

This study proposes the range of a spacer length in
two measurements, that is, 9–95 bps and 0.3–2.5DRs. The
program CRT assumes a spacer to be at least 19 bps in length,
which will miss CRISPRs in the four Archaea Crenarchaeota
genomes and 21 bacterial genomes (14/21∼66.67% are Pro-
teobacteria). CRISPRs in the 191 and 49 prokaryotic genomes
will not be recognized by the programs CRT and PILER-
CR due to their assumptions of the maximum spacer lengths
of 48 and 64 bps, respectively. CRISPRFinder has the same
requirement as caCRISPR for the maximum spacer length
as 2.5DRs, but its assumption of a minimum spacer length
0.6 DR will miss a CRISPR with the minimum spacer/DR
ratio 0.594 and CRISPRs in the 15 bacterial genomes. So the
data suggests that the spacer length in twomeasurements will
provide higher specificity and cover all the known CRISPRs.

For the convenience of further analysis, the curated
CRISPR annotations are released in the formats of both
FASTA and GFF3 in the Supplementary Materials. Other file
formats may be provided upon request.

3.3. Taxonomical Distributions of CRISPRs in Prokaryotic
Genomes. Among the 4,052 annotated CRISPRs in the
1,302 genomes, the majority comes from the 7 domains
(1,149/1,302∼88.25%). The seven domains of genomes har-
bor 3,458/4,052∼85.34% of the known CRISPRs, and the
460 (460/1,302∼35.33%) Proteobacteria alone have 25.42%
(∼1,030/4,052) of the annotated CRISPRs. Firmicutes is the
second largest domain of the annotated CRISPRs, and 1,030
CRISPRs come from the 323 Firmicutes bacterial genomes.
Another 148 CRISPRs are detected in the 411 actinobacterial
genomes. And Figure 3(a) shows that Firmicutes tends to
have more CRISPRs in one genome, since Firmicutes has
more genomes with at least 4.4 CRISPRs (the upper limit of
the first bin) than any other domains.

After excluding the top three domains of genomes with
CRISPRs, the other four largest domains of CRISPRs are the
two archaea domains Euryarchaeota and Crenarchaeota and

the other two bacteria domains Cyanobacteria and Bacteri-
odetes, as shown in Figure 3(b). All the three domains show
the trend that the number of genomes decreases with the
increased CRISPR number per genome, except the domain
Cyanobacteria.Thenumber of Cyanobacteria genomes (11) in
the third bin is larger than that (9) in the second bin, as shown
in Figure 3(b), suggesting that cyanobacterial genomes tend
to harbor a large number ofCRISPRs. ActuallyCyanobacteria
is the domain with the maximum average CRISPR number
per genome (6.71 for the 44 genomes), if the bacterial domain
Fibrobacteres is omitted.There is only one species Fibrobacter
succinogenes subsp. succinogenes S85 in this domain, and 29
CRISPRs are annotated in this genome.

3.4. Dynamic Patterns of CRISPRs in the Prokaryotic Genomes.
CRISPRs show significant variations in its distributions
between closely related prokaryotic genomes. We calculate
the standard deviation (StdEv) of CRISPR number per
genome in the genus with at least three genomes in the
annotations. 54 of the 107 genera have a StdEv smaller than
1.0, as shown in Figure 4(a), and only 8 genera demonstrate
StdEv = 0, suggesting that these closely related genomes have
the same numbers of CRISPRs. 38 genera also show variable
CRISPR numbers, with StdEv ∈ (1.0, 3.0]. The archaea
genusMethanocaldococcus evens reaches StdEv = 8.26 for the
CRISPR numbers in its six genomes, ranging from 1 to 22.

We further investigate the CRISPR number variations
among different species of the same genusThermoanaerobac-
ter, for its high appearing rate in the CRISPR annotation
corrections. Figure 4(b) illustrates how actively CRISPRs in
the 8 completely sequenced species of Thermoanaerobacter
are manipulated by the transposon insertions. Six of the
eight species carry CRISPRs inserted by Insertion Sequences
(IS) or Miniature Inverted-Repeat Transposable Elements
(MITE), as shown in Figure S4. Four CRISPRs in the two
genomes T. sp. X513 and X514 originate from the same long
CRISPR inserted by three copies of the transposon IS110,
according to the evidences of almost identical DR sequences
and spacers with similar lengths.The same insertion flanking
sequences and close phylogenetic distance suggest that the
three insertions happen in the common ancestor of these
two species. After the divergence of the two genomes, the
fourth CRISPR in T. sp. X514 continues to expand with 14
more spacers. IS110 also plays an active role in splitting a
longCRISPR into shorter ones in the two otherThermoanaer-
obacter genomes, that is, T. brockii subsp. finnii Ako-1 and
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T. pseudethanolicusATCC 33223. A long CRISPR in T. brockii
subsp. finnii Ako-1 is broken into four by two insertions
of IS110 and one IS1634 insertion. The long CRISPR in T.
pseudethanolicus ATCC 33223 shares the same DR sequence
and spacers with similar lengths but undergoes more diver-
sified manipulations, as shown in Figure S4. Besides the
three single-copy IS110 insertions, an IS110 dimer and a
Miniature Inverted-Repeat Transposable Element (MITE)
are also detected in the split of this long CRISPR into
shorter ones. These data demonstrate that CRISPRs in the
Thermoanaerobacter genomes are under active evolutionary
manipulation and expansion.

Additional Points

Supplementary data are available at Bioinformatics online.
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DNA methylation plays critical roles in regulation of microRNA expression and function. miR-23a-27a-24-2 cluster has various
functions and aberrant expression of the cluster is a common event inmany cancers.However, whetherDNAmethylation influences
the cluster expression and function is not reported. Here we found a CG-rich region spanning two SP1 sites in the cluster promoter
region. The SP1 sites in the cluster were demethylated and methylated in Hep2 cells and HEK293 cells, respectively. Meanwhile,
the cluster was significantly upregulated and downregulated in Hep2 cells and HEK293 cells, respectively. The SP1 sites were
remethylated and the cluster was significantly downregulated inHep2 cells intowhichmethyl donor, S-adenosyl-L-methionine, was
introduced. Moreover, S-adenosyl-L-methionine significantly increased Hep2 cell viability and repressed Hep2 cell early apoptosis.
We also found that constructwith two SP1 sites had highest luciferase activity and SP1 specifically bound the gene cluster promoter in
vitro.We conclude that demethylated SP1 sites inmiR-23a-27a-24-2 cluster upregulate the cluster expression, leading to proliferation
promotion and early apoptosis inhibition in laryngeal cancer cells.

1. Introduction

miR-23a, miR-27a, and miR-24-2 consist of miR-23a-27a-
24-2 gene cluster which is highly conserved in different
species.miR-23a-27a-24-2 cluster and its individualmembers
play important roles in various biological and pathological
processes such as cell development [1], proliferation [2],
apoptosis [3], differentiation [4], immune response [5], and
invasion and metastasis [6], respectively.

AberrantmiR-23a-27a-24-2 cluster expression is reported
to be a common event in lots of cancers such as acute lym-
phoblastic leukemia [7], acute myeloid leukemia [8], chronic
lymphocytic leukemia [9], prostate and breast cancer [10],
gastric cancer [11], cholangiocarcinoma [12], hepatocellular
cancer (HCC) [13], acute promyelocytic leukemia [14], and
colorectal cancer [15]. Because three members in the cluster

are derived from a single primary transcript, they have
similar expression pattern in general. For example, the cluster
has been found to be upregulated in acute lymphoblastic
leukemia [7], acute myeloid leukemia [8], chronic lympho-
cytic leukemia [9], prostate and breast cancer [10], gastric
cancer [11], cholangiocarcinoma [12], and hepatocellular can-
cer (HCC) [13], respectively. In several cancers, such as acute
promyelocytic leukemia (APL), the cluster is downregulated
[14]. In colorectal cancer, however, the first two miRNAs of
the cluster are overexpressed and the third is underexpressed
[15].The complex expression patterns suggest that the cluster
is tissue-specific and is involved in complicated regulatory
mechanism in gene expression.

However, why miR-23a-27a-24-2 cluster is aberrantly
expressed is seldom reported. From genetics level, only
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Table 1: Primer sequences of miR-23a/27a/24-2 cluster used in the study.

Primer name Sequence

miR-23a

F: 5-ATCAC ATTCGCAGGGATTTCC-3

RTQ-UNIr:
5-CGAATTCTAGACGTCGAGCGAGCGGACATGCGTGCGTAGTTAACGTTGGTACCGACGTCGGAT-
CCACTAGTCC (T)-3

miR-27a

F: 5-TTCACAGTGCGTAAGTTCCCG-3

RTQ-UNIr:
5-CGAATTCTAGACGTCGAGCGAGCGGACATGCGTGCGTAGTTAACGTTGGTACCGACGTCGGAT-
CCACTAGTCC (T)-3

miR-24-2

F: 5-TGCGTCAGTTCACGAGGAACAG-3

RTQ-UNIr:
5-CGAATTCTAGACGTCGAGCGAGCGGACATGCGTGCGTAGTTAACGTTGGTACCGACGTCGGAT-
CCACTAGTCC (T)-3

U6 F: 5-CTCCGTTCGCGACGACA-3

R: 5-AACCGTTCACGAATTTCGGT-3

amplification is confirmed to upregulate the cluster expres-
sion in gastric cancer cells [16]. In epigenetics, SNPs and
methylation are reported to be associated with regulation
of the cluster expression. For example, the polymorphisms
miR-23a rs3745453, miR-27a rs895819, and rs11671784 could
modulate the cluster member’s expression [17–19]. In hepa-
tocellular carcinoma, He et al. found that hypomethylation
contributes to aberrant miR-23a and miR-27a expression by
genome-wide methylated DNA immunoprecipitation chip
andmiRNA expressionmicroarray assays [20]. miR-23a gene
is hypermethylated and upregulated after demethylation in
osteosarcoma cells [21].These suggest that methylation status
affects the cluster expression regulation. Unfortunately, how
methylation regulatesmiR-23a andmiR-27a expression is not
reported.

In our previous study, we found that miR-23a and
miR-27a are upregulated in laryngeal cancer [22, 23]. We
also analyzed relationship between miR-23a-27a-24-2 cluster
polymorphism rs10422126 and laryngeal cancer occurrence.
However, the result showed no significant difference between
them (data not shown).

In the study, we predicted CG-rich region of miR-23a-
27a-24-2 cluster promoter and detected the methylation sta-
tus in the region spanning two SP1 sites. We also investigated
whether methylation status of SP1 sites affects the cluster
expression and proliferation and apoptosis in Hep2 cells.

2. Materials and Methods

2.1. Cells and Cell Culture. Human laryngeal carcinoma cells
Hep2 and human embryonic kidney cells HEK-293 were
obtained from Cell Biology Institute of Shanghai, Chinese
Academy of Science. Hep2 and HEK 293 cells were main-
tained in RPMI-1640 and Dulbecco’s high glucose modified
Eagle’s medium (DMEM), respectively, with 10% fetal bovine
serum, 100 nits/mL penicillin, and 100 𝜇g/mL streptomycin
in a humidified atmosphere at 37∘C with 5% CO

2
. S-Adeno-

syl-L-methionine (SAM) was purchased from Sigma Corpo-
ration (MO, USA).

2.2. Quantitative Reverse Transcription-Polymerase Chain
Reaction (qRT-PCR). To detect the expression of miR-
23a/27a/24-2 cluster in Hep2 and HEK293 cell lines, total
RNA was isolated using Trizol reagent (Invitrogen, Carls-
bad, CA, USA) following the protocol of the manufacturer.
Reverse transcription was performed using the One Step
Prime Script miRNA cDNA Synthesis Kit (Takara, Dalian,
China) following the manufacturer’s instructions. qRT-PCR
was performed using SYBR� Premix Ex Taq�II (Takara,
Dalian, China) according to the manufacturer’s instructions
using 7500 Real-time RT-PCR system (Applied Biosystems,
Foster City, CA, USA). PCR results were normalized to
endogenous U6 and quantified in relation to the controls
using the delta-delta CT method. All primers for miR-
23a/27a/24-2 cluster used in the study are shown in Table 1.

2.3. Bisulfite Modification and Bisulfite-Specific PCR (BSP).
Hep2 cells were treated by SAM. Genomic DNAs isolated
from Hep2, HEK-293, and SAM-treated Hep2 cells were
used to detect methylation status of CG-rich region in miR-
23a/27a/24-2 cluster promoter. Genomic DNA was then
bisulfite-modified using the EZ DNA Methylation-Gold�
kit (Zymo Research, Orange, CA, USA) according to the
manufacturer’s recommendation. Based on the promoter
CG-rich region sequence of the cluster, bisulfite PCR primers
were designed according to the online primers program
“MethPrimer” (http://www.urogene.org/methprimer/). Pri-
mers used for BSP are as follows: forward 5-TTTGTA-
TTTTGGAGTTTGGATTTTG-3 and reverse 5-CCTCAT-
TAAACCCTAAACAAACCA-3. BSP products were then
cloned into a T-vector (Takara, Japan) and transformed into
JM109 E. coli competent cells (Takara, Japan) according to the
manufacturer’s instructions.

2.4. Proliferation Assay. Hep2 cells were treated by SAM
at 0.2mM, 0.4mM, 0.6mM, 0.8mM, and 1.0mM concen-
trations, respectively. SAM-untreated Hep2 cells were used
as controls. 3-4 × 104 cells were seeded into each well of
a 96-well culture plate to a final volume of 100 𝜇L. After
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culture for 24 h, 48 h, 72 h, and 96 h, 10 𝜇L of CCK-8 was
added to each well and incubated for 1–4 h at 37∘C in a
5% CO

2
incubator. Absorbance at 450 nm was measured

using a microplate reader. Growth inhibition rate was then
calculated. A proliferation curve was plotted based on SAM
concentration and growth inhibition rate. The subsequent
concentration of SAM treatment was based on IC

50
value.

2.5. Apoptosis Assay. Apoptotic cells were measured by using
an Annexin-V:FITC Apoptosis Detection Kit I (BD Bio-
sciences, San Jose, CA, USA) according to the manufacturer’s
protocol. Hep2 cells were incubated with 0.2mM, 0.4mM,
0.6mM, 0.8mM, and 1.0mM SAM for 72 h, respectively.
Cells were then harvested, washed twice with 1x PBS, and
resuspended in 100 𝜇L of binding buffer. Cells were incubated
with Annexin-V and PI at room temperature for 15min in
the dark. Apoptosis was detected by flow cytometer (FAC-
SCalibur, Becton-Dickinson, USA). Signals Annexin-V−/PI−,
Annexin-V+/PI−, and Annexin-V+/PI + indicate living, early,
and late apoptotic cells, respectively.

2.6. Transient Transfection and Luciferase Assays. p450, p498,
and p603 constructs containing zero, one, and two SP1 sites
in the cluster, respectively, were obtained from GENECHEM
(Shanghai, China). Cells seeded in 96-well plate in trip-
licate were transfected with different constructs by using
Lipofectamine 2000� in accordance with the manufacturer’s
procedure. pRL-TK (Promega Corporation, Madison, WI,
USA) was used as a normalization control. Cells were
collected at 48 h after transfection and luciferase activity
was measured using a dual-luciferase reporter assay kit
(Promega Corporation) by Dual Luciferase Assay System
(Promega, USA). Relative luciferase activity was calculated as
firefly/Renilla luciferase ratio.

2.7. Electrophoretic Mobility Shift Assay (EMSA). Nuclear
extracts of Hep2 cells were prepared using a nuclear extract
kit (Pierce, USA) following the manufacturer’s instructions.
Oligonucleotides used in EMSA were synthesized by San-
gene (Beijing, China), and their sequences were as fol-
lows: SP1 wild type: 5-CTCTGGGGGCGGGGGGGTCGG-
3 andmutant: 5-CTCTGGAGAATAAGAGGTCGG-3.The
oligonucleotides were labeled using the biotin 3 end DNA
Labeling Kit (Pierce, USA). EMSA was performed by Light-
Shift Chemiluminescent EMSA kit (Pierce, USA) according
to the protocol provided. In brief, nuclear protein extracts
were incubated with 3-end-biotin-labeled probes in binding
buffer for 20min on ice, separated on a 6% nondenatur-
ing polyacrylamide gel, and then transferred onto a nylon
membrane and fixed by ultraviolet cross-linking. Protein-
DNA complexes were visualized by streptavidin-horseradish
peroxidase followed by chemiluminescent detection (Pierce,
USA). For competition assays, nuclear protein extracts were
incubated with a 100-fold excess of the unlabeled wild type
and mutated oligonucleotide duplex competitors, respec-
tively. For supershift reaction, anti-SP1 antibody (Abcam,
USA) was incubated with nuclear extracts for 1 h at 4∘C prior
to the addition of the biotin-labeled DNA probes.

2.8. Statistical Analysis. Unless otherwise stated, each exper-
iment was performed for a minimum of three times. Data
were subjected to statistical analysis by SPSS 16.0 software
and shown as mean ± standard deviation (SD). A paired
samples 𝑡-test was used to analyze differences in miR-
23a/27a/24-2 cluster expression. Results obtained from cell-
based experiments were analyzed by independent samples 𝑡-
test and one-way ANOVA. 𝑃 < 0.05 is considered statistically
significant.

3. Results and Discussion

3.1. Results

3.1.1. A CG-Rich Region in miR-23a-27a-24-2 Cluster Pro-
moter Is Hypomethylated in Hep2 Cells. As shown in Fig-
ure 1(a), a CG-rich region with 6 CpGs overlapping two
SP1 sites was found in the cluster promoter −530∼−410.
BisulfiteDNA sequencing results displayed that 4 cytosines in
6CpGs (66.7%) spanning the two SP1 sitesweremethylated in
HEK-293 cells. In Hep2 cells, none of them were methylated
(Figure 1(b)), suggesting that the CG-rich region including
two SP 1 sites in Hep2 cells is demethylated compared to that
in HEK-293 cells.

3.1.2. Hypomethylation of the CG-Rich Region Contributes
to Upregulation of miR-23a-27a-24-2 Cluster in Hep2 Cells.
qRT-PCR results indicated that three members of miR-23a-
27a-24-2 cluster were significantly overexpressed in Hep2
cells compared to HEK-293 cells (Figure 1(c)). Furthermore,
bisulfite DNA sequencing results showed that 3 cytosines in
6 CpGs (50%) including two SP1 sites were remethylated in
SAM-treated Hep2 cells (Figure 1(d)), implying that SAM
can alter the methylation status in the CpG-rich region.
qRT-PCR result displayed that miR-23a-27a-24-2 cluster
expression level was significantly lower in SAM-treated Hep2
cells than that in SAM-untreated ones (Figure 1(e)). These
results suggest that hypomethylation of the CG-rich region
especially two SP1 sites upregulates the cluster expression.

3.1.3. Hypomethylation of the CG-Rich Region Participates in
Regulation of Hep2 Cell Proliferation and Apoptosis. To iden-
tify whethermethylation status of the CpG-rich region affects
Hep2 cell functions, we detected Hep2 cell proliferation and
apoptosis byMTT and flow cytometry methods, respectively.
MTT results showed a decreased viability tendency with the
increase of concentration and treatment duration of SAM
compared to the controls (Figure 2(a)). Moreover, Hep2
cell proliferation reached a peak at 0.8mmol/L of SAM
treatment on either day and showed significant differences at
0.8mmol/L on the second and third day (Figure 2(b)). On
the contrary, SAM-treated Hep2 cells displayed an increased
trend in early apoptosis with an increase in SAM concentra-
tion on the third day and began to reveal a significant differ-
ence at 0.6mmol/L compared to the controls (Figure 2(c)).
We speculate that the CG-rich region hypomethylation partly
regulates the Hep2 cell proliferation and early apoptosis.
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Figure 1: Effects of DNA methylation status of miR-23a-27a-24-2 cluster promoter CG-rich region on the cluster expression. (a) Prediction
of miR-23a-27a-24-2 cluster promoter CG-rich region. CG-rich region spanning two SP1 sites is located at the cluster promoter, −530∼−410.
(b) DNA methylation status of the CG-rich region in Hep2 and HEK-293 cells. Cytosines of CG dinucleotides in the two SP1 sites were
hypermethylated in HEK-293 cells compared to Hep2 cells. (c) Expression of miR-23a-27a-24-2 cluster in Hep2 and HEK-293 cells. Members
of the cluster were upregulated in Hep2 cells compared to HEK-293 cells. (d) DNAmethylation status of the CG-rich region in SAM-treated
and SAM-untreated Hep2 cells. Cytosines of CG dinucleotides in the two SP1 sites were remethylated in SAM-treated Hep2 cells compared to
SAM-untreated cells. (e) Expression ofmiR-23a-27a-24-2 cluster in SAM-treated and SAM-untreatedHep2 cells.Members of the cluster were
downregulated in SAM-treatedHep2 cells compared to SAM-untreated cells. Hep2 cells were incubated with 1mmol/L SAM. SAM-untreated
cells were used as controls. ∗ indicates 𝑃 < 0.05.

3.1.4. SP1 Sites within the CG-Rich Region Are Important in
Regulation of miR-23a-27a-24-2 Cluster. Luciferase reporter
assay result indicated that construct overlapping two SP1
sites had strongest luciferase activity and even that har-
bouring one SP1 site showed significantly higher luciferase
ability compared to the controls (Figure 3(a)), implying that

the SP1 sites probably regulate miR-23a-27a-24-2 cluster
expression. EMSA result displayed that SP1-labled wild
type probe had strong binding ability to nuclear proteins
compared to the probe-free group. By addition of anti-SP1
antibody, a shifting band was detected. SP1-unlabeled probe
reduced the binding and SP1-mutant probe had no effect on
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Figure 2: Effects of DNA methylation status of miR-23a-27a-24-2 cluster promoter CG-rich region on proliferation and apoptosis. (a)
Inhibition of different concentrations of SAM on Hep2 cell growth. (b) Inhibition analysis of 0.8mmol/L SAM on Hep2 cell growth. (c)
Early apoptosis analysis of different concentrations of SAM on Hep2 cells on the third day. ∗ indicates 𝑃 < 0.05.
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Figure 3: Activities of miR-23a-27a-24-2 cluster promote and binding of SP1 to the cluster CG-rich region. (a) Relative luciferases of different
constructs in miR-23a-27a-24-2 cluster are promoted. (b) Binding of SP1 to the cluster CG-rich region in vitro. ∗ indicates 𝑃 < 0.05.
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the binding (Figure 3(b)). The findings confirmed that both
SP1 sites are import cis-acting elements in miR-23a-27a-24-2
cluster regulation.

3.2. Discussion. It is well-known that transcription factors
regulate target gene expression via binding cis-acting ele-
ments [24]. As a basal transcription factor, SP1 plays a critical
role in regulation of so-called housekeeping genes especially
in the absence of TATA box [25].

miR-23a-27a-24-2 cluster promoter is located at the
region −603 bp∼+38 bp that lacks the known common pro-
moter element TATA box [26, 27]. In the study, we first
found a CG-rich region with six CpG dinucleotides covering
two SP1 sites. Compared to HEK-293 cells, we discovered
that the region is hypomethylated where both SP1 sites
are demethylated in Hep2 cells. Meanwhile, all members
of the cluster are significantly upregulated in Hep2 cells
compared toHEK-293 cells, suggesting that hypomethylation
especially demethylation of both SP1 sites in the regionmight
contribute to overexpression of the cluster. SAM, S-adenosyl-
L-methionine, is a very useful methyl donor in epigenetic
mechanism study [28]. In the present study, we also found
most cytosines in the CG-rich region are methylated in
Hep2 cells after being treated by SAM. All three miRNAs of
miR-23a-27a-24-2 cluster are significantly downregulated in
SAM-treated Hep2 cells compared to the controls, further
indicating that abnormal methylation in the CG-rich region
regulates the cluster expression.

Recently, miR-23a and 27a are reported in an aberrant
methylation status in several studies. Similar to our results,
miR-23a overexpression is speculated to be associated with
its hypomethylation in leukemic cells [29]. In hepatocellular
carcinoma, hypomethylation is considered to be responsible
for upregulation of miR-23a and miR-27a [13]. On the
contrary, the miR-23a gene promoter region was found to be
hypermethylated, leading to downregulation of miR-23a in
osteosarcoma cells [21]. However, these results do not tell us
the detailed information on alteration of methylation status
andmolecular mechanism of whichmethylation-related sites
could affect cancer cell function.

It is also well-known that miRNAs participate in reg-
ulation of cancer cell proliferation, apoptosis, differentia-
tion, migration, and metastasis via different targets [30–33],
respectively. At present, lots of targets of miR-23a-27a-24-
2 cluster have been identified such as GJA1, BCL2, CDC27,
14-3-3𝜃, NAIF1, and SOX7 [34–39]. In our previous study,
we found that miR-23a and miR-27a overexpression in Hep2
cells promotes cancer cell proliferation and represses apopto-
sis by targeting APAF-1 and PLK2 [22, 23], respectively.

In the present study, SAM-treated Hep2 cells showed
significantly lower level of proliferation and higher level
of apoptosis than controls, indicating that SAM increases
proliferation and decreases apoptosis in laryngeal cancer
cells. SAM-induced proliferation prevention and apoptosis
activation have been found in other studies. For example,
SAM inhibits osteosarcoma and colorectal cancer cell pro-
liferation [40, 41]. SAM causes apoptosis in normal liver L-
02 cells and undifferentiated pheochromocytoma PC12 cells
[42, 43]. Our EMSA result indicates that SP1 is an important

trans-acting factor of miR-23a-27a-24-2 cluster and mutant
SP1 reduces the banding ability of SP1 to the cluster promoter.
Similar to the SP1 variation, we suggest that methylation
status of SP1 sites may interfere with the binding of SP1
to miR-23a-27a-24-2 cluster. It has been shown that CpG
methylation in the promoter region of BLU could prevent
itself from binding to SP1 [44].

4. Conclusion

We conclude that demethylated SP1 sites in CG-rich region of
miR-23a-27a-24-2 cluster promoter result in the cluster over-
expression, leading to proliferation promotion and apoptosis
inhibition probably via targeting the related targets such as
APAF-1 and PLK2 in laryngeal cancer cells. These provide us
with an important basis in our future work on miR-23a-27a-
24-2 cluster promoter methylation in human cancer tissues
and its clinical significance in tumorigenesis.
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As plenty of nonmodel plants are without genomic sequences, the combination of molecular technologies and the next generation
sequencing (NGS) platform has led to a new approach to study the genetic variations of these plants. Software GATK, SOAPsnp,
samtools, and others are often used to deal with the NGS data. In this study, BLAST was applied to call SNPs from 16 mixed
functional gene’s sequence data of polyploidywheat. In total 1.2million readswere obtainedwith the average of 7500 reads per genes.
To get accurate information, 390,992 pair reads were successfully assembled before aligning to those functional genes. Standalone
BLAST tools were used to map assembled sequence to functional genes, respectively. Polynomial fitting was applied to find the
suitable minor allele frequency (MAF) threshold at 6% for assembled reads of each functional gene. SNPs accuracy form assembled
reads, pretrimmed reads, and original reads were compared, which declared that SNPs mined from the assembled reads were more
reliable than others. It was also demonstrated thatmixed samples’NGS sequences and then analysis byBLASTwere an effective, low-
cost, and accurate way to mine SNPs for nonmodel species. Assembled reads and polynomial fitting threshold were recommended
for more accurate SNPs target.

1. Background

Next-generation sequencing technologies (e.g., Solexa/Illu-
mina, SOLiD/ABI, 454/Roche, and HeliScope/Helicos) have
opened a new field to genotype analysis of nonmodel organ-
isms. Technologies generating long-sequence reads (200–
400 bp) are increasingly used in evolutionary studies of
nonmodel organisms, but the short sequence reads (30–
150 bp) can be produced at lower cost andwithmore sequence
data per run [1]. Short-read technologies are typically best
suitable for resequencing projects where a reference genome
on which the reads can be mapped is already available
[2, 3]. Because of the short-read lengths, the application of
NGS technologies has generally been restricted to nonmodel
organisms for which the genome sequences is not avail-
able. However, recently many algorithmic and experimental
advances have made it possible to succeed at de novo
sequence projects [4–6]. But some of these reads (both long

and short) contain adapters and other exogenous contents
by experimental designs. On other cases, adapters were
sequenced inadvertently when they are out of operational
errors and other unknown reasons. If these adapters were not
trimmed out, they would interfere with the downstream data
analysis, such as mapping the reads to the reference genome
and de novo assembly [7, 8].

For most of the next-generation sequencing technologies
(both single-read and paired-end libraries), the quality of
the sequencing gets lower while approaching the end of the
reads. If excessive sequencing errors occurred in the end of
the reads, this would affect the accuracy of mapping and
other downstream analysis, even if the reads contain high-
quality bases in the beginning. To prevent otherwise high-
quality reads from being rejected during quality filtering or
from influencing mapping or assembly processes, it can be
beneficial to trim bases from poor-quality ends of reads [9].
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Figure 1: The main steps to mine SNPs on function genes.

Illumina’s sequencing by synthesis (SBS) technology (Illu-
mina report) is the most successful and widely adopted
next-generation sequencing platform worldwide, which is
also the only platform that offers a short-insert paired-end
capability for high-resolution genome sequencing as well as
long-insert paired-end reads using the same robust chemistry
for efficient sequence assembly, de novo sequencing, large-
scale structural variation detection, and so on [10].

Triticeae has large and complex genomes with a great
abundance of repeated sequences, which does not have a very
good whole genome reference available now. Studies on these
plants whose polyploidy has further increased genome size
and complexity have not been able to fully take advantage of
next-generation sequencing for SNP discovery (since SNPs
are of more importance on functional genes coding region, 16
genes were molecular-cloned and resequenced formwheat as
a case). After these genes were cloned andmixed, these genes
were resequenced by NGS Solexa platform and SNPs were
called following our pipelines in Figure 1. The polynomial
fitting equation was applied to find the best threshold value
to filter the low quality SNPs.

2. Materials and Methods

2.1. DNA Isolation and PCR Amplification. Genomic DNA
was extracted from leaves of single plants of about 2 weeks
old with a modified CTAB protocol. 16 functional genes were
randomly selected fromNCBI database with the sequences as
reference in the following study (Table 1).

Anchored primers were designed on the basis of con-
served sequences outside of the polymorphic regions. PCR
amplification was performed with GeneAmp PTC-240 cycler
(Bio-Rad) in 50 𝜇L volume which consisted of 100 ng of
genomic DNA, 100 𝜇M of each dNTP, 1 𝜇M of each primer,
1 U Taq polymerase with high fidelity, 1.5mM Mg2+, and
1x PCR buffer. The cycling parameters were 95∘C for 5min
to predenature, followed by 35 cycles of 95∘C for 50 sec,
50–60∘C for 30 sec and 72∘C 45 sec, and a final extension
at 72∘C for 5min. Desired PCR products were obtained by
agarose gel. The fragments of genes were mixed with similar
concentration.

2.2. Sequence Data Quantity and Quality. Ten mixed DNA
samples were sequenced in one run with Illumina Solexa
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Table 1: Information of sixteen functional genes.

Name NCBI number Length Product
ABA8OH [GenBank: AB455560] 654 ABA 8-hydroxylase
ABI5 [GenBank: AB238934] 1540 bZip-type transcription factor TaABI5
ACC1 [GenBank: EU660901] 1131 Plastid acetyl-CoA carboxylase
Apx [GenBank: AY513261] 1354 Thylakoid ascorbate peroxidase
DRF [GenBank: FJ560492] 963 Dehydration responsive factor 1 variant
EMH5 [GenBank: X73228.1] 443 Early-methionine-labeled protein
ERD4 [GenBank: AK330512] 810 Transmembrane protein 63B-like
FUC3 [GenBank: BQ806797] 564 Predicted protein
GSK [GenBank: DQ678922] 527 GSK-like kinase 1A
HKT8 [GenBank: DQ646339] 866 High affinity K

+
transporters

LEA1 [GenBank: AY148490] 816 Late embryogenesis abundant protein
LEC1 [GenBank: BT009029] 910 Nuclear transcription factor Y subunit B1
PhyC [GenBank: AJ295224] 934 Phytochrome C
Q [GenBank: AY702960] 809 Floral homeotic protein
WDAI [GenBank: AY729672] 446 Dimeric alpha-amylase inhibitor
ZCCT1 [GenBank: AY485644] 669 Zinc finger-CCT domain
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Figure 2: Reads assembly. A(i).fastq andB(i).fastqwere one-paired-end reads.The color lineswere lowquality parts (20 bp). Purplewireframe
was the assembled reads part. Solid triangle was the locus which was not consistent in two reads. Paired-end reads were reverse compliment
reads. To assemble the two reads, reverse compliment sequence should be calculated by one of them and the other one should be kept. The
entire mismatch locus would be set as “N.”

platform.We get the sequencing result as pairing reads, which
was stored in two fastq files, “read 1.fq” and “read 2.fq,”
respectively. The sequences at the same position from
read 1.fq and read 2.fq are pairing. In each file there were
about 0.6 million reads and all reads were the same in
length. Each pair should belong to the same reference gene
and the paired sequences reversed complementary to each
other. File read 1 and file read 2 are corresponding to each
other in lines. read 1 is positive sequencing result while
read 2 is reverse complementary sequencing result and they
could be assembled into one tag if both reads were of
high quality (Figure 2). Usually raw reads that only have 3
adaptor fragments should be removed before data analysis.

The following analysis was carried out after the dirty raw
reads were removed (Illumina report).

2.3. Assembly and Alignment. Theoretically, the overlap part
of two assembled reads should have totally consistent code.
But because the sequencing techniques still have read errors,
therewill be some lowquality locus at the endof the sequence.
Generally, when we intend to map reads to reference, we will
take a reads quality inspection and cut some length to control
the read quality. In this study, to avoid the influence of the
final SNP sites statistic caused by such case, we set such locus
of each assemble sequence as “N” (Figure 2). In the following
basic group frequency statistic of reference sequence, “N” is



4 BioMed Research International

not participated in the statistic.Thus it eliminates the problem
of bad quality of reads in the end; meanwhile it reduces
the influence of the SNP quality sites caused by the whole
segment sequencing.

As there was no genome reference in nonmodel plant,
people usually domappingworkswithout a genome reference
and then calculate the SNPs [11, 12]. Here the DNA sequences
of known functional gene were used as reference. To make
reads align to reference, we make all the assembled reads into
databases with standalone BLAST tool (NCBI). Meanwhile
to compare the quality difference between assembled reads
and nonassembled reads from the same sequence file, among
the rest of reads the nonassembled ones were also made
into a new database. Then we used the function genes as
the query sequence to blast in the database by basic local
alignment algorithm [13]. In some of our function genes
there are several low-complexity fragments and at the same
time the BLAST tool will not calculate the low-complexity
part as default. Therefore, we should set the “-F” as “F” to
close the low-complexity filter when we use the blast all
command. To compare the quality of the assembled reads
and nonassembled reads, another database was set up by
nonassembled reads and the 16 function genes were blast
in each database. Blast of 16 genes (with 800 bp average
length) in one database containing 0.4 million reads could be
completed in 10minutes by regular PC.

2.4. SNPs Calling. Researchers selected SNPs when the MAF
is more than 1% for human sequences, while they selected
MAF > 5% for plant sequences. All of those are an estimate
threshold. As we all know, different experiments may have
their own errors and the sequence quality is also different
when different technology platforms were used. In this
study, we present a new way to find a reasonable MAF for
each independent experiment. First we selected some stable
genes which were already known as comparable samples and
sequence with other samples together. Then the ratios of
SNPs change by the MAF were calculated. To observe those
trends of SNPs rations variation feature better, polynomial
equation was applied to fit the curves (theoretically, N-order
polynomial can approximate to any nonlinear function).
We derived the first-order differential equation of fitting
polynomial equation and that is the accelerating equation of
initial equation.The stable value of the accelerated curve was
the best threshold.

To check the result of SNPs’ ratio by this process, the
pretrimmed reads and original reads (clean and adapts dis-
carded) were also used to map and screen SNPs. Three kinds
of reads data were compared by SNPs’ ratio and position.The
assembled reads data should have less SNPs than other reads
at the same MAF threshold.

3. Result and Discussion

3.1. Assembled Reads. 16 function gene samples were
sequenced in one run and 2 fastq files (each file contains
589573 reads) were output.The usage of themethods referred
above to assembled reads and 390992 pairs of reads were
successfully assembled. The assembled reads rate was about
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Figure 3: Rate curve of reads can be aligned to reference by identity
varied.The valid contigs rate equals the number of the contigs which
successfully aligned to references dividing the total reads number in
the database.

66.32%. The average length of assembled reads was 155.10,
which illustrated that when two reads assembled nearly 50 bp
locus will be overlapped. Over 98.56% assembled reads were
assembled by reverse complementary reads; meanwhile the
1.5% assembled reads from others may have very low quality.
To get accurate result, raw data were reprocessed (Figure 1),
and only assembled reads with both forward and reverse
complementary reads were selected for accurate sequence.
As we checked the sequence data, only 15∼20 bp of original
reads in the end were of low quality. Thus the low quality
segment of the two reads will be aligned to the other reads
(Figure 2). If there is any different code at the alignment
locus, that locus will be set as “N” and when we align reads
to references sequence, “N” will not be calculated. Thus, the
problem of low quality segment in the reads will be solved. In
blast result of the nonassembled reads database, most contigs
are longer than 80 bp; meanwhile when blasting in assembled
reads database, there were many short contigs (more or less
than 20 bp) aligned to references. We use standalone BLAST
tool to blast function genes in local database. To compare the
sequence quality of the assembled and nonassembled reads,
we made two local databases.

One database consists of assembled reads and the other
consists of nonassembled reads. When blasting in the assem-
bled reads database, 321919 contigs have successfully aligned
to the function genes when the identity threshold was set
as 85% identities and the number of contigs changed to
249076 by the threshold 90% identities. As a result of blast-
ing in nonassembled database, 314977 contigs from 397162
recorders were aligned to the same query sequence (Table 2).
Comparing both assembled and nonassembled valid reads
by different blast thresholds, assembled sequence performed
high mapping rate (Figure 3). We found that the rates of the
successful aligned contigs in each database, both assembled
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Figure 4: Curve of SNPs rate with the threshold value of MAF variation. (a) SNPs rate curves. The 𝑥-axis shows the MAF variation and the
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Table 2: Elementary information about the reads.

Reads number Average length

Assembled

Original
reads 390992 (pair) 155.10

Aligned to
reference 219433 (pair) 156.90

Nonassembled

Original
reads 198581 (pair) 100

Aligned to
reference 206362 (single) 81.99

The threshold of the aligned identities was 85%.

and nonassembled reads, were of little difference. When
the identity threshold rises up, the two rate curves become
nearly coincident. This illustrated that the assembled reads
and nonassembled reads may have similar correct alignment
contigs rate on quantity.

3.2. SNPs Calling. It is widely believed that SNP could be
identified in human gene if the frequency of second base
was above 1%. But there is no uniform criterion in plant
gene. People who study on crops usually select the threshold
value of SNP screening by experience or according to actual
condition. If the threshold was too low, some false SNPs
would be selected; if the thresholdwas high, a fewof real SNPs
could not be completely selected. When threshold was set at

1% in our study, there were too many SNPs in some genes,
such as WCOR14, LEA1, and LEC1; the rate of SNP in each
reference gene almost reached 40%. That is not reasonable.

To find better threshold value for SNP screening in this
study, we set the threshold from 1% to 20% by 1% increase
and plotted the curves of ACC1, PhyC, and Q genes’ SNP
rate variation trend (Figure 4(a)). Because ACC1, PhyC, and
Q genes were known as stable genes, we use their SNPs rate
variation curve as reference to analysis curve character and
find out the best second code rate threshold.We could clearly
find that the SNPs rate by nonassembled reads was higher
than SNPs rate by assembled reads. Meanwhile the SNPs
rate curve of nonassembled keeps descending most of the
time, but the assembled reads SNPs curve becomes relatively
stable when the second code rises up to 4%. It revealed that
nonassembled reads will bring in more SNPs. Most contigs
aligned to the function genes in nonassembled reads database
were over 80 bp with some low quality locus at the end of the
sequence. But the assembled reads have about 50 bp overlap
locus at average. When two reads assembled into a sequence,
those overlap loci with different codes from two reads were
set as “N” (Figure 2) and will not be statistic as potential
SNPs. That is why assembled reads are of higher quality than
nonassembled reads. Sowe suggest using assembled sequence
to get accurate SNPs or MSV information.

In our study, to find the bestMAF to screen SNPs, we only
discuss the results from assembled reads database. All the
solid lines descended fast in the beginning and become stable
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Table 3: The sequence variation information of functional gene by 6% MAF.

Name Length Assembled reads Nonassembled reads Pretrimmed reads Original reads
Number Ratio Number Ratio Number Ratio Number Ratio

ABA8OH 654 5 0.76% 19 2.91% 13 1.99% 20 3.06%
ABI5 1540 159 10.32% 171 11.10% 145 9.42% 152 9.87%
ACC1 1131 10 0.88% 14 1.24% 10 0.88% 16 1.41%
APX 1354 97 7.16% 86 6.35% 83 6.13% 96 7.09%
DRF 963 42 4.36% 39 4.05% 41 4.26% 46 4.78%
EMH5 443 21 4.74% 29 6.55% 20 4.51% 27 6.09%
ERD4 810 46 5.68% 44 5.43% 42 5.19% 45 5.56%
FUC3 564 18 3.19% 13 2.30% 20 3.55% 22 3.90%
GSK 527 9 1.71% 9 1.71% 15 2.85% 20 3.80%
HKT8 866 51 5.89% 36 4.16% 44 5.08% 56 6.47%
LEA1 816 14 1.72% 44 5.39% 44 5.39% 61 7.48%
LEC1 910 92 10.11% 90 9.89% 83 9.12% 110 12.09%
PhyC 934 19 2.03% 30 3.21% 31 3.32% 36 4.07%
Q 809 4 0.49% 28 3.46% 25 3.09% 35 4.20%
WDAI 446 44 9.87% 47 10.54% 38 8.52% 34 7.62%
ZCCT1 669 28 4.19% 34 5.08% 21 3.14% 28 4.19%

after 4% or 5% second code rate (Figure 4).The severe decline
may be caused by the sequencing precision. To eliminate
the problem by sequencing quality reasonably, selecting an
appropriate threshold is more significant. Polynomial fitting
method was used to fit the curve to get more information
about the curve variation rate. After examination, the 6-order
polynomial turned out to be the best one to fit the curves.
Then we computed first-order differential of the fitted equa-
tion and got the curve variation equations. From derivation
equation curve (Figure 4), it showed us the acceleration of
SNPs rate descent. When the acceleration became near 0,
there were few variations in the initial curve. It means that the
rate of SNPs will remain unchanged when the threshold rises
up. According to Figure 4, we chose 6% as the second thresh-
old in our study. In future research, the new MAF threshold
should be calculated based on the new sequence result.

As designed, the assembled reads have high quality and
when they are aligned to reference genes, they will perform
more quality than others reads. Here we compared the castoff
length while reads aligned to sequence with nonassembled
reads, assembled reads, pretrimmed reads, and original reads.
The pretrimmed reads were original reads cut by the end
of 20 bp before being used to align to reference. Original
reads came from the sequence result without any process.
It declared that most reads were zero-cut in the process
of alignment (Figure 5). But the assembled reads have
more proportion of zero-cut; over 65% reads were zero-cut.
Obviously the nonassembled reads have the longest length cut
than the other three reads, which illustrated that the reads
that cannot be assembled from original reads were of lower
quality than the reads that can be assembled. Consequently,
if we just use the part of assembled reads for SNPs, we could
get more accurate result.

There are not as much reads as pretrimmed and original
reads in assembled database. The overlaps of each gene
from assembled reads were lower than other two databases
(Figure 6). But in assembled reads database the lowest
overlap in Q gene still exceeds 100. Although the number of
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Figure 5: Proportions of reads were trimmed by different length.
The 𝑥-axis was the lengths of reads which were trimmed by local
blast algorithm. The 𝑦-axis was the proportion of each trimmed
length.The less the length was trimmed the less the low quality parts
the reads have.

assembled reads is not as much as others, it still has a reliable
overlap. We can see that the average overlap of each gene is
not homogeneous; PhyC gene had 341.83 overlaps,ACC1 gene
793.03, and Q gene 1764.03. That is because the PCR samples
concentration we mixed was not under the same uniformity.
To getmore average overlap, the sample concentration should
be as equal as possible.

The advantage of assembled reads in SNPs analysis is
that they perform more accurately. In Table 3, there were
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SNPs from the main stable genes we discussed before. By
the same MAF threshold (6%), ACC1 gene had 10 SNPs from
assembled and pretrimmed reads database and had 16 SNPs
when aligned by original reads, but in PhyC and Q gene,
less SNPs were screened by assembly. The quality of reads
will determine the reliability of SNPs. As original reads have
low sequence quality at the end of 15 bp, the pretrimmed
reads will surely have high sequence quality and alignment
quality. The high-quality reads could avoid bringing too
much false SNPs and be aligned to reference more accurate.
The SNPs of each gene screened by pretrimmed reads and
assembled reads were all overlapped with SNPs from original
reads (Figure 7(a)). It is as estimated that assembled and
pretrimmed reads will screen less SNPs than original reads.
Form the SNPs relationship diagram we can find that most
SNPs in assembled reads were overlapped with pretrimmed
reads. Only one SNP ofACC1 gene was notmatched.Thenwe
checked that the unmatched SNPs were at 80th (assembled)
and 387th (pretrimmed) loci. At the 80th locus, main code
was C and minor one is T. The proportion of T from
assembled reads was more than that from both original
and pretrimmed (Figure 7(b)). Judging from the result of
sequencing, different reads had different sequence quality
at the same locus, which caused gravity of code skewing to
main code. But we set the mismatched locus as “N” without
considering the gravity of code when we assembled reads.

In that way, the skewing of main code gravity whose low
sequence reads brought in was relieved and allowed us to use
high-quality reads to get accurate SNPs. At the 387th locus,
the proportion of minor code decreased progressively from
original to assembled reads. Based on our design ideas, the
decrease of minor code proportion may be caused by high-
quality reads which we used to align to reference.

We marked all the SNPs from the assembled and
nonassembled reads on the genes (Figure 8). There was
large amount of distributed SNPs which only discovered
in nonassembled reads (orange color) even in stable genes
ACC1, PhyC, and Q. Many of them may be false SNPs
because of the low quality reads. SNPs markers only from
assembled reads (green color) were less than those from
nonassembled. It was proved that the reads with higher
quality could be assembled easier than that without enough
quality. We suggest discarding the reads that could not be
assembled when using this method to mine SNPs for getting
more reliable information.

The blue and green markers were the final SNPs position
tags we found in this study. There were incredible quantities
of SNPs in some genes (Figure 8). As wheat was one of
organics which have the most complex genome, it has a large
genome size and a high proportion of repetitive elements (85–
90%) [14, 15]. Many duplicate SNPs may be nothing more
than paralogous sequence variants (PSVs). Alternatively,



8 BioMed Research International

16

1 1 319 19
425

36 35

ACC1 PhyC Q

Original

Assembled
Pretrimmed

Original

Assembled
Pretrimmed

Original

Assembled
Pretrimmed

(a)
1

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0

1

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0

Assembled Pretrimmed Original
ACC1 gene locus number 80 ACC1 gene locus number 387

Assembled Pretrimmed Original

T
G
C

T
C

(b)
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gene conversion in duplicate may generate allelic diversity.
So the SNPs in our result could be explained as the PSVs or
polymorphism multisite variation (MSV) [16, 17].

4. Conclusion

As the high throughput next-generation sequence technology
is progressing almost every year,more long read sequencewill
be brought to us, such as PacBio that will make more easy
way for calling SNPs in nonreference species [18]. Particularly
for plants with large and complex genome, more long and
accurate technology will be helpful in calling SNP [19, 20]
(what a pity that PacBio is still a very high-cost way compared

to Illumina system). This study aims at finding an efficient
and flexible pipeline to mine SNPs with low cost for function
genes of nonmodel plant. In outline, our strategy is to mix as
much DNA samples as we required and sequence by one run
and then use assembled reads to make database for mapping
by local blast algorithm computational tools and meanwhile
utilize function gene sequence as reference and finally analyze
the resulting genotyping data and screen SNPs. The result
demonstrated that several function genes of nonmodel plants
can be molecular-cloned, mixed to sequence, and analyzed
after being assembled and aligned. The assembled reads
performed more accurately than the trimmed reads when
they are aligned to references (functional genes). Utilizing
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were the potential SNPs locus. The green bars form assembled reads, the orange bars form nonassembled reads, and the blue bars belonged
to both assembled and nonassembled reads.

polynomial fitting and differential equation to find the best
MAF threshold is more reasonable.
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