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The explosive growth in the demand for wireless communi-
cation and information transfer using handsets and personal
communications (PCS) devices has created the need for
major advancements of antenna designs as a fundamental
part of any wireless system. One type of antennas that fulfills
most of the wireless systems requirements is the microstrip
antennas. These antennas are widely used on base stations as
well as handheld devices. Microstrip antennas have a variety
of configurations and are currently the most active field in
antenna research and development. The microstrip anten-
nas, due to their great advantages, have increasingly wide
range of applications in wireless communication systems as
handheld mobile devices, satellite communication systems,
and biomedical applications. In most PCS, the handheld
antenna is placed on a small plastic/shielding box that is
in close proximity to biological tissue of user body hence
its radiation may cause health hazardous effects. Added to
the operational requirements, the users and service providers
usually demand wireless units with antennas that are small
and compact, cost effective for manufacturability, low profile,
and easy to integrate with other wireless communication
system components. The antenna designer must consider
all these issues besides the electrical characteristics of the
antenna performance which include antenna tuning (oper-
ating frequency), VSWR and return loss (input impedance),
bandwidth, gain and directivity, radiation pattern, diversity,
and size of the chassis (expressed as a function of wave-
lengths) and specific absorption rate (SAR) of the antenna.
These design considerations have led antenna designers to

consider a wide variety of structures to meet the often
conflicting needs for different applications.

This special issue contains different topics about
microstrip antennas. New designs are investigated for several
wireless communication applications. Papers are classified
from survey about most literature publications in several
topics as RF energy harvesting to new designs in UWB
antennas, reconﬁgurable antennas, smart MIMO systems,
and so forth.

We hope the readers and researches of microstrip antenna
systems will find in this special issue not only new designs
about different microstrip antenna characteristics but also
valuable information about numerical analysis and fabrica-
tions.

Hala A. Elsadek

Esmat A. Abdallah

Dalia M. Elsheakh

Heba Badr El-Din El-Shaarawy
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In the last few years, several antenna designs of rectenna that meet various objectives have been proposed for use in RF energy
harvesting. Among various antennas, microstrip patch antennas are widely used because of their low profile, light weight, and planar
structure. Conventional patch antennas are rectangular or circular in shape, but variations in their basic design are made for different
purposes. This paper begins with an explanation and discussion of different designs, put forward with an aim of miniaturization,
harmonic rejection, and reconfigurability. Finally, microstrip patch structured rectennas are evaluated and compared with an
emphasis on the various methods adopted to obtain a compact rectenna, harmonic rejection functionality, and frequency and

polarization selectivity.

1. Introduction

As the demand for power increases, the need for alternate
energy sources has become essential. Energy from external
sources such as solar power, thermal energy, wind energy,
and RF energy has been harvested for various purposes in the
last few recent decades. Energy harvesting uses inexhaustible
sources with little or no adverse environmental effect and
can provide unlimited energy for the lifespan of electronic
devices. The work presented here focuses on RF energy
harvesting, in which the abundant RF energy from surround-
ing sources, such as nearby mobile phones, wireless LANs
(WLANSs), FM/AM radio signals, and broadcast television
signals, is captured by a receiving antenna and rectified into
a usable DC voltage.

Ambient RF energy is pervasive, especially that from
mobile and Wi-Fi networks. ABI Research and IHS iSuppli
estimated that the number of mobile phone subscriptions
recently surpassed five billions, and the ITU estimated that
there is more than one billion subscriptions for mobile broad-
band. Mobile phones represent a large source of transmitters
from which to harvest RF energy and will potentially enable

users to provide power-on-demand for a variety of close-
range sensing applications. The number of Wi-Fi routers and
wireless end-point devices such as laptops is also significant
[1].

At short range (e.g., within the same room), a tiny amount
of energy (microwatts) can be harvested from a typical
Wi-Fi router transmitting at a power level of 50-100 mW.
For longer-range operation, antennas with higher gain are
needed for practical harvesting of RF energy from mobile
base stations and broadcast radio towers. In 2005, Powercast
demonstrated ambient RF energy harvesting at 1.5 miles
(~2.4km) from a small, 5-kW AM radio station. Subsequent
demonstrations have included the harvesting of RF energy
from an iPhone in the GSM band and from a nearby mobile
base station [1].

We can categorize RF energy source into three general
groups: intentional sources, anticipated ambient sources, and
unknown ambient sources [2]. RF energy harvesting can
be implemented as direct power for battery-free systems
or battery activation, an auxiliary power source for battery
recharging, or remote power with battery backup. A power
source combined with energy harvesting can provide wireless



devices with low maintenance cost or extended battery life
by implementing the ability to receive power or charge the
stored energy when needed, or to wake up remote sensors
in sleep mode. The possibility of recycling the ambient
electromagnetic energy especially in densely populated urban
zones is actively being explored [3]. The major component
used to convert this RF energy into utilizable DC power is a
rectifying antenna, also termed as rectenna.

Among various entities of rectenna, antenna is one of the
major elements which is responsible for collecting the incom-
ing RF signals of various frequencies. The source of incom-
ing RF energy can be WLAN (2.4 GHz, 5.8 GHz), WiMax,
RFID (microwave band: 2.45, 5.8, 24.125 GHz) and so forth
with various frequency ranges. Antennas with resonance at
single or multiple applicable frequencies are designed with
various ambitions. The variation made in antenna design that
was designed with an aim of miniaturizing patch antenna,
rejecting unwanted harmonics, and having reconfigurability
in frequency and polarization is evaluated in this paper.

The paper is organized as follows. Rectennas are intro-
duced briefly in Section 2. Several antenna designs of
rectenna are discussed and compared with an emphasis on
antenna size reduction, harmonic rejection, and reconfigura-
bility in terms of frequency and polarization, in Sections 3, 4,
and 5, respectively.

2. Rectennas

A rectenna is a particular type of antenna that rectifies
incoming electromagnetic waves into DC current. Over
the last century, the development of rectennas for wireless
power transmission and space solar power transmission has
achieved great success in implementing specific functions
and applications, such as RFID tagging systems, sensor
batteries or capacitors, WLANs, WiMax, and cognitive radio
systems, and also in medical applications.

A typical rectenna consists of four main components:
antenna, prerectification filter, rectifying circuit, and DC pass
filter. Figure 1 shows a block diagram of a typical rectenna.
A microwave antenna collects incoming RF power. An input
low-pass filter (LPF; prerectification filter) suppresses the
unwanted higher harmonics rejected by the rectifying circuit
and also provides matching between the antenna and the
rectifier. A rectifying circuit rectifies the AC current induced
in the antenna by the microwaves, and an output DC pass
filter (postrectification filter) provides a DC path to the load
by separating the high-frequency components from the DC
signal.

A conventional rectenna consists of a dipole element
or a mesh of dipoles that capture microwave energy and a
Schottky diode for the rectification process. Several types of
rectenna element have been proposed in the last few recent
years. The antenna can be of any type, for example, dipole,
Yagi-Uda, microstrip, monopole, loop, coplanar patch, spiral,
or even parabolic. The rectenna can also take any type of
rectifying circuit, such as a single shunt full-wave rectifier, a
full-wave bridge rectifier, or another type of hybrid rectifier.
A single diode in a serial configuration that also acts as a
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half-wave rectifier is the most common rectifying circuit. We
can also use a half-wave parallel rectifier, a voltage doubler
structure to theoretically double the output DC voltage, or
a dual-diode full-wave rectifier to increase the conversion
efficiency.

As the primary function of a rectenna is to convert
RF energy to DC power, the main design challenge is to
obtain high conversion efficiency, and there are basically two
approaches to achieve this goal. The first option is to collect
the maximum power and deliver it to the rectifying diode,
and the second one is to suppress the harmonics generated
by the diode that reradiate from the antenna as the power
lost. In order to increase the conversion efficiency by the first
method, several broadband antennas, large antenna arrays,
and circularly polarized antennas have been designed. The
broadband antenna receives relatively high RF power from
various sources, and antenna array increases incident power
delivered to the diode for rectification. Antenna array is
an effective means of increasing the receiving power but a
tradeoff arises between the antenna size and the radiation
gain. The circularly polarized antenna offers power reception
with less polarization mismatch. To increase the efficiency by
second method, LPF is placed between antenna and rectifying
circuit or antenna with the property of harmonic rejection is
designed.

Among various types of antenna used in rectennas,
microstrip patch antennas are gaining popularity for use in
wireless applications owing to their low profile, light weight,
low production cost, and being conformable to planer and
nonplanar surface, simple, and inexpensive to manufacture
using modern printed-circuit technology. The other reason
for wide use of patch antenna is the versatility of patch
antenna in terms of resonant frequency, polarization, pattern,
and impedance when particular patch shape and mode
are chosen. Therefore, they are extremely suitable for use
as embedded antennas in handheld wireless devices and
portable devices.

The rapid development of microstrip antenna technology
began in the late 1970s. By the early 1980s, basic microstrip
antenna elements and arrays were fairly well established in
terms of design and modeling. The early work of Mun-
son on microstrip antennas for use as a low profile flush
mounted antennas on rockets and missiles showed that this
was a practical concept for use in many antenna system
problems. Various mathematical models were developed for
this antenna, and its applications were extended to many
other fields. A major contributing factor for advances of
microstrip antennas is the revolution in electronic circuit
miniaturization brought about by developments in large-
scale integration. As conventional antennas are often bulky
and costly part of an electronic system, microstrip antennas
based on photolithographic technology are seen as an engi-
neering breakthrough.

In its most basic forms, a microstrip patch antenna
consists of a radiating patch on one side of a dielectric
substrate with a ground plane on the other side. Figure 2
shows a diagram of a simple rectangular patch antenna. The
patch is generally made of a conducting material such as
copper or gold and can take any possible shape, such as



International Journal of Antennas and Propagation

\_ LPF | - LPF —

Rectification
Antenna i i i (post . Load
(prerectification circuit rectification

,_ filter) 1 . filter) | |

FIGURE 1: Block diagram of rectenna.

Microstrip feed I;ltch
w
>
L
Z Y
h I Substrate
/ M X

Ground plane

FIGURE 2: 3D view of rectangular patch antenna.

square, rectangular, thin strip (dipole), circular, elliptical,
or triangular ones. Square, rectangular, dipole, and circular
shapes are the most common because of ease of analysis
and fabrication, and their attractive radiation characteristics,
especially low cross-polarization radiation. The radiating
patch and feed lines are usually photoetched on the dielectric
substrate.

Several configurations can be used to feed microstrip
antennas. The four most popular ones are the microstrip line,
coaxial probe, aperture coupling, and proximity coupling.
The microstrip feed line is a conducting strip usually of
smaller width connected to the patch. It is easy to fabricate
and simple to match by controlling the inset position but
spurious radiation increases with the increase in substrate
thickness that limits the bandwidth. In coaxial-line feeds, the
inner conductor of the coax is attached to the radiation patch,
and the outer conductor is attached to the ground plane. It
is also easy to fabricate and match, and it has low spurious
radiation, but it has narrow bandwidth and is difficult to
model especially for thick substrate [4].

Aperture coupled feed consists of two substrates sepa-
rated by the ground plane. The energy of the microstrip
feed line present on the bottom side of the lower substrate
is coupled to the patch through a slot on the ground plane
separating the two substrates. The ground plane isolates
the feed from radiation element and minimizes interference
of spurious radiation. Proximity coupling has the largest
bandwidth and low spurious radiation. The patch is present
on top of the first substrate while the second substrate

contains microstrip feed line on the upper side and the
ground plane on the lower side in this technique [4].

3. Antenna Miniaturization

The design of compact antenna for rectennas has been
inevitable to cope with the rapid growth of wireless appli-
cations. Several methods of reducing the size of microstrip
antennas have been suggested. They include the use of high
dielectric constant substrates, modification of the basic patch
shapes, short circuiting the patch to the ground plane, and
other techniques that combine these three methods. When
high dielectric constant substrates are used, the guided wave-
length underneath the patch is reduced; hence, the resonating
patch size is also reduced. The reduction ratio is approxi-
mately related to the square root of the relative permittivity
“e,”. Employing high dielectric constant substrates is the
simplest method of miniaturization, but the resulting antenna
exhibits narrow bandwidth, high loss, and poor efficiency
due to surface wave excitation. The modification of the basic
patch shapes allows for substantial size reduction; however,
some of these shapes will cause inefficient use of the available
area. Shorting posts have been used in different arrangements
to reduce the overall dimensions of the microstrip patch
antenna. These shorting posts were modeled and analyzed as
short pieces of transmission line with a series inductance and
shunt capacitance [5].

This section is focused on the techniques adopted to
reduce the size of the antenna through geometry optimiza-
tion, slots with different shapes, or both of these techniques.
Five miniaturized designs are shown in Figure 3. Figure 3(a)
depicts a circular patch antenna with unbalance slots placed
on the diameter line, having 45° counter clockwise rotation of
the vertical diameter with different size and position relative
to the center of the circular disk. By introducing slots in the
circular microstrip disk antenna at 2.45 GHz, the antenna
radius is reduced from the calculated result of 16.5mm to
155 mm of the proposed one, yielding 12% size reduction
[6]. Figure 3(b) consists of a square aperture coupled patch
antenna with a cross-shaped slot etched on its surface that
permits a patch size reduction of 32.5%. The rectenna has a
compact size due to the use of a cross-shaped slot at the patch
surface [7].

A two-port, meandered, square patch antenna with forty
slits on the perimeter, ten on each side, is investigated at
Figure 3(c) obtaining 48% reduction in size. Each group
of slits is symmetrically placed with respect to the center
of the side where it belongs. The slits disturb the currents
flowing on the surface, forcing them to meander and thus
increasing the electrical length of the patch antenna in both
dimensions. Accordingly, the operating frequency decreases,
whereas the physical size of the patch is unaffected. In the
similar manner, operation at a fixed frequency with reduced
size is possible by increasing the slitlength [8]. A square patch
with two orthogonal pairs of irregular and unsymmetrical
slits is proposed in Figure 3(d). The presence of slits in
this antenna is a way to increase the surface current path
length compared with that of the conventional square patch
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FIGURE 3: Various miniaturized antenna designs.

antenna and to reduce the size to 40% [9]. The antenna
shown in Figure 3(e) is composed of the interconnection of
four corner patches alternating with four strips and a fifth
central patch representing a surface reduction of 60%. The
resonance frequency in the proposed antenna is significantly
lowered by the subdivided nature of the metal geometry,
which introduces longer current paths along its contours, and
simultaneously by the strong inductive/capacitive loadings
associated with the branch/gap elements [10].

The aforementioned designs were miniaturized by mod-
ifying the basic patch shapes and embedding suitable slots
in the radiating patch. The application of modifying the
conventional antenna and placing slots is to increase their
electrical length that lengthens the surface current paths
and causes a shift in the resonance frequency. Thus, by
reducing the dimensions of the patch, we can get much more
compact antenna than their conventional counterpart with
the same resonance frequency. We compared the various
ways of modifying the conventional patch antenna to obtain
small sized antenna. Table 1 briefly does the comparison of
Figures 3(a), 3(b), 3(c), 3(d), and 3(e) on the basis of changes
done on their basic shape and their corresponding percentage

of size reduction, whose detailed description is present in [6-
10], respectively.

4. Harmonic Rejection

Rectifying circuits are used in rectennas to rectify the AC
current induced in the antenna by microwaves. The nonlinear
components of rectifying circuits, such as diodes, generate
harmonics of the fundamental frequency. These unwanted
harmonics cause harmonic reradiation and electromagnetic
interference with nearby circuits and antennas and reduce
efficiency. Therefore, microwave components such as an
LPF must be added between the antenna and the diode to
suppress these harmonics that improves system performance
and prevent harmonic interference. Several rectenna designs
having harmonic-rejecting antennas have been proposed to
reduce the size and cost by eliminating the prerectification
filter. With the removal of prerectification filter, the additional
insertion loss at the fundamental frequency associated with
it can be eliminated, increasing the efficiency. Hence, the
antenna with the harmonic rejection functionality will bring
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the advantages of low cost, simpler design, and conversion
efficiency enhancement.

Some of the designs having the behavior of harmonic
rejection are shown in Figure 4. Figure 4(a) is similar to
Figure 3(a), where the unbalanced slot can achieve second
harmonic rejection too omitting the requirement of LPF
[6]. The diode of rectenna with microstrip square patch
antenna operating at 2.4 GHz creates harmonics such as 4.8
and 7.2 GHz, but a microstrip circular-sector antenna with a
circular sector angle of 240° and a feeding angle of 30° from

the edge of the circular sector as shown in Figure 4(b) blocks
these second and third harmonics from reradiation [11].
Rectangular patch antenna with dumbbell-shaped slot on the
ground plane also called as defected ground structure (DGS)
resonating at 2.45 GHz as depicted in Figure 4(c) has return
loss of —1.95dB and -1.75dB at the harmonics frequencies
4.9 GHz and 735 GHz, respectively [12]. Figure 4(d) is an
inset fed u-slot antenna at 2.4 GHz which exhibits high
reflection coeflicient at the second and third harmonics. The
length of the inset in the particular point not only causes deep
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resonance of the antenna in the desired frequency but also
suppresses harmonics increasing the efficiency of the system
[13].

It is also seen that along with rejecting harmonics the
antennas presented in Figure 4 also have higher gain than the
conventional antennas. Comparison made between Figures
4(a), 4(b), 4(c), and 4(d) on the basis of modified shape with
the cause behind the harmonic rejection, their corresponding
gain, and conversion efficiency is shown in Table 2. These
antennas are described in detail in [6, 11-13], respectively.

5. Reconfigurable Antennas

Reconfigurable antennas have received much attention in
RF energy harvesting models owing to their selectivity for
operating frequency and polarization. The characteristic of
having frequency selectivity and polarization selectivity can
be termed as frequency diversity and polarization diversity,
respectively. Frequency diversity accommodates multiband
or wideband frequency ranges and automatic frequency
tuning. A reconfigurable microstrip antenna can achieve
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TABLE 1: Various antenna shapes and size reduction.

Size reduction

Figure Antenna shape Freq. Substrate (%)
0

3(a)  Circular patch with slots placed on the diameter 2.45 GHz FR-4 substrate (¢, = 4.4) 12

3(b) Square patch with cross-shaped slot etched on its 5 45 GHz Two Arlon A25N substrates separated 325
surface by ROHACELL 51 foam layer

3(0) Forty shts: on the perimeter of a square patch, ten 536 GHz Taconic, TLY-5 laminate (¢, = 2.21) 48
on each side

3(d) Square patch with tW(.) orthpgonal pairs of GPS design RT/Duroid 6010 LM substrate (, = 10.2) 40
irregular, unsymmetrical slits frequency (L)
Square patch with interconnection of four corner

3(e)  patches alternating with four strips and a fifth 5.85 GHz RT/Duroid 5870 substrate (e, = 2.33) 60

central patch

TABLE 2: Various antenna shapes and the associated harmonic rejection

Figure  Shape Freq. Harmonic rejection Gain Conversion efficiency
Efficiency would reach 53% and
o < .
Circular patch with slots on Unbalanced slots achieve 3.36 dBic 75% with 1K resistor load under
4(a) . 2.45GHz . . ANSI/IEEE uncontrolled and
the diameter second harmonic rejection CP gain
controlled RF human exposure
limit, respectively.
Circular sector antenna
Microstrip circular sector with sector angle of 240° Maximum efficiency of 77.8% is
4(b) antenna P 2.4 GHz and inset feeding point at 4.677 dBi achieved with a load resistor of
30° from the edge avoids 150 Q and input power of 10 dBm
harmonic radiation
Rectangular patch with gzd(;ﬁtl?;iejnlgrgglsojrihe Conversion efficiency is 74%
4(c) J P 2.45GHz § o 6.4dB using a 1300 Q) load resistor at a
DGS used to reject the second ower density of 0.3 mW/cm>
and third harmonics p ke
U-shaped slot in middle U-slot antenna with inset
4(d) surface of inset-fed 2.4GHz feeding suppresses the 6.96 dBi Not specified

harmonics

rectangular patch antenna

polarization diversity among linear polarization (LP), right-
hand circular polarization (RHCP), and left-hand circu-
lar polarization (LHCP). RF reconfigurability is basically
achieved by dynamically altering the physical structure of
the antenna by connecting and/or disconnecting different
parts of the antenna structure that interact with its radiation
properties and thereby alter its RF response.

A multiband antenna is needed in order to avoid using
two antennas and to allow simultaneous transmission of
video, voice, and data information. It can be realized by
frequency diversity, which increases the power output, poten-
tially expands the mobility options, and simplifies installa-
tion. Two approaches are typically used to obtain wideband
frequency ranges: the use of stacked patches and the acti-
vation of different modes of the patch. The first approach
incorporates a multilayered patch substrate that will resonate
at different frequencies. However, this method increases the
height of the antenna. The second approach achieves dual-
frequency operation by activating two modes under the
patch, such as the TM,, and TM;, modes or the TM,, and
TM,; modes.

The patch elements radiate primarily linear polarized
waves; however, by using various feed arrangements with
slight modifications of the elements, circular and elliptical
polarization can be obtained. Circular polarization can be
obtained if two orthogonal modes are excited with a 90°
time-phase difference between them. Circular polarization
can be LHCP or RHCP. A circularly polarized system is
more suitable in several cases because of its insensitivity to
transmitter and receiver orientation; for instance, in rotating
platforms, circularly polarized rectennas help in achieving
the same DC voltage irrespective of rectenna rotation, thus
avoiding polarization mismatch and loss. The polarization
diversity of reception is important for countering the effects
of detrimental fading loss caused by multipath effects and for
achieving a high degree of polarization control in order to
optimize the system performance.

The design of reconfigurable antennas requires the inclu-
sion of certain switching elements. These elements perform
the job of connecting different parts of the antenna. This
allows the antenna’s shape to be modified, which causes a cor-
responding change in its RF response (return loss/radiation
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TABLE 3: Various antenna shapes and their reconfigurability.

Reconfigurable

Figure Antenna shape Freq. feature Cause of reconfigurability Application
By turning the diodes on or off,
Square patch with orthoeonal slots Polarization either RHCP or LHCP can be WLAN:S, satellite
5(a) ag d twop in diodes on thge dlots 4.64 GHz diversity (LHCP obtained with the same feeding  links, and space
P or RHCP) probe, which is located on the robots
diagonal line of the patch
Re.comlclgurablht.y is .achleved by Unlicensed and
switching two pin diodes. In licensed WiMax
Square patch consisting of two 4.44 GHz and Polarization RHCP antenna, diode a is turned (IEEE 802.16a)
5(b)  orthogonal L-shaped slots with ’ 4.49 GHz diversity (LHCP ON, and diode b is turned OFF; future lar‘letar)
two pin diodes on the slots ’ or RHCP) in LHCP antenna, diode b is .. p y
; . missions, and
turned ON, and diode a is turned L
satellite links
OFE
Reconfigurability is obtained by
selecting one of two excitation
Square patch coupled to a Polarization 57 ?tl}l:tj ggié:gg:;altolgg t;;cét};eiz
5(c)  microstrip line by an aperture in 2.45GHz diversity (LHCP NP e ..~ Not available
the ground plane or RHCP) obtained if the excitation point is
located on Port 1, and LHCP is
obtained if the antenna is fed at
Port 2
Reconfigurability is achieved by
A circular patch rotates to feed Covers five rotational motion of part of the
different shapes. The rotating . antenna patch. With every -, .
: . different bands  Frequency . . Cognitive radio
5(d) circular part includes three (from 2 GHz up _ diversit rotation, a different antenna systems
circular patches and one slotted to 7 GHz) P Y structure is fed in order to Y
triangle produce a different set of
resonant frequencies
- . By placing two shorting walls
zﬁzr;;;r&ilﬁeg;ﬁi:tgelélacrofiih 2.5-2.55 GHz Frequenc with a V-shaped slot patch, two ~ Covers 2.5-2.55 GHz
5(e) . . and 3.4-37GHz . cduency resonant modes can be excited and 3.4 to 3.7 GHz
having two shorting walls and a . band diversity imul Iy vieldi . band
V-shaped slot patch WiMax bands simultaneously, yielding WiMax bands
frequency diversity
Can function as a
Frequency Positionine the slots alone the rectenna for wireless
Two rectangular slots properly diversity and ioning . '8 battery charging at
" . 5.15-5.35 GHz o left diagonal and right diagonal
5(f)  positioned along the diagonal of a polarization 5.5 GHz and data
and 5.5 GHz L generates RHCP and LHCP, .
square patch antenna diversity (LHCP respectivel telemetry in the
or RHCP) pectively 5.15-5.35 GHz
WLAN band
The switching of the PIN diode
Frequency on the U-slot realizes frequency
. L diversity and diversity and polarization WLAN/digital
5(¢) (S)gl;a{;}:ﬁ;[ tczl:l)vrllthvtrvi\t,ﬁ E:)%;iiss 2.415GHz polarization diversity among LP, RHCP, and ~ multimedia
8 on the truncate dgcorners and 2.650 GHz  diversity (LP, LHCP is obtained by switching ~ broadcasting
LHCP, or three PIN diodes on the slot and  applications
RHCP) the truncating corners of a

square patch on and off

pattern). The switching job can be performed by lumped
elements (capacitors/inductors), RF microelectromechanical
systems, PIN diodes, or photoconductive switches. The use
of these switching elements (except the photoconductive
switches) requires the design of an appropriate biasing net-
work for activation and deactivation [14]. Photoconductive
switches usually require a high laser pumped power level
to excite sufficient electrons from the valence band to the
conduction band to make the switch conductive [15].

Several techniques have been explored, and various
approaches have been proposed for the methods of obtain-
ing reconfigurable antennas. This section highlights various
methods adopted for the diversity in terms of frequency and
polarization, in microstrip patch antennas that have been
used as reconfigurable rectennas. Seven different designs pro-
posed for either frequency diversity or polarization diversity
or both are shown in Figure 5. Among these figures, the first
three designs exhibit polarization diversity, the fourth and
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fifth designs demonstrate frequency diversity, and the last two
designs reveals both frequency and polarization diversity.

Square patch antenna having two orthogonal slots and
two pin diodes at the center of the slot is shown in Figure 5(a).
When diode on the horizontal slot is on and diode on
vertical slot is off, the radiation fields of the TM;, and TM,,
mode have the same magnitude and 90" out of phase at a
midpoint frequency, generating RHCP pattern. Similarly for
the opposite scenario, the roles of the modes are reversed
and LHCP pattern can be obtained [16]. Figure 5(b) consists
of square patch antenna incorporated by two L-shaped slots
having pin diodes inserted in these slots. This design also
adopts the similar way of obtaining polarization diversity,
by making diodes “a” and “b” ON and OFF, respectively, for
LHCP and vice versa for RHCP [17].

The third design evaluated in this paper for polariza-
tion diversity is shown in Figure 5(c). In this design, the
microstrip feeding line is coupled to the square patch antenna
through a cross-slot etched on the ground plane. For polar-
ization diversity, two feeding accesses are chosen arbitrarily.
When the excitation point is located on port 2, the opposed
coupling points on slot 2 have a peak of excitation current in
phase while the opposed coupling points on slot 1 have a null
of magnetic current. After a quarter period, the excitation
current is totally inverted and opposed coupling points have
a null of magnetic current on slot 2 and are maximum on
slot 1. This provides two linear polarizations with a phase
difference of 90°. LHCP polarization is then emitted, and
RHCP is emitted when excitation is located at port 1 [18].

Figures 5(d) and 5(e) are designed with the purpose
of frequency reconfigurability. In Figure 5(d), the frequency
tuning is achieved through rotational motion of the circular
patch that contains four different shapes corresponding to
a different set of resonant frequencies. The different RF
shapes are three circular patches and one slotted triangle. The
four sets of frequencies, “2.4-2.6 GHz,” “2.6-3.4 GHz,” “4-
5GHz,” and “3-4 GHz/5.26-7 GHz,” are covered by the four
different shapes [19]. A triangular-shaped corner truncated
short-circuited antenna with V-shaped slot for dual band
operation (2.5-2.55 GHz and 3.4 to 3.7 GHz WiMax bands) is
proposed in Figure 5(e). The two resonant modes are excited
simultaneously by placing two shorting walls with a V-shaped
slot in the patch [20].

The patch antenna can have both the feature of polar-
ization diversity and frequency diversity. Figure 5(f) displays
a circularly polarized microstrip patch antenna which can
function as wireless battery charging at 5.5GHz and data
telemetry in the 5.15-5.35GHz WLAN band. This dual-
band and dual-polarized antenna is a square patch antenna
containing two rectangular slots properly positioned along its
diagonal. The two slots positioned along the left diagonal of
the microstrip patch antenna generate RHCP and along the
right diagonal generate LHCP [21].

The last design of Figure 5 is also a patch antenna with
frequency and polarization diversities. It consists of a corner
truncated square patch incorporating U-slot and pin diodes,
as shown in Figure 5(g). Frequency diversity is achieved by
controlling the electrical length through the switching of the
pin diode on the U-slot. When all diodes are off it operates

at resonant frequency of 2415 MHz. It operates at 2650 MHz
in three situations: when all diodes are on, when diodes 1, 3,
and 4 are on and diode 2 is off, and when diode 1 is on and
diodes 2, 3, and 4 are off. Polarization diversity is achieved
by switching pin diodes on the slot and truncated corners.
If diodes 1, 3, and 4 are turned on and diode 2 is turned oft
it exhibits LP characteristic. RHCP characteristic is exhibited
when diode 1 is turned on and diodes 2, 3, and 4 are turned
off. If all diodes are on, then LHCP is emitted [22].

A comparison between the abovementioned seven figures
of Figure 5 was performed. These antennas having the option
of either polarization selectivity or frequency selectivity or
both have found application in several areas. Table 3 depicts
the comparison of these figures in terms of antenna shape,
operating frequency, brief summary of the reason behind the
cause of reconfigurability, and their application. The details
of these antennas shown in Figures 5(a), 5(b), 5(c), 5(d), 5(e),
5(f), and 5(g) are present in [16-22], respectively.

6. Conclusions

Antenna being a vital component of rectenna, the modi-
fication on its design can yield a compact size, suppress
unwanted harmonics, and provide frequency and polariza-
tion diversity. Among various antennas used in rectenna,
microstrip patch antenna is chosen for the evaluation and
comparison because of its simplicity and easy fabrication.
Various forms of microstrip patch antenna different from
the conventional shape are analyzed with the explanation
of the modification made in the design to obtain reduced
size, harmonic rejection functionality, and reconfigurability
in polarization and frequency. This attempt can be helpful
to understand the behavior of patch antenna in different
circumstances. We hope that this work will be helpful for
researchers who are interested in improving rectenna design
to obtain better RF energy harvesting performance.
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A compact reconfigurable and notched ultra-wideband (UWB) tapered slot antenna (TSA) is presented. The antenna
reconfiguration operation principle relies on 2 mechanisms: in the first mechanism a resonator parasitic microstrip line electrically
coupled to the TSA is used to notch the TSA at a specific frequency and the second mechanism relies on changing the input
impedance matching of the antenna by means of changing the length of a stub line extended from an additional tiny partial
ground on the back side of the antenna. The reflection coefficient, radiation patterns, and gain simulations and measurements
for the proposed antenna are presented to verify the design concepts featuring a very satisfactory performance. Total efficiency
simulations and measurements are also presented to highlight the filtering performance of the reconfigured antenna. When the
antenna was reconfigured from the UWB to work into multiple frequency bands, the radiation patterns were still the same and the
total peak gain has slightly improved compared to the UWB case. In addition, when the antenna operated in the notched mode,
the gain has significantly dropped at the notch frequency. The simplicity and flexibility of the proposed multimode antenna make

it a good candidate for future cognitive radio front ends.

1. Introduction

Reconfigurable UWB antennas can be deployed in cognitive
radio (CR) front ends by reconfiguring UWB antenna to
work into multiple predefined frequency bands. When the
antenna is in the UWB mode, it can be used for sensing
the spectrum and when it is operating in the reconfigured
modes, the antenna can be used for communication purpose
[1-4]. Several designs of UWB antenna with band rejection
characteristics have also targeted the cognitive radio appli-
cations [5, 6]. The proposed reconfigurable antenna here
is mixing both approaches (e.g., reconfiguration and band
rejection in the same antenna design). The reference antenna
which will be reconfigured is presented in [7]. This antenna
features wide operating bandwidth, very simple and compact
structure, ease of fabrication, good radiation patterns over
the entire bandwidth, and good time domain performance.
In the proposed antenna design, reconfigurability is intro-
duced by employing stubs and changing the electrical length
of the stubs by using multiple switches. These stubs are
connected to an additional tiny partial ground printed on the

back side of the tapered slot antenna (TSA). When the stub
is disconnected from the ground it can be used as a parasitic
resonator to notch the UWB antenna at specific unwanted
frequency. In Section 2, the antenna design is presented
and the operation of the antenna is briefly discussed. In
Section 3 we show the simulated and measured results for
the performance of the antenna. In Section 4 we briefly
discuss the applicability of this new design in cognitive radio
applications. Finally, conclusions are drawn and presented in
Section 5.

2. Antenna Design and Operation

Figure 1 shows the geometry of the proposed reconfigured
UWB TSA antenna. The proposed antenna substrate is a
Taconic board with thickness of 1.52 mm, relative dielectric
constant of 3, and loss tangent of 0.003. The width of the
antenna is 16 mm (0.28 1) and the length of the antenna
is 27mm (0.47 ;) where A, is the guided wavelength at
3GHz. On the back side of the substrate, a small partial
ground (I2mm X Imm) is printed and there is a stub
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FIGURE 1: Geometry of the reconfigured tapered slot antenna: (a) top view, (b) bottom view.

(a)

(b)

FIGURE 2: Antenna prototype: (a) top view, (b) bottom view.

connected to this ground by switch 1. By changing the length
of the stub, we can change the input impedance matching
of the antenna to work in predefined frequency bands. The
length of the ground stub is determined from circuit analysis
using ADS [8]. When the stub length is 8.4 mm, the antenna
should be working between 3 and 4 GHz. When the stub
length increases to 17.5 mm when both switches 1 and 2 are
ON, the frequency band of operation will change to 4.5
5.5 GHz. When the ground stub is not connected to the
partial ground (e.g., switch 1 is OFF and switch 2 is ON),
the stub will act as a parasitic element electrically coupled
to the TSA. The length of the parasitic resonator determines
the notch frequency and if we want to notch the upper band
of WLAN at 5.8 GHz, the length of the resonator should be
around 15 mm which is equal to A,/2 where A, is the guided
wavelength at 5.8 GHz. Full UWB operation without any
notches can be achieved if we can kill the resonance coupling
of the parasitic element (e.g., the total length of the parasitic

TaBLE 1: Operation modes of the antenna.

Switch 1 Switch 2

ON OFF
ON Band I1 Band I
OFF Notched-UWB UWB

resonator is changed when switch 2 is OFF); consequently, it
cannot support the resonating currents and no notch occurs
at 5.8 GHz. The operation modes of the antenna for different
switch states are summarized in Table 1.

A prototype antenna was fabricated to verify the perfor-
mance. Figure 2 shows the proposed prototype antenna. RF
switches used in this prototype are realized as metal pads
with dimensions 2 mm X 2 mm. Although this model is ideal,
it gives a good approximation for the commercial PIN diode
switches.
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3. Simulation and Measurements Results

3.1. Reflection Coefficient. All the simulations in this paper
are performed using the CST microwave studio package
which utilizes the finite integration technique for electro-
magnetic computation [9]. Figure 3 shows the simulated
results for the reflection coefficient of the antenna when it
is in the UWB mode and when it is notched around 5.8 GHz.
Figure 4 depicts the simulated reflection coefficient when
the antenna is configured to work into Band I and Band
II. In general, a good agreement between simulated and
measured results has been achieved. Small frequency shift
(<200 MHz) between the simulated and measured results
has occurred; this can be accounted for by fabrication and
material tolerances.

3.2. Surface Current. Figures 5(a) and 5(b) show the surface
current distributions for the notched UWB antenna at
(3.4 GHz) in the passband and at the stopband (5.8 GHz)
respectively. At the stop band, the surface currents are con-
densed around the parasitic resonator and a strong coupling
occurs (the direction of current flow on the resonator is
opposite to the flow of the current on the nearby slots edges).
Eventually, the surface current is largely reduced along the
edges of the 2 slots and no radiation occurs, while in the pass
band frequency (3.4 GHz) the current flows smoothly on the
edges of the slots without any perturbation by the resonator
and hence radiation is as normal. Figure 6(a) shows the
surface current distributions for the UWB antenna when it
is operating in Band I at (3.4 GHz) in the passband, and
Figure 6(b) shows the surface current distributions for the



International Journal of Antennas and Propagation

50
46.9
43.8
40.6

(A/m)

FIGURE 5: Simulated current distribution of the notched UWB antenna at (a) 3.4 GHz (normal operation frequency) and (b) 5.8 GHz

(notched frequency).

46.9
43.8

(A/m)

(b)

(A/m)
>
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5GHz.

UWB antenna when it is operating in the same band but at
5 GHz which is out of band frequency, respectively. Figures
6(c) and 6(d) show the surface current distributions for the
UWRB antenna when it is operating in Band II at (3.4 GHz)
out of band frequency and Band II at (5GHz) which is in
the passband, respectively. At the out of band frequency, the
stub which is connected to the partial ground will change the
input impedance of the antenna and the surface current will
be more dominant around the stub while the surface current

along the slots of the antenna is reduced. The effect of the
stubs on matching the input impedance of the antenna can
also be highlighted from Figure 7 which depicts the input
impedance of the UWB antenna when it is reconfigured
to work in Band 1. For the UWB operation, the antenna
input resistance (R;) should be around 50 Q) and the input
reactance (X;) should be close to 0 Q2 for the whole operating
bandwidth. After reconfiguring the antenna to work into
Band I, R; is close to 50Q and X; is around 0Q) only at
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TABLE 2: Simulated (S) and measured (M) realized gain. TaBLE 3: Measured total efficiency.
Frequency Gain (dBi) Frequency Total efficiency (%)
(GHZ) UWB Notched UWB Band I Band II (GHz) UWB Notched UWB Band I Band 11
S M S M S M S M gy 87 88 90 40
3.4 1.9 24 1.9 2.5 2.1 3 08 07 5 90 87 30 91
5 29 3 3.0 3 -64 -4 3.7 35
. 85 45 55 88
5.8 36 3 -7 —4 1.9 2 38 3.7 >-8

frequencies within the operating bandwidth (e.g., 3.4 GHz)
and their values largely deviate from the nominal values
outside the passband.

3.3. Radiation Patterns and Gain. The simulated and mea-
sured normalized radiation patterns at 3.4 and 5 GHz for
the UWB mode operation are plotted in Figures 8(a) and
8(Db), respectively. The simulated and measured normalized
radiation patterns when the antenna is configured in Band I
at 3.4 and in Band II at 5 GHz are plotted in Figures 9(a) and
9(b), respectively. The H-plane patterns are omnidirectional
and the E-plane patterns look like number “8” like a
traditional monopole.

For radiation patterns measurements, the quality of the
far field anechoic chamber is critically important. Slight
misalignment uncertainties in the antenna under test (AUT)
positioning can lead to discrepancies between simulated
and measured radiation patterns. Moreover, the effects of
the connectors and cables connected to the AUT were
not simulated in the computational domain in spite of
their capability to add some reflection in the chamber and
deteriorate the perfect line-of-sight (LOS) assumption and
add some ripples on the radiation patterns.

It is worth mentioning here that the radiation patterns
did not change when we reconfigure from the UWB
operation to the reconfigured cases. Table 2 summarizes a
comparison of the simulated and measured realized peak

gain between the UWB case, the notched UWB, and the
2 reconfigured cases. At 5.8 GHz (notch frequency), the
UWB notched antenna showed hugely reduced broadside
gain compared to the UWB case and the reconfigured cases
show slight increase in peak gain for passband frequencies
compared to the UWB case.

3.4. Efficiency. Radiation efficiency is the ratio of input
power that ends up as radiated power to the net power
accepted by the antenna and the total efficiency is the ratio
of the total power radiated from the antenna to the total net
power applied at the antenna input terminal. Total efficiency
results usually give better indication than return loss results
to highlight the filtering performance of the antenna; this
is because the antenna total efficiency not only accounts for
the input mismatch of the antenna but also accounts for the
ohmic losses in the antenna. Figure 10 depicts the simulated
values of the total efficiency, when the antenna is operating
in the UWB mode and the notched UWB mode and when
the antenna is configured to work in Band I and Band II.
The total efficiency was measured using the modified wheeler
cap methods as in [10-12]. Table 3 shows the measured
total efficiency when the antenna is operating in the UWB
mode and the notched UWB mode and when the antenna
is configured to work in Band I and Band II. The measured
values agree well with the simulated ones. From Figure 10
and Table 3 we can see how poor the total efficiency gets at
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FiGgure 8: Simulated (dashed blue line) and measured (solid red line) normalised E-plane (X-Y) and H-plane (X-Z) radiation patterns, when

antenna is in the UWB mode: (a) 3.4 GHz and (b) 5 GHz.

the notch frequency in UWB notched case or at out-of-band
frequencies in the reconfigured bands I and II.

4. Applicability to Cognitive Radio

The previously discussed antenna can be easily integrated
into cognitive radio; when the antenna is operating in the
UWB mode, it can sense the whole spectrum to find the
spectrum holes and then from sensing information it will
decide to switch to work in one of the available predefined
bands (e.g., Band I or II). Usually sensing places severe
requirements on sensitivity, linearity, and dynamic range
of the cognitive radio RF front end. This is because the
RF signal presented at the antenna of a cognitive radio
includes signals from close or separated transmitters and
from transmitters operating at different power levels [13].
Detection of weak signals might frequently be performed in

the presence of very strong signals. Thus, to relax the strict
requirements placed on the RF analogue circuits, it would
be beneficial from a system point of view if we can mitigate
an interferer before it saturate our RF front end. This can
be done by using the UWB notched mode during sensing. It
is worth mentioning here that not only this notched UWB
mode can be good for sensing, but also it can be helpful in
communication between cognitive secondary users who can
still communicate more efficiently using the notched UWB
channel (e.g., more allowed transmitted power and longer
transmission range with higher data rate) without affecting
or being affected by a specific legacy primary user who is
currently operating at the notched frequency band.

5. Conclusion

A reconfigurable UWB tapered slot antenna (TSA) has
been demonstrated and reconfigurability is introduced by
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varying the length of a stub connected to an additional tiny
partial ground on the back of the antenna. The proposed
topology is versatile in terms of the availability of different
reconfiguration bands and the antenna is very compact and
simple. Another interesting feature of the antenna is that this
ground stub can be used as a parasitic element electrically
coupled to the TSA antenna to notch the UWB operation at
a specific frequency. The simulated and measured reflection
coefficient, radiation patterns, and gain for the UWB mode,
the notched UWB mode, and the reconfigured Bands I and II
were presented and they all showed a very good performance.
Applications requiring frequency band switching such as
cognitive radio could benefit from the proposed reconfig-
urable TSA antenna as we can use the UWB mode or the
notched UWB mode in sensing and the reconfigured bands
for communication purpose.
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Firstly, a domain-division solution is provided in this paper, which can solve Hankel function’s singular problem of Sommerfeld
integral in calculating the spatial domain Green function for cylindrically stratified media and realize the computation for all
elements of Z-matrix in the method of moment. Then, the arbitrary shape cylindrical conformal microstrip antenna (CCMA) fed
by microstripline is theoretically analysed using the RWG basis function. Numerical results are presented in the form of mutual
coupling between two current modes and electromagnetic characteristics of a CCMA fed by microstripline. The results show that,
comparing with the planar counterpart microstrip antenna, the reflection coefficient of the CCMA increases, the current on the
microstripline varies sharply, and the backward radiation field appears. However, the frontward radiation field of the CCMA is

similar to the planar case.

1. Introduction

Microstrip antennas find many applications in satellite and
mobile communication because of their many advantages,
such as low profile, light weight, easy fabrication, and
conformability to mounting hosts. With the development of
technology, people find it is not enough to do researches
only on planar microstrip antennas, so they begin to
study and analyse conformal microstrip antennas, such as
cylindrical, spherical, conical, or paraboloidal conformal
microstrip antennas. This paper just focuses on cylindrical
conformal microstrip antenna (CCMA). It is found that
the development of analysis method for CCMA is not as
mature as the planar case. At present, researchers usually
use the transmission line model, cavity model [1-3], or
their improved models to analyse CCMA in engineering
projects. However, these models are only accurate for regular
shape (such as rectangle, triangle, or circle) CCMA with
thin substrate and cannot be applied to analyse arbitrary
shape CCMA. As full-wave solutions are more accurate
and applicable to many structures, some researchers begin
to study the MoM-based solution for CCMA, such as [4—
13] in recent years. Reading these references, one can find

that the spatial domain Green function of cylindrically
stratified media is the focused problem. A quasistatic images
extraction technique has been proposed to solve the spatial
domain Green function of electric field and mixed potential,
respectively, in [4, 5], but when the source and observation
points are located at the same radial distance from the axis of
conductive cylinder, it is not valid along axial line (defined
as p = p and ¢ = ¢'). An eigenfunction solution of
the Green function for arbitrary source and observation
locations has been provided in [6-8]; however it needs a
lot of computer resources, time consuming, and does not
adapt to analyse big size or complex shape CCMA. The
spatial and spectral MoM for CCMA is studied in [8-11],
but all of them used the rooftop basis function which is
not the general basis function compared with RWG for
complex shape CCMA. In addition, recent relative MoM-
based electromagnetic simulation software (such as IE3D,
FEKO, or ADS) does not realize the calculation of Green’s
function of cylindrically stratified media too. Therefore,
based on the former research works, this paper will provide a
method which can analyse arbitrary shape CCMA because
of the RWG basis function used in MoM. The paper is
documented in the following structure. In Section 2, theory
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Figure 1: Comparison of (N}fz imaginary part versus N, using (2)
and (5).

and formulation of the domain-division solution for the
Green’s function for CCMA will be introduced in detail
firstly. Then, based on RWG-MoM, theoretical analysis of
arbitrary shape CCMA fed by microstripline will be done.
In Section 3, a simulation example for investigating the
effectiveness of the domain-division solution is presented
and the electromagnetic characteristics of a CCMA fed by
microstripline are gotten in another simulation example, in
which results are compared with those of the planar case. A
time convention of e/“ has been adopted in this paper.

2. Theory and Formulation

As we know, analysis of CCMA using MoM needs calculating
the spatial Green function when source and observation
points are located at the same radial distance from the
axis of cylinder (p = p’), but, in this case, integral
kernel function converges very slowly for electrically large
conductive cylinders, because the Green’s function involves
Bessel and Hankel functions along with their derivatives.
So the expressions of Green function gotten from [12, 13]
cannot be directly used in the analysis of CCMA and some
special work should be done. Combining the methods of [4—
11], a domain-division solution can be provided to solve this
problem which divides the computation of Green’s function
into two domain’s problems. The first one is the unaxial line

International Journal of Antennas and Propagation

g7
~— 1 -
= | ~0.5
= ! ~0.55
—4p- : J
Wi . 06 — " .
\ 100 150 200 250 300
Nt
_5 ; ; ; ; ;
0 50 100 150 200 250 300
Ny
--- Im(Eq.5)
— Im(Eq.2)

Figure 2: Comparison of égz imaginary part versus N, using (2)
and (5).

3000
2000
1000
g
<
E
= 0
<
)
& 1000
E
~2000
—3000 L L L L L
0 50 100 150 200 250 300
Ni
--- Im(Eq.5)
—— Im(Eq.2)

FiGure 3: Comparison of (N}gq, imaginary part versus N; using (2)
and (5).

problem (defined as [p—p’| = 0and [¢p—¢'| > 0.05), and the
other one is the axial line problem (defined as [p — p’| = 0

and |¢ — ¢'| < 0.05).

2.1. Solution of the Unaxial Line Problem. Based on the
formulation of spectral domain Green’s function in [12,
13], the expressions of the spectral domain Green function
components for the nth Harmonic wave can be rewritten as

. .
(Z = ()" neHR (kpip )T (Kp') £ (k). (D)

For different uv, the values of e;, e;, and e; in the above
formula are show in Table 1.
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FiGure 4: Calculation of the spatial Green function for MMCA.
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Hence, the expressions of the spectral domain Green
function for all tangential electric field components in
cylindrical coordinates can be written as

Gi, -l<
K 4w

n:_oo<k;i)e1 nezHV(IZ) (kﬂip>]n (kpipl) (2)

X f4(n, k,)e/" 99,

Using the expressions of the spectral domain Green
function in [12, 13], f*” (4 and v can be z or ¢) in the above
formula is easy to get.

In (2), when n — oo, it is found that f*(n,k;) will
converge to a function which is constant with respect to #,

Tim £ (n, k) = Cun (k). 3)

With the aid of the series expression of Héz) (kpilp—p'1), given
by

S H kg b)) = 5 1o~ 5),

(4)
then (2) can be expressed as
éﬁv -1 - 2\ e ry(2) ’
K E,,:Z_oo(k"’) neHP (koip ) Jn (ko)
X (f*(n,kz) = Cunlkz)) &0 9 )

+ o Culke) ()" [HE (klp - /1) ]

Expressions of Fi” [H(gz)(kp,-lp —p')] in (5) can be gotten
using (4) and its derivatives, which can be found in [5].
Computation of F{“’[Héz)(kpilp — p’l)] involves Bessel and
Hankel functions’ derivatives. With the aid of formula
(1.2.34) in [14], their derivatives can be calculated easily.

From (5), one can find that the spectral domain Green
function now includes two parts after extracting the asymp-
totic part with respect to n. The first part is still a summation
of infinite series with respect to n, but it is now more rapidly
convergent and the limits of the infinite summation can be
truncated at relatively small values N¢. The second part is the
asymptotic part of the spectral domain Green function which
now is not an infinite summation but a function with respect
to Hy” (kyilp — p'1).

To study the convergence of formulae (2) and (5), the
spectral domain Green function is computed by (2) and (5),
respectively. The results are shown in Figures 1, 2, and 3.

Parameters used in the above computation are set as
follow: Ap = 0.05, ap = 3Xg, a1 = 3.06A, & = 3.25,
k, = 0 for computation of @fz and k; = k(1 + jT;) for

computation of G, (N?foq,. As seen in Figures 1-3, it can be

found that results of the spectral domain Green function
using (2) converge difficultly even for Ny = 300. Especially
for Gf, shown in Figure 3, the numerical results seem to



be divergent. But the results of the spectral domain Green
function using (5) converge very quickly and one can make
N; = 200 to get accurate results for the spectral domain
Green function.

When k, — oo, it is found that C,,(k;) is convergent
to Cp, so, extracting the asymptotic part of the spatial
domain Green function components with respect to k,
the expressions for calculating the spatial domain Green
function of electric field can be written as

0 _ (19 “{;lj“’ g
G = (82) 8w _oo<g””+g”2)
x cos[k(z — Z,)]dkz} + ;lcmev:
8w
oo (6)

gfvl = Z <k;i)81 nezH;?) (kpip)]n <kpiP,>

n=—oo

X (fuv(n) k.) — Cuv(kz))ejn(¢7¢/))
& = (Culk:) — C2)F B (kyilp = p'1) ].
Using the following equations:
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(7)

Expressions for calculating F5” in (6) can be deducted.
Analysing GE, in (6), one can find that GE, also includes two
parts. The first part is an infinite integral with respect to k;,
which is now fast decaying with respect to even for very small
| — ¢’ | values and can be solved by the method of deformed
integration path proposed in [13]. The second part is the
asymptotic part of the spatial domain Green function which
has closed form expressions.

2.2. Solution for Axial Line Problem (|p—p’| = 0 and |9p—¢’| <
0.05). Although a twice-extracting technique is proposed
to solve the unaxial line problem in the above section, as

to axial line problem, Héz)(kpilp —p'l) in (6) shows more
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FIGURE 6: Real and imaginary parts of the mutual impedance (Z;,)
between two identical z-directed current sources versus separation
Swhen a = 700° (unaxial line problem).

singular and is also difficult to calculate. Fortunately, 7] does
much research on this problem and obtains an approximated
representation of spatial Green’s function for this case by
performing Watson’s transformation.

When § — 0 (S is shown in Figure 6), the method
of [7] is not valid because of high-order singular problem
in this condition. Even using the asymptotic extraction
approach in [15] convergence is still difficult in this case.
However, the Green function of planar stratified media can
be used instead, because cylindrical stratified media can be
treated as planar stratified media approximately when § <
0.21 (A, is the free space wave length). Therefore, to sum
up, computation of the spatial Green function for CCMA can
be divided into two parts which are shown in Figure 4. The
first part is about the unaxial line problem (defined as |p —
p'l =0and [¢p — ¢'| >0.05), and the other is about the axial
line problem (defined as [p — p’| = 0 and ¢ — ¢’| < 0.05).
The axial line problem involves two subdomains. One is
S >0.21, , and the other is S < 0.24y. The method proposed
in [7] is used to attack the problem in § > 0.21, domain,
and the Green function of planar stratified media is used to
solve the problem in § < 0.2, domain. Computation for
the Green function of planar stratified media can be found
in [14-17].

2.3. Theoretical Analysis of Arbitrary Shape CCMA Fed by
Microstripline. Considering CCMA fed by microstripline, E;
does not need to be considered, so one can get

—E —E

E G, G|
? PP 9z 9
e (e i) o
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FiGure 8: CCMA fed by microstripline.

If the source current J' = [Jj, ];]T is excited at the end of
microstripline as shown in Figure 5, then excited electric field
is written as

i e e i
E, Gyp Gy |[Jo
wl= (L D (9)
2 G, G z
Using the Galerkin testing technique, on the patch of

CCMA, we arrive at

(£ E) = —(£7,E] ), (10)
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FiIGURe 9: Comparison of the current distribution on
microstripline.

where f" is the test basis function in MoM. Upon substitut-
ing (8) and (9) into (10), one obtains

| [ [ (G530 + G- 12) asias
- [ [l (@ v+ Gl Jasas
(11)
_[s .[s' [fzw ' (Gfﬂo Jp + sz : ]z)]dS'dS

- [ [ (@ gy @) Jasias

The current distribution on the patch of the antenna can
be approximated in terms of f,, as

Js = ZInfm (12)

where £, is the RWG basis function in this paper, which is
different from the traditional method in [8—10], and one can
find the define about RWG in [18]. From (11) and (12), if £
is equal to f,,;, current coefficient I, can be gotten from the
following identity:

—E —E

Gt GLrt
P9 ¢z nig
IJJ £ .- ds'ds
s S'[ |(P | ] qu) sz |:fn|z:|
___ _E .
. &y
9o oz (|Jo]|
== [ [Enle ] & []stczs.

(13)



Considering m,n = 1,2,... N, formula (13) can be written
in matrix form as

Zy Zy --- Zin|[ L Vi
Zy 1y - Iy || L Vv,
. . . . = . > (14)
Zni Zny -+ Znn] | In Vn
where
Zmn = J J fm fm
o LEnle £l
—E E
Gyp Gy [ [ fuly ,
AT ds'ds,
qu) 2z fn|z
(15)

—E —E i
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G J:

z¢ 2z z

In order to calculate V,, in (15), J' can be treated as a half-
RWG basis function added at the end of the microstripline
which is shown in Figure 5.

After getting all the current coefficients in (14), one
can obtain the current distributions on the patch and
microstripline. Using GPOF method [19], current distribu-
tions on the microstripline can be expressed as

K
I(z) = D Lie'wtifz, (16)
i=1

where I;, «;, and f3; are parameters approximated by GPOF
method. It is found that o; < f;, so (16) can be
approximated as follows:

I(2) = Le Pz 4+ LelP7 . o [elPez, (17)

In (17), I, and I, represent the two opposite travelling
waves I* and I~. The others (I3, I4,...Ix) are the high-
order travelling waves which can be ignored generally. So the
reflection coefficient can be found as

_b

Su = I
I (18)

dB(S11) = 20log 10| |,
1
and the impedance of the antenna is given by

_ 1+ 811

Zin = 1= SHZC, (19)

where Z, is the characteristic impedance of microstripline.
In addition, to calculate the far field of the CCMA fed by
microstripline, the method in [19] can be used. However,
it should be noticed that this paper chooses the RWG
basis function to approximate the current, so formulas for
calculating current in [19] should be changed properly.
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3. Numerical Results

3.1. Mutual Impedance between the Current Modes. In order
to assess the validity and accuracy of the method proposed
in this paper, numerical results for the mutual impedance
between two tangential electric current modes are obtained
using the domain-division solution and compared with the
results of [6, 7]. The numerical results are shown in Figures
6 and 7, and the parameters of the cylinder and substrate in
these figures are set as ap = 31g, a1 = 3.064¢, & = 3.25.
Figure 6 shows that results obtained by the twice-extracting
technique in this paper are in good agreement with the
results in [6], so the technique is effective for the unaxial
line problem. As seen in Figure 7, the method of [7] is used
successfully to solve axial line problem in this paper.

3.2. Analysis of a CCMA Fed by Microstripline. Using the
method in this paper, a CCMA fed by microstripline
illustrated in Figure 8 is analysed. Sizes of the antenna are
set as - and z-direction lengths of patch are 0.0615m and
0.0604, respectively, microstripline length is 0.1278 m, the
feed point is 0.02696 m away from the bottom edge’s centre
of the patch in ¢-direction, thickness of the substrate is
0.00234 m, the microstripline wide is 0.1 mm (Z, = 184),
& = 2.32,and ay = 0.187451 m. Results of the normalised
current distribution on microstripline, reflection coefficient,
and normalised radiation patterns are presented in Figures
9-12.

Figures 9 and 10 show that resonance frequency of
the antenna in planar case is 1.575 GH, but in cylindrical
case, the reflection coefficient does not satisfy the request
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dB(S811) < —10dB at 1.575 GHz. The reason for it may be that
characteristic impedance of the microstripline in cylindrical
case does not match the impedance of the antenna. So the
sizes of microstripline should be designed again to match
the impedance of the CCMA. If the microstripline wide is
designed to be 2.1mm (Z, = 71Q), then the reflection
coefficient of the CCMA will decrease, which is shown in
Figure 10.

Figures 11 and 12 show that backward radiation field
appears in cylindrical case, but the frontward radiation field
is similar to the planar case.

4. Conclusion

The development of the researches on CCMA is unmatured,
and the Green functions of cylindrically stratified media are
very difficult to calculate accurately and efficiently. Based on
the former researches [1-14], this paper proposes a domain-
division solution to solve Hankel function’s singular problem
of Sommerfeld integral in calculating the spatial domain
Green function of cylindrically stratified media and realize
the computation for all elements of Z-matrix in MoM.
Then, theoretical analysis of arbitrary shape CCMA fed by
microstripline is done by MoM with the RWG basis function
which is more general than the rooftop basis function used in
the traditional method. At last, numerical results in the form
of mutual impedance between two current modes reveal
that the proposed method is valid and efficient. In addition,
comparison of the results of a CCMA and a planar microstrip
antenna fed by microstripline depicts that the current
distribution on microstripline, reflection coefficient, and

270

—— Cylindrical case
% Planar case

FiGure 12: Normalised radiation field in xoz-plane (dB).

normalised radiation patterns are affected by antenna patch’s
curvature. It also shows that, comparing with the planar
counterpart microstrip antenna, the reflection coefficient of
the CCMA increases, the current on the microstripline varies
sharply, and the backward radiation field appears. However,
the frontward radiation field is similar to the planar case. In
order to improve the performance of the CCMA, the sizes
of microstripline should be designed properly to match the
impedance of CCMA.
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Microstrip antenna has been recently one of the most innovative fields of antenna techniques. The main advantage of such an
antenna is the simplicity of its production, little weight, a narrow profile, and easiness of integration of the radiating elements with
the net of generators power systems. As a result of using arrays consisting of microstrip antennas; it is possible to decrease the
size and weight and also to reduce the costs of components production as well as whole application systems. This paper presents
possibilities of using artificial neural networks (ANNs) in the process of forming a beam from radiating complex microstrip
antenna. Algorithms which base on artificial neural networks use high parallelism of actions which results in considerable
acceleration of the process of forming the antenna pattern. The appropriate selection of learning constants makes it possible to get
theoretically a solution which will be close to the real time. This paper presents the training neural network algorithm with the
selection of optimal network structure. The analysis above was made in case of following the emission source, setting to zero the
pattern of direction of expecting interference, and following emission source compared with two constant interferences. Computer

simulation was made in MATLAB environment on the basis of Flex Tool, a programme which creates artificial neural networks.

1. Introduction

The problem of forming the beam pattern of radiating
antenna arrays may be come down to the problem of precise
updating the amplitude and phases of signals coming from
every element of an antenna array before adding them
up [1, 2]. There are some well-known ways of calculating
weights which are based on maximization of the quotient
of the desired signal to the interfering signal (Applebaum
array, Shor array) or the conception of minimal mean (LMS
array) [3, 4]. LMS and Applebaum arrays are able to follow
in time several desired signals. Those can maximize the
initial signal/interference quotient and control the shape
of the beam pattern in order to set to zero the pattern
on the direction of interfering signals [5]. The values of
optimal weights are defined in such a way to provide minimal
energy function, the definition of which is characteristic for
particular algorithms. Artificial neural network both one-
way, and recurrent ones in their work do the minimization
of the energy function accompanied by a particular network.

The energy function which is defined on the stage of
designing the structure of a network has a support role,
but it is not the subject in this paper. The main aim of
this paper is defining the vector of optimal weights. It
can be also said that algorithms basing on ANN use high
parallelism of actions which accelerate the realization of the
process described above. With the use of appropriate learning
constants theoretically it is possible to gain in time a solution
close to the real time.

2. Microstrip Phased Arrays

Antenna phased arrays are constructed as conventional
antenna arrays, the only difference between them is their
architecture in which phase shifting modules are used. After
entering, induced signals on particular radiators are added
up in order to form the initial signal. The direction on which
maximal pattern is expected is controlled by phase shift
regulation between particular elements of an array [6, 7].
The beam pattern of an antenna linear array according to



the characteristic multiply factor is defined as relation (1),
where F(0,¢) is the beam pattern of the radiation of a
singular element of the array, and F(6) is the pattern of the
isotropic elements radiation system:

F(0,¢) = Fe(6,¢) - F(0). (1)

From the relation above, it can be said that mainly the
beam pattern F(0), called the system multiplier, determines
the shape of a radiation system. The phasal shift of input
signals on particular antennas is set in a way that maximum
pattern covers with the planned direction of the desired
emission source. A simplified block schema of the adaptation
antenna was presented on Figure 1. The process of adding
up the signals from particular elements is called the process
of forming an antenna beam. The direction, on which the
pattern of radiation array reaches its maximum, is adjusted
to the desired signal. Steering the antenna beam can be
made by appropriate delay of signals before connecting into
an output signal as a result of the use of phase shifters.
Elasticity, with which weights can be adjusted, implicates a
crucial feature which can be used to eliminate the direction
of the signal with a frequency identical to this of the expected
signal. Removing one redundant signal by controlling the
zero of the antenna beam pattern causes the consumption
of one freedom degree. To limit setting to zero, only to
redundant signals, the desired signal has to be paired with
a steering vector, and then the weights calculation has to
be done by using particular algorithms. The information
about the steering vector is necessary as it protects the signal
from being removed. Setting to zeros the antenna system
beam pattern on the directions, on which there are emission
sources, is done through weights calculation. These weights
are represented by complex numbers which are assigned
to particular elements of antenna arrays. The processes
described above can be realized with the use of an ANN.
A prototype of an artificial neural network is the biological
nerve system with the structure consisting of nerve cells
(neurons) with particular connections. Originally, artificial
neural networks were an attempt of modelling mechanisms
due to which nerve cells function in further perspective; they
are quite useful while constructing artificial intelligence as it
is similar in its structure to the human brain [8, 9]. Works on
ANN can be divided into a few periods [10]. Early works con-
cerning the first theoretical model of McCulloch and Pitts
neuron [11] and later Hebb’s work [12]. Further special
interest in this subject is connected generally with Rosenblatt
works [13] and Widrow’s and Hoff’s works [14]. Later low
interest in this subject was caused by some limits of the
single-layer perceptron which were presented in Minsky
and Papert’s work [15]. Only Hopfield’s work [16] from
1982 and later works of different researchers concerning the
backpropagation algorithm caused some increase in interest
in artificial neural networks, which is still seen today.
Backpropagation is a famous training method used in the
multilayer networks, but it often suffers from a local minima
problem. To avoid this problem, a new backpropagation
training based on chaos was proposed in [17]. The algorithm
shown in [17] is comparable with the Levenberg-Marquardt
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algorithm, but simpler and easier to implement comparing
to Levenberg-Marquardt algorithm. Also neural networks
and support vector machines (SVMs), idea of learning,
fuzzy logic (FL), and data mining (DM) with computational
intelligence are shown in [18, 19].

A single neuron consists of a kernel, dendrites which are
entries, and an axon which is a single entry to the nerve
cell. At the end of dendrites and an axon there are synapses
which conduct information. The axon of a particular neuron
is connected by synapses with dendrites of other neurons.
Input signals x;, i = 1,2,..., N have binary values depending
on the appearance of an input impulse in the moment k.
Defining the output signal by y, the rule of a single neuron
activation can be written with respect to the following
relation (2), where k = 0,1,2,... are later moments of time,
while wi is multiplicative weight assigned to the connection
of the entry i with the membrane of a neuron [11] as follows:

N
1, when Zwixf»‘ >T
yk+l _ il:\Tl (2)
0, when Zw,-xf»‘ <T.
i=1
Generally it is assumed that between moments k and k + 1,
the individual time of delay is passing for excitatory synapses
w; = +1 and for inhibitory synapses w; = —1, where T
is the threshold value determining the neuron’s reaction.
As McCulloch-Pitts model has several crucial simplifications
(only binary operations, discrete work time, synchronization
of all neurons work in one network, and unchanging
thresholds and weights), a general description of an artificial
neuron is introduced. Thus, now more complex models of
a neuron are used to realize a neural network. Each neuron
consists of a transforming element connected with synaptic
entries and one entry according to the model Figure 2.

The transfer of signals in all connections is one way, and
the output signal y of a neuron is defined with respect to
following relation (3), where w is a weights vector, while x is
the input vector defined by relations (4):

y= f(WTX) = f(ZO Wixi)r (3)

def T
w = [WO)Wl)---awN] >
(4)

def T
X = [x0,X1, X2, .., XN] -

The function f(w’x), whose domain is the set of all activa-
tion link connections of a neuron, is called the “activation
function” Defining activation with the symbol net, the
function can be defined as f(net), where the variable net
is defined by the dot product of weights and input signals
vector net = w’x. Whole activation net is an equivalent of
the activation potential in the biological neuron. Individual
classes of neurons differ in the function of definition f(net).
Due to (3), defining the output signal y appears the fact that
firstly weighted input signals are added up in order to define
the whole activation net. Then, the operation f(net) is done
according to its own activation function. The most popular



International Journal of Antennas and Propagation

Antenna Adaptation weights

Output signal

Signals /g'

1
1

N
/@

an
Algorithm
controlling

weights

FIGURE 1: A simplified block schema of adaptation antenna system.

Activation block

L

]

F1GURE 2: General model of an artificial neuron.

type of a neural network is one-way network example of
which is a simple perceptron. As there are no connections
between elements of the output layer, each element can be
treated as a separate network with N + 1 inputs and one
output. The perceptron network can be divided precisely
into ordered classes and separated classes of elements called
layers within which there is an input layer, an output layer,
and hidden layers. Among layers of neurons which make up
together a multilayered perceptron, the input layer with a
linear activation function can be distinguished. The number
of elements of this layer is precisely determined by the
number of input data taken into account while doing the task
of forming the microstrip antenna pattern.

3. Implementation of Artificial Neural
Network Process

In the presented research the tool used to model the work of
artificial neural networks was the modular programme Flex
Tool. The implementation of the ANN process had several
stages. Firstly, initial working conditions of the artificial
neural network were defined and self-learning pairs were
prepared. Secondly, the architecture optimization of this
network was done. Later on, the process of learning and
testing were conducted. What was next was defining initial
conditions that concern aspects in which the ANN work
will work. It was assumed that the network should form
the beam pattern of a linear array consisting of six elements
simultaneously following the emission source (ES) while

interference. The second condition was setting to zero the
beam pattern on the direction of interference which changes
its location. The second stage was preparing self-learning set.
data that was used in the process of teaching the ANN was
calculated for the array above (n = 6) with the use of the
LMS algorithm. The algorithm used estimates the correlation
vector S of the coming signal x; with the desired reference
signal r. For the LMS algorithm which was used the general
form of a signal and interference is presented in, the form of
(5), where Ay and A, define amplitudes of coming signal and
interfering signal, 6; and 0, define the angle of coming signal
and the angle of coming interference, and ¢, and ¢, define
phasal shifts between elements of the antenna array as the
following:

d, = Ay - e M9, dz, = A, - e""$: (5)

Later on, signals are written in the form of X; =
(dy,dy,ds,dsyds,de]” and X, = [dz1,dz, dzs, dzs, dzs,
dzs]", and then what is defined is the covariance matrix of
a signal @ and the covariance matrix of interference ®gj
according to the following relations:

(Dsig = idxg,
(6)

E—
DQgis = XX, .



Next, the covariance matrix of both is calculated; the
correlation vector S and the weight vector W are also
estimated as follows:

D= (I)sig + Dis
S = Xur, (7)
W=07's

Weights which are calculated with the use of the algorithm
above are treated as model ones in the process of organizing.
Then the architecture optimization of a network was pre-
pared. It was done as a result of selecting the right number of
hidden layers and neurons in these layers. Next, the defined
network underwent the process of organizing and testing.
Testing means drawing the power beam pattern, which
weights were calculated with the use of LMS algorithm.
When the results did not add up with the assumptions, other
neurons were added to the network architecture. The process
was carried on until the beam patterns of the microstrip
antenna tallied with the model.

3.1. Self-Learning ANN Algorithm. To teach an artificial
neural network, the Delta method was used which changes
the learning error in the function of a number of self-learning
epochs. The Delta rule is used with neurons which have
constant activation function and is used as an equivalent
of the perceptron rule which is also called the constant
perceptron rule. This method can be easily introduced as a
minimization of the square criterion error. Its general version
can be used in multilayered networks. In the Detla rule each
neuron after receiving particular signals on its inputs (from
network inputs or other neurons which are earlier layers of
the networks) defines its output signal using information
in the form of weight values and (if necessary) thresholds,
which were set earlier. The value of the output signal defined
by the neuron in the particular learning stage of process is
compared with the model reply given by the teacher in the
learning sequence. If there is a disagreement that is when a
neuron defines the difference between its output signal and
the value of this signal, although which could be correct
according to the teacher. Such difference is usually defined
as 0 (delta, a Greek letter) like the name of this method.
The error signal (delta) is used by the neuron to correct its
weight coefficients (and if necessary the threshold) applying
following rules:

(i) the more serious error was detected, the bigger
change in weights is made,

(i) weights connected with the inputs on which there are
high values of input signals are changed more than
weights which input signal was not high.

With the use of Delta method in this work, the error function
was defined with respect to the following relation (8), where
d;p is the model output signal jth element of the output layer
while forcing with the learning signal p, and y;,, is the current
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output signal jth element of the output layer while forcing
with the learning signal p:

E, = % ; (djp - )’jp)z- (8)

This method of calculating the function error is based
on backpropagation algorithm where, first of all, errors in
the last layer are calculated on the basis of comparison
current and model output signals, and on such a ground
connection weights are changed then in the layer before and
previous ones until the first one. There are three stages in the
backpropagation algorithm:

(i) introduce the organizing signal x on the input, and
calculate current outputs y;

(ii) compare the output signal y with the model signal d,
and then calculate local errors for all network layers;

(iii) do the weight adaptation.

For the energy function defined by (8) as a mean squared
error, the updating weight method for the output layer can

be defined with (9), where the index (- )[2] is the output layer:

(2]
OE O0E, Ou;
Bwyi) = 1 7 = B a 5 o ©)
Taking into account (10),
12 mon
uE] =Zw][i]01“, (10)

i=1

and defining the local error with respect to the following
equation (11):

sl = OE, _ OE, dejp _ e a(djp —)’J‘p>
! augz] dejp 8145'2] P auEZ]
(11)
e Yip Y
” 8u£-2] » au?] ’

results in the relation defining updating weights in the output
layer with respect to the following equation (12):

2 2 2
wi (1) = wi (£ = 1) + Awl,
(2] [2] [1] (12)
2 2] 1
AW] = }18] 01' .

More complicated problem is finding the local error for
elements in hidden layers as the correct output signal from
the elements of this layer is not known. Thus, available or
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easily calculated data is used with respect to the formula (13)
as follows:

51[‘1] =T aE[}I)J - a%] aO%]J - ab;f] a\ﬁr
auj 80jp auj aojp auj
dEp _ ”ZZ JE, ou!” _ yﬁ(%) 0 ("Zzw[z]om)
805-1] i au,[” 8051] 0 au,[” 805.1] i kT
- - §61[2]W1[f]~
i=1

(13)

As a result; the formula for the local error was written
according to (14), and allowance for weights was defined
with the use of (15):

n2
n _ d¥ 21, 2]
8] = [1]261 Wij 5 (14)
auj i=1
AW]['}] = 118][»1]x, (15)

Firstly, the criterion finishing the process was the assumed
number of learning epochs. However, analysing the graphs
with the error change depending on the number of the
epoch, this criterion does not react to the so-called effect
of network overlearning which is decreasing the ability to
generalize a net. More effective criterion finishing the process
of learning artificial neural network is defining the learning
error threshold after which the process is stopped.

3.2. Optimal Structure of ANN Selection. In the first stage of
searching for an optimal structure of ANN was one hidden
layer. The selection of number of neurons in the hidden
layer starts with the least number and more of them are
added gradually. The important role in this part of the
process is testing the organized net and comparing the result
with requirements defined in the assumption. The model
beam pattern, marked with green colour, is compared with
the results from artificial neural net simulation should be
compared. The received ANN beam patterns are marked
with black colour. These beam patterns were received with
the use of an artificial neural net. The direction of the
desired signal is marked with blue colour, and the direction
of interfering signal is marked with red colour. The graphs
which are presented are the patterns of power radiated
from the array in the function of the radiating angle to the
maximal values of radiated power.

4. Results of the Analysis

4.1. Optimal Architecture an ANN Selection for the Process of
Following the Emission Source. The process of ANN learning
in order to follow the emission source was started with ten
neurons in the hidden layer. As a result of calculating weights;
the ANN beam pattern was depicted on Figure 3. Influenced

by the level of side lobes, the decision about increasing
the number of neurons was made. Next steps, which were
finished with testing, show some shape improvement of the
ANN beam pattern in comparison with the model pattern
(marked with green colour). Figure 4 shows the beam pattern
received with 14 neurons in the hidden layer and Figure 5
shows the beam pattern with 18 neurons in the hidden layer.
With twenty neurons in the hidden layer, the shape of the
ANN beam pattern and the level of side lobes were close
enough to the model beam pattern (Figure 6).

4.2. Optimal Architecture an ANN Selection for the Process of
Setting to Zero the Beam Pattern on the Expected Interference
Direction. In case of optimal architecture, an artificial neural
network selection with the setting to zero variant on the
direction of expected interference the test of an ANN with
twelve neurons in the hidden layer was started. On the basis
of Figure 7, it can be said that the received results of an ANN
beam pattern are far from expectations as on the direction
of interference there is side lobe, which cannot be accepted.
Gradual increasing of the number of neurons (Figures 8 and
9) improved the beam pattern making it closer to the shape
of the assumed model beam pattern—marked with black
colour. In this case as well as in the previous one, the minimal
number of neurons in the hidden layer which meets the
requirements provided in assumptions was defined as twenty
neurons in the hidden layer presented on Figure 10.

4.3. Following the Emission Source with the Use of an ANN .
The effect of further tests was receiving beam patterns with
the use of an artificial neural network. Some models of ANN
beam patterns were received with the use of an artificial
neural network on Figures 11, 12, 13, and 14. The graphs
presented here are patterns of radiation power from the
antenna array in the function of radiation angle which were
standardized to the maximal radiation power. In the process
of following emission source, the beam patterns presented on
Figures 11-14 are scanning a space beam and following the
desired signal.

4.4. The Beam Pattern Setting to Zero on the Interference
Direction with the Use of an ANN . The ANN beam patterns
on Figures 15, 16, 17, and 18 present the process of
elimination of interference (marked with red colour on the
graphs) on particular directions taking into account the
assumption that the desired signal comes from the direction
perpendicular to the antenna array. The desired signal is
marked with blue colour.

4.5. Following the Emission Source with Two Constant Inter-
ferences with the Use of an ANN . The ANN beam patterns
presented on Figures 19, 20, 21, and 22 are showing the
process of following the desired signal which was marked
with blue colour on the interference background. The
interference was marked with red colour on the models of
interferences with 45 degrees and 135 degrees.
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F1GURE 3: The beam pattern received with 10 neurons in the hidden layer—following ES.
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FIGURE 4: The beam pattern received with 14 neurons in the hidden layer—following ES.
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FIGURE 5: The beam pattern received with 18 neurons in the hidden layer—following ES.
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FIGURE 6: The beam pattern received with 20 neurons in the hidden layer—following ES.

P/P(max) (dB)

0 20 40 60 80 100 120 140 160 180

Scanning angle (°)

FiGUure 7: The ANN beam pattern received with 12 neurons in the hidden layer—the beam pattern setting to zero on the interference
direction.
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FiGUure 8: The ANN beam pattern received with 14 neurons in the hidden layer—the beam pattern setting to zero on the interference
direction.
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FIGURE 9: The ANN beam pattern received with 16 neurons in the hidden layer—the beam pattern setting to zero on the interference
direction.
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Figurg 10: The ANN beam pattern received with 20 neurons in the hidden layer—the beam pattern setting to zero on the interference
direction.
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FIGURE 11: The beam pattern pointed towards the signal-glancing right.
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F1GURE 12: The beam pattern pointed towards the useful signal with the angle of 83 degrees.
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FIGURE 13: The beam pattern pointed towards the useful signal with the angle of 62 degrees.
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F1GURE 14: The beam pattern pointed towards the useful signal with the angle 45 degrees.
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FIGURE 15: The beam pattern of the antenna array with 0 degree of interference.
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FIGURE 17: The beam pattern of the antenna array with the 47 degrees of interference.
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FIGURE 18: The beam pattern of the antenna array with the 15 degrees of interference.
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FIGURE 19: An ANN beam pattern pointed towards the signal with the right angle.
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FIGURE 21: An ANN beam pattern pointed towards the useful signal with the angle of 35 degrees.
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FIGURE 22: An ANN beam pattern pointed towards the useful signal with the angle of 15 degrees.

5. Conclusions

This paper presented the use of an artificial neural network
to form a microstrip complex antenna array beam pattern.
On the basis of the graph analysis of the ANN beam pattern
received in the use of neural networks and comparing
them with graphs received as a result of using traditional
algorithms, it can be said that due to the adjustment of
the neural network structure to the task (the appropriate
number of hidden layers and the number of neurons in
these layers), the results which were received agreed with the
model beam pattern.

In case of an emission source following the main lobe of
beam pattern goes after the signal. The only possible quibble
about it may be the size of side lobes. Nevertheless, the main
goal was achieved, and the case of side lobes minimization
will probably be the topic of further tests in this aspect.

It was assumed that there will be an emission source
of the desired signal on the direction perpendicular to the
antenna array while setting to zero the beam pattern on

the direction of the expected interference. In comparison
with the previous case, such an option increases the number
of complications while controlling the pattern. However,
even such an option provides satisfying results which are
presented on Figures 15-18.

The most complicated issue was following the emission
source while having simultaneously two interferences. This
task required increasing the learning set which resulted in
increasing the time of an ANN learning. Improvement of
the shape of the beam pattern was made as a result of the
extension of an artificial neural network in the layer. Some
limitations are also introduced by the platform used in neural
networks simulation which need to be considered while
precising the assumptions concerning the expected quality
of the mapping pattern.

The artificial neural network tested here turned out to
be a tool fair enough to make decisions about the signal
which after learning is able to distinguish interference from
the desired signal. In this case the criterion of making the
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decision was connected only with the signal amplitude;
however, further tests will be concentrated on increasing the
parameters considered as the criterion. However, it must be
emphasized that the model neural network requires another
process of learning in every change of conditions resulting
from the assumptions. This process of learning adjusts its
weights to the ensuing situation, which complicates the use
of an artificial neural network in cases where there are
many changes. What should be also noticed is that work
of an ANN is adding, multiplying, and comparing with
the output signals/ threshold which in comparison with
mathematical operations used in typical algorithms (matrix
inversion, correlation vectors calculation, and covariance
matrix calculation) facilitates using the DSP technique.

Using complex microstrip antenna arrays decreases
weights and production costs. The characteristic feature of
microstrip antenna arrays is their simple change of the phase
area decomposition in the aperture of the system, which
makes them easy to use in electronic controlling the beam
pattern.
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Smart antennas offer a broad range of ways to improve wireless system performance. They provide enhanced coverage through
range extension, hole filling, and better building penetration. Smart antennas use an array of low gain antenna elements which are
connected by a network. Fractal concepts have been used in antenna arrays recently. The important properties of fractal arrays are
frequency independent multiband characteristics, schemes for realizing low side lobe designs, systematic approaches to thinning,
and the ability to develop rapid beam forming algorithms. In this paper, an attempt has been made to apply assignment of usage
time and location tag algorithm for smart antennas combined with the fractal concepts to reduce the computational complexity
and enhance resource allocation for rapid beam forming algorithms. Furthermore, two combinational approach algorithms are

proposed for peer users within single base station and peer users between different base stations.

1. Introduction

Smart antennas are MIMO arrays that emphasize the signal
of interest and minimizes the interfering signals by adjusting
or adapting its own beam pattern. This is done by varying the
relative phases of the respective signals feeding the antennas
in such a way that the effective radiation pattern of the
array is reinforced in the desired direction and suppressed in
undesired directions to model any desired radiation pattern.
Smart antenna techniques are used notably in signal process-
ing, RADAR, radio astronomy, and cellular systems like W-
CDMA and UMTS. The smart antenna concept can be used
in optical antenna technology also to produce rapid beam
scanning. Spatial time multiplexing techniques and space
time block code techniques also widely use smart antennas.
UWB communication also makes use of smart antennas with
proper bandwidth allocated to it.

2. Fractal Concepts

A fractal is a recursively generated object having a frac-
tional dimension. Many objects, including antennas, can be

designed using the recursive nature of a fractal. The impor-
tant properties of fractal arrays are frequency independent
multiband characteristic schemes for realizing low-side lobe
designs, systematic approaches to thinning, and the ability
to develop rapid beam-forming algorithms by exploiting
the recursive nature of fractals. These arrays have fractional
dimensions that are found from generating subarray used to
recursively create the fractal array.

The term fractal, meaning broken or irregular fragments,
was originally coined by Mandelbrot [1] to describe a family
of complex shapes that possess an inherent self-similarity
in their geometrical structure. Since the pioneering work
of Mandelbrot and others, a wide variety of applications
for fractals have been found in many branches of science
and engineering. One such area is fractal electrodynamics,
in which fractal geometry is combined with electromagnetic
theory for the purpose of investigation of new class of radia-
tion, propagation, and scattering problems. One of the most
promising areas of fractal electrodynamics research is in
its applications to antenna theory and design. We refer to
this new and rapidly growing field of research as fractal
antenna engineering. There are primarily two active areas



of research in fractal antenna engineering: study of fractal-
shaped antenna elements and the use of fractals in antenna
arrays [2—4].

The first application of fractals to the field of antenna the-
ory was reported by Kim and Jaggard [5]. They introduced
a methodology for designing low-side lobe arrays which is
based on the theory of random fractals. Lakhtakia et al.
[6] demonstrated that the diffracted field of a self-similar
fractal screen also exhibits self-similarity. The fact that self-
scaling arrays can produce fractal radiation patterns was first
established and the work was later extended to the case of
concentric ring arrays by Liang et al. [7]. Applications of
fractal concepts to the design of multiband Koch arrays,
as well as to low-side lobe Cantor arrays, are discussed by
Puente-Baliarda and Pous [8]. Other types of fractal array
configurations are discussed by Werner et al. [9].

A rich class of fractal arrays exists which can be formed
recursively through the repetitive application of a generating
subarray. A generating subarray is a small array at scale one
(P = 1) where P is the scale factor and is used to con-
struct larger arrays at higher scales (ie.,,P > 1). In many
cases, the generating subarray has elements that are turned
on and off in a certain pattern. A set formula for copying,
scaling, and translation of the generating subarray is then
followed in order to produce the fractal array. Hence, fractal
arrays that are created in this manner will be composed of a
sequence of self-similar subarrays. In other words, they may
be conveniently thought of as arrays of arrays [9].

The array factor for a fractal array of this type may be
expressed in the general form:

P
AFp(y) = [[GA (6" y), (1)

i=1

where GA(y) represents the array factor associated with the
generating subarray. The parameter ¢ is a scale or expan-
sion factor that governs how large the array grows with
each recursive application of the generating subarray. The
expression for the fractal array factor given in (1) is simply
the product of scaled versions of a generating subarray factor.
Therefore, we may regard equation (1) as representing a for-
mal statement of the pattern multiplication theorem for frac-
tal arrays. Applications of this specialized pattern-multiplica-
tion theorem to the analysis and development of rapid
beam forming algorithms will be considered in the following
sections.

3. Smart Antennas: Beam Forming

There is an ever-increasing demand on mobile wireless
operators to provide voice and high-speed data services. At
the same time, these operators want to support more users
per base station to reduce overall network costs and make
the services affordable to subscribers. As a result, wireless
systems that enable higher data rates and higher capacities
are a pressing need. Unfortunately, because the availability
of broadcast spectrum is limited, attempts to increase traffic
within a fixed bandwidth create more interference in the
system and degrade the signal quality [10-12].
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In particular, when Omni-directional antennas, as shown
in Figure 1(a) [13] are used at the base station, the trans-
mission/reception of each user’s signal becomes a source of
interference to other users located in the same cell, making
the overall system interference limited. An effective way to
reduce this type of interference is to split up the cell into
multiple sectors and use sectorized antennas, as shown in
Figure 1(b) [13].

Smart antenna technology offers a significantly improved
solution to reduce interference levels and improve the system
capacity. With this technology, each user’s signal is transmit-
ted and received by the base station only in the direction
of that particular user. This drastically reduces the overall
interference in the system. A smart antenna system, as shown
in Figures 2 and 3 [13], consists of an array of antennas
that together direct different transmission/reception beams
towards each user in the system. This method of transmission
and reception is called beam forming and is made possible
through smart (advanced) signal processing at the baseband.

In beam forming, each user’s signal is multiplied with
complex weights that adjust the magnitude and phase of the
signal to and from each antenna. This causes the output from
the array of antennas to form a transmit/receive beam in
the desired direction and minimizes the intensities in other
directions.

If the complex weights are selected from a library of
weights that form beams in specific, predetermined direc-
tions, the process is called switched beam forming. Here, the
base station basically switches between the different beams
based on the received signal strength measurements. On
the other hand, if the weights are computed and adaptively
updated in real time, the process is called adaptive beam
forming. Through adaptive beam forming, the base station
can form narrower beams towards the desired user and nulls
towards interfering users, considerably improving the signal-
to-interference-plus-noise ratio.

4. Fractal Algorithm

One of the more intriguing attributes of fractal arrays is the
possibility for developing algorithms, based on the compact
product representation of (1), which are capable of per-
forming extremely rapid pattern computations. For example
consider a linear array of isotropic elements, uniformly
spaced and a distance d apart along the z axis. The array fac-
tor corresponding to this linear array may be expressed in the
form:

N

AF(y) =1, + 221,, cos{ny} (2)

n=1

for odd number of elements and

AF(y) = Ziln cos{(n - %)W} (3)
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(a) Omnidirectional

SV N

(b) Sectorized

FIGURE 1: Non-smart (conventional) antenna system.

Desired .
user Interfering
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FIGURE 3: Separate beam for each user.

for even number of elements, where 7 is the total number of

elements:
n—1
N = ,
(*5)

v = kd{cos 6 — cos 6,}, (4)
2
k= R
The directivity for fractal array antenna is given by
AF3((n/2
Dp(u) = ol D) (5)
(1/2) [, AF3((n/2)u)du
where
y="u
2 (6)
u = cosf.

These arrays become fractal-like when appropriate elements
are turned off or removed, such that

I, = 1, if element n is turned ON, &

I, = 0, if element n is turned OFF.

Hence, fractal arrays produced by following this proce-
dure belong to a special category of thinned arrays. If the
above equations are used to calculate the array factor for an
odd number of elements, then N cosine functions must be
evaluated and N additions performed, for each angle. One of
the simplest schemes for constructing a fractal linear array
follows the recipe for the Cantor set. Cantor linear arrays
were first proposed and studied in [8] for their great potential
use in the design of low-side lobe arrays.

The basic triadic Cantor array may be created by starting
with a three-element generating subarray, and then applying
it repeatedly over P scales of growth. The generating subarray
in this case has three uniformly spaced elements, with the
center element turned off or removed, thatis, 101. The triadic
Cantor array is generated recursively by replacing 1 by 101
and 0 by 000 at each stage of the construction. For example,
at the second stage of construction (P = 2), the array pattern
would look like

10100010 1. (7)

In this fashion the different stages of fractal pattern
are grown. Starting with the basic stage whatever value we
assume for the basic stage the value will be substituted for
each stage and the antenna array grows in size rapidly. The
same case can be applied for planar construction also. Cur-
rent research and investigations on three-dimensional fractal
arrays are in progress to refine and tailor the pattern of the
required beam. Research is also in progress on nonlinear
arrays with nonuniform amplitude and unequal spacing
arrays to get the radiation pattern of desired extent.

At the third stage (P = 3), we would have

101000101000000000101000101. (8)

The array factor of the three-element generating sub-
array with the representation 101 is:

GA(y) = 2cos{y} 9)
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which may be derived from the array factor equation by set-
ting N = 1,1, = 0,and I; = 1. Substituting this equation
into equation (1) and choosing an expansion factor of 3,
result in an expression for the Cantor array factor given by

P P
AFp(y) = HGA(?)HW) = HCOS{?)i_lI//}. (10)
i=1 i=1

Here the hat notation indicates that the quantities have
been normalized. The array factor pattern and the directivity
pattern for P € {1,2,3,4} and & = 3 are shown in Figures 4,
5,6,7,8,9,10,and 11.

As both values increase the plot shows improvement
in characteristics, the directivity increases, and the pattern
becomes narrower. Another fantastic advantage is that
equation (10) only requires P cosine-function evaluations
and P — 1 multiplication. In the case of an 81 ele-
ment triadic cantor array, the fractal array factor is at

Directivity (dB)

Array factor

Array factor
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least N/P = 40/4 = 10 times faster to calculate than the con-
ventional discrete Fourier transform. The multiband charac-
teristics of linear fractal array are discussed in [6, 7]. The
same procedure can be applied for the Sierpinski carpet
arrays for developing efficient algorithms which can be used
in planar smart antennas. The multiband characteristics of
Sierpinski carpet array are discussed in [8]. More about
fractal arrays are discussed in [9].

Table 1 shows the increase in speed factor as the values
of P and § vary. As the value of P and J increases the speed
factor increases enormously. For example, with for P = 4 and
& = 7 the fractal array factor is 300 times faster to calculate
than the conventional case. This property can be utilized in
smart antennas to produce rabid beam forming algorithms.

5. Assignment of Priorities Algorithm

After studying the advantages of fractal concepts over the
development of rapid beam forming algorithms in smart
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TaBLE 1: Tabulation of the variation of P and d.
pP=1 P=2 P=3 P=4 P=5
§=3 1 2 4 10 24
=5 2 6 20 78 312
6=7 3 12 57 300 1680
=9 4 20 121 820 5904
TaBLE 2: Initial look-up table.
User Priority =~ Computational Needed
Sl no. . . resource
beam  assigned complexity .
allocation
1 A 1 High High
2 B 2 Medium Medium
3 C 3 Low Low
4 D 4 Very low Very low

antennas, now we can propose a new algorithm technique of
assigning priorities for each beam. Let us consider four users.
Initially, each user is assigned an individual beam from smart
antenna with uniform distribution. Consider the situation
that user A is moving very fast, user B is medium speed,
user C is low speed, and user D is pedestrian, as illustrated
in Table 2. With these different speed users we can assign a
new priority for each user with the beam.

Since user A is rapidly moving his beam needs more com-
putation complexity than user B. Similarly user C needs less
computation complexity than user B. Likewise, since user D
is a pedestrian he needs even less computational complexity
than used C. Now let us introduce a token passing tech-
nique between the users beam. The token named “X” mainly
indicates the computational complexity effect. Initially let
us consider the token is captured by the user D. The
token X looks at the priority of user D. His priority is 4.
The token checking algorithm will check for the next least
number having the highest priority. Subsequently it will
find that user C has a priority 3. Similarly after the second
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TasLE 3: Token X caught by user D on random. TaBLE 6: Token X caught by user A after third iteration matches
exactly with the look-up table.
User Priority Computational — Resource
Sl no. . . . Token . :
beam assigned  complexity allocation Sl no User Priority Computational — Resource Token
1 A 1 Uniform Uniform beam assigned  complexity allocation
2 B 2 Uniform Uniform 1 A 1 High High X
3 C 3 Uniform Uniform 2 B 2 Medium Medium
4 D 4 Uniform Uniform X 3 € 3 Low Low
4 D 4 Very low Very low
TABLE 4: Token X caught by user C after first iteration.
TaBLE 7: Initial lookup table with different user speed.
Slno User Priority Computational — Resource Token - -
" beam assigned  complexity allocation Sl no. User Moving Computatlhonal Resou{rce
1 A 1 Uniform Uniform spee;d comple;ﬂty allocat}llon
. . 1 A Ve t Hi Hi
2 B 2 Uniform Uniform ery tas '8 '8
. . 2 B Medium Medium Medium
3 C 3 Uniform Uniform X
3 C Low Low Low
4 D 4 Low Low .
4 D Pedestrian Very low Very low
TasLe 5: Token X caught by user B after second iteration. TasLE 8: Initial scanning beam table from scan antenna.
Sl no. User Pri'ority Computatilonal Resou%‘ce Token Sl no Scanning  Moving Computational Needed resource
beam assigned  complexity allocation - beam speed complexity allocation
1 A 1 Uniform Uniform 1 1 Very fast High High
2 B 2 Uniform Uniform X 2 2 Medium Medium Medium
3 C 3 Low Low 3 3 Low Low Low
4 D 4 Very low Very low 4 4 Pedestrian ~ Very low Very low

iteration it will see the user B who is having still higher
priority. Then the token will be passed to B. After the
next iteration the user A is found to be having the highest
priority among others and finally the token will be passed
to A. The result after each iteration process is shown in the
Tables 3, 4, 5, and 6 clearly. Since A is moving very fast, he
needs highest computational complexity so that more com-
putational resources can be allotted to the particular user
compared to others and the rapid beam forming technique
can be still enhanced. The tables illustrate this process in
a step-by-step manner. Coverage performance analysis is
discussed in [14] by Badjian et al. and uses genetic algorithm
technique. But the proposed one in this paper is a novelistic
approach to reduce the computational complexity and pro-
perly allocate the resource so that rapid beam forming can be
enhanced.

6. Assignment of Scanning Beams Algorithm

Smart antenna technology uses the concept of locating the
user beam and adaptive algorithms are used to adaptively
trace the user along with the beam. For accomplishing this
task efficiently so many adaptive algorithms are available.
An alternative approach to this technology is scan antenna
technology in which beams are allowed to scan randomly and
depending upon the speed of the user, each user is allocated
a scanning beam. This concept is new and greatly reduces
the time needed for computation and thereby increasing the
rapidness of rapid beam and saving the time needed for

TaBLE 9: Matching algorithm matches the speed of beam and speed
of user.

SIno. Scanning beam User Moving speed
1 1 A Very fast

2 2 B Medium

3 3 C Low

4 4 D Pedestrian

resource allocation. Let us consider the same case of four
users. User A is moving very fast, user B is of medium speed,
user C is of low speed, and user D is pedestrian. Initially the
scan antenna technology produces four different beams inde-
pendently at random speed. Let the four beams be named
beam 1, beam 2, beam 3, and beam 4, respectively. Consider
the situations such that beam 1 is moving very fast, beam 2
is of medium speed, beam 3 is of low speed, and beam 4 is
of very low speed. Now a matching technique has to be used
to carefully match the speed of the user with the speed of the
beam. Once the matching has been done, then each user can
lock with his beam as long as he uses it and release the beam
free after the use so that other users can use the beam. Tables
7, 8, and 9 illustrate this process in a step-by-step manner.

7. Assignment of Usage Time and Location
Tag Algorithm

While the advantages of fractal concepts over the develop-
ment of rapid beamforming algorithms in smart antennas
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TaBLE 10: Look-up table for assignment of usage time and location
tag.

v Ui Tocsionss Comptar
1 A Longduration Slow moving Very low

2 B Longduration Fast moving Low

3 C  Short duration Slow moving Medium

4 D  Short duration Fast moving High

using new algorithms have been studied by the authors in
[15, 16], the concept can now be extended to another new
algorithm technique called “Assignment of Usage Time and
Location Tag Algorithm.” Let us consider the same case of four
users. Assume that the initial two proposed algorithms are
applied and the system is working in efficient mode. We will
simply call this as efficient mode as far as our case is consid-
ered. This can be considered as algorithm over algorithms to
increase the effectiveness of the system. Now let us introduce
the parameters called T which refers to the effective usage
time of each user and o which refers to the location tag of
each user. Assume that we have some mechanisms to know
the probability of usage duration of each user and we got the
location tag by global positioning systems. Note that we have
already optimized the system with respect to user speed and
having introduced a new technique called scan antenna tech-
nology; now these additional parameters can still enhance
the system speed effectively. From the smart antenna side
there is a considerable amount of time that is needed for the
development of each new beam. With these two parameters,
7 and o, now there are four possible cases for each user if we
take only two variables into account, that is, long and short
duration user and fast and slow moving user. A user can be
in long duration and slow moving, long duration and fast
moving, short duration and slow moving, and finally short
duration and fast moving as shown in Table 10.

From Table 10 it can be easily concluded that user A can
be considered as stationary user since he is in long duration
and slow moving. The term smart can be removed from user
A antennas and can be allotted a single wide coverage beam
antenna. The computational complexity time and resource
allocation will be nullified. User B can be given less priority
for he is taking long duration though moving fast. The type
of beam pattern can be recognized and stored in memory.
User C is taking short duration and moving slow, a type of
medium complexity can that be allotted. And finally as User
D is concerned, he is taking short duration and moving fast;
therefore, more complexity is required for him. All this data
can be observed for a long-time basis and stored in memory
so that the observation database can help in allocating the
resources which speeds up the process of producing rapid
beams. Coverage performance analysis is discussed in [14]
by Badjian et al. and uses genetic algorithm technique. But
the proposed one in this paper is a novelistic approach to
reduce the computational complexity and properly allocate
the resource so that rapid beam forming can be enhanced.

8. Combinational Beam-Forming
Algorithm among Peer Members within
a Single Base Station

This is a new algorithm for the rapid beam forming in smart
antennas which aims to bring different beams acquired at
different times into geometric coincidence, possibly by dif-
ferent beam forming stations at different places, as shown in
Figure 12. This aims at achieving time and space coincidence
of various beams. Consider for example 12 users are using
mobile phone at a time belonging to single cell served by
a smart antenna. If each user is allocated a separate beam,
then 12 different beams are required. The complexity of the
system 1is increased and the time required for each beam
will increase. The rapid beam forming will be still worsened
if the number of user still increases. In this proposed new
algorithm, the pattern of each user is observed for a specific
amount of time and the users will be grouped in clusters say
for example four clusters of three in each group, then the
complexity can be reduced by a factor of four. In the first case,
the cluster can be preknown numbers and in the extreme case
the cluster can be assigned in random depending upon the
number of users having the similar pattern. This pattern can
be from a single base station or it can be from all the base
stations forming a single hop among peer members.

The dramatic growth of the wireless communication
industry has resulted in searches for new technologies to
provide broader bandwidth per user channel, better quality,
and new value added services. Employing smart antennas
presents an elegant and relatively economical way to improve
the performance of wireless transmission. Conditioned on
the array factor of the form given in (1)—(3), fractal array is
a sum of bounded independent and identically distributed
complex random variables. Therefore by the strong law of
large numbers for fixed, the resulting beam pattern should
approach the ensemble average with the probability one as
the number of antenna element increases.

However, in practice we are interested in finite relatively
small values of N and in this case the average beam pattern
does not necessarily represent the beam pattern of any
particular realization. We are interested in the average beam
pattern of these two particular realizations of randomly
generated antenna arrays. The main lobes of the realization
beam patterns closely match the average, but the side lobes
may fluctuate with a large dynamic range and their peaks
often well exceed the average level. Therefore, in practice, the
statistical distributions of beam patterns and sidelobes, in
particular, are of importance. The block diagram illustrates
the algorithm. In the first stage all the clustered beam groups
are tabulated and a mapping is done between the similar
beams. In the next stage the sampling of all the beams in
space and time domain is done. The next stage detects the
similar beams and passes it to the space and time detection
block. Again it is passed to the correlation detector.

The residual fitting for the similar beams is done using
any residual preferences. The cluster is grouped among peer
members and from this block the feedback is given for
the next iteration. As per the output from this block the
resource is allocated efficiently and the rapid beam forming
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FIGURE 12: Block diagram for combinational beam-forming algorithm among peer members within a single base station.

is done. Different technical methods used can include Eigen
combining algorithm, realistic beam forming algorithm, and
maximal ratio combining. This signal processing methods
can be employed for either receiving side or transmitting
side smart antenna technology. The statistical beam forming
techniques and maximal-ratio combining (MRC) techniques
can be used along with conventional techniques. Due to array
and diversity gain great performance benefits can be achieved
in favorable propagating conditions. For unfavorable propa-
gating conditions the performance can be little bit affected.

Furthermore although their numerical complexity re-
mains fixed, the performance fluctuates when propagating
conditions vary as in actual scenarios. Adaptive eigencom-
bining can also considered for the beamforming. Maximal
ratio eigencombining unifies the signal processing principles
and analyses. The array signal processing has been applied
for some decades as an attractive method for signal detection
and estimation in hash environment. An array of sensors
can be flexibly configured to exploit spatial and temporal
characteristics of signal and noise and has many advantages
over single sensor. This has many applications in radar, radio
astronomy, sonar, wireless communication, seismology,
speech acquisition, medical diagnosis and treatment, and so
forth there are two kinds of array beamformers: fixed beam-
former and adaptive beamformer. The weight of fixed beam-
former is predesigned and it does not change in applications.
The adaptive beamformer automatically adjusts its weight
according to some criteria. It significantly outperforms the
fixed beamformer in noise and interference suppression.

A typical representative is the linearly constrained min-
imum variance beamformer. A famous representative for
linearly constrained minimum variance beamformer is the
capon beamformer. In ideal cases the capon beamformer

has high performance in interference and noise suppression
provided that the array steering vector is known. The per-
formance of the adaptive beamformers highly degrades when
there are array imperfections such as steering direction error,
time delay error, and phase errors of the array sensors, multi-
path propagation effects, and wave front distortions. This is
known as the target signal cancellation problem. Tremen-
dous work has been done to improve the robustness of
adaptive beamformer. To overcome the problem of target
signal cancellation caused by the steering direction error,
multiple point constraints were introduced in adaptive array.
The idea of this approach is intuitive. With multiple gain
constraints at different directions in the vicinity of the
assumed one, the array processor becomes robust in the
region where constraints are imposed.

However the available number of constraints is limited
because the constraints consume the degrees of freedoms
(DOFs) of array processor for interference suppression. If
compact antennas are used for fast beam forming then the
parasitic array antennas are suitable for power consumption
limited mobile terminal applications. Two categories of para-
sitic antennas are there, namely, switched parasitic array
antennas and reactively controlled directive array. In com-
parison with switched parasitic array antennas, reactively
controlled directive array can realize a smoother beam
pattern steering, thus achieving a better interference suppres-
sion performance. The reactively controlled directive array
antenna is an analog adaptive antenna. Adaptive beam form-
ing is achieved by adaptively adjusting the load reactance of
parasitic elements. When the DOA of the impinging interfer-
ence signal is close to that of the desired signal, the null form-
ing ability degrades. This is due to the high spatial correlation
between the desired signal and the interference signal.
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FiGure 13: Block diagram for combinational beam-forming algorithm among peer members between different base stations.

9. Combinational Beam-Forming
Algorithm among Peer Members among
Different Base Stations

The evolution of wireless communication system requires
new technologies to support better quality communications,
new services, and applications. Smart antennas have become
a hot topic of research employed in base stations. With a
smart antenna directive beam patterns can be steered toward
the desired signal and deep nulls can be formed toward the
interference, thus spatial filtering is realized. This brings the
benefits such as lower power transmission, higher spectrum
efficiency, better link quality, and higher system capacity.
Various beam-forming and direction of arrival estimation
algorithms have been designed for single base station.
Most of these algorithms are designed based on the digital
beam forming antenna arrays. Signals received by individ-
ual antenna elements are down-converted into base band
signals. These signals are digitized and fed into digital signal
processing chip where the algorithms reside in. The master
resource allocated decides the corresponding group as shown
in Figure 13. However, radio frequency circuit branches
connected to the array elements, analog-to-digital convert-
ers, and the baseband DSP chip consume a considerable
amount of DC power. Furthermore, each channel connected

to the array sensor has the same structure, so the cost
of fabrication increases with the number of array ele-
ments.

Thanks to the recent development of GaAs monolithic
microwave integrated circuit (MMIC) technologies, the
beamformer could be integrated to a single chip at the
RF front end instead of the baseband. The advantages are
the reduced quantization errors and the increased dynamic
range. However, their costs of fabrication still limit the range
of limitation. All these factors make DBF and MBF anten-
nas suitable for low power consumption and low cost sys-
tems and thus hinder the mass application of the smart
antenna technologies. For example, it could be too costly
to equip DBF antenna arrays at battery powered laptops or
mobile computing terminals within a wireless network. Same
procedure used for single base station is used except here the
base stations can be more than one.

10. Conclusion

In this paper a rapid beam forming algorithm for smart
antennas was proposed using the concepts of fractal array
and novel algorithms. It was further enhanced by using suc-
cessive algorithms called “Assignment of Usage Time and Loc-
ation Tag Algorithm.” It was found that the proposed method
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greatly reduces the time needed for calculating the array fac-
tor and the proposed new techniques still enhance the allo-
cation of computational resources for the development of
rapid beam. It also reduces the memory requirements to a
greater extent. Furthermore, new combinational beamform-
ing algorithm among peer members within a single base sta-
tion and combinational beamforming algorithm among peer
members in different base stations have been proposed for
performance enhancement and optimization.
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A design of RFID reader antenna including a fixture, which is equipped with a chip-attaching machine producing the RFID tags,
is presented. Such an antenna is constrained to read exclusively one tag only for the purpose of functional check of the whole tag
when it passes the reader antenna. Namely, the other neighbor tags on the same rolling band are ignored that time. A wideband
microstrip antenna is designed and a fixture with shielding material is set up for such a reading constraint. Low efficiency with high
return loss is allowed for this constraint, yet wideband is still a must to treat all possible produced tags used in different countries

and areas in the world.

1. Introduction

Based on the diverse applications, different spectrum bands
are allocated for RFID (radio frequency Identification) [1],
for example, LF (125-134.2kHz and 140-148.5kHz) for
animal control, HF (13.56 MHz) for electronic ticket and
portal control, and UHF (868 MHz-928 MHz) for logistics
and fast portal control, and so forth. Most of the frequencies
are located in the ISM (industrial, scientific, and medical)
bands [1]. However, recently, the applications of RFID have
been profoundly emphasized mainly because of the need of
supply chains [2]. By proposing an international standard
for the format of electronic data used for various items of
goods, of which EPC (electronic product code) [3] is an
example, and by establishing an infrastructure network of
RFID worldwide, the products can be registered at once when
they are shipped out from the factories (say, in China) and
be released when they are checked out at the counter of a
supermarket somewhere else (say, in USA). This is called
“product tracking” and is being implemented in an “Internet
of Thing (IOT)” [4].

The RFID tags [1] of supply chains are assumed to be
very low cost, and also the RFID chips on them, since they
are not reused after being attached on products. Therefore,

taking the cost into account, usually the chips for tags do not
afford to have a 100% quality assurance after foundry and
package. Consequently, the risk of producing RFID tags with
chips which probably do not work well does exist. Such a sort
of tags with flaw is termed as dead or silent tags.

This kind of potential risk is not acceptable after the tag
is made by attaching the chip on the tag antenna, especially
for supply-chain purpose. Hence, the cost should be paid by
carrying a functional check for tags one by one by an RFID
reader after the chip is attached on the antenna as a tag, just
as shown in Figure 1. That means, the production machine
should be able to exclusively read the target tag under test
only, and the other neighbor tags are not allowed to response
when being read.

In this paper, a design of antenna plus a fixture is
proposed. Considering the antenna’s characteristics, the low
efficiency of antenna with high return loss is allowed, since
the antenna is so close to the tags under test, and tags
are almost set in the near field range of reader antenna.
In the present project, the return-loss criterion is set to be
—5dB. Anyway, the designed antenna for the assembling
machine is still to work with a wideband to deal with all
possible tags used in the world. For example, RFID and UHF
bands are 866-869 MHz in Europe, 902-928 MHz in North
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and South America, and 950-956 MHz in Japan and some

Asian countries. The assigned RFID band is 902-928 MHz in
Taiwan. The wideband characteristics both of simulation and
measurement of this antenna do cover these different bands.

Furthermore, this paper addresses a design of a fixture,
see Figure 2, containing that reader antenna to meet the
purpose mentioned above. This fixture is installed on a
production machine of RFID tags. Measurement of the
proximate-field strength on this fixture is done to verify the
field distribution which is necessary for the present reading
constraint. For reference, Figure 3 shows a typical RFID tag
printed on a paper substrate, where the chip is attached at the
center of tag antenna [4].

FiGUrEe 5: The simulated frequency response of return loss.

2. Design of Reader Antenna

Firstly, the reader antenna is designed. The concept of
microstrip antenna [5] is adopted for this task. The reasons

. . . FiGure 6: The realized broadband microstrip antenna.
for choosing microstrip antenna are (a) low profile, so
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FIGURE 9: Measurement of the proximity field on the platform
surface.

occupying not much room in machine, (b) easy to fabricate,
because it can be etched on a printed circuit board (PCB),
and (c) its fundamental mode [5] is naturally to have a
broadside radiation pattern, which is suitable for the present
application as shown in Figure 1. A microstrip antenna
can be seen as a loosy resonator due to radiation [6].

However, the obvious disadvantage of microstrip antenna is
its narrow band. The target bandwidth of this work is about
860 MHz~960 MHz which is for covering all RFID standards
worldwide. Consequently, a special design technique is
necessary to have such a broadband design of microstrip
antenna.

The electromagnetic package CST [7] is employed for
the simulation before fabricating the antenna, which is
a full 3D tool for antenna simulation. Figure4 is the
simulation model, and it is also the final determination
of the geometrical and material parameters. Fr4 is used as
the substrate. The central rectangle is the main microstrip
antenna, whose horizontal side of 86.5 mm approximately
follows the theoretical resonant length of half wavelength
in substrate. The other upper and lower rectangles play the
parasitic parts which have also strong coupling effect with the
central radiator. This technique has been widely used [8] for
broadening the bandwidth of microstrip antenna. However,
usually, parasitic parts are set at the ends of the resonant side.
Putting them along the resonant sides is a unique feature in
the present work. Figure 5 shows the simulated result based
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on such an idea of broadband design. It is obvious to see
the three generated modes, namely, U mode, M mode, and
L mode are caused by the upper, middle, and lower patches
displayed in Figure 4, respectively.

It should be remembered that the present design of RFID
communication is a short-range one, therefore, we trade off
in obtaining the broadband while scarifying the performance
of return-loss response. We set the —5dB of return loss as
the index for the matching condition in this design, and it
predicts in simulation an 833 MHz~964 MHz bandwidth as
shown in Figure 5. After simulation in design, the antenna is
realized by being etched on a PCB with a substrate thickness
4 mm as shown in Figure 6. Its measured return loss is shown
in Figure 7. Referring to the bandwidth requirement again,
the results both of simulated and measured ones are quite
close to each other.

3. Fixture Design for Reading

As shown in Figure 1, in the fast process of attaching chips on
the RFID tags, the moving band on which the preproduced
tag antennas are being carried, is supported by a mechanical
fixture. For simulating the fixture of a real machine in the
laboratory, a nonmetal fixture is assembled as shown in
Figure 8(a). Its top platforms are made of plastics and serve
to support the tag band. Furthermore, the reader antenna
designed above sits under the platforms and sits at the central
position as well.

From the first idea, for depressing the response of the
neighbor tags, we adopt the shielding sheets of Nanonix
[9] and put them on and beneath the top platforms. The
left and right sliding platforms are adjustable to find an
optimal window width for antenna below to read as the

purpose. Figure 8(b) is a computational model of platform
for CST simulation. The whole structure of Figure 8(a) is
built into this CST model, including the patch antenna itself.
When the reader antenna is excited, the electromagnetic field
around the open window of platform can be displayed in
time domain as that shown in Figure 8(b). It can be seen
clearly that there is a strong field distribution inside the open
window, on the other hand, the field on the platform is
depressed obviously. Such a field distribution is to make the
other tags which are not above the window to be not easily
readable. Consequently, the aim of reading exclusively one
tag only for the purpose of functional check of the whole tag
when it passes the reader antenna is achieved. As expected,
in one experiment in the laboratory simulating the real chip-
attachment process in factory, there are three tags side by side
on the platform, yet only the middle one is readable because
of the present design for reader antenna plus the fixture.

4. Analysis of Proximity Field and Discussion

For analyzing the field distribution on the surface of the
platforms, a setup for the proximity field measurement is
also designed. By drawing grids in advance on a paper
which is fixed on the platforms, a field probe suitable for
the frequency range of reader antenna is used in a way of
point-by-point to measure on the surface the proximity field
radiated from the reader antenna, see Figure 9.

Two configurations are under evaluation, namely, (a)
no shielding sheets and (b) with shielding sheets on and
beneath the platforms, simultaneously. As an example, the
measurement results of 910 MHz are shown in Figure 10. The
vertical dimension is to present the received power in dBm on
the tested surface. It should be noted that the y-direction in
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FIGURE 11: One-dimensional distribution of proximity field (a) line for measurement, (b) comparison with and without sheets on and

beneath the platforms.

Figure 10 (same as the x-direction in Figure 8) on the spatial
measuring coordinates is along with the long side of the open
window. As expected, at the middle point of x-axis, the field
peak does happen, namely, it occurs at the center of the open
window. This is to ensure easily reading one tag only which
stops at the center of the open window of the platform.

Figure 11(a) shows a two-dimensional proximity field
distribution by color on the platform of fixture. For a
quantity comparison of field in one dimension, along the x-
axis and at the middle point of y-axis, a line is set to cross
the open window on the platform, see Figure 11(a) also. The
measured fields along this line of cases in Figures 10(a) and
10(b) are extracted and represented in Figure 11(b). Those
two lines show that the effect of shielding sheets is indeed
produced to have a higher contrast of fields for central and
side parts of the window. More than 10 dB at least is achieved
for the aim of this present work. Consequently, the field on
the region of side tags is lower than that above the center of
the window when the shielding sheets are applied.

5. Conclusions

In this paper, we have proposed a design of fixture for
the machines of RFID tag production. After attaching the
chips on antennas of a band of tags, this machine needs to
check each tag if its chip does work or not at the end of
production procedure. A broadband microstrip antenna is
also designed for this fixture. By using the shielding sheets on
the fixture, the requirement of reading exclusively only one
tag is achieved. The proximity electromagnetic fields, which
are radiated from the designed reader antenna, are measured
as well on the surface of fixture platforms to evaluate the
proper configuration of shielding sheets. This present work
has demonstrated itself as a reference design for production
machines of RFID tags, which need to have a functional
check for each tag described in this work.
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This paper considers design of microstrip MIMO antennas for an LTE/WiMAX USB dongle operating in the 2.5-2.7 GHz frequency
band. The MIMO system includes two antenna elements with an additional requirement of high isolation between them that is
especially difficult to realize due to size limitations of a USB dongle. Three approaches to achieve the needed system characteristics
using microstrip PCB antennas are proposed. For the first design, high port-to-port isolation is achieved by using a decoupling
techniques based on a direct connection of the antenna elements. For the second approach, high port-to-port isolation of the
MIMO antenna system is realized by a lumped decorrelation capacitance between antenna elements feeding points. The third
proposed antenna system does not use any special techniques, and high port-to-port isolation is achieved by using only the
properties of a developed printed inverted-F antenna element. The designed MIMO antenna systems have the return loss Sy,
and the insertion loss S;; bandwidths of more than 200 MHz at the —8 dB level with the correlation coefficient lower than 0.1
and exhibit pattern diversity when different antenna elements are excited. Experimental measurements of the fabricated antenna

systems proved the characteristics obtained from electromagnetic simulation.

1. Introduction

Modern wireless communication systems should simultane-
ously provide high reliability and channel capacity. One of
the most effective ways to achieve these goals is utilization
of the multiple-input-multiple-output (MIMO) technology
[1]. Antennas of a MIMO communication system consist
of multiple elements and should ensure high isolation
between them for efficient operation of different space-
time transmission techniques. The MIMO technology is
currently used by different modern communication devices
such as laptops, mobile phones, USB dongles, and others. An
essential marketing trend is miniaturization of these devices
that makes achieving high isolation between the antenna
elements to be a challenging task due to a small (often <
0.25A¢, where Ay is the operating wavelength) strictly limited
area available for the antenna system. Especially, this is com-
plicated for modern USB dongles where the total size of the

device does not exceed 0.5)¢. Thus, conventional diversity
techniques based on different orthogonal polarizations of the
antenna elements or spatial diversity with a distance between
the antenna elements greater than a half of the wavelength
are not always applicable for MIMO antenna systems design.

For a long time, many works were focused on developing
special techniques that allow increasing the isolation between
the antenna elements in a MIMO antenna system. These
diversity techniques are based on different approaches:
defected ground structures [2], split ring resonators [3], the
electromagnetic bandgaps [4], or utilize a coupling antenna
element between the antennas [5]. But application of these
techniques for MIMO antenna systems requires sufficient
antenna area (more than 0.251¢) or a very complex structure
and therefore is not always suitable for the antenna systems
in a modern USB dongle. Also, the isolation between the
antenna elements can be increased with the help of an
appropriate antenna element as, for example, a printed



inverted-F antenna (PIFA) [6, 7]. However, in most cases the
PIFAs has a 3D structure for satisfying the compact antenna
area requirement that leads to increasing a production
cost.

One of the most effective approaches for development of
a compact MIMO antenna system is a diversity technique
based on a direct connection of the antenna elements [8-10].
A direct connection of the antenna elements allows the cur-
rent induced from one antenna element to flow to the other
antenna element through the connection and not to the load.
The MIMO antenna system for the 2.5-2.7 GHz frequency
band with the diversity technique based on direct connection
of antenna elements proposed in [8] has a 3D structure, and
implies that the antenna should be separately soldered to
the PCB board. A 3D structure of the antenna is not cost
effective and can lead to the performance degradation due to
soldering misalignments in the manufacturing process. The
work [9] describes a planar dual-band antenna system for the
long-term evolution (LTE) communication systems in the
700 MHz/2.5-2.7 GHz bands. The designed antenna system
in [9] uses the diversity technique based on direct connection
of the antenna elements for providing high port-to-port
isolation in the frequency band around 700 MHz while the
diversity in the 2.5-2.7 GHz band is achieved by conventional
spatial diversity with large antenna elements separation. For
the first band around 700 MHz, a relative bandwidth is only
2.5% at the —7.4dB return loss and insertion loss levels,
simultaneously. The 2.5% relative bandwidth is very narrow
and it is not enough for the 2.5-2.7 GHz frequency band
(more than 8% of relative bandwidth) for the considered
USB dongle device.

This work aims to design a planar microstrip two-
element MIMO antenna system operating in the 2.5-
2.7 GHz frequency band for the application in modern USB
dongles for LTE or WiMAX communication systems. The
common size of a modern USB dongle does not exceed
60mm X 20 mm, that is, about 2 and 6 times lower in a
corresponding dimension than the operating wave length Ao
(11.5cm at 2.6 GHz). Besides, the antenna area should be as
compact as possible (no more than 20 X 20 mm).

The current paper proposes and describes three different
designs of a compact planar microstrip antenna system. All
the three antennas meet the specified requirements and offer
different tradeoffs between various parameters as considered
below.

This paper is organized as follows. Section 2 describes
the requirements that are set for a modern compact MIMO
antenna system. Section 3 introduces compact two-element
MIMO antenna system #1 that uses a diversity technique
based on a direct connection with a transmission line
between the antenna elements [10]. Section 4 describes
compact two-element MIMO antenna system #2 that uses
a diversity technique based on a lumped capacitance intro-
duced between the antenna elements [11]. Proposed MIMO
antenna system #3 that achieves the required diversity
properties without any connection of the antenna elements
is described in Section 5. Finally, the conclusions are drawn
in Section 6.
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2. MIMO Antenna System Requirements and
Their Experimental Verification

This section describes the requirements applying to antenna
systems for correct MIMO mode operation.

The standard characteristics for MIMO antenna system
analysis are scattering matrix (return loss S;; and Sy, and
insertion loss Sy; and S1»), diversity characteristics (envelope
correlation coefficient), and radiation characteristics (radia-
tion pattern and radiation efficiency).

A scattering matrix describes the values of the return
loss (S11 and S,,) and the insertion loss (Sy; and S;») of an
antenna system. In this work, the reference level both for the
return loss and for the insertion loss of the MIMO antenna is
defined in the required frequency bandwidth as —8 dB.

Diversity characteristics of a MIMO antenna system are
usually described using an envelope correlation coefficient.
An envelope correlation coefficient can be calculated from a
3D radiation pattern or a scattering matrix. The scattering
matrix-based approach allows simplifying the procedure of
envelope correlation coefficient calculation, that is, found
from the scattering parameters as [12]:

pe - |S51S12 + 5182 | 0
(= (18uP+18012)) (1= (12 + 181212) )

According to the literature sources (see, e.g., [12]),
the envelope correlation coefficient of less than 0.25 is
recommended for efficient MIMO operation. In order to
achieve the envelope correlation coefficient below 0.25, the
level of the scattering matrix coefficients with appropriate
phase distribution of their complex values should be lower
than —8dB as defined in the above requirements. The
radiation characteristics of an antenna system are also very
important. A 3D radiation pattern provides a full description
about radiation characteristics including an antenna gain, a
main radiation direction, and antenna efficiency. Because of
the measurement complexity for the full 3D radiation pat-
tern, three different orthogonal planes are often considered
instead in practice.

The MIMO antenna systems designed and optimized in
this work were fabricated and experimentally tested. The
experimental test procedures that were used are as follows.
Coaxial cables with SMA connectors were soldered directly to
each antenna port to provide proper feeding of the antenna
elements. It should be noted that for small antenna testing
the coaxial feed cable used to connect to the measurement
equipment influences on the measurement results [13].
To avoid this influence, the cables were soldered to the
microstrip feed lines where the antenna elements have an E-
field minimum [14].

The antenna return loss (S;; and S,,) and insertion loss
(S21 and Si3) characteristics were measured using Agilent
ENA 5071B network analyzer with a two-port calibration
procedure. In addition, the soldered coaxial cables with SMA
connectors were accurately deembedded in order to extract
characteristics of the MIMO antenna system only. After
that the envelope correlation coefficient was calculated from
scattering matrix (811, Si2, Sa1, $22)-
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The radiation pattern measurements of the designed
antenna systems were performed in an anechoic chamber
using Agilent network analyzer N5230A. The radiation
pattern was measured in three different orthogonal cut
planes that are introduced relative to the spherical coordinate
system shown in Figure 1. Two elevation cut planes at ¢ =
0° and ¢ = 90° and one azimuth plane at 8 = 90° are
considered. For each cut plane, horizontally and vertically
polarized components of the radiated fields were measured
and then combined with the help of vector summation to
find the absolute E-field value.

Another requirement formulated for the antennas
designed in this work was to use a planar structure so
that a PCB implementation was feasible for a low cost of
production. An inexpensive FR4 (¢, = 4.6) PCB material
was used for the design of the MIMO antennas. The total
thickness of the PCB board was 1.56 mm, that is, a typical
value for PCBs used in modern USB dongles. The PCB
structure consists of four metal layers, where the thickness
of the dielectric layer between the first two metal layers
(used for the implementation of the microstrip line with the
50 Q characteristic impedance) is 0.2 mm (the width of the
microstrip line is equal to 0.3 mm).

3. MIMO Antenna System Based on
Direct Connection Line (#1)

This section describes the designed compact two-element
MIMO antenna system #1 that utilizes the diversity tech-
nique based on a direct connection line between the antenna
elements [8-10].

3.1. MIMO Antenna System Description. The structure and
the simulation model from CST Microwave Studio of the
proposed compact two-element MIMO antenna system #1
are shown in Figures 2(a) and 2(b), respectively.

For constructing this MIMO antenna system, a single
antenna element was designed first. A monopole antenna
was chosen, since a USB dongle PCB includes a large ground
plane (where IC components are placed) that can be used as
a monopole reference ground plane. Because of the antenna
area being strictly compact, a meander line configuration of
the monopole is chosen that reduces the occupied space of
the antenna element to less than 0.1y in each dimension.
Simulation results of the designed single antenna element
show that it is well matched across the required 2.5-2.7 GHz
frequency band with the return loss level below —11 dB. After
that two identical monopole antenna elements are placed
near each other to form a MIMO antenna system. The total
occupied antenna system area is less than 10 mm X 20 mm
that is 0.0851p x 0.17 1y, where Ay is the wavelength in
free space at the central frequency of 2.6 GHz. The distance
between the two meander line monopoles was set to 6 mm
that is about 0.051y. In this case, the isolation between
the antenna elements without applying special diversity
techniques is only 2.5 dB that is unacceptable for the effective
MIMO performance.

Antenna  Antenna
element 1 _element 2

Y Y

PCB

FIGURE 1: Spherical coordinate system.

In order to improve the MIMO characteristics, the
monopole antennas were connected to each other by a
connection line in low impedance connection points of the
monopoles. The main concept of this technology is described
in Figure 3 which shows two parallel dipole antennas (for
simplicity). In Figure 3(a), two separate antennas are shown
without any connection between each other. Some part
of the signal being transmitted by one of the dipoles
will be coupled directly into the neighboring dipole that
leads to poor isolation between them. Figure 3(b) illustrates
antenna system comprised of two closely separated dipoles
with connection elements between them. In this case, the
current induced from one antenna element flows through
the connection to the other antenna element and does not
pass through the load. Thus, both antennas form a radiation
pattern with some dedicated direction of main radiation.
When another antenna element is excited, the radiation
pattern of the MIMO antenna system has an opposite
direction of main radiation. It provides the pattern diversity
when different antenna elements are excited or, equivalently,
high port-to-port isolation is achieved.

The direct connection line provides high port-to-port
isolation at some resonant frequency that was found to
be slightly lower than the central radiation bandwidth
frequency. This effect is due to an additional electrical length
of the connection line that increases the electrical length of
the antenna elements. Moreover, at this case, it was observed
that the resonance of the antenna elements return loss (Si;
and S,) is shifted from the required 2.5-2.7 GHz frequency
band to higher frequency (2.6-2.8 GHz), that leads to the
—2.5dB return loss level in the needed band. In order to
adjust the resonant bandwidth of the return loss and the
insertion loss to the required 2.5-2.7 GHz frequency band,
the matching circuit consisting of lumped inductors (L;)
connected in series to each of the antenna elements is
introduced into the antenna structure (see Figure 2(a)).

It was observed that the usage of the direct connection
line and the matching circuit lead to return loss bandwidth
shrinkage comparing to the case without the diversity
technique implementation (without direct connection line).
However, the bandwidth shrinkage depends on the con-
nection line parameters. Hence, the optimization of the
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F1GURE 2: Structure (a) and CST Microwave Studio model (b) of the
designed compact two-element MIMO antenna system #1.
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FiGURE 3: Antenna elements without (a) and with (b) direct
connection lines.

two-element MIMO antenna system structure should be
performed in order to provide the maximum achievable
bandwidth of the return loss (S1; and S,,) and the insertion
loss (S21 and S;2) simultaneously.

The bandwidth optimization was performed by variation
of the connection line parameters: length, width, and con-
nection point position. Preliminary optimization revealed
that the maximum impact on the antenna bandwidth has
the connection line length (viz. L parameter) that is shown
in Figure 4.

Thus, in the final optimization process, the length of
the connection line was varied while the width and the
connection points positions were fixed after the preliminary
optimization. The variation range of the connection line
length L for the optimization was chosen from 1 to 6 mm.
During the optimization of the connection line length, the
resonant frequency of S; and S;; was kept equal to 2.6 GHz.
This was done by adjusting of the meander line length and
the matching circuit inductance values.
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Connection point

position

F1GURE 4: Simulation model with varied connection line length L of
the MIMO antenna system #1.

Table 1 shows the return loss (S;; and S;;) and the
insertion loss (Si2 and S,;) bandwidths around the central
frequency of 2.6 GHz for different connection line lengths.
The bandwidths were estimated at the —8 dB level of S;; and
S5, and at the —8 dB level of S1; and S,;.

The results presented in Table 1 show that the return
loss bandwidth decreases and the insertion loss bandwidth
increases while increasing the connection line length. Also,
it is observed that the optimum value of the connection line
length L, which corresponds to the equal values of the S,; and
S11 bandwidths of about 210 MHz, is equal to 4 mm. For all
other values of the connection line length, either the return
or the insertion loss bandwidths are smaller than 210 MHz.
Note, that the optimal MIMO antenna system parameters
were achieved with the matching circuit consisting of a
lumped inductance L; = 4.5nH.

3.2. Simulation and Measurement Results. The MIMO
antenna system with the optimal connection line parameters
was fabricated and tested. A photo of the fabricated MIMO
antenna system with assembled coaxial cables is shown in
Figure 5.

The measured and simulated S-parameters for the opti-
mized MIMO antenna system are shown in Figure 6. Good
correspondence between the measurement and simulation
results is observed. The measurement results indicate that the
return loss S;; and the insertion loss S;; of the fabricated
MIMO antenna system are below —8.5dB levels in the
required 2.5-2.7 GHz frequency band.

The measured and simulated results for the envelope cor-
relation coefficient are shown in Figure 7. It may be seen that
the measured and simulated envelope correlation coefficients
are lower than 0.16 across the required bandwidth of 2.5—
2.7 GHz that provides effective MIMO operation.

Figure 8 presents measured and simulated absolute val-
ues of the radiation pattern cuts for each antenna port in all
the three planes at 2.6 GHz. During the measurements, one
of the two-ports was excited, while the other was terminated
with a 50 Q matching load. Thus, two different radiation
patterns were obtained—one for each of the ports.

The measurement and simulation results show that the
designed MIMO antenna system has pattern diversity at both
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TaBLE 1: §;; and S,; bandwidths for different L.

S11 and S,; bandwidth, S}, and S,; bandwidth,

L value, mm

MHz MHz
1 226 130
2 221 146
3 216 173
4 209 207
5 196 425
6 184 435

FiGure 5: Photo of the fabricated MIMO antenna system #1 with
assembled cables.

azimuth cut 8 = 90° (Figure 8(c)) and elevation cut ¢ = 0°
(Figure 8(a)) that proves the effectiveness of the diversity
technique based on a direct connection of the antenna
elements. At the elevation cut ¢ = 90° (Figure 8(b)) almost
an omnidirectional radiation pattern is observed as expected
since the antenna elements are placed symmetrically to this
cut plane. The maximum measured gain of the MIMO
antenna system at the 2.6 GHz frequency is 1.5 dBi.

The measured characteristics satisfy all the requirements
that were set to the MIMO antenna system of a modern USB
dongle.

4. MIMO Antenna System Based on a Lumped
Decorrelation Capacitance (#2)

This section describes the second designed compact two-
element MIMO antenna system that uses the diversity tech-
nique utilizing a lumped capacitance introduced between the
antenna elements [11].

4.1. MIMO Antenna System Description. The structure and
the simulation model from CST microwave studio of the
MIMO antenna system #2 are shown in Figures 9(a) and
9(b), respectively.

Similar to the first MIMO antenna system, a monopole
antenna with a modified configuration was used as an
antenna element of the second antenna system. A triangular
antenna element configuration allows reducing its occupied
space to less than 0.1 A¢ in each dimension. Simulation results
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2.4 2.45 2.5 2.55 2.6 2.65 2.7 2.75 2.8
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—— 811 simulation
-~~~ 8, simulation

—— 811 measurement
--- §,1 measurement

FIGURE 6: S-parameters for the optimized structure of the MIMO
antenna system #1 (measurements versus simulations).
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Figure 7: Envelope correlation coefficient of the MIMO antenna
system #1 (measurements versus simulations).

of the designed single antenna element show that it is well
matched with the return loss level below —15dB across
the required 2.5-2.7 GHz frequency band. Two identical
monopole antennas occupy area less than 10 mm X 20 mm
with 5.5mm (0.048 1) distance between them. However,
such antenna system configuration without additional diver-
sity techniques provides only 3dB isolation between the
antenna elements.

In order to improve isolation between the antenna
elements a lumped decorrelation capacitance is mounted
between the antenna elements feeding points. The concept
of this technology is the same as for the diversity technique
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FiGure 8: Radiation pattern cuts of the MIMO antenna system #1 (measurements versus simulations).

based on a direct connection line that is specified in the pre-
vious section (Section 3). The main difference between these
two approaches consist in usage of a lumped decorrelation
capacitance instead of a direct connection line.

The lumped decorrelation capacitance allows to tune
the antenna coupling so that to provide high isolation.
The capacitance value is optimized to achieve the low
insertion loss S$;; and S;; (high isolation between the
antenna elements) in the required frequency band. It was
found by adjusting the capacitance value that the 0.8 pF
capacitance provides the highest isolation at the 2.5-2.7 GHz
frequency band given that the geometry of the antenna
elements is fixed. The usage of the capacitor with 0.8 pF
allows improving the isolation from 3dB to 10dB across
the required frequency band. It was observed that the usage

of the decorrelation capacitance leads to variations of the
operational frequency band of the return loss S$;; and Sz,
(the return loss level changes from —15dB to —2.5dB in
the 2.5-2.7 GHz frequency band). In order to simultaneously
adjust the return loss and the insertion loss to the same
resonant frequency, a matching circuit consisting of two
lumped inductors connected in shunt (L;) and in series
(L) to each of the antenna elements is introduced into the
antenna structure (see Figure 9(a)). Since the isolation level
is very high, an additional impedance network does not
change the isolation. To adjust the return loss S;; to the
required frequency band, the inductors values L, = 3 nH and
L, = 4.6 nH are used.

The final results for the second designed MIMO antenna
system with the lumped capacitance and the matching circuit
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FiGURE 9: Structure (a) and CST Microwave Studio model (b) of the
designed compact two-element MIMO antenna system #2.

Ficure 10: Photo of the fabricated MIMO antenna system #2
assembled with the cables.

indicate that the return loss (S;; and Sy;) and the insertion
loss (821 and S;2) have —8dB levels in the required 2.5-
2.7 GHz frequency band.

4.2. Simulation and Measurement Results. The MIMO an-
tenna system #2 that uses the diversity technique utilizing
a lumped capacitance was fabricated and tested. A photo of
the fabricated MIMO antenna system #2 assembled with the
coaxial cables and lumped elements is shown in Figure 10.

The measured and simulated return loss (S;1) and inser-
tion loss (S;;) are shown in Figure 11. The demonstrated
results show a good agreement between the measurements
and simulations. The measurement results indicate that the
fabricated MIMO antenna system can operate in the 2.5—
2.7 GHz frequency band with at least the —8dB level of
the return loss S;; and high isolation between the antenna
elements (the insertion loss S,; is below —8.5 dB).
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FIGURE 11: S-parameters of the MIMO antenna system #2 (mea-
surements versus simulations).
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Ficure 12: Envelope correlation coefficient of the MIMO antenna
system #2 (measurements versus simulations).

The measured and simulated results for the envelope
correlation coefficient are shown in Figure 12. It may be seen
that the measured and simulated envelope correlation coef-
ficients are lower than 0.06 across the required bandwidth of
2.5-2.7 GHz.

Figure 13 presents measured and simulated absolute
values of the radiation pattern cuts for each antenna port in
all the three planes at 2.6 GHz. During the measurements,
one of the two-ports was excited, while the other was
terminated with a 50 O matching load. Thus, two different
radiation patterns were obtained—one for each of the ports.

The measurement and simulation results show the
radiation properties similar to the MIMO antenna system #1.
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FiGure 13: Radiation pattern cuts of the MIMO antenna system #2 (measurements versus simulations).

More specifically, the second MIMO antenna system has
pattern diversity at the azimuth cut 8 = 90° (Figure 13(c))
and the elevation cut ¢ = 0° (Figure 13(a)) that proves
the effectiveness of the proposed MIMO antenna design
approach. At the elevation cut ¢ = 90° (Figure 13(b)),
almost an omnidirectional radiation pattern is observed as
expected, since the antenna elements are placed symmetri-
cally to this cut plane. The maximum measured gain of the
MIMO antenna system at the 2.6 GHz frequency is 2.5 dBi.

Comparison of the measurement and simulation results
shows their good agreement. Hence, the obtained results
prove sufficient return loss bandwidth with high port-to-
port isolation and confirm pattern diversity of the designed
compact MIMO antenna system #2. As for the first design,
all the set requirements are met.

5. MIMO Antenna System Using
PIFA Elements (#3)

This section describes the third designed compact two-
element MIMO antenna system (#3). To achieve sufficient
isolation between the antenna elements, this antenna system
uses only antenna element properties and does not use
special diversity techniques which application may be a
subject of different limitations arising, for example, from the
intellectual property rights.

5.1. MIMO Antenna System Description. The structure and
the simulation model from CST Microwave Studio of the
designed MIMO antenna system #3 are shown in Figures
14(a) and 14(b), respectively.
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For constructing a MIMO antenna system, a planar
inverted-F antenna (PIFA) was used. A PIFA is another
type of a monopole antenna which allows reducing the
monopole dimensions. It is achieved by using a folded
stub of one part of a monopole to the ground plane. One
of the inherent properties of the PIFA antenna is that its
radiation is located mostly in one-half space. Therefore, two
closely separated PIFAs with opposite symmetrical (mirror)
orientations provide pattern and polarization diversity. In
this work, it was found that two closely spaced PIFAs in
strictly compact antenna area (as in USB dongle) allow
achieving the convenient isolation between elements of
MIMO antenna system without using the special diversity
techniques.

In order to construct a MIMO antenna system, two PIFA
elements were symmetrically located along the edges of the
USB PCB as shown in Figure 14. To achieve the required
antenna elements isolation, the distance between them was
adjusted. It was observed that with an increase of the distance
between the elements (i.e., ground plane size expansion),
the isolation between the antenna elements increases. It was
observed that the optimum distance between two PIFAs,
which corresponds to the isolation level not less than 8 dB
and return loss level not more than —8 dB across the required
2.5-2.7 GHz band, is equal to 12mm or 0.1 Ay. Therefore,
the total occupied antenna system area is less than 21.5 mm
X 20 mm that is equivalent to 0.19 X 0.18 Ay. However, it
should be noted that the ground plane (with the 21.5 mm X
12 mm size) between two PIFAs can be used for mounting
additional IC components that further improves the PCB
area utilization.

5.2. Simulation and Measurement Results. The MIMO
antenna system #3 that uses PIFA elements was fabricated
and tested. A photo of the fabricated MIMO antenna system
#3 assembled with the coaxial cables is shown in Figure 15.

The measurement and simulation results for the return
loss (S11) and the insertion loss (S,1) are plotted in Figure 11.
The demonstrated results show a good agreement between
the measurements and simulations. The measurement results
indicate that the fabricated MIMO antenna system can
operate in the 2.5-2.7 GHz frequency band with at least
the —8dB level of the return loss S;; and high isolation
between the antenna elements (the insertion loss Sp; is
below —8.5dB). Note that the minimum isolation (8.5 dB)
for the mirror symmetrical orientation of the two PIFAs is
much better than in the case of other antenna types (like
monopoles) that are located near to each other without
applying any additional diversity techniques. In case when
two parallel monopoles are used only 3.5 dB isolation can be
achieved.

Figure 17 presents the measured and simulated results for
the envelope correlation coefficient. It may be seen that the
measured and simulated envelope correlation coefficients are
lower than 0.1 across the required bandwidth of 2.5-2.7 GHz.

The measured and simulated absolute values of the
radiation pattern cuts for each antenna port are shown in
Figure 18 for all the three planes at 2.6 GHz. During the
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F1GURE 14: Structure (a) and CST Microwave Studio model (b) of
the designed compact two-element MIMO antenna system #3.

FiGure 15: Photo of the fabricated MIMO antenna system #3 with
the assembled cables.

measurements, one of the two-ports was excited, while the
other was terminated with a 50 O matching load. Thus, two
different radiation patterns were obtained—one for each of
the ports.

The measurement and simulation results show that the
designed antenna system has an almost omnidirectional
radiation pattern at the elevation cut ¢ = 90° (Figure 18(b))
and pattern diversity at both azimuth cut 6 = 90°
(Figure 18(c)) and the elevation cut ¢ = 0° (Figure 18(b)).
The radiation pattern diversity is achieved due to the
inherent properties of the PIFA antenna. The maximum
measured gain of the MIMO antenna system at the 2.6 GHz
frequency is 2.5 dBi.

The measurements results satisfy all characteristics
requirements that are applied to MIMO antenna system in
modern USB dongles.
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6. MIMO Antenna Systems Comparison

All the three MIMO antennas systems presented in this paper
achieve the characteristics required for an efficient MIMO
system operation in a USB dongle as formulated in the
beginning of this work.

Despite many similarities, quite important differences
exist between the three designs that may impact one or
another design selection in a particular case.

All the designed MIMO antennas have planar microstrip
structures and use a standard PCB technology that provides
a low production cost. First two antenna systems occupy

International Journal of Antennas and Propagation

only 10mm X 20mm area that is equivalent to 0.085
AoxX 0.17 Ag. The antenna system #3 needs a larger area
(21.5mm X 20mm or 0.19 Ay X 0.18 A¢.) but keeps some
space in between the PIFA elements for mounting of the IC
components.

Another important differentiation is that MIMO antenna
systems #1 and #2 use a special diversity technique by
connecting the antenna elements while the MIMO antenna
system #3 utilizes independent antenna elements (Figure 16).
For MIMO antenna system #1, a direct connection line
between the antenna elements was used. The geometry of
the connection line allows adjusting the insertion loss Sy
resonance to the required frequency. Hence, the final MIMO
antenna system optimization should be carried out before its
fabrication. In MIMO antenna system #2, the high port-to-
port isolation is achieved using the same concept but instead
of a direct connection line it uses a lumped capacitance
introduced between the antenna elements. The introduction
of the capacitor allows carrying out the final MIMO antenna
system optimization after its fabrication by changing the
capacitance value.

Regarding the bandwidth of the antenna system, all the
three designs presented in this work achieve the formulated
required characteristics for efficient MIMO system opera-
tion, namely at least —8 dB level of the return loss S;; and
high isolation between the antenna elements (the insertion
loss S;; below —8.5dB) across the required 2.5-2.7 GHz
frequency band. However, the bandwidth requirements are
met only marginally for all the three designs. The bandwidth
for MIMO antenna systems #1 and #2 is limited because
of application of the direct connection diversity technique—
the direct connection line and the lumped capacitance
significantly reduce the antenna system bandwidth relative
to a single element case. The value of the bandwidth for
the MIMO antenna system #3 is limited by a small size of
the ground plane between the antenna elements. In order
to achieve the required 200 MHz bandwidth, the rigorous
parameters optimization was done for all the three MIMO
antenna systems and optimal parameters were selected.

None of the three proposed systems is considered to be
a preferred solution and that was one of the motivations
for their joint presentation in this work. However, an
introduction of new additional system constraints may shift
the designer’s preference towards one of the approaches.

7. Conclusion

This work presented the three different microstrip MIMO
antenna system designs for LTE/WiMAX USB dongle appli-
cations operating in the 2.5-2.7 GHz frequency band. These
antenna systems include two antenna elements with high
isolation between them and implemented in a strictly com-
pact area. For the first antenna system design, high port-to-
port isolation is achieved by using a decoupling techniques
based on a direct connection of the antenna elements. For
the second approach, high port-to-port isolation for the
MIMO antenna system is realized by a lumped decorrelation
capacitance between antenna elements feeding points. The
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FiGure 18: Radiation pattern cuts of the MIMO antenna system #3 (measurements versus simulations).

third proposed antenna system does not use any special
techniques, and high port-to-port isolation is achieved by
using only the properties of a developed printed inverted-
F antenna element. The proposed MIMO antenna systems
were designed in the low-cost FR4 PCB technology that is
typically used for a USB dongle realization.

The performed simulation and experimental investiga-
tions of the S-parameters, envelope correlation coefficient,
and radiation patterns for the designed MIMO antenna
systems demonstrate low return loss (< —8dB) and high
port-to-port isolation (>8.5dB) in the required frequency
band of 2.5-2.7 GHz and confirm their pattern diversity. The
designed MIMO antenna systems can be used in different
2.5-2.7 GHz applications of USB dongles like LTE and
WIiMAX where effective support for MIMO transmission is
required.
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Two wide rectangle-shaped microstrip-fed 2.6-GHz slot antennas using defected ground structures (DGSs) with a low design
complexity are proposed to achieve wideband harmonic suppression. To accomplish this, two rectangular DGSs (RDGSs) in
the first antenna and two circular DGSs (CDGSs) in the second one with various dimensions are etched into the ground plane,
which could have a wideband-stop characteristic. Simulated and measured reflection coefficients indicate that the two proposed
structures effectively suppress the second and third harmonics up to 23 dB between 3.5 and 10.5 GHz with a maximum ripple of
2.4 dB. In addition, the radiation patterns and peak gains of the antennas can be suppressed at least 17 dB and 7.1 dBi, respectively,

at the third harmonic frequency of 7.86 GHz.

1. Introduction

Microstrip antennas can be conventionally integrated with
active RF devices, especially amplifiers. In these cases, to
maximize power added efficiency (PAE) of the power ampli-
fiers (PAs), several methods are carried out on the PA itself.
Since these approaches caused RF front-end systems to have
large size, complex structures, and difficulty to design, the
active integrated antennas (AIAs) were proposed. AIAs are
very widespread, but they suffer from undesired harmonic
radiation which must be suppressed. To this purpose,
in the conventional harmonic tuning circuits, additional
components such as filters were employed which increase
the size and cost of RF front-ends and yield an additional
insertion loss [1, 2].

In the last decades, several methods have been researched
in practice to decrease insertion loss and spurious radiation
in slot and patch antennas with microstrip and CPW-fed
method [3-8]. In [2], Itoh et al. have introduced a photonic
bandgap structure (PBG) based on the periodic structure
to tune the second harmonic in an active slot antenna.
After that, there has been an increasing interest in applying
PBG and electromagnetic bandgap (EBG) structures as
well as defected ground structure (DGS). Afterwards, new

structures using L-C resonators as spurline conductors or
other structures which act like filters that positioned on a
radiator or feeding line have been proposed [4-7]. Also,
harmonic suppression is done by defecting rectangular slot
on tubing stub in CPW slot antenna [8]. It should be
noted that the designs of mentioned periodic structures are
not simple because of having several design parameters,
difficulties of the modeling, and complex pattern and
therefore, their fabricating is difficult.

In this paper, two harmonic suppressed slot antennas
(HSAs) with rectangular and circular DGSs (i.e., RDGS &
CDGS) are parametrically investigated. The antennas having
low design complexity such as less-design parameters and
simpler DGS patterns can be suitable options for broadband
unwanted harmonic suppression. In addition, in order to get
a better understanding of the suppression performance of the
antennas, the current distribution and circuit model are also
discussed.

2. Antenna Design and Configuration

Figure 1 shows the geometry of the two slot harmonic sup-
pression antennas in which the first one (Figure 1(a))
consists of two unequal RDGS with parameters of WS1, LS1,
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Figure 1: Configuration of the two proposed antennas with their optimal parameters: (a) geometry of rectangular DGS slot antenna and

(b) geometry of circular DGS slot antenna.

dR1 and WS2, LS2, and dR2, and the other one (Figure 1(b))
has two unequal CDGS with parameters of R1, dCI and
R2, dC2. The antennas are fabricated on the substrate
RO4003C with 0.5-0z copper, whole dimension of 40 X
60 mm?, 0.508 mm height, and dielectric constant of 3.38.
The width of the microstrip-fed line is Wy = 1.1 mm for
a 50 Q input impedance. The optimal physical parameters
of both proposed antennas are summarized in a table and
illustrated in Figure 1. To eliminate unwanted radiation
at harmonic frequencies, two DGS-type slots (RDGS and
CDGS) are etched into the ground plane exactly below the
microstrip line and near the main radiation slot with a
dimension of 6 x 36 mm?2. The proposed unequal slots can be
represented as sequential shunt L-C resonators, which have
totally wideband-stop operation over the third harmonic
frequency.

In the next section, it will be shown from parametric
studies that the positions and dimensions of the DGS slots
are important factors to suitably suppress the third harmonic
frequency and tune the matching at the main resonance and
the notched band.

Some of the popular DGSs are shown in Figure 2. These
structures have their own distinguish properties which can
be used for harmonic suppression. The reflection coefficients
of rectangular, circular, triangular, spiral, dumbbell, and H
shape DGS is shown in Figure 3. To give a better under-
standing of the performance of DGSs and comparison
between them, the position and etched square area of DGSs
are identical. The etched square of DGS is critical factor
for determining the depth of suppression. Therefore, this
factor is parametrically investigated in the next section.
As seen from Figure 3, a little frequency shifting at the
fundamental frequency and depth of suppression at the
third harmonic frequency are important issues which should
be noted. Hence, every pair of DGSs can be suitable for
harmonic suppression in slot antenna if they are placed at the
appropriate position. Because of decreasing of the context,
the general properties of the mentioned DGSs such as the

B
(il

FiGure 2: Different slots for DGS: (a) rectangular DGS, (b) square
head DGS (dumbbell shape), (c) triangular DGS, (d) circular DGS,
(e) H shape DGS, and (f) spiral DGS.

act of suppression and parametrically studies are examined
for the rectangular and circular DGS’s slot antenna, and their
results can be ascribe to all of them.

In order to give a physical insight, the current distribu-
tion on the ground plane is investigated. Figure 4(a) shows
the current in the absence of DGS filter, and Figures 4(b)
and 4(c) demonstrate the disturbance in current distribution
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FIGURE 3: Simulated reflection coefficients of HSA with different
kinds of DGS. The position and etched square area of every DGS
are identical.

which caused by DGS combinations. The electromagnetic
field is mostly confined under the microstrip line. The return
current on the ground plane is the negative image of the
current distribution on the microstrip line. The return path
of the current is fully disturbed using the DGS, and this
current is confined to the perimeter of the perturbation
and returns to the underneath of the microstrip line once
the perturbation is over. By considering the maximum
concentration of the return surface current on the ground
plane, the length of the slot which contributes to inductance
of the DGS is determined. The width of the slots is repre-
sented by the equivalent capacitances and the inductances
and capacitances, are derived from the physical dimensions
using quasistatic expressions for microstrip crosses, lines,
and gaps which are presented in the open literatures [9].
The same approach is ascribed to CDGS slot antenna. On
the basis of this observation, an equivalent circuit model is
developed. Equivalent circuit model of RDGS slot antenna
can be modeled based on the transmission line model. As
shown in Figure 5, the proposed circuit model consists of
two parts. The first part is the lossy model of two DGS slots
that composed of two parallel RLC for each slot resonator
and parallel capacitor that is due to relatively large fringing
field at the step discontinuity plane on metallic ground
surface [10]. The second part is the model of slot antenna
that made of two short-circuited slot lines parallel (with the
length of L, = 18 mm, which is equal to the half-length
Ls of rectangular slot) with conductance G;, representing
the radiated power from the slot and parallel RC which is
the admittance at the input of the open-ended microstrip
stub which are obtained by equations that are mentioned
n [11]. The optimized ADS-simulated results of the param-
eters of equivalent model are also shown in Figure 5.
Figure 6 shows the reflection coefficients of the circuit model
of RDGS antenna in comparison with the HFSS result.
Since the parallel capacitance might cause changing in the
impedance of the DGS section, it should be considered
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FiGUre 4: Simulated current distribution on the ground plane at
the third harmonic frequency for (a) conventional slot antenna, (b)
RDGS slot antenna, and (c) CDGS slot antenna.

for more precise modeling procedure. Circuit functionalities
as filtering unwanted high-order harmonics can easily be
accomplished by means of placing required DGS patterns
without increasing circuit complexity. Each DGS provides its
own distinctive characteristics depending on its geometries.
It will be shown from parametric studies that the dimensions
of the DGS slots are important factors to suitably suppress
the third harmonic frequency.

3. Simulated and Measured Results and
Discussions

The simulation is performed using high frequency structure
simulator (HFSS). By using the DGS section, both the
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harmonic suppression antenna.

effective permittivity and effective inductance of a microstrip
line are increased [5]. The etched square area in the
ground plane is critical factor for determining the depth of
suppression. First, the parameters of the RDGS slot antenna
are investigated. The change in the length in comparison with
the change in the slots width is more effective for controlling
the resonate frequency of RDGS slots. Figure 7(a) shows
that when the length of DGS slots is altered, the depth of
suppression is notably modified. The optimal ratio value of
Lg1/Ls; is 1.8. The same investigation is applied to CDGS slot
antenna by changing the radius of slots in which the relevant
parametric results are indicated in Figure 7(b). It is clearly
seen that by decreasing the ratio of R;/R,, the quality of the
suppression is extremely degraded especially between 5 and
9 GHz. It is interesting to point out that our studies show that
the area of small DGS slots has important role in the value of
input impedance at the third harmonic frequency. When the

area of the slot is reduced, the input impedance is increased
at the third harmonic frequency and makes that we have not
reactively termination at this harmonic.

In order to validate the designs, the optimized struc-
tures of proposed HSAs were manufactured and measured
carefully. Figures 8 and 9 show the simulated and measured
reflection coefficients and the measured input impedances
of the proposed rectangular and circular DGS-type slot
antennas, respectively. To compare the quality of harmonic
suppression, a conventional wide slot antenna without DGS
is fabricated and measured. Figures 8(a) and 9(a) indicate
that measured and simulated reflection coefficients are
matched in both cases of HSA and conventional types.
These antennas resonate at 2.62 GHz and suppress the third
harmonic frequency at 7.86 GHz. The measured bandwidths
of the proposed RDGS and CDGS antennas at the center fre-
quency of 2.62 GHz are about 250 MHz (9.5%) and 400 MHz
(15.2%), respectively. The difference between simulation
and measured bandwidths at the fundamental frequency in
Figure 9(a) is due to power leakage from the used SMA
connector and to the loss of energy to the surface waves.

As seen from Figures 8(a) and 9(a), the reflection coef-
ficient between 4 and 10 GHz, especially near 7.8 GHz is
about zero with a maximum ripple of 2.4 dB. Thus, the third
harmonic is well suppressed up to 23 dB in RDGS and 22 dB
in CDGS. In addition, it is observed from Figure 8(b) that
the first mode (53 Q4+ j5 Q) of the RDGS antenna is matched
while the second (2 Q + j8 Q) and third (1 Q — j47 O) modes
are suitably suppressed. Similarly, as shown in Figure 9(b),
the first mode (52Q — j8 Q) of the CDGS antenna is also
matched while the second (1Q — j22Q) and third (3.5Q +
727 Q) modes are suppressed, acceptably.

According to the results, the proposed slot antennas
having a simple structure and low design complexity are
suitable choices for harmonic degradation. The photographs
of the two realized RDGS and CDGS wide slot antennas
are illustrated in Figure 10. As an example, the constructed
prototype of RDGS slot antenna was measured in an
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FIGURE 9: (a) Reflection coefficients of the CDGS slot antenna and (b) measured input impedance of the CDGS slot antenna.
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(b)

FIGURE 10: Photographs of the fabricated RDGS and CDGS wide slot antennas: (a) back and (b) front.
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FiGure 11: Simulated radiation patterns of both RDGS slot antenna and conventional slot antenna: (a) E-plane and (b) H-plane as well as
measured patterns of only RDGS antenna: (c) E-plane and (d) H-plane.

anechoic chamber for studying and comparison of the
radiation characteristics.

Figure 11 shows the measured and simulated radiation
patterns of the both RDGS and conventional slot antennas at
the fundamental and third harmonic frequencies. The pat-
terns are omnidirectional in the H-plane and bidirectional
in the E-plane as in a center-fed slot antenna. As seen in
Figures 11(a) and 11(c), for the normalized peak power of
the fundamental frequency, the simulated and measured E-
plane radiation patterns of the proposed RDGS slot antenna

at the third harmonic of 7.86 GHz in the broadside direction
are less than —25 and —27 dB, respectively. Similarly, Figures
11(b) and 11(d) also show that the simulated and measured
H-plane patterns of the RDGS slot antenna at the third
harmonic frequency are less than —17 and —20 dB, respec-
tively. These results show that the radiation patterns at the
harmonic frequency are acceptably suppressed. Moreover,
the measured maximum gains of the proposed RDGS
slot antenna at 2.62 and 7.86 GHz are 2.8 and 0.8 dBi,
respectively, while the same values for the conventional
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antenna are 3 and 7.9 dBi, respectively. It should be noticed
that the 3D radiation patterns at the fundamental frequency
in conventional and harmonic suppression antennas are
nearly similar to each other with a stable shape which means
two proposed filtering slots have not been destructed by the
performance of the main radiating slot at 2.62 GHz.

4. Conclusion

In this paper, two microstrip slot antennas using rectangular
and circular defected ground structures (DGSs) with har-
monic suppression characteristic over harmonic frequency
band have been proposed and investigated. The reflection
coefficients were less than —2.4dB at the second and third
harmonic frequencies compared to those of the conventional
slot antenna. The measured and simulated radiation patterns
in the HSAs indicate at least 17 dB suppression at the third
harmonic frequency. According to the measured results,
these antennas with the simple harmonic suppression struc-
tures are quite effective for harmonic suppression. Therefore,
the proposed antennas can be suitable for active integrated
antennas.

Acknowledgment

The authors thank the Iran’s Telecommunication Educa-
tional Research Center (ITERC) for its financial support.

References

[1] V. Radisic, Y. Qian, and T. Itoh, “Novel architectures for
high-efficiency amplifiers for wireless applications,” IEEE
Transactions on Microwave Theory and Techniques, vol. 46, no.
11, pp. 1901-1909, 1998.

[2] V. Radisic, Y. Qian, and T. Itoh, “Broadband power amplifier
integrated with slot antenna and novel harmonic tuning
structure,” in Proceedings of the IEEE MTT-S International
Microwave Symposium, vol. 3, pp. 18951898, June 1998.

[3] Y. Horii and M. Tsutsumi, “Harmonic control by photonic
bandgap on microstrip patch antenna,” IEEE Microwave and
Wireless Components Letters, vol. 9, no. 1, pp. 13—15, 1999.

[4] Y.J. Sung, M. Kim, and Y. S. Kim, “Harmonics reduction with
defected ground structure for a microstrip patch antenna,”
IEEE Antennas and Wireless Propagation Letters, vol. 2, pp.
111-113, 2003.

[5] Y. J. Sung and Y. S. Kim, “An improved design of microstrip
patch antennas using photonic bandgap structure,” IEEE
Transactions on Antennas and Propagation, vol. 53, no. 5, pp.
1799-1804, 2005.

[6] N. A. Nguyen, R. Ahmad, Y. T. Im, Y. S. Shin, and S. O. Park,
“A T-shaped wide-slot harmonic suppression antenna,” IEEE
Antennas and Wireless Propagation Letters, vol. 6, pp. 647—650,
2007.

[7] H.Kim and Y. J. Yoon, “Microstrip-fed slot antennas with sup-
pressed harmonics,” IEEE Transactions on Antennas and Propa-
gation, vol. 53, no. 9, pp. 2809-2817, 2005.

[8] M. S. Ghaffarian and G. Moradi, “A novel harmonic sup-
pressed coplanar waveguide (CPW)-fed slot antenna,” IEEE
Antennas and Wireless Propagation Letters, vol. 10, Article ID
5959181, pp. 788-791, 2011.

(9]

N. C. Karmakar, S. M. Roy, and 1. Balbin, “Quasi-static mod-
eling of defected ground structure,” IEEE Transactions on
Microwave Theory and Techniques, vol. 54, no. 5, pp. 2160—
2168, 2006.

M. S. Joung, J. S. Park, and H. S. Kim, “A novel modeling
method for defected ground structure using adaptive fre-
quency sampling and its application to microwave oscillator
design,” IEEE Transactions on Magnetics, vol. 41, no. 5, pp.
1656—-1659, 2005.

H. G. Akhavan and D. Mirshekar-Syahkal, “Approximate
model for microstrip fed slot antennas,” Electronics Letters, vol.
30, no. 23, pp. 1902-1903, 1994.



Hindawi Publishing Corporation

International Journal of Antennas and Propagation
Volume 2012, Article ID 531436, 6 pages
doi:10.1155/2012/531436

Research Article

Hybrid Dielectric Resonator Antenna Composed of
High-Permittivity Dielectric Resonator for Wireless
Communications in WLAN and WiMAX

Yih-Chien Chen

Department of Electrical Engineering, Lunghwa University of Science and Technology, Shiang, Taoyuan County,

33306 Gueishan, Taiwan

Correspondence should be addressed to Yih-Chien Chen, ycchenncku@yahoo.com.tw

Received 26 January 2012; Accepted 22 May 2012

Academic Editor: Dalia N. Elshiekh

Copyright © 2012 Yih-Chien Chen. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

The-hybrid dielectric resonator antenna consisted of a cylindrical high-permittivity dielectric resonator, a rectangular slot, and
two-rectangular patches were implemented. The hybrid dielectric resonator antenna had three resonant frequencies. The lower,
middle, and higher resonant frequencies were associated with the rectangular slot, rectangular patches, and dielectric resonator,
respectively. Parametric investigation was carried out using simulation software. The proposed hybrid dielectric resonator antenna
had good agreement between the simulation results and the measurement results. The hybrid dielectric resonator antenna was
implemented successfully for application in 2.4/5.2/5.8 GHz of WLAN and 2.5/3.5/5.5 GHz of WiMAX simultaneously.

1. Introduction

Many commercial applications, including mobile radio and
wireless communications, use microstrip antennas. However,
these microstrip antennas have a limited range of sizes,
bandwidth, and efficiency. On the other hand, dielectric
resonator (DR) antenna is attractive due to its small-size,
high-radiation efficient, and ease of excitation [1, 2]. Many
investigations of DR antenna composed of DR with relatively
small permittivity around 10 have examined to enhance
radiation capability [3-5]. Many works have focused on
using DR with high-permittivity to promote device minia-
turization when DR antenna operated at low frequency.
However, these antennas composed of high-permittivity DR
had a small bandwidth [6].

The use of dual band antennas in WLAN (wireless
local area network) has been increasing rapidly in the last
decade. Dual band antennas applied in ISM (Industrial,
Scientific, Medical, 2.4-2.484 GHz) in low band of WLAN.
At the same time, dual band antennas also applied in

high band of WLAN, including HIPERLAN (high-perfor-
mance radio local area network, 5.15-5.35 GHz), and UNII
(unlicensed national information infrastructure, 5.725—
5.825GHz). Dual band DR antennas were implemented
by placing a parasitic element near the radiation part [7],
or stacking many DR [8]. On the other hand, associat-
ing with the rapid development of WiMAX (worldwide
interoperability for microwave access, 2.5-2.69, 3.3-3.8, and
5.25-5.85 GHz), there is an increasing demand for antennas
suitable for WLAN/WiMAX simultaneously. In this paper,
the hybrid DR antenna, consisting of a cylindrical high-
permittivity dielectric resonator, a rectangular slot, and two-
rectangular patches, operated in the ISM, HIPERLAN, UNIJ,
and WIMAX bands simultaneously. Multiband hybrid DR
antenna was implemented. However, the volume of hybrid
DR antenna did not increase. The radiating resonators
in the hybrid DR antenna were assembled tightly and
resonated at three frequencies. The characteristics of hybrid
DR antenna, such as return loss, radiation pattern, and gain
were measured and discussed.
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Figure 1: Configuration of hybrid DR antenna consisted of a rectangular slot, a cylindrical high-permittivity DR, and two-rectangular

parasitic patches.

2. Design and Measurement

The resonant frequency of the cylindrical DR antenna excited
at the dominant TM ;9 mode is [1]

™._ n o (72
1T 2 fe X+ (2h> ’ W
where X{, = 1.841 is the first zero of the equation J{(x) = 0,
and c is the speed of light in a vacuum. The parameters of
r, h, and &, is the radius, height, and permittivity of the
DR, respectively. Figure 1 shows the configuration of the
proposed hybrid DR antenna, consisting of a rectangular
slot, a cylindrical high-permittivity DR, and two-rectangular
patches.The rectangular RF4 substrate had dimensions of
50.0 X 50.0 mm? and thickness of 1.6 mm. The cylindrical
DR was fed with microstrip line. The microstrip feed line
was placed below the centerline (x-axis in the figure) of
the DR. Dimensions of the microstrip feed line on FR4
substrate was calculated by close-form formulas given in
[9], assuming infinite ground plane and finite dielectric
thickness. The microstrip feeding line had length Ly of
28.0mm and width of Wy of 3.0 mm. The DR had a high-
permittivity &, = 25, radius r = 4.0mm, and height h =
3.0 mm. The DR was a low-loss ceramic system composed of
La(MgSn), ;03 and CaTiOs. The rectangular slot on the back
side of the FR4 substrate fed with microstrip line, resonated
at approximately half-guided wavelength, Ag, where Ags was
the guided wavelength of the slot. The length of rectangular
slot was 31 mm. Adjusted the length of the rectangular slot
adjusted the lower resonance frequency. Adjusting the width
of the rectangular slot enabled impedance matching. The
bandwidth at lower resonant frequency could be adjusted by

adjusting the width of the rectangular slot. The rectangular
patches were placed at the two sides of microstrip feed
line. The electric field distributions along the top and
bottom edges of the rectangular patches were in-phase, and
hence these edges were referred to as radiating edges. The
electric field distributions in the right and left edges of the
rectangular patches were out of phase, and hence these edges
were referred to as nonradiating edges (NREs) [10]. The
rectangular patches were designed at a resonant frequency
of 3.5GHz. The lengths of the rectangular patches were
designed to be Ag,/2, where Ay, was the guided wavelength of
the rectangular patch [11]. The middle resonance frequency
could be adjusted by adjusting the length of the rectangular
patches. Impedance matching could be realized by adjusting
the width of the rectangular patch. Therefore, the bandwidth
at middle frequency could be adjusted by adjusting the
width of the rectangular patch. In simulation, the conducting
grounds and the substrates were assumed to be finite in
transverse plane. Reflection coefficient was measured on a
PNA-L network analyzer (N5230A). Radiation patterns were
measured in a chamber. A standard-double-ridged horn
antenna was used as a transmitting antenna. The hybrid DR
antenna was mounted on a position which was controlled by
a computer.

3. Parametric Study

Figures 2 and 3 show the simulation return loss of the hybrid
DR antenna with different DR height and DR permittivity,
respectively. From the results, the upper resonant frequency
decreased from 5.70 to 5.55GHz as DR height increased
from 2 to 4mm. This phenomenon can be explained by
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FiGure 2: Simulation return loss of hybrid DR antenna with
different DR height.
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FIGURE 3: Simulation return loss of hybrid DR antenna with
different DR permittivity.

using (1). The larger the DR height enabled the lower the
resonant frequency of DR antenna. The upper resonant
frequency decreased from 5.74 to 5.55GHz as DR per-
mittivity increased from 15 to 30. As shown in (1), the
larger the DR permittivity enabled the lower the resonant
frequency of DR antenna. The upper resonant frequency
of hybrid DR antenna was demonstrated to be dominated
by the DR parameters. The middle resonant frequency
nearly unchanged as DR parameters varied. Additionally, the
lower resonant frequency was slightly affected by the DR
parameters. The variation in low resonant frequency may
have been caused by the resonant length of rectangular slot
was approximately half-guided wavelength. A higher the DR
height and a larger the DR permittivity, is associated with a

Return loss
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Frequency (GHz)
- DB(IS[1,1]1), L = 18mm

= DB(IS[1,1]]), L = 19mm
- DB(|S[1,1]]), L = 20mm

FIGURE 4: Simulation return loss of hybrid antenna with different
rectangular patch length.
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=< DB(|S[1,1]]), W = 9mm

FIGUre 5: Simulation return loss of hybrid DR antenna with
different rectangular patch width.

larger effective permittivity and, therefore, a lower resonant
frequency.

Figures 4 and 5 show the simulation return loss of the
hybrid antenna with different length and width of rect-
angular patch, respectively. The middle resonant frequency
decreased from 3.95 to 3.80 GHz as the length of rectangular
patch increased from 18 to 20 mm. Since the resonant
length of rectangular patch was half-guided wavelength,
the longer the length of rectangular patch enabled the
lower the resonant frequency. The influence of the width of
rectangular patch on the middle resonant frequency was not
evident compared with that of the influence of the length of
rectangular patch. The higher resonant frequency decreased
as the rectangular patch length and width increased. By
increasing the rectangular patch length and width, the
effective permittivity of the hybrid DR antenna increased.
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This leaded to reduce the resonant frequency of the DR
antenna.

Figures 6 and 7 present the simulation return loss of
the hybrid DR antenna with different length and width of
rectangular slot, respectively. The lower resonant frequency
decreased from 2.70 to 2.55 GHz as the length of rectangular
slot increased from 29 to 31 mm. This was because of
the resonant length of rectangular slot was half-guided
wavelength. The longer the length of rectangular slot enabled
the lower the resonant frequency. The higher resonant
frequency of the hybrid DR antenna decreased slightly as
the length of rectangular slot increased. This was associated
with the effective height of DR increased as the length
of rectangular slot increased. The influence of the width
of rectangular slot on the resonant frequency was slight.
The return loss reduced in the lower and middle resonant
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FIGURE 8: Measurement and simulation return loss of hybrid DR
antenna.

frequencies as the width of rectangular slot increased. On the
contrary, the return loss increased in the higher band as the
width of rectangular slot increased.

4. Results and Discussion

Figure 8 shows the measurement and simulation return
loss of the hybrid DR antenna. The measurement resonant
frequency was close to the simulation resonant frequency.
The lower, middle, and higher resonant frequencies were
associated with the rectangular slot, the rectangular patches,
and DR, respectively. The return losses were —25, —15,
and —27 dB at 2.36, 3.88, and 5.66 GHz, respectively. There
was a 10dB return loss bandwidth of 1789 MHz (2273—
4062 MHz) and 791 MHz (5127-5918 MHz). Alternatively,
the antenna had a 10dB S;; bandwidth of 56% and 14%,
which covered the required bandwidth 2400-2484 MHz,
2500-2690 MHz, 3300-3800 MHz, 5150-5350 MHz, 5250-
5850 MHz, and 5725-5825 MHz, simultaneously. The band-
width was enough for many practical applications. The
bandwidth at the higher resonant frequency, associating with
the cylindrical DR with high-permittivity, was larger than the
typical value of 6 ~12% of conventional DR antenna using
DR with permittivity around 10 [2-5].

Figure 9 displays the radiation patterns of the hybrid DR
antenna in the xz-plane and yz-plane at resonant frequencies
of 2.36 GHz, 3.88 GHz, and 5.66 GHz. The radiation patterns
were stable across the return loss < 10dB bands. The
radiation patterns were almost omnidirectional in the xz-
plane at resonant frequencies of 2.36 and 3.88 GHz. The
radiation patterns in the yz-plane at resonant frequencies
of 2.36 GHz, 3.88 GHz, and 5.66 GHz were symmetrical
about the broadside direction and rolled-off as the elevation
angle increased from broadside until about 90°. The cross-
polarized patterns were about 15dB less than the co-
polarized patterns in the broadside direction (6 = 0°)
at 2.36 and 3.88 GHz. Radiation patterns at 2.36 GHz and
3.88 GHz were similar to conventional rectangular slot



International Journal of Antennas and Propagation

9. . Cross-polarized

020..

Copolarized . - L .
. B Cross-polarized
{20 S

270 =30

=90

180
(b)

0
Copolarized -

o -

20 .
10 C‘ross‘—ipolarized

ey N
270 L Mgy

-90

g0
(d)

. %
Copolagized .-~ Cross-polarized

10 .
10

Copolarize‘d‘» S
270: 2@_ 90
180
(a)
N
Copoinfe?d-' 10 Cross-polarized
e (U O
T . “ .» —ZQ - . ] _;‘_"
| S0 |
270 40— 90
180
(c)
0
Copolarize{.’\-i- - 120 - -
SO e
TN . "% Crogs-polarized
270: _ ,,ng(;)} »
180
(e)

|-0.™
. .,,2"‘0‘. 2 ;

~l-3p >90

270

180
(f)

FIGURE 9: Radiation patterns of hybrid DR antenna at resonant frequency of (a) 2.36 GHz in the xz-plane, (b) 2.36 GHz in the yz-plane (c)
3.88 GHz in the xz-plane, (d) 3.88 GHz in the yz-plane, (e) 5.66 GHz in the xz-plane, and (f) 5.66 GHz in the yz-plane.

antenna and rectangular patch antenna, respectively. The
radiation patterns at 5.66 GHz on the DR side were similar
to those of the conventional DR antenna [12, 13], and
the difference on the substrate side was associated with
backlobe radiation from the slot. Large cross-polarization
was observed at 5.66 GHz. However, large cross-polarization

became an advantage for practical applications. The wave
propagated with multiple reflections between the transmitter
and receiver in indoor applications.

Figures 10 and 11 display the gain of the proposed
antenna for operating frequencies from 2.4 to 2.9 GHz and
from 3.3 to 5.9 GHz, respectively. The peak gains were about
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0.5, —0.6, and 1.9dBi in the ISM, HIPERLAN, and UNII
bands, respectively. The gain variations were 1.4, 1.6, and
0.4dBi for frequencies within the ISM, HIPERLAN, and
UNII bands, respectively. The peak gains were about 1.9 and
2.0dBi in the 3.5 and 5.5 GHz WiMAX bands, respectively.
The gain variations were 4.0 and 3.9dBi for frequencies
within the 3.5 and 5.5 GHz WiMAX bands, respectively.
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A novel planar compact wideband antenna with coplanar waveguide (CPW) feeding configuration is presented in this paper.
The proposed antenna is fed and coupled by the CPW feeding line at the same time. Therefore, two distinct excited modes are
realized. Besides, detail investigation is presented as well to demonstrate the properties of the proposed antenna. Eventually, the
prototype of the proposed antenna with optimal design is fabricated and tested. The proposed antenna, with a fairly compact size of
24 mm X 18 mm X 1 mm, has a measured 10 dB impedance bandwidth spanning from 3.05 GHz to 6 GHz, about 65.2%. Moreover,
stable radiation patterns over the operating band are obtained. Furthermore, time-domain characteristics of the proposed antenna

are also investigated.

1. Introduction

The need of high data rates wireless communication becomes
more and more urgent, and various solutions have been
brought forward. Wideband antenna techniques have been
paid the most attention for many advantages, such as higher
data rates, immunity to multipath cancellation, increased
communications operational security, and low interference
to legacy systems [1]. The wideband antenna techniques
will play an important role in the short-range wireless
communication systems. One of the major challenges in the
design of wideband antennas is how to achieve small size
with desired electrical properties in the band of interest. On
the other hand, planar wideband antennas have attracted
much interest for applications due to their simple geometry
and easier-to-integrate as well as good impedance properties.
In the design of one planar wideband antenna, the shape
of the antenna patch, the ground plane, and the feeding
structure are of great importance. Different methods such as
the truncated slot on the antenna patch or on the ground
plane have been proposed for increasing the frequency range
and improving the radiation pattern characteristics [2-5].
Many planar wideband antennas presented in [6-8] pos-
sess compact antenna size. However, as another important

transmission property, the time-domain characteristic of
wideband antennas is investigated rarely.

This paper presents a compact wideband antenna with
CPW feeding configuration. Because the antenna can be
coupled and fed by CPW feeding line at the same time,
two distinct excited modes were obtained. The proposed
antenna demonstrated both a compact size and a wide
impedance bandwidth. The size of the proposed antenna is
only 24mm X 18 mm, and the operating band is ranging
from 3.05GHz to 6 GHz. Details of the proposed antenna
designs are presented. Measured results of the impedance
bandwidth, the radiation patterns, and the simulated time-
domain characteristics are given and discussed.

2. Antenna Design

Figure 1(a) shows the physical structure and dimensions of
the proposed antenna. A pair of stepped structures and a
coplanar waveguide feeding line are etched on the dielectric
substrate (in this study, the FR4 substrate of thickness 1 mm
and relative permittivity 4.4 was used). The length and the
width of the dielectric substrate are 24 mm and 18 mm,
respectively. The right stepped structure is directly connected
to the CPW feeding line by a metal line, and the left stepped
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FiGure 1: The configuration of the proposed antenna and photo-
graph of prototype. (a) Configuration of the proposed antenna, (b)
photograph of prototype.
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FIGURE 2: Measured reflection coefficient of the proposed antenna.
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F1GUrE 3: The current distributions of the proposed antenna (a) at
4.5 GHz (b) and 5.5 GHz.

structure links to the ground via the other metal line. As a
result, the right stepped structure is directly fed by CPW, and
the left stepped structure is coupled by the CPW feeding line.

3. Results and Discussion

The antenna prototype, as shown in Figure 1(b), was fab-
ricated and tested. Figure 2 shows the measured reflection
coefficient of the proposed antenna. It can be seen that
the impedance bandwidth of the proposed antenna is from
3.05 GHz to 6 GHz, about 65.2%. The current distributions
of the proposed antenna at 4.5 GHz and 5.5 GHz (simulated
by CST) are illustrated in Figure 3. Because of the difference
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F1GURE 4: Measured radiation patterns of the proposed antenna (a) at 4.5 GHz (b) and 5.5 GHz.

of the excited methods between the left portion and the right
portion of the proposed antenna, the current distributions
at two frequencies are completely different. At 4.5 GHz, the
current mainly distributes around the right portion and the
stepped slot. However, the surface current of the proposed
antenna appears mostly in the left portion at 5.5 GHz. The
two excited modes can generate two resonant frequencies,
and when they are close to enough, a wide bandwidth can
be achieved.

Figure 4 shows the measured radiation patterns of the
proposed antenna in the x-y and x-z plane for 4.5GHz
and 5.5 GHz. Clearly, the x-y plane radiation pattern is
close to omnidirectional, and the x-z plane radiation pattern
is monopole-like at 5.5 GHz. Meanwhile, similar radiation

patterns with only few limited distortions are observed at
4.5 GHz. Compared with at 5.5 GHz, when the antenna is
mainly coupled by the CPW feeding line, the antenna is
directly fed by the CPW feeding line basically at 4.5 GHz.
Therefore, more energy is excited, and some extra currents
distribute along the stair slots at 4.5 GHz, which leads to
broadside radiation pattern.

Considering the requirements of UWB communications,
both good frequency-domain and time-domain characteris-
tics are essential to the quality of the communications. Thus,
the time-domain characteristics of the proposed antennas are
investigated by placing the virtual probes at a distance of 1 m
from the antennas. We can assume that the probes are in
the far-field region of the antenna, since the distance is more
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FIGURE 5: Transmitted signal and received signals of the antenna with different angles of phi, at theta = 90 degree. (a) Transmitted signal,
(b) received signal of the proposed antenna with angle phi = 240 degree, (c) received signal of the proposed antenna with angle phi = 270
degree, and (d) received signal of the proposed antenna with angle phi = 300 degree.

than 10 wavelengths at the lowest frequency for the proposed
antenna. The polarization of the probes is linear. Moreover,
the copolarizations of the probes point to the copolarizations
of the antennas. The whole time-domain test system operates
over the frequency band ranging from 3 to 6 GHz. Figure 5
shows the transmitted signal and received signals of the
proposed antenna with different angles. And considering the
quasiomnidirectional characteristic of the antenna and the
space limitations, only three different angles are presented
here. From the results, it can be seen that the received signals
of the proposed antenna are similar to the transmitted signal
with only few limited distortions introduced.

According to the definition in [9], the fidelity factor
values of the proposed antenna with different angles of phi
are calculated and listed in Table 1, from which it can be seen

TaBLE 1: Fidelity factors of the antenna with different angles of phi
at theta = 90 degree.

Phi (degree) Fidelity factor
240 0.9911
270 0.9945
300 0.9779

that the fidelity factor of the proposed antenna is very close
to unity. However, slight tailing phenomenon of the received
signal is still can be observed because of the dispersion of the
antenna and the loaded slots. On the other hand, the levels of
the tailing are different, since the direction of the proposed
antenna is not strictly omnidirectional.
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4. Conclusion

In this paper, a novel compact wideband antenna with two
distinct excited modes is proposed and investigated. The
measured impedance bandwidth of the proposed antenna
is from 3.05 GHz to 6 GHz. Furthermore, the antenna also
demonstrates a fairly compact size of 24 mm x 18 mm X
I mm. Good and stable radiation patterns are observed.
Featuring of good frequency-domain characteristics and
time-domain characteristics as well as easy design, the
proposed wideband antenna is a very good candidate for
short-range wireless communication.
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A novel low radar cross-section (RCS) design method is proposed, and its application on Vivaldi antenna that covers the entire X
band is investigated. According to the difference of the current distribution on the radiator when the antenna radiates or scatters,
the shape of the metal radiator is modified, so that maximally 19.2 dBsm RCS reduction is achieved which satisfied radiation
performance. Simulated and measured results about gain, S;, and RCS are presented. As a result, the effectiveness of the presented

low RCS design method is validated.

1. Introduction

The nose cone of an aircraft is the most threating area for
radar detection, but the electromagnetic scattering of anten-
na array belongs to the fire control system in this area is usu-
ally very strong, which result in the importance of stealth
design of antenna. Vivaldi antennas [1-3] are widely used in
fire control system due to broad bandwidth and small phys-
ical dimension. Therefore, the stealth design of Vivaldi
antenna is highly desirable in many prospective airborne
applications.

Many methods [4-11] have been proposed to reduce the
radar cross-section (RCS) of microstrip antennas. Usually,
RCS reduction will increase the complexity of the antenna
system or degrade the radiation performance of the
antenna. Typical performance-degradation effects include
gain decreasing, resonant frequency shifting, and bandwidth
narrowing. Li and Liu [4, 5] proposed a stealth method with
maximally 27 dBsm RCS reduction at a specific frequency
with two short-circuit pins loaded on each microstrip unit
and two H-shaped slots cut. However, the RCS reduction
occurred only at a relatively narrow frequency band and
angle range. Another effective method, investigated by Jang
et al. [6, 7], uses the electromagnetic band gap (EBG) struc-
ture and achieves a 10 dBsm RCS reduction out of the work-
ing band while keeping the RCS within the operating band
almost unchanged. The same effect can also be acquired with

frequency-selective surface (FSS) on radomes. Other meth-
ods [8-10] such as Fractal slots, defected ground structures
(DGSs), or holly-leaf-shaped designs, also can reduce RCS in
angle scope vertical to the antenna in the operating band, but
all the methods are hard to be applied to Vivaldi antenna for
its threating direction is almost parallel to the antenna.

Several RCS reduction schemes have also been developed
for Vivaldi antennas. Zhang et al. [11] introduced a phase-
switched screen (PSS) boundary, which enables the dynamic
control of RCS. Jiang fu et al. [12] investigated RCS a
dual-index Vivaldi antenna which achieves a maximally of
25 dBsm RCS reduction, but the dispersion of the measured
gain is decreased.

In this paper, we propose a novel low RCS design method
that specifically applies to the X-band Vivaldi antenna. The
design is based on the analysis of the antenna current dis-
tribution in the radiating and scattering status, respectively.
Then we modify the configuration of the metal patch to
achieve maximally 19.2dBsm RCS reduction. Simulation
and measurement results are provided to demonstrate the
excellent radiation and stealth performance that are achieved
with this design.

2. Stealth Design Scheme

A typical Vivaldi antenna [13-15] without any low RCS
design is shown in Figure 1. The antenna is printed on the
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F1GURE 1: Structure of original Vivaldi antenna.

two sides of a TF-2 (&, = 10.2) substrate with a thickness of
0.635mm. On one side of the substrate is the metal patch
consisting of a tapered slot line and a transmission line as
illustrated by the solid lines of in Figure 1(a). On the other
side, there is a feeding structure as illustrated by the solid
lines of in Figure 1(b). For better illustration, dotted lines
are employed in both views to indicate the position of the
structures on the opposite side. The parameters marked in
the figure are optimized with HFSS to match the feeding port
to 50 Q. The photograph of the fabricated original antenna is
shown in Figure 1(c). The measured and Generally speaking,
the scattering of an antenna can be divided into two parts
[16, 17]. One part is the so-called structural mode scattering
that excludes the effect of the antenna’s receiving channel.

This part of scattering is almost the same as the scattering of
a common scatterer. The other part is the mode scattering
that is caused by the reradiation of the reflected power from
the receiving channel due to the impedance mismatching.
Nevertheless, the mode scattering of a well-matched antenna
is usually much smaller than the structural mode scattering.
Take the Vivaldi antenna in Figure 1 as an example, the total
RCS is about —33 dBsm at 10 GHz as simulated with HFSS
while the mode scattering RCS is estimated to be about
—75dBsm [18] which is negligibly small. Therefore, in this
paper, we mainly focus on the structural mode stealth design
of the Vivaldi antenna.

The purpose of a stealth design is to decrease RCS
of an antenna while maintaining the antenna’s radiation



International Journal of Antennas and Propagation
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(b) Radiation mode

FiGure 2: Current distribution of metal patch.

performance, which is usually conflict and should be bal-
anced between scattering model and radiation model. In
our stealth design method, the balance is well achieved by
utilizing the difference between the current distributions
of the antenna in the two modes. At 10 GHz, the induced
current distribution due to scattering and radiation are
shown in Figures 2(a) and 2(b), respectively. It can be seen
from Figure 2(a) that the current distributes throughout the
entire metal patch when the antenna is incident by a plane
wave from 0’ = 0° and ¢ = 0°. On the other hand, when
the antenna is in the radiating mode, the current is mainly
along the feeding structure and transmission line as is seen in
Figure 2(b). Consequently, it can be found that there are large
areas of the metal patch have no contribution to the radiation
but play an important role in the scattering. The main idea of
the stealth design is to, therefore, remove these metal areas in

r(5.95mm, 4.26 mm)

Y
14.8 mm (6.5mm, —2 mm)

FIGURE 3: Structure of stealth design.

a way that decreases the RCS without sacrificing the radiation
characteristics.

Based on the aforementioned idea, two ellipses are
symmetrically cut out from the metal patch to ensure the
maximum metal reduction to reduce RCS. However the
large area cutdown on the metal patch will unavoidably
result in slight current distribution changing in the radiation
model, which will lead to high side lobe and dispersive
gain in a wide frequency range. To prevent the lateral
radiation, a rectangle strip is placed within the area of the
two cut ellipses and connected to the remaining part of the
metal patch. The rectangle strip’s length is 7.8 mm and its
resonant frequency is nearly 3 GHz, and then we can have
two higher harmonics at 9 GHz and 12 GHz. Through HFSS
simulation and optimization, we arrive at a final design of the
stealth antenna as shown in Figure 3. The stealth antenna is
fabricated and shown in Figure 4.

3. Result and Discussion

To validate the stealth design method presented in the
previous section, we first evaluate the radiation performance
of our stealth antenna compared with the original one.
Figure 5 shows the measured and simulated return loss of
the stealth antenna. The associated date of original Vivaldi
antenna are also presented. The measured and simulated
results of the stealth antenna coincide with each other from
6 to 18 GHz and for comparison are below —10 dB over the
entire X-band from 8 GHz to 12 GHz. The return loss of the
stealth antenna in X-band is only slightly larger than that of
the original one, which is due to the impedance mismatch
and can be further improved. In this paper, we will not
focus on the feed matching design as long as the measured
and simulated S;; are acceptable. There are two resonant
frequency points at nearly 9 GHz and 12 GHz which coincide
the previous design.
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By using the outdoor measurement method in [19], the
gain and return loss of the stealth design is obtained with
the transmitting and receiving antennas separated by 50 cm.
The measured and simulated antenna gains over the X-band
are given in Figure 6. About 4 dBi gain is achieved in both
designs. From Figure 6 we can also observe that our stealth
design method has flatter gain versus frequency as compared
to the original one, which leads to a better dispersion and
group delay performance.

The previous results show that our stealth design main-
tains good radiation performance. In the following, we will
show the low observation characteristics of the stealth design.
As the antenna RCSs are too low to be accurately measured in
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an ordinary chamber with common background noise, only
simulation results are provided.

Consider a plane wave incident from the direction ' = 0
and ¢' = 0. As the polarization of the antenna is along
the Y axis, the X-polarized RCS is very small in both
antenna designs as shown in Figure 7(a). However, for
the copolarization in Figure 7(b), a much higher RCS is
observed. As is seen in the figure, the RCS is significantly
reduced by using our stealth design. Within the X band, the
maximum RCS reduction is about 19.2dBsm at 11.3 GHz,
and the minimum reduction is about 4.6 dBsm at 10.1 GHz.
According to the radar range equation [20], a 19.2dB
reduction in RCS decreases the radar detection range by 68%,
whereas a 4.6 dB reduction in RCS also can decrease the
detection range by 24%, which is very important in stealth
design of associate platform. Meanwhile, after stealth design,
the mode scattering RCS is also improved and is estimated
to be about —90 dBsm. So our stealth design method is very
effective.

Figure 8 shows the bistatic RCS patterns versus scattering
angle 0 for 10.1 GHz and 11.3 GHz, respectively. In both
figures, the incident angle is fixed to be 6/ = 0 and ¢’ = 0. It
can be seen that our stealth antenna maintains much lower
RCS in a wide scattering range from 0° to 60° and from
300° to 360° which are most threatening scope for stealth
design. Similar RCS reduction effects are also observed at
other frequencies. Compared to the scattering of dual-index
Vivaldi antenna studied by Jiang fu et al. [12], our method
achieves a more stable gain and wider-angle range RCS
reduction.

4. Conclusion

In this paper, we proposed a novel low RCS design method
and applied it to Vivaldi antennas. An excellent stealth
performance in the entire X-band and wide angle range
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is achieved. With the proposed design method, the RCS
is reduced up to 19.2dBsm with satisfactory radiation
characteristic maintained, which shows that the proposed
design is effective and potential for other microstrip antenna
stealth design.

Acknowledgments

This paper is supported by the National Natural Science
Foundation of China (no. 61102032), funding of State
Key Laboratory of Millimeter Waves in China (Grant:
K201005), the China Postdoctoral Science Foundation
(no. 20110491423), the NUAA Research Funding (no.

NS2011014), and the NUAA Innovation Base Fund for
Postgraduates.

References

[1] P. J. Gibson, “The Vivaldi aerial,” in Proceedings of the 9th
European Microwave Conference, pp. 101-105, 1979.

D. H. Schaubert, S. Kasturi, A. O. Boryssenko, and W. M.
Elsallal, “Vivaldi antenna arrays for wide bandwidth and
electronic scanning,” in Proceedings of the 2nd European
Conference on Antennas and Propagation (EuCAP07), pp. 1-6,
November 2007.

C. Deng and Y. J. Xie, “Design of resistive loading Vivaldi
antenna,” [EEE Antennas and Wireless Propagation Letters, vol.
8, pp. 240-243, 2009.

(2]



[4] Y. Li and H. Liu, “RCS reduction of missile-borne quasi-

[15

(20

]

traveling wave microstrip antenna,” in Proceedings of the
9th International Conference on Electronic Measurement and
Instruments (ICEMI °09), pp. 3246—3249, August 2009.

D. Jun, C. Chunxia, and G. ChenJiang, “A method for
microstrip antenna RCS reduction,” Computer Simulation, pp.
130-133, 2008.

H. K. Jang, W. J. Lee, and C. G. Kim, “Design and fabrication
of a microstrip patch antenna with a low radar cross section
in the X-band,” Smart Materials and Structures, vol. 20, no. 1,
Article ID 015007, 8 pages, 2011.

Y. Tan, N. Yuan, Y. Yang, and Y. Fu, “Improved RCS and
efficient waveguide slot antenna,” Electronics Letters, vol. 47,
pp. 582-583, 2011.

Y. Liu, S. X. Gong, and D. M. Fu, “A novel model for ana-
lyzing the RCS of microstrip antenna,” in Proceedings of the
IEEE International Antennas and Propagation Symposium and
USNC/CNC/URSI North American Radio Science Meeting, pp.
835-838, June 2003.

S. C. Zhao, B. Z. Wang, and Q. Q. He, “Broadband radar cross
section reduction of a rectangular patch antenna,” Progress in
Electromagnetics Research, vol. 79, pp. 263-275, 2008.

H.Y. Xu, H. Zhang, K. Lu, and X. E Zeng, “A holly-leaf-shaped
monopole antenna with low RCS for UWB application,”
Progress in Electromagnetics Research, vol. 117, pp. 35-50,
2011.

G. Zhang, L. Xu, and A. Chen, “RCS reduction of Vivaldi
antenna array using a PSS boundary,” in Proceedings of the 8th
International Symposium on Antennas, Propagation and EM
Theory (ISAPE 08), pp. 345-347, November 2008.

L. Jiang fu, G. Shu xi, Y. xue, and Z. Xiao lu, “Study of RCS on
the dual-index Vivaldi antenna,” Space Electronic Technology,
vol. 2, pp. 26-29, 2011.

L. Yang, H. Guo, X. Liu, H. Du, and G. Ji, “An antipodal
Vivaldi antenna for ultra-wideband system,” in Proceedings of
the IEEE International Conference on Ultra-Wideband (ICUWB
’10), vol. 1, pp. 301-304, September 2010.

T. Li, Y. Rao, and Z. Niu, “Analysis and design of UWB Vivaldi
antenna,” in Proceedings of the IEEE International Symposium
on Microwave, Antenna, Propagation, and EMC Technologies
for Wireless Communications (MAPE °07), pp. 579-581, August
2007.

M. R. Hamid, P. Gardner, P. S. Hall, and F. Ghanem, “Multi-
mode Vivaldi antenna,” Electronics Letters, vol. 46, no. 21, pp.
1424-1425, 2010.

S. Gong and Y. Liu, Prediction and Reduction of Antenna Radar
Cross Section, Xi’an University of Electronic Science and Tech-
nology Press, 2010.

Y. T. Lo and S. W. Lee, Antenna Handbook: Theory, Applications
and Design, Artech House, New York, NY, USA, 1993.

B. A. Munk, Finite Antenna Arrays and FSS, Wiley-IEEE Press,
2003.

G. Felic, “Antenna gain measurements in the V-band: a single-
antenna method,” in Proceedings of the Electromagnetic Com-
patibility Symposium Adelaide (EMCSA °09), pp. 98-101,
September 2009.

D. Lynch Jr., Introduction to RF Stealth, SciTech Publishing,
2004.

International Journal of Antennas and Propagation



Hindawi Publishing Corporation

International Journal of Antennas and Propagation
Volume 2012, Article ID 589467, 8 pages
doi:10.1155/2012/589467

Research Article

Novel Compact CPW-Fed Antennas with Harmonic
Suppression and Bandwidth Enhancement

Zhi-Li Zhou, Li Li, and Jing-Song Hong

Institute of Applied Physics, University of Electronic Science and Technology, Chengdu 610054, China

Correspondence should be addressed to Zhi-Li Zhou, zhouzhili003@163.com

Received 9 December 2011; Accepted 4 July 2012

Academic Editor: Hala A. Elsadek

Copyright © 2012 Zhi-Li Zhou et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Novel compact CPW-fed antennas with harmonic suppression are presented and investigated in detail. By inserting symmetrical
slots connected to the end of CPW transmission line in the ground plane, and exploiting parasitic technique, harmonic
suppression, compact size, as well as wide bandwidth are obtained. General performances of the proposed antennas are studied
by equivalent transmission line circuits. Moreover, the steps of constructing such harmonic suppression antennas are derived.
Eventually, the experiment results verified the validation of the proposed harmonic suppression antennas.

1. Introduction

The harmonic suppression antenna (HSA) has become very
attractive due to its great advantages such as low cost,
small size, and easy integration in wireless communication
and microwave power transmission (MPT) systems [1, 2].
Conventionally, a harmonic suppression filter is chosen in
these systems to avoid harmonic interference and achieve
good system performances. However, it is bulky, expen-
sive, and hard to be integrated in monolithic microwave
integrated (MMIC) devices. To overcome these defects,
harmonic suppression technologies for antenna have been
widely investigated recently [3-9]. Defected ground plane
structure (DGS) and photonic band gap (PBG) structure
are widely used to achieve harmonic suppression function
[10, 11]. However, most of them are focus on microstrip-
fed antennas. Compared with the microwave-fed antennas,
CPW-fed antennas exhibit even more promising merits, such
as wider bandwidth, simpler structure, and easier integration
with active devices and MMIC devices. It reveals us that
the CPW-fed antennas with harmonic suppression will be
more attractive and applicable. Nevertheless, there are only
a few researches on that [12—-14], and much more works is
required to fulfill its potential. In [12], a CPW-fed broadband
HSA (1.56 GHz-2.88 GHz) was achieved by exploiting PBG
structures with cross-shaped lattices. Besides, by inserting

symmetrical slots in the ground plane of an open-ended
CPW-fed transmission line, an HSA with fairly compact
size (26 mm X 15mm) was obtained in [13]. However, the
broadband HSA in [12] is limited by its rather big size, and
the compact HSA in [13] suffered a quite narrow bandwidth.
In this paper, several novel compact CPW-fed antennas
with harmonic suppression are presented. In order to
suppress the harmonic frequencies, symmetrical slots con-
nected to the end of CPW-fed transmission line are etched
on the ground plane. Moreover, by employing parasitic
technique, bandwidth enhancement is also achieved. General
performances of the proposed antennas are investigated by
equivalent transmission line circuits. Furthermore, the steps
of constructing such HSAs are derived. Eventually, the exper-
iment results verified the validation of the proposed HSAs.

2. Antenna Geometry and Mechanism

2.1. Simple Slot-Type HSA. A normal open-ended CPW-
fed transmission line, as shown in Figure 1(a), will not
radiate electromagnetic energy. However, radiation behavior
can be brought by creating discontinuities in the CPW-fed
transmission line, and by etching slots on the ground plane.
In order to excite desired resonant frequency, two simple
symmetrical short-ended slots connected with the end of
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FIGURE 1: (a) A normal open-ended CPW-fed transmission line. (b) The geometry of antenna 1 and (c) The equivalent transmission line

circuits for antenna 1.

the CPW transmission line were etched on the ground plane,
as shown in Figure 1(b), named antenna 1. The short-ended
slots are the radiator and impedance controller. They can
be expressed as series pure imaginary impedance load at
the end of the CPW-fed transmission line, according to the
equivalent transmission line circuits, as shown in Figure 1(c).
The imaginary part of the input impedance for antenna 1 can
be expressed as.

jXi1, jX, are the imaginary part of the input impedances
of the equivalent transmission line for the short-ended slot
and the CPW feeding line, respectively,

Zimag = ]X1 + ]X2 = jZ()lfgﬁL:; + jZOZCfg‘BL4, (1)

where Zy1, Zy, are the characteristic impedances of the
equivalent transmission line. And they depend on the width
of the symmetrical slot, the height of substrate, as well as the
dielectric constant of the substrate.

To achieve the desired resonant frequency, we can take
(1), which is derived from the equivalent T.L. circuit model,
into account in obtaining the parameters of the short-ended
slots at the beginning design. And then, the full-wave solver
CST has been used to finalize and optimize the structure. By
changing the length of the slots, the imaginary part of the
input impedance for antenna 1 can be close to null, thus
pure resistive input impedance can be produced. As a result,
resonant can be excited at the desired frequency.

Antenna 1 was printed on a dielectric substrate with
thickness of 1.6 mm, and relative permittivity of 4.5. Simula-
tion and optimization were performed with the commercial

TABLE 1: Antenna dimensions.

Antenna 1 Antenna 2 Antenna 3
L; =17.3mm L; =9.1 mm L; =20mm
L, =20mm L, =3mm R; =15mm
L; =16.5mm L; =9mm R, =14 mm
L, =16mm Ly =18mm a; = 15 degree
W; =2mm W; =W, =2mm a, = 20 degree
£=0.2mm g=0.2mm g=0.2mm
W =3mm W =3mm W =3mm

software CST. And the final results, with the optimized
parameters listed in Table 1, are demonstrated in Figure 2.

To obtain the harmonic suppression, additional antenna
structures which act as a wide-band stop filter are usually
required for microwave-fed antennas [15]. Generally, such
structures are not necessary for the proposed CPW-fed HSAs
since the open-ended CPW-fed transmission line can be
expressed a wide-band stop filter. However, it can be seen
from the results in Figure 2, the simple symmetrical slots
in antenna 1 cannot suppress the third harmonic frequency
effectively, though it can suppress the second harmonic
frequency well. In order to excite the fundamental frequency
and suppress both the second and third harmonic frequen-
cies, further studies were carried out.

The fundamental resonant frequency is supposed to be
fo. According to what have mentioned above, the length of
the symmetrical slots should be about A/4 (A is the wave-
length of the desired resonant frequency in the substrate).
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FIGURE 2: (a) The simulated return losses of antenna 1 and (b) The simulated input impedance of antenna 1.

As a result, the length of the symmetrical slots is also equal
to 3A3m/4 (Asm is the wavelength of the third harmonic
frequency in the substrate). Therefore, pure resistive input
impedance is also achieved at the third harmonic frequency,
which means that a spurious resonant is also excited at the
third harmonic frequency. Accordingly, necessary modifica-
tion must be done on the basis of antenna 1, so as to excite
the fundamental resonant and suppress both the second
and third harmonic frequencies. Thus, the transmission line
which connected with pure reactive load is considered, as
shown in Figure 3(a).

Antenna 2 is printed on a dielectric substrate with
thickness of 1.6 mm, and relative permittivity of 4.5. Two
symmetrical short-ended transmission lines were connected
with the end of the symmetrical slots, respectively, as shown
in Figure 3(b). The equivalent transmission line circuit of
antenna 2 is also presented in Figure 3(c). According to the
transmission line impedance equation, the imaginary part of
the input impedance of antenna 2 is

7+ jZOI tgﬁLz

Zimag = jX1 + X0 = Z ;
J JAT )% Olz()]'f']ZLtgﬁLz

— jZoctgPLs, (2)
where Zy1, Zy, are the characteristic impedances of the
equivalent transmission lines:

Zy = Zguwo1 + Zauvz = jZortgPLy + jZostgBLs.  (3)

We can also take (2) and (3), which are derived from the
equivalent T.L. circuit models, into account in obtaining the
parameters of the slots at the beginning design, and then
finalize and optimize the structures by the full-wave solver.
Optimized parameters of the proposed antenna 2 are listed
in Table 1. Figure 4 depicts the final results.

2.2. Bandwidth Enhancement of the CPW-Fed Capacitive
Slot Type HSA for Wideband Applications. The bandwidth

limitation of antenna is probably the most serious problem
in the practical applications of engineering. In order to
improve the bandwidth of the proposed HSA, parasitic
technique is applied, as shown in Figure 5(a). Two pairs of
symmetrical slots connected with the end of the CPW-fed
transmission line are etching on the ground plane. Each
pair of symmetrical slots can excite a resonant mode. So,
both broadband characteristic and harmonic suppression
function can be obtained when the two resonant frequencies
are close enough. The transmission line equivalent circuit
of the proposed antenna 3 is also presented in Figure 5(b).
According to the transmission line impedance equation, the
imaginary part of the input impedance for antenna 3 is

Zimag = ]X1 + ]X2 + jX3, (4)

jXi, jX, are the impedances of the equivalent transmission
line of the two pairs of symmetrical slots connected with
the CPW-fed transmission line, which can be seen as two
pairs of tapered transmission line (Figure 6), respectively.
Zo1>Z02,---»ZoN, are the characteristic impedances of the
equivalent transmission lines. Considering the fact that the
T.L model is used to provide only the initial estimates for
the antenna designed parameters and in order to simplify the
design, N is chosen to be 2 in this design, that is

7 Zo2tgB((R1(R2))/2)+jZo tgB((R1(R2))/2)
Z01 - Zoztgﬁ((Rl(RZ))/Z)tgﬂ((Rl(RZ))/Z) ’

jX3 = —jZ(BCtgﬁLl,

JX1(jX2)=Zo

(5)

Zy3 is the characteristic impedance of the equivalent CPW-
fed transmission line. Similarly, we can take (5) into account
in obtaining the lengths of the slots at the beginning design
and tune the geometry for the final design. Make sure that
the pure resistive input impedance is obtained only at the
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FIGURE 3: (a) The impedance of purely reactive loaded transmission line. (b) The geometry of antenna 2 and (c) The equivalent transmission

line circuits for antenna 2.
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FIGURE 6: The equivalent transmission line model of the two pairs of symmetrical slots.

two desired fundamental frequencies. Thus, both harmonic
suppression and wide bandwidth can be achieved when the
two fundamental frequencies are close enough. The final
optimized parameters are listed in Table 1, and Figure 7
demonstrates the final results.

2.3. General Approach of Constructing Capacitive CPW-Fed
Slot-Type HSA. General approach of constructing capacitive
CPW-fed slot type HSA can be summarized from what
have mentioned above. Briefly, the design procedures are as
follows:

(1) etching symmetrical slots connected with the end of
the CPW-fed transmission line in the ground plane,

(2) calculate the slot length according to the equivalent
transmission line circuits, and try to make the
pure resistive input impedance obtained only at the
desired fundamental resonant frequency,

(3) carefully adjust the parameters until optimized
results are achieved,

(4) if wideband is required, extra slots can be connected
with the end of the CPW transmission line,

(5) repeat step 1 to make sure the pure resistive input
impedance only achieved at the desired resonant
frequency, and it is close enough to the earlier one,

(6) carefully adjust the parameters until best results are
obtained.

3. Results and Discussion

In order to verify the validation of the proposed antennas,
experiments were carried out, and the measured results
are plotted in Figures 8(a) and 8(b), respectively. The
measured —10dB impedance bandwidth of the proposed
simple compact HSA (antenna 2) is 90 MHz (2.4-2.49 GHz,
3.6%) with compact size of 36 mm X 24 mm. The proposed
compact broadband HSA (antenna 3) achieved a wide
—10dB impedance bandwidth (530 MHz) spanning from
2.25GHz to 2.78 GHz, which is about 150% broader than
that proposed in [13]. Furthermore, the proposed compact
broadband HSA (antenna 3) also exhibits compact size of
40 mm X 40 mm, which is about 47% smaller in size com-
pared with the above-mentioned broadband HSA in [12].
The radiation patterns at different frequencies (at
2.45 GHz, 4.9 GHz and 7.35 GHz) for antenna 1, antenna 2
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and antenna 3 are also demonstrated in Figures 9(a), 9(b),
and 9(c), respectively. It can be seen that antenna 1 can only
suppress the second harmonic frequency, while both antenna
2 and antenna 3 can suppress the second and third harmonic
frequencies well.

4. Conclusion

In this paper, CPW-fed antennas with harmonic suppression
including the second and third harmonic frequencies are
demonstrated and investigated. By etching symmetrical slots
connected to the end of the CPW-fed transmission line
in the ground plane, and exploiting parasitic technology,

both compact size and wide bandwidth are achieved. The
proposed antenna has been verified through the equivalent
circuit analysis and experimental results. General construc-
tion approach of such kind of HSA has also been derived.
Given the merits such as compact size, good harmonic
suppression, as well as wide bandwidth, the proposed HSA
is very attractive for wireless communication and microwave
power transmission applications.
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Printed antennas based on glass epoxy substrate have been developed. On the basis of required specifications and assigned
frequencies, tip-truncated triangular printed antennas have been designed, analyzed, and fabricated. The performances of the
antennas have been measured in terms of return loss, frequency of operation, bandwidth, and radiation pattern. Triangular
microstrip antenna (TMSA) configuration consisting of copper as active radiating patch and glass epoxy as dielectric substrate has
been screened out to achieve the essential characteristics and satisfying recommended low-cost antenna. The Method of Moment
(MOM) analyzing techniques have been employed to realize the required specific properties, whereas optimized tip truncation
technique and varying feed point location give rise to suitable LHCP or RHCP configuration of the printed antenna. The coaxial
probe signal feed arrangement have been considered for this work. The proposed printed antennas are suitable for communication

links between ships or buoys and satellites specially for navigation purpose.

1. Introduction

The rapid progress in telecommunications has to deal with
a great variety of communication systems, like cellular
communications, global positioning, and satellite communi-
cations, each of these systems operate at several frequency
bands. To provide an efficient and seamless services to the
users, each of these systems must have an antenna that
has to operate in the allocated frequency band for each
specific system. Dielectric material plays an important role
to characterize the performance of a microstrip antenna
[1-4]. Usually, it is difficult to configure and optimize the
parameters of an antenna with known value of dielectric
constant. In this work, we have selected a widely available
and low-cost dielectric material for design and fabrication
of the antennas. Glass-epoxy dielectric material has several
advantages such as rigid, low cost, uniform permittivity,
and fine dielectric loss tangent characteristics over other
substrates. A glass-epoxy substrate, which is generally used

as printed circuit board for analog and digital circuits, can
also be used for low-cost applications. The relative dielectric
constant (&) of the substrate varies typically from 3.8 to 4.7
and tangent loss varies from 0.01 to 0.03 in the microwave
frequency band.

Another major constraint resource is the frequency of
operation. International Telecommunication Union Radio
Communication Sector (ITU-R) has assigned two frequen-
cies 1.176 GHz and 2.487 GHz for Regional Navigation Satel-
lite System (RNSS) for the purpose of satellite navigational
aids. The objective of this paper is to design and develop two
separate antennas resonating at those specific frequencies
accomplishing the required bandwidths, axial ratios, and
gain radiation patterns.

A microstrip printed antenna consists of a very thin
radiating patch on one side of a dielectric substrate and a
conducting ground plane on the other side. The patch and
the ground plane are separated by a dielectric. In this work,
copper has been taken into consideration as a radiating patch



conductor and it can have any regular geometry. The patches
are usually photoetched on the dielectric substrate and the
substrate is usually nonmagnetic. The relative permittivity
of the substrate is an important parameter to consider
because it will enhance the fringing fields that accounts
for radiation. To achieve the design specification for these
separate 1.176 GHz and 2.487 GHz antennas, substrate is
considered as glass epoxy whose relative dielectric constant
(¢r) is 4.4 and dimensions of the antenna is set up by
the empirical relationship [5] as illustrated in (1), (2),
(3), and (4) for Equilateral Triangle Micro Strip Antenna
(ETMSA). MathCAD 2000 tool has been used to find the
exact dimensions of both antennas.

This work is an extension of our previous studies on
low profile microstrip antenna [6-11]. In recent years,
several microstrip patch geometries have been introduced
for antenna applications with varying degrees of success in
improving antenna characteristics [12—-18]. Some of these
geometries have been particularly useful in reducing the
size of the antenna. However, the proposed models are
appropriate for the specified frequencies, respectively, in L
and S band having the gain of —4 dBi up to +50° and can be
employed in the application of satellite navigation.

This paper is structured as follows. Sections 2 and 3
provide the description about related antenna theory and
specifications of the antennas, respectively. Section 4 will
present the design layout, physical dimensions, and probe
positions of the proposed antennas. Section 5 is dedicated
to exemplify the outcomes obtained and their analysis in
each antenna configuration. This paper also includes the
fabrication process and measurement techniques which are
discussed in Sections 6 and 7, respectively. Conclusion,
Acknowledgment, and References are the latter appendages
of this paper.

2. Related Theory

Related antenna theory has been discussed in this section.
The aim of this section is to clarify the readers about
mathematical computation of specified parameters during
antenna design. Figure 1 characterizes the dominant mode
of ETMSA, TM;y and TMy; are required to configure
circular polarization, and this figure also elucidates voltage
distribution and field vector representation around ETMSA.
The set of four equations help to determine the dimensions
of both antennas

2c(m? + mn + n2) "

fmn: 356\/5 > (1)
Se=5+ﬁ, (2)
€e
(1) (e =D, 20n7"?
=5t [HT] , (3)
y=ye-(3)) )
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F1Gure 1: ETMSA voltage distribution and its vector representation.
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FIGURE 2: Methods obtaining circular polarization.

The resonant frequency (f,) can be expressed in terms of
effective side length (S.), mode of triangular patch antenna
(m = 1, n = 0), speed of light (¢), and the effective
dielectric constant (¢,). Similarly, the effective side length can
be estimated with (2) where effective dielectric constant (&)
can be obtained in (3) with the use of associated parameters
like relative dielectric constant (¢, ), height, or thickness of the
ground plane to patch (k) and side of equilateral triangle (S).
The empirical mathematical statements shown in (1), (2),
(3), and (4) assist to compute the dimensions of the active
patches. MathCAD 2000 tool has been employed to achieve
the optimized parameters.

Modified triangular MSA configuration with a single
feed generates circular polarization. Some of the well-known
techniques for generating circular polarization in ETMSA
are nearly ETMSA (isosceles triangle with S;/S, = 1.01 to
1.1), tip-truncated ETMSA, ETMSA with a rectangular slot
and notched ETMSA as shown in Figure 2. LHCP or RHCP
can be obtained by variation of feed point location and
dimensions of the antenna. For the sake of convenience and
easy realization, tip-truncated ETMSA has been employed
for these designs. For these developed antennas, coaxial
probe feeding technique has been exploited. The coaxial
feed or probe feed is a very common technique used for
feeding microstrip patch antennas. In this technique, inner
conductor of the coaxial connector extends through the
dielectric and is soldered to the radiating patch, while the
outer conductor is connected to the ground plane. For the
present design, the substrate chosen is glass epoxy and the
reasons for selection of glass epoxy are low cost, compact size
and easily available for mass production.

3. Specifications

A specification is an explicit set of requirements to be
satisfied by the antenna. The technical specifications for
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TaBLE 1: Specifications of 1.176 GHz and 2.487 GHz antennas.

Serial 1.176 GHz 2.487 GHz .
Parameters Unit
number antenna antenna
(1) Frequency ) 16 19 2.46-2.50 GHz
band
(2) Gain —4 (Minimum) —4 (Minimum) dBi ;15) to
(3) Axial ratio 3 3 dB
(4) Polarization LHCP LHCP
3 dB beam . B
(5) width +50 +50

both the antennas have been shown in Table 1. Based on
communication link between associated application and the
satellite, this technical specification came in to the picture. It
is evident from Table 1 that antennas bandwidth must large
enough such that frequency of operation has to be included
within the band. The numerical values of the bandwidths
are 30 MHz and 40 MHz, respectively, for both the antennas
respectively. Apart from bandwidth consideration, the gain
must exceed —4 dBi and feed point must be set up such that
left-hand circular polarization (LHCP) is obtained.

4. Design Layout

This section deals with the layout for both antennas. We will
discuss design criteria regarding physical dimensions as well
as probe position.

The layout of the 1.176 GHz microstrip antenna is shown
in Figure 3. In this layout, tip-truncated ETMSA has been
devised to get the circular polarization. Truncated portion
creates two dominant modes with equal amplitude and 90°
phase difference. Both modes are applied on orthogonal
plane to generate circular polarization. This method is
employed because of good axial ratio and bandwidth.
The sides of the patch have been optimized as 72.43 mm,
78.55 mm, and 72.45 mm, respectively, for three sides of the
triangle. These lengths of the patch side offer the required
specification of the antenna operating at 1.176 GHz. The
probe position plays a significant role in designing the
patch antenna. Several iterations have been performed to
achieve the exact impedance matching. At the same time, the
resonant frequency is controlled by changes in dimensions
of the patch. For the design of 1.176 GHz patch, it has been
noticed that port P of coordinate (1.9, 35.4) in Figure 3
is required position of the probe for maximum impedance
matching where the lower vertex of the antenna is assumed
at the position (0, 0).

The layout of the 2.487 GHZ microstrip antenna is also
similar to Figure 3. As shown in Figure 3, the sides of
the patch have been optimized as 31.1 mm, 36.5 mm, and
31.1 mm, respectively, for three sides of the triangle. These
lengths of the patch sides offer the required specification
of the antenna operating at 2.487 GHz. For the design of
2.487 GHz patch, we have noticed that port P of coordinate

(0.78, 15) in Figure 3 is required position of the probe for
maximum impedance matching where the lower vertex of the
antenna is assumed at the position (0, 0).

5. Outcomes of 1.176 GHz and
2.487 GHz Antenna

This section discusses simulated and measured results. We
have attempted to analyze the specific design parameters
in Section 3 for 1.176 GHz antenna. An electromagnetic
modeling tool, Ansoft designer, has been employed to
simulate the required specifications of the antenna. The
following subsection deals with the results in terms of return
loss, bandwidth, smith plot, axial ratio, and gain radiation
pattern.

5.1. Outcomes of 1.176 GHz Antenna

5.1.1. Outcomes. Figure 4 is return loss diagram analyzed
using Ansoft designer version 2 software tool. It points out
that the antenna is resonating at 1.176 GHz frequency and
providing a large enough bandwidth of 30 MHz ranging
from 1.17 GHz to 1.20 GHz at the level of 10 dB return loss.
This value of bandwidth has been achieved after several
iterations optimizing several parameters in the design. The
measured return loss curves have been also presented in
Figure 4. The desired frequency of operation has been
attained on 4.8 mm thickness of the substrate. As glass-
epoxy substrate sheet was available with 1.6 mm thickness,
and the required thickness of the substrate was 4.8 mm
(according to design), therefore, three layers of the substrate
were stacked together to get the desired thickness for the
specific design. These three layers have been stacked by
two ways; firstly, they have been stacked with air gapping
and secondly, they have been stacked using the adhesive.
In both the cases measurements have been carried out.
Simulated and measured impedance matching plots have
been performed using Ansoft tool and Vector Network
Analyzer (VNA), respectively. The reflection coefficient and
impedance matching were found exactly as desired. Gain
radiation pattern and axial ratio diagrams are shown in
Figures 5 and 6, respectively.

5.1.2. Results Analysis. For 1.176 GHz antenna, Figure 4
is showing that the antenna is resonating at 1.176 GHz
corresponding to lower data cursor in simulated labeled
return loss curve. This depicts that at 10 dB S;;, bandwidth of
30 MHz is achieved ranging from 1.17 GHz to 1.20 GHz. The
measured return loss with adhesive and air gap have been
shown with corresponding lower cursor points in the same
Figure 4. In our design, the center frequency is 1.176 GHz
but the measured center frequency using Vector Network
Analyzer (VNA) becomes 1.226 GHz in case of air gap and
1.221 GHz in case of adhesive, both of them are shifted
toward the right. The possible reasons for center frequency
shift and bandwidth are as follows.
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F1GURE 3: Layout of 1.176 GHz and 2.487 GHz Antennas.

(i) We have considered the dielectric material of thick-
ness 4.8 mm, but it is not available with this thickness.
Therefore, three 1.6 mm sheets of glass epoxy are
stacked together to get the desired specification.

(ii) Another reason for frequency shift is that the effective
dielectric constant must decrease due to insertion of
some gaps among these three layers of glass epoxy.

In a similar way, the return loss of the antenna is measured
with the air gap in between the sheets of the glass epoxy,
which is also shifted due to the change in the effective
dielectric material of the antenna.

The simulated impedance plot shows that there is a
loop formation near 1.0, which indicates that the antenna
is circularly polarized, and inductive reactance is created
by a change in thickness of actual hardware. The resonant
frequency, that is, 1.176 GHz, is at the nearest point in the
loop that shows the perfect behavior of the patch antenna.
The measuring Smith plot for both adhesive and air gap

1.176 GHz antenna have been performed. The measured and
simulated impedance plots are very close to each other.

From gain radiation pattern, shown in Figure 5, it can
be stated that the gain along the bore sight is around
5.14dBi. The radiation pattern has been constructed for
three different angles of @, that is, 0°, 45°, and 90°, which
gives the pattern appropriate to the specification. For the
angle theta (6) of +70°, the gain pattern is reasonable.
The axial ratio for the specified patch antenna is shown in
Figure 6. It has been shown that the axial ratio is 2.17 dB
and in practical case it should be less than 3 dB. Hence, this
also fulfills the requirement of the design. Figure 7 is the
actual 1.176 GHz antenna developed fulfilling the required
specification showing its patch side where as the other side
of the antenna has a coaxial probe, soldered with the patch
through 3 mm Via.

5.2. Outcomes of 2.487 GHz Antenna. This section discusses
simulated and measured results. We have attempted to
analyze the appropriate designing parameters in Section 3
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for 2.487 GHz antenna. Ansoft designer has been employed
to simulate the required specifications of the antenna. The
following subsection deals with the results in terms of return
loss, bandwidth, smith plot, axial ratio, and gain radiation
pattern for this antenna.

5.2.1. Outcomes. Simulated return loss diagram has been
presented in Figure 8 using RF design tool, Ansoft designer
version 2 software. It shows that the antenna is resonating at
2.487 GHz frequency and providing the superior bandwidth
of 170 MHz ranging from 2.39 GHz to 2.56 GHz at the level
of 10dB return loss. This value of bandwidth is obtained
after several iterations with optimized parameters in design.
The measured return loss diagrams are shown in Figures 9
and 10 in presence of adhesive and the air gap, respectively.
Again, there is same problem for stacking the sheets of
glass epoxy due to unavailability of 4.48 mm single sheet.
This problem has been sorted out by stacking three sheets
of 1.16 mm together using adhesive and using air gap in
between the sheets. In both instances, the measurements have
been carried out.

5.2.2. Results Analysis. For 2.487 GHz antenna, Figure 8
is showing that the antenna is resonating at 2.487 GHz
corresponding to data cursor 3 where as data cursor 1 and
2 at the level of 10dB providing a good bandwidth of
approximately 170 MHz ranging from 2.39 GHz to 2.56 GHz.
The measured return loss with adhesive and air gap has
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been shown in Figures 9 and 10, respectively. In our design
the center frequency is 2.487 GHz but the measured center
frequency using Vector Network Analyzer is 2.5345 GHz,
which is shifted toward the right. The possible reasons for
center frequency shift and bandwidth are the same as in the
case of 1.176 GHz antenna. Similarly the return loss of the
antenna is measured with the air gap in between the sheets of
the glass epoxy, which is also shifted due to the change in the
effective dielectric material of the antenna.

The impedance plot for this antenna had shown that
there was a loop formation near 1.0, which indicates that
the antenna is circularly polarized, and inductive reactance
is created by a change in thickness of actual hardware. The
resonant frequency, that is, 2.487 GHz, is at the nearest point
in the loop that shows the perfect behavior of the patch
antenna. The measuring smith chart for both adhesive and
air gap 2.487 GHz antenna have been performed. Here also
the measured and simulated smith plots are nearly similar.

From gain radiation pattern, shown in Figure 11, it
can be stated that the gain along the bore sight is around
5.07 dBi. The radiation pattern has been manipulated for
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three different angles of ® that is, 0°, 45° and 90°, which
gives the pattern appropriate to the specification. For the
angle theta (0) of +62° the gain pattern is reasonable.
The axial ratio for the specified patch antenna is shown in
Figure 12. It has been shown that the axial ratio is 1.36 dB
and in practical case it should be less than 3 dB. Hence this
also fulfills the requirement of the design. Figure 13 is the
actual 2.487 GHz antenna developed fulfilling the required
specification showing its patch side where as the other side
of the antenna has a coaxial probe, soldered with the patch
through 3 mm Via.

6. Fabrication Process

The antenna artwork has been composed using a software
tool, AutoCAD 2000. Here, the whole fabrication process
flow is presented briefly. The photoetching process utilizes
the final schematic constructed in AutoCAD 2000. Following
steps have been carried to perform the etching process.

(i) Cutting and lamination as per antenna layout

(ii) Scanning and making film for desired pattern of the
layout on the laminate.

(iii) Etching process where the scanned laminate use
chemical liquid to wipe off the unwanted copper area.



International Journal of Antennas and Propagation

(a)

F1GURE 13: Developed 2.487 GHz antenna: left-radiation face, right-
ground face with 3 mm Via.

TABLE 2: Measurement of 1.176 GHz antenna.

Serial Parameters Value Unit
number

(1) Measured center frequency 1.21 GHz
(2) Retun loss (adhesive) Better than 10 dB

(3) Return loss at 1.176 3.3 dB

The Fabrication process begins with the final drawing
layout of 1.176 GHz triangular patch, 2.487 GHz triangular
patch designed using simulation software tool. This layout is
exported to the AutoCAD 2000 and saving it in DXF format,
as this format of layout has easily been readable by film
making machine. This machine changes the DXF format into
the gbx (Gerber) format and the resolution of the machine
was set to 10000 dpi. The machine is capable of producing
the film up to 20000 dpi and it utilizes the transparent photo
plotter film of size 24 inch by 28 inch. The machine is capable
of printing copper patch on the glass epoxy substrate using
subtractive printing methodology. Presently, several additive
printing technology and equipments are available in market.

Then the film was sent to fabrication where etching,
rinsing, scrapping, and drying processes were carried out.
The 50 ohm SMA is the soldered at the feeding point of the
fabricated antenna.

7. Measurement

After developing the antennas, their required performances
have been measured. The return loss of the antennas has
been measured with Vector Network Analyzer (VNA). The
observed measurement values for the 1.176 GHz antenna are
shown in Table 2. In our design, the center frequency is
1.176 GHz but the measured center frequency using Vector
Network Analyzer is 1.226 GHz, which is shifted toward the
right.

In the similar manner, 2.487 GHz antenna has been
developed and measured its required characteristics. Here
again the return loss of the antenna has been measured with
Vector Network Analyzer (VNA). Table 3 demonstrates the
observed measurement values for the 2.487 GHZ antenna. In
the similar way, return loss of the antenna has been measured
in presence of air gap in between the sheets of the glass epoxy.

7
TABLE 3: Measurement of 2.487 GHz antenna.

Serial .

Parameters Value Unit
number
(1) Measured center frequency 2.53 GHz
(2) Retun loss (adhesive) Better than 10 dB
(3) Return loss at 2.487 3.1 dB

8. Conclusion and Future Works

Our research makes significant contributions in the field
of electromagnetic modeling and antenna design. Obvious
practical implications of our results reveals that successive
and iterative optimization on the parameters of microstrip
antenna leads to achieve the required performances suitable
for specific applications. We performed the modelings based
on glass epoxy as a substrate material and copper as a
radiating patch. The measured performances such as return
loss, frequency of operation, bandwidth, and axial ratio have
the similar characteristics as of obtained theoretically using
simulating tool. We have found slight shift in the frequencies
due to stacking of the glass epoxy sheets. The gain radiation
pattern has been measured and found better than expected.
This research has made possible to fabricate an antenna sat-
isfying the required specifications and allowing us to create a
compact and low-cost tip-truncated triangular antenna.
There are several avenues for further research. The first
important future work is to reflect on optimization of tech-
nology. In our earlier studies [19-24], we have analyzed addi-
tive printing methodologies for RFID-based applications
and investigated environmental friendly designs for printed
antenna. Therefore, first important future work is to analyze
several printing methodology for such antenna technology
and evaluate their environmental impacts and resources
utilized in both technologies. Another imperative future
work is to improve the efficiency of the designed antenna
using latest numerical techniques and recent electromagnetic
modeling tool. Finally, it would be worthwhile to examine
the role of copper traced printed antennas and to explore its
environmental emissions during manufacturing process.
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Sequential rotation feeding networks can significantly improve performance of the circularly polarized microstrip antenna array.
In this paper, single, double, and multiple series-parallel sequential rotation feeding networks are examined. Compared with
conventional parallel feeding structures, these multilevel feeding techniques present reduction of loss, increase of bandwidth,
and improvement of radiation pattern and polarization purity. By using corner-truncated square patch as the array element
and adopting appropriate level of sequential rotation series-parallel feeding structures as feeding networks, microstrip arrays can
generate excellent circular polarization (CP) over a relatively wide frequency band. They can find wide applications in phased array

radar and satellite communication systems.

1. Introduction

Circularly polarized (CP) microstrip antenna array is more
often used in wireless communication systems as they can
be easily mounted on mobile devices and provide more
focused radiation beams for better weather penetration and
mitigation of multipath reflections [1]. Generally, CP patch
antennas can be designed by using single-feed and dual-feed
configurations. Both configurations can excite orthogonal
modes with a quadrature phase shift [2, 3]. For instance,
in [2], by using a simple feed structure and a corner-
truncated square patch with a thick air-layer substrate, a
single-element antenna can have a CP bandwidth larger
than 10%. In [3], dual-feed configuration and sequential
rotation feeding technique are applied to achieve a 30% CP
bandwidth.

However, problems and issues still exist with a CP array
in particular related to the feed network, such as ohmic
and dielectric losses, parasitic radiation, and the excitation
of surface waves in dielectric substrates. Especially, in Ka-
band or at millimeter-wave frequency [4, 5], the problems
become more severe and have more serious adverse effects
on gain and impedance bandwidth than those in lower

frequency bands. One way to improve the performance is to
increase size. Another way is to develop efficient feed network
configuration [6-10]. In [6], a microstrip antenna array with
a relative gain bandwidth of 4.4% with less than 1 dB of gain
ripple is developed with the use of a low-loss parallel-series
feed topology. The work in [8] proposes a novel 2 X 2 patch
antenna array with a serial feed arrangement which can be
easily employed as subarrays in larger arrays.

In this paper, we propose single, double, and multiple
series-parallel sequential rotation feeding networks in Ka-
band for use with 4-element [11], 64-element [12], and 256-
element CP microstrip antenna arrays, respectively. In order
to show effectiveness of these multilevel feeding networks,
they are compared with the conventional parallel feeding
networks.

This paper is organized in the following manner. First,
the structures of single, double and multiple series-parallel
sequential rotation feeding networks and their comparisons
with the conventional parallel feeding networks are presented
in Section 2. Then, in Section 3, the simulated and/or
measured results of the arrays with the proposed feeding
networks are shown, compared, and discussed. Finally, in
Section 4, the conclusion is drawn.
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FIGuURrE 1: (a) Configuration of the single patch element, (b) the proposed single series-parallel sequential rotation feeding network, and (c)

four patch elements (unit: millimeters).

2. The Proposed Feeding Networks and
Antenna Arrays

Figure 1 shows the configuration of the single patch element,
the proposed single series-parallel sequential rotation feed-
ing network and the way four patch elements is connected to
the feeding network. These four elements are arranged in a
2 X 2 square position with element angular orientation and
feed phase arranged in a 0°, 90°, 180°, and 270° fashion. The
phase arrangement, as well as power distribution, is achieved
by the feed lines of quarter-wavelength transformers and
power dividers in the feeding network. The series-parallel
sequential rotation feeding network and the four radiating
elements together can form a 4-element CP antenna array.
The reason that a sequential rotation feeding network can
significantly improve the performance of circularly polarized
antenna arrays is primarily attributed to its capability of
phase arrangement and equal power split.

The array element is a corner-truncated microstrip patch
[11, 12]. The dimensions of the patch element and the
feeding network are shown in Figures 1(a) and 1(b), respec-
tively. With the application of single series-parallel sequential
rotation feeding network, the 4-element CP microstrip
antenna array can be obtained. Taking 4-element microstrip
antenna array as a subarray, and applying double and
multiple sequential rotation feeding networks, respectively,
the 64-element and 256-element CP antenna arrays can
then be obtained. In all cases, the spacing between adjacent
elements is 0.77 A, where A is the free-space wavelength of
the central frequency of 29 GHz. The substrate material is
RT/duriod5880. It has a thickness of 0.254 mm with a relative
dielectric constant of 2.2 and a dielectric loss tangent of
0.0009.

Figure 2 shows the final layout of the arrays. Figure 2(a)
is with the single series-parallel sequential rotation feeding
network. Figure 2(b) is the conventional parallel feeding
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FIGURE 2: 4-element CP antenna arrays; (a) with the single series-parallel sequential rotation feeding network; (b) with the conventional
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FIGURE 3: 64-element CP antenna arrays; (a) with the proposed double series-parallel sequential rotation feeding network; (b) with the
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FIGURE 4: 256-element CP antenna arrays; (a) with the proposed multiple series-parallel sequential rotation feeding network; (b) with the
conventional parallel feeding network.
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FIGURE 6: Photograph of 64-element CP antenna array with the proposed double sequential rotation feeding network [12].
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FIGURE 9: Measured and simulated gain of the 4-element CP antenna arrays.

network for the comparison and reference purpose. The
phase shift with the reference array is also arranged in a 0°,
90°, 180°, and 270° fashion, just the same as that with the
proposed single series-parallel sequential rotation feeding
network.

Figure 3 shows the geometry of the 64-element antenna
arrays. It can be seen that the 4-element antenna array
with single series-parallel sequential rotation feeding net-
work is used as a subarray to construct the larger arrays.
Figure 3(a) shows the double applications of the sequen-
tial rotation technique: first to four patches to form

a 4-element subarray, and then all the 4-element subarrays
to form a 64-element array. Figure 3(b) shows the conven-
tional antenna array with the conventional parallel feeding
network.

To investigate the performance of the series-parallel
sequential rotation feeding network further, we also designed
two 256-element antenna arrays, as depicted in Figure 4.
Figure 4(a) shows the antenna array with the sequential
rotation technique applied twice. The reference antenna
array, shown in Figure 4(b), uses the conventional parallel
feeding technique.
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FIGURE 11: Measured and simulated Sy, of the 64-element CP antenna arrays.

3. Simulated and Measured Results

After simulation and optimization with Ansoft Designer
and HFSS, the 4-element and 64-element CP antenna
arrays with the parallel-series sequential rotation feeding
networks are fabricated and tested. Their photographs are
shown in Figures 5 and 6. The measurement results are
shown in Figures 7 and 8, along with the simulated results.
For the 256-element CP antenna arrays, only simulated
results of the arrays with parallel-series sequential rotation
feeding networks and with parallel feeding networks are
compared.

3.1. 4-Element CP Antenna Arrays. As seen from Figure 7, the
measured and simulated results of the 4-element CP antenna
array with the single series-parallel sequential rotation
feeding network corroborate well for S;;. The measured
bandwidth of the fabricated 4-element CP antenna array
is about 4.33 GHz, or 14.75%, from 27.19 to 31.52 GHz
[11]. The simulated result of the conventional 4-element
CP antenna array with the parallel feeding network shows
the bandwidth of about 3.0 GHz, or 10.34%, from 27.25 to
30.25 GHz.

Figure 8 shows the measured and simulated axial ratio.
The figure shows the fabricated 4-element CP antenna array
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FIGURE 12: Measured and simulated axial ratio of the 64-element CP antenna arrays.
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FIGURE 13: Measured and simulated gain of the 64-element CP antenna arrays.

has a 3-dB bandwidth from 28.45 GHz to over 30 GHz [11],
and the conventional 4-element CP antenna array’s 3-dB
bandwidth is from 28 GHz to 29.61 GHz.

Figures 9 and 10 shows the measured and simulated gain
and radiation patterns at 29 GHz, respectively. It can be seen
that the measured sidelobes of the fabricated 4-element CP
antenna array are lower than that of the simulated ones,
and the gain of the conventional 4-element antenna array
is about 1.5 dBi lower than that of the proposed 4-element
CP antenna array with the single series-parallel sequential
rotation feeding network. This is mainly due to the fact that
the parallel feeding network does not maintain the symmetry
of the antenna array.

3.2. 64-Element CP Antenna Arrays. Figure 11 presents the
measured and simulated reflection coefficients of the 64-
element CP antenna arrays with the double series-parallel
sequential rotation feeding network and with the conven-
tional parallel feeding network. It can be seen that the
fabricated antenna array has a bandwidth from 27 GHz to
31 GHz [12]. Although the measured reflection coefficient of
the proposed array is bigger than its simulated one, it is lower
than the simulated coefficient of the conventional antenna
array. Moreover, as seen from Figure 7, the double series-
parallel sequential rotation feeding network has the lower
reflection coefficients than the conventional one; therefore,
it reduces the RF power loss.
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The measured and simulated axial ratio of the proposed
64-element CP antenna arrays is shown in Figure 12. The
measured and simulated results are almost at the same
level. The 3 dB axial ratio bandwidth covers from 27 GHz to
31 GHz [12]. However, the conventional array has only the
bandwidth of about 1.7 GHz, from 28.2-29.9 GHz.

Figures 13 and 14 represent the normalized peak gain
versus frequency and the normalized radiation pattern at
29 GHz. The peak gain of the fabricated antenna array is
found to be between 16 and 25 dBi [12].

3.3. 256-Element CP Antenna Arrays. Figures 15, 16, 17 and
18 show the results with the 256-element CP antenna array
in the frequency range from 27 to 31 GHz. The reflection

coefficient is less than —20dB, the axial ratio is less than
0.5 dB at most frequencies, and the peak gain is found to be
between 20 and 30 dBi (unfortunately, the authors are not
allowed to disclose the exact values due to the proprietary
requirement by the industrial sponsor of the work). All
these results are better than that of the conventional array
with the parallel feeding network; this once again proves
that the series-parallel sequential rotation feeding network
can improve the performance of the CP microstrip antenna
arrays, especially when be used in large antenna arrays.

4, Conclusion

In this paper, we investigate the performance of Ka-band CP
microstrip antenna arrays with single, double and multiple
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series-parallel sequential rotation feeding network. The 4-
element, 64-element and 256-element CP antenna arrays are
designed, simulated, fabricated, and tested. By comparing
with the performance of the CP antenna arrays with the
conventional parallel feeding network, it can be concluded
that the multilevel series-parallel sequential rotation feeding
technique can significantly reduce the RF loss, broaden
the bandwidth, improve the CP purity, and achieve high
gain. And the larger the arrays, the better the feeding
networks perform. This feeding technique can be widely
used in the design of antenna arrays in radar and satellite
communication systems.
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A small novel ultrawideband (UWB) antenna with dual band-notched functions is proposed. The dual band rejection is achieved
by etching two C-shaped slots on the radiation patch with limited area. A single band-notched antenna is firstly presented, and
then an optimized dual band-notched antenna is presented and analyzed. The measured VSWR shows that the proposed antenna
could operate from 3.05 to 10.7 GHz with VSWR less than 2, except two stopbands at 3.38 to 3.82 GHz and 5.3 to 5.8 GHz for
filtering the WiMAX and WLAN signals. Radiation patterns are simulated by HESS and verified by CST, and quasiomnidirectional
radiation patterns in the H-plane could be observed. Moreover, the proposed antenna has a very compact size and could be easily

integrated into portable UWB devices.

1. Introduction

Since the Federal Communication Commission (FCC) allo-
cated the frequency band 3.1-10.6 GHz for commercial
ultrawideband (UWB) systems, considerable research efforts
have been put into UWB radio technology in industry and
academia. Several UWB antennas with compact size have
been reported in [1-3] recently. However, UWB systems
have encountered a hostile radio environment which may
cause potential interferences to the UWB band. For instance,
IEEE 802.16 WiMAX system operates at 3.3-3.7 GHz and
IEEE 802.11a WLAN system operates at 5.15-5.825 GHz. In
some cases, UWB antennas use filters to avoid interferences.
However, the use of filters increases the complexity and cost
of the UWB system. Thus, antenna-filtering technique may
be one of the simple, effective, and inexpensive methods,
and antennas with small size and band rejection functions
are desirable. In order to design UWB antennas with band-
notched functions, several methods have been proposed,
including etching C-shaped, L-shaped, T-shaped, H-shaped,
U-shaped, E-shaped, and half-circle slots on the radiation
patch or on the ground plane [4-14]. Besides, by employ-
ing T-shaped, L-shaped, and spiral parasitic strips, band-
rejection functions could be obtained [15-20]. By etching
slots and employing parasitic strips at the same time [21, 22],
dual band-notched functions could be achieved.

In this paper, a small novel ultrawideband antenna
with dual band-notched characteristics is proposed and
investigated in detail. The primitive UWB antenna has a
compact size of 22mm X 18 mm X 1.5mm. By etching a
C-shaped slot on the radiation patch, a single band-notched
UWB antenna is first designed. By adding another C-shaped
slot on the radiation patch, a small dual band-notched
antenna has been successfully designed. It is observed from
the simulated and measured VSWR that the proposed dual
band-notched antenna could operate from 3.05 to 10.7 GHz
with VSWR less than 2, except two stopbands at 3.38 to
3.82 GHz and 5.3 to 5.8 GHz for filtering the WiMAX and
WLAN signals. In addition, the proposed antenna has a
nearly omnidirectional radiation patterns at the H-plane
across the operating frequency band, which makes it a good
candidate for UWB devices.

2. Single Band-Notched UWB Antenna Design
and Results

A 3.5GHz single band-notched UWB antenna is firstly
designed, and the specific geometry is shown in Figure 1.
The substrate of the antenna is FR4 with a thickness of
hsub = 1.5mm and relative dielectric constant of 4.5.
An SMA connector is connected to the 50 Q microstrip
feed line to feed the antenna. The radiation patch has a
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FiGURE 1: Geometry of single band-notched antenna. (a) Top view, (b) bottom view.
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F1Gure 2: Simulated VSWR of single band-notched antenna with (a) optimized la, (b) different la.

shovel-shaped structure, and the dimensions are opti-
mized using commercial software CST and HFSS. In order
to eliminate interferences from IEEE 802.16 WiMAX sys-
tem linebreak operating at 3.3-3.7 GHz, a C-shaped slot is
etched on the patch to generate band rejection function. The

notched frequency generated by the C-shaped slot can be
postulated as

c

f notch = 2117

\/@’ (1)
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FIGURE 3: Geometry of dual band-notched antenna. (a) Top view, (b) bottom view.

FIGURE 4: Photograph of the proposed dual band-notched antenna.
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Figure 5: Simulated and measured VSWR of the proposed dual
band-notched antenna.
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FIGURE 6: Effects of parameter /b on the 5.5GHz band-notch
function.

TaBLE 1: Optimized parameters of the single band-notched anten-
na.

Parameters Waub Lub Lgna hgup 11 2 I3
Value (mm) 18 22 3.5 1.5 4 11 5
Parameters 14 lal la2 la3 ta Wiop W
Value (mm) 2 3.2 8 7 0.5 4 2

where L is the total length of the C-shaped slot, . is the
effective dielectric constant, and ¢ is the speed of light. The
position, length, and width of the slot have great effects
on the band rejection performance and should be tuned
carefully. Note that when the C-shaped slot is etched on the
radiation patch, there is no retuning work needed for the
primitive antenna structure. The optimized parameters of
the antenna geometry are listed in Table 1.
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FiGure 7: Simulated current distribution of the proposed antenna. (a) 3.5 GHz, (b) 5.5 GHz.
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FiGure 8: Radiation patterns of the proposed antenna at 4 GHz; (a) xoz-plane, (b) yoz-plane.

The simulated VSWR of the single band-notched anten-
na is shown in Figure 2. It could be observed that this antenna
could operate from 2.95 to 10.68 GHz with VSWR less than
2, except one stopband from 3.35 to 3.85 GHz. Let la = 2 X
lal + 2 X la2 + la3; the simulated VSWR for different la is
given in Figure 2(b). By decreasing la from 29.4 to 25.4 mm,
the notched frequency is shifted up from 3.6 to 4.2 GHz.

3. Dual Band-Notched UWB Antenna

3.1. Antenna Design and Configuration. Besides WIMAX sys-
tems, WLAN operating from 5.15 to 5.825 GHz may cause
interferences to the UWB system too. By etching another
smaller C-shaped slot on the radiation patch, 5.5GHz
band-notched function is realized. The notched frequency
generated by the C-shaped slot can be postulated by (1).
The specific geometry of the dual band-notched antenna is
shown in Figure 3. All the dimensions are the same as that
in Figure 1, except the adding of another smaller C-shaped

slot. The geometry of the smaller slot is given in Table 2. An
alternative method to generate dual band-notched function
is using two nested C-shaped slots [4], but the tuning process
may be complicated due to mutual coupling of the slots.
Thus, two independent C-shaped slots are used to generate
dual band-notched functions and the tuning process could
be simplified.

3.2. Simulated and Measured Results and Discussions. In
order to verify the design concept, a prototype of the dual
band-notched antenna is fabricated and measured. The
photograph of the fabricated dual band-notched antenna
is given in Figure 4. The VSWR of the dual band-notched
antenna is measured by Agilent E8364B Vector Network
Analyzer and is given in Figure 5. Relatively good agreement
between the simulated and measured VSWR could be
observed. The discrepancy is mainly due to the fabrication
tolerance and hand welding inaccuracy. It could be observed
that the designed antenna has a wideband performance of
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FiGure 9: Radiation patterns of the proposed antenna at 7 GHz; (a) xoz-plane, (b) yoz-plane.
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FIGURE 10: Radiation patterns of the proposed antenna at 10 GHz; (a) xoz-plane, (b) yoz-plane.

TaBLE 2: Optimized geometry of the smaller C-shaped slot.

Parameters b1 b2 b3 th
Value (mm) 4 2 8.6 0.5

3.05-10.7 GHz for VSWR less than 2, covering the entire
UWB frequency band, with two stopbands at 3.38-3.82 GHz
and 5.3-5.8 GHz for filtering the WIMAX and WLAN signals.

Let [b = 2 X Ibl + 2 X Ib2 + Ib3; effects of parameter
Ib on the 5.5 GHz band-notched function is simulated and
is shown in Figure 6. Note that the tuning of parameter Ib

has little affection on the VSWR of the dual band-notched
antenna throughout the whole UWB frequency range, except
the 5.5GHz stopband. Thus, the 5.5 GHz band-notched
characteristic could be tuned independently and no retuning
work is needed for the antenna structure. It is observed
that by decreasing /b from 22.6 to 19.2 mm, the notched
frequency is shifted up from 5.1 to 6.0 GHz.

The simulated surface current distributions at 3.5 GHz
and 5.5GHz are given in Figure 7. The large current
distribution is indicated in red, and small one is in blue. It
is observed that the surface current is highly concentrated
at each C-shaped slot, which means that a large portion of
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electromagnetic energy has been stored around the slots and
the radiation efficiency decreases at the rejected band.

The simulated radiation patterns at xoz-plane (H-plane)
and yoz-plane (E-plane) of the proposed antenna at 4 GHz,
7GHz, and 10 GHz are illustrated in Figures 8, 9, and 10,
respectively. It is observed that the radiation patterns at xoz-
plane are nearly omnidirectional, which makes it a good
candidate for UWB devices.

Furthermore, Figure 11 shows the peak gain of the
proposed dual band-notched antenna. The simulated peak
gain ranges from 2 to 5.5 dBi throughout the whole UWB
frequency band, except two stopbands. As discussed above,
the energy at the notched frequency bands is not radiated so
that the radiation efficiency drops at the notched frequency
bands. Thus, the peak gain decreases sharply at 3.5GHz
and 5.5 GHz, which clearly indicates the dual band rejection
functions of the proposed antenna.

4. Conclusions

In this paper, a small novel UWB antenna with dual band-
notched characteristics has been proposed and analyzed. The
primitive UWB antenna is fabricated on FR4 substrate and
has a shovel-shaped radiation patch, which results in a com-
pact size of 22mm X 18mm X 1.5mm. Two C-shaped
slots are etched on the small patch to achieve 3.5 GHz
and 5.5GHz dual band-notched functions. Nearly omni-
directional radiation patterns could be observed at the
H-plane throughout the whole operating frequency band.
Accordingly, the proposed dual band-notched UWB antenna
might be useful for compact portable UWB devices to
eliminate abundant electromagnetic interferences.
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A compact multiband fractal antenna which is a new criterion in communication is proposed. The optimized prototype measures
35mm X 31 mm X 1.6 mm. The proposed antenna covers WLAN IEEE 802.11b, 802.15, PCS, GSM lower and higher bands, DCS,
IMT, UMTS, Wi-Fi, and WLAN wireless applications. The proposed antenna exhibits multiband characteristics with an Sj;; of
—30.69 dB at design frequency and it is found that ~70% of the S;; graph below —10 dB reference is achieved. Experimental Sy,
has been compared with the one which is obtained using method of moments. The aim of implementing self-affine fractal concept
in antenna design makes it flexible in controlling the resonance and bandwidth. This paper investigates self-affine fractal geometry
to miniaturize and to resonate multiband frequencies. The prototype model with a good agreement of Sy; is reported.

1. Introduction

The immense increase in wireless devices and systems to
establish wireless connectivity, results in congested wireless
band. Wireless market needs a low profile and compact
antenna to fit the wireless devices with multiband character-
istics. Currently, developed compact broadband antennas are
designed for mobile devices [1-10] which involve tuning of
non planar, metallic strips and photolithographic concepts
partially. This was a motivation to develop a compact multi-
band antenna, which is essential for wireless applications to
solve the needs. The prototype tends to fit IEEE 802.11 series,
WLAN, GSM, Wi-Fi, PCS, and DCS frequencies. Microstrip
antenna is capable of providing narrowband width, to
resonate for multiband, fractal geometry is preferred, and it
also occupies less space on wireless boards.

Mandelbrot found the name “fractals” to all that is
occurring in nature. Fractal dimensions were not whole
numbers, regular, and irregular structures seen in nature
[11-23], and latter, John Gianvittoria and many others have
devoted to this geometry in particular. A few examples of
these geometries are coastlines, mountains, snow structure,
fern leaves, bark of trees, and pebbles. Fractal geometry finds

a variety of application in engineering and nonengineering
fields.

This paper aims at regular self-affine cantor. The visual
examinations of self-affine cantor are same in all successive
iterations and portray the self-affinity property. As the fractal
iteration increases, then the volume of the initiator reduces
by 45% in size, thereby maintaining a radiation pattern
compared to that of a normal patch [23]. A self-affine
[12] cantor length (L) and the width (W) are reduced to
a maximum number of possible iterations (n), through
iterative coefficients to shrink the volume of the geometry
through which individuality is maintained. This approach
provides flexibility in designing a miniaturized antenna. The
antenna exhibits multiband resonance by selecting proper
scaling factor and optimization of the feed position. Sinha
and Jain [24] examined self-affine property of fractals and
evaluated the multiband characteristics and implemented
the microstrip feed line on a RT-Duroid substrate, and the
antenna is found to have finite ground plane of length
85mm X 85mm with aperture coupling to cover the fre-
quency bands at 2.5 GHz, 5 GHz, and 10 GHz with 130 MHz,
580 MHz, and 690 MHz bandwidths. The above bandwidth
is achieved through 3mm between the substrate and the



ground plane. Also, the cost of RT-Duroid is too high when
compared to FR4 substrate. [25] Xiaoxiang He designed a
dual band antenna for WLAN applications of 109.03 mm X
77.88mm X 102.8 mm with three parts namely monopole
which is in the shape of a fork, rectangular slot and patch.
All the three parameters vary and the gain is achieved by
adjusting the length and gap using reflector. [26] Liu et al.
designed a triple frequency meander monopole antenna on
one side and three parasitic strips 1, 2 and 3 on the other side
measures of 35 mm X 31 mm.

The antenna is etched on a RT Duroid substrate at
2.45GHz [27] and the antenna that is designed measures
I8mm X 7.2mm X 0.254 mm. But the antenna is tuned
for GPS, DCS-1800, IMT-2000 and WLAN handsets by
varying the “s” strip and the height. [28] designed a three
band planar antenna covering GSM and Wi-Fi frequency
bands along with Sierpinski and meander slits on Arlon
substrate. The compact dual band antenna [29] designed
for DCS application measuring 30 mm X 30 mm with both
the layers of the substrate with CPW feed is reported in the
literature. Hence, a self-affine structure with fractal geometry
has been proposed to avoid such complications in designing
and tuning to fulfill a variety of wireless applications with a
low cost FR4 substrate.

2. Proposed Design Methodologies

2.1. Proposed Self-Affine Technique. The proposed self-affine
cantor is a rectangle and is called an initiator S1 shown in
Figure 1(a). Based on iterative function (IF), the initiator S1
is scaled at center by a factor of two along its length and
width of equal dimension, which leads to four rectangles.
The topmost corner region is removed thereby retaining the
remaining regions as shown in Figure 1(b). Initially, S1 is
made to resonate at design frequency by selecting coaxial
feed technique. This process is a repetitive procedure and is
continued up to nth iteration. Iterative function (IF) for self-
affine set is described using (1) and the corresponding values
are shown in Figure 2.

2.2. Antenna Design Procedure. The self-affine antenna is
developed on a FR4 substrate whose thickness is 1.6 mm,
& = 4.4, and tan § = 0.01 with ground plane at the bottom.
The initiator (S1) measures 38.6 mm X 28.75mm X 1.6 mm
which resonates near 2.4 GHz. Then, S1 is iterated to obtain
(S2) up to (S4) as guided by iterative function, in order to
achieve multiband characteristics and the optimized size as
shown in Figures 2(a) and 2(b). The set and subsets are
assumed in anticlockwise direction for convenience.

The iterative function (IF) of the antenna is derived as
follows:

w(X) is a set which is spanned by

W{X13X27-'->Xn}) 7’1:4, (1)

w(Xy) = wi{Xi,..., X1} is a subset of w(X;). (2)
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W/4
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FiGURE 1: Self-affine fractal structure. (a) initiator S1; (b) first
iteration S2; (c) second iteration S3; (d) third iteration S4.

Equation (2) holds true for remaining subsets w(Xy,...,
XZn)

4
w(X) =X
. 3)
4
w(X)) = JXi - X,

i=1

Repetition holds true V values of Xj,..., X, (except) X3,

wi) = | (5.0) 0 (=) (5.3)]

- [(02)(3

w(xin) = [ 0,0

o= [(9)(3) (. 2) )
= [(020)(52)(:)0.9)

Similarly the process can be repeated. But, total volume
reduces compared to the original size. The performance of
the antenna at different iteration has been investigated using
advanced design systems momentum.

The performance for coaxial feed of the self-affine cantor
is plotted against frequency and S;; is shown in Figures 3, 4
and 5 and the corresponding values are tabulated in Table 1.
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19.28

28.94

(a) (b)

3.65

(e)

FiGURe 2: (a) Initiator (S1), (b) first iteration (S2), (c) second
iteration (S3), (d) third iteration (S4), (e) prototype of the planar
antenna (all dimensions are in mm).

The performance of self-affine cantor which is obtained at
—10dB references covers the nearby frequency bands. The
antenna covers the neighboring frequency bands thereby
providing a S;; greater than —20dB for a feed position
and multiband characteristics for all the other positions.
As iteration (n) increases, the slots grow at the centre and
the staircase projections increase diagonally from to right
reveling the affinity concept. Simulated S;; covers and fulfills
the GSM band, WLAN, IEEE 802.11, Bluetooth, WiMAX,
PCS, DCS, and UMTS requirements.

2.3. Antenna Fabrication and Testing. The proposed cantor
is etched on FR4 substrate whose specifications have been
discussed in Section 2.2, with 8 : 1 ratio of ferric chloride and
dilutes hydrochloric acid. The optimized antenna measures

3
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Figure 3: Comparison between different feed positions for second
iteration (S3).
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FIGURE 4: Performance comparison between initiator (S1), first
iteration (S2), and second iteration (S3).
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Ficure 5: Comparison between different feed positions for third
iteration (S4).
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TaBLE 1: Simulated returnloss at various iterations for an self-affine antenna.
S1 S2 S3 S4*
S.no Freq S BW Freq Si BW Freq Si BW Freq Si BW
(GHz) (dB) (MHz) (GHz) (dB) (MHz)  (GHz) (dB) (MHz) (GHz) (dB) (MHz)
1 2.425 —12.29 19 2.419 -17 26 1.167 -6 — 2.369 (1) -9.575 —
2 2.369 -9.58 — 2.865 (2) —-12.77 13
3 2366 (3)  -9.687  —
4 2.863(4)  -9.985  —
5 Feed position with respect to* 2.357 (5) —-16.03 25
6 21.3113,7.7082 (1) and (2) 2.841 (5) —6.198 —
7 21.4774, 6.5875 (2) and (3) 2.389 (6) —23.55 —
8 21.5604, 1.8969 (5) 2.378 (7) —24.55 26.1
9 19.113, 10.0742 (6) and (7) 1.15 (8) —7.094 —
10 6.1000, 23.4 (8) and (9) 2.34 (9) -9.375 —

1.95GHz E¢ plane
(d) (e)

180
2GHz Eg plane

180
2.4GHz E¢ plane

()

FIGURE 6: Measured radiation pattern for E6 and E¢ planes for 1.95 GHz, 2 GHz, and 2.4 GHz.

38.734mm x 28.757mm as shown in Figure 2(e). Here,
coaxial feed is considered at 21.56 mm X 1.89 mm. The
radiation pattern is obtained in a anechoic chamber of 8 m X
4m X 4m (L X W X H) dimensions at 1.95GHz, 2 GHz
and 2.45 GHz, for E0 and E¢ planes against, standard gain of

the pyramidal horn antenna (450 MHz—6 GHz) and Agilent
PNA 5230A vector network analyzer (10 MHz-6 GHz) is
shown in Figure 6. The antenna pattern is omnidirectional
with slight variations; this may be because of the surround-
ing reflections caused during measurements. The resonant
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TaBLE 2: Measured S;; for an self-affine fractal antenna.

Centre freq in . Combined
S. no GHz Si1 (dB) BW in MHz BW in MHz
1 0.963 -22.15 105 147
2 1.047 —28.2 147
3 1.247 —14.46 74
4 1.394 -17.92 116
5 1.593 —24.76 116
6 1.928 -21.75 221
7 2.213 —26.26 76
8 2.40 -30.69 186
9 2.811 -30.63 189
0
5t "
o \ Vﬂ ha AN AL
~ —15} -
Mm
<)
V? _20 L "
-25 N
730 L ol
735 I I I I I I I I I I

1 1.2 14 16 18 2 22 24 26 28 3
Frequency (GHz)

F1GURE 7: Measured S;; of self-affine fractal antenna structure.

behavior of the proposed antenna is measured using Agilent
network analyzer with —10dB as references is obtained
and the corresponding values are tabulated in Table 2. The
simulated and measured S;; gives a good agreement as
shown in Figure 7. The performance of the antenna is
compared against earlier published self-affine fractal antenna
as depicted in Figure 8. The antenna designed for 2.4 GHz
resonates for 0.9 GHz, 1.075 GHz, 1.25 GHz, and 1.95 GHz
with 11.5931 dBi, 9.43717 dBi, 8.25 dBi, and 3.69 dBi gain in
that order. The self-affine fractal cantor provides multi-band
characteristics at 2.402 GHz with a Sy; parameter —30.69 dB.

3. Conclusion

A compact multiband low profile planar antenna designed at
2.4 GHz exhibiting multiband characteristics which crowns
WLAN IEEE 802.11b and IEEE802.15, PCS, GSM lower-
band, GSM higher band, DCS, IMT, UMTS, Wi-Fi, and
WLAN wireless applications. The compact multiband self-
affine antenna maintains a S;; of —30.69 at design frequency.
The gain of the antenna is simulated at 0.9 GHz, 1.075 GHz,

!\/A\/\m 2N f(

~ —15F E
=
=
V? 720 L 4
725 L 4
_30 L 4
735 1 1 1 1
1 1.5 2 2.5 3
Frequency (GHz)

—=— Self-affine fractal antenna (published earlier)
—— Proposed self-affine fractal antenna

FIGURE 8: Performance comparisons of measured S;; parameter
between self-affine fractal antennas.

and 1.25 GHz with a gain of 11.5931 dBi, —9.43717 dBi, and
8.25dBi, respectively. At design frequency the EO and E¢
planes have gain 4.46dBi and 7.17 dBi, respectively. The
authors have chosen a FR4 substrate which is low in cost and
lossy in nature, approximately 30% of the wave form is above
the reference level and this might be due to the imperfect
finishing caused by fabrication.
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Two novel dual band-notched ultra-wideband (UWB) printed monopole antennas with simple structure and small size are
presented. The size of both antennas is 25 X 25 x 0.8 mm?®. The bandwidth of one of the proposed antenna can be from 2.7 GHz
to 36.8 GHz, except the bandwidth of 3.2-3.9 GHz for WiMAX applications and 5.14-5.94 GHz for WLAN applications. The
bandwidth of the other is ranging for 2.7 to 41.1 GHz, except the bandwidth of 3.2-3.9 GHz for WiMAX applications and 4.8—
5.9 GHz for WLAN applications. Bandwidths of the antennas are about 512% and 455% wider than those of conventional band-
notched UWB antennas, respectively. In addition, the time-domain characteristics of the two antennas are investigated to show

the difference between both antennas.

1. Introduction

There has been more and more attention in ultrawideband
(UWB) antennas ever since the Federal Communications
Commission (FCC)’s allocation of the frequency band 3.1-
10.6 GHz for commercial use [1]. Over the designated
bandwidth of UWB system, there are some other existing
narrowband services that already occupy frequencies in the
UWB band, such as wireless local-area network (WLAN)
operating in the 5.15-5.875 GHz band and world interoper-
ability for microwave access (WiMAX) service from 3.3 to
3.6 GHz. However, the uses of filters increase the complexity
and cost. It is desirable to design the UWB antenna with
dual band notches. The printed planar monopole antenna is
a good candidate for the band-notched UWB system because
of its low cost, low profile, light weight, omnidirection
radiation patterns, easy realization, and convenience for
integrating with microwave monolithic integrated circuit
(MMIC) technologies. Various kinds of printed monopole
antennas with notched band have been reported in the
literature. The band-notched UWB antennas in [2—5] are not
able to satisfy the compact property, the antennas reported
in [5-7] have high profile, the antennas mentioned in [4—
8] have only single band-notches. Challenges of the feasible
dual-notched UWB antenna design contain proper notched
bandwidths and the above advantages which belong to
printed planar monopole antennas.

Based on the background of the researches above,
two novel, simple and compact ultra-wideband printed
monopole antennas with dual band-notched characteristics
are proposed in this paper. By cutting a wide slot on the
patch and a narrow slot on the ground plane, dual frequency
band notches can be obtained. The desired notched band
frequencies can be easily achieved by adjusting the total
lengths of the slots. By changing the widths and locations
of the slots, the notched bandwidths can be efficiently
controlled. The bandwidth of one antenna is from 2.7 GHz to
41.1 GHz, except the bandwidth of 3.2-3.9 GHz for WiMAX
applications and 4.8-5.9 GHz for WLAN applications. The
other has an impedance bandwidth ranging from 2.7 GHz
to 36.8 GHz, eliminating the bandwidth of 3.2-3.9GHz
for WIMAX applications and 5.14-5.94 GHz for WLAN
applications. The size of both the novel antennas is just
25 x 25 X 0.8 mm?.

2. The Proposed Antenna Structure and Design

2.1. UWB Antenna Design. In this section, we will develop
a novel UWB antenna which can be used to design the dual
band-notched antennas. Figure 1(a) shows the geometry and
configuration of the proposed antenna without slots that
is UWB antenna fed by a 50 Q microstrip feed line. L
(L = 25mm) and W (W = 25mm) denote the length



and width of the dielectric substrate, respectively. L; is
the length of the patch which is equal to 10.4 mm. The
most important parameter effect on the performance of the
proposed antenna is the apex angle o which is given by [9]

_3 L—2L1>
a=_m arctan<7w . (1)

The tapered microstrip line at the connection between
the feeding line and the patch is employed for broadband
matching of the antenna to the 50 Q microstrip line. The
width and length of the 50 Q microstrip line are 1.5 mm and
10.9 mm, respectively. The arcs at edges of the patch and the
ground plane are employed for reducing the radiation loss
and the difficulties of fabricating. The proposed antenna is
printed on the FR4 substrate with the thickness of 0.8 mm,
relative permittivity 4.4 and loss tangent tan § = 0.02. Shown
in Figure 1(b) is the simulated VSWR result of the proposed
UWRB antenna; it can be seen that the impedance bandwidth
(VSWR < 2) is from 2.9 GHz to 41 GHz.

2.2. Single Band-Notched UWB Antenna Design. Before
developing the dual band-notched UWB antennas, we need
to investigate the method generating the single notched
band. Several novel antennas with filtering property oper-
ating in the 3.2-3.9GHz band, 5.2-5.9GHz and 5.14—
5.94GHz are designed to reduce the interference from
the WIMAX or WLAN applications. Those band-notched
functions are desirable in the UWB system. Figure 2 shows
the geometry and configuration of those novel antennas. By
etching a straight slot in the patch or the ground plane of
UWRB antenna, a frequency band notch is created. Note that
when the band-notched design applied to UWB antenna,
there is no retuning work required for the previously deter-
mined dimensions, since the filtering ability is generated by
integrating filtering structures in the antenna. In addition,
the design concept of the notch function is to adjust the total
length of the straight slots to accord with Formula (2).

In single band-notched antenna 1, the wide slot etched
in the patch shown in Figure 2(a) whose length and width
are 13.8 mm and 0.8 mm, respectively, is employed to obtain
the desired notched band which is from 3.2 GHz to 3.9 GHz
and which is shown in Figure 3 so that the proposed antenna
cannot interfere with WiMAX applications.

In single band-notched antenna 2, a narrow slot etched
in the ground plane shown in Figure 2(b) whose length and
width are 8.4 mm and 0.2 mm, respectively, is employed to
obtain the desired notched band which is from 5.2-5.9 GHz
(as shown in Figure 3). In addition, the narrow slot etched
in the patch shown in Figure 2(c) whose length and width
are 9.6 mm and 0.25 mm, respectively, is employed to obtain
the desired notched band which is from 5.14-5.94 GHz (as
shown in Figure 3) so that the proposed antenna cannot
interfere with WLAN applications. Note that the bandwidth
is shorted by adding a narrow slot on the patch; the reason
is the narrow slot and the wide slot is so near that they
interfere with each other. The notched frequency, given the
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Frequency (GHz)

—— The proposed antenna
without slots (UWB antenna)

(b)

FiGure 1: The geometry and the simulated VSWR result of the
proposed antenna without slots (UWB antenna): (a) the geometry,
(b) the simulated VSWR result.

dimensions of the band-notched feature, can be postulated
as [10]

c

Froren = 4L(e, + 1)/2° (2)

2.3. Dual Band-Notched Antenna Design. Based on single
band-notched antennas aforementioned, the dual band-
notched antennas will be investigated to reduce the interfer-
ences from the existing bands.

Figure 4 shows the geometries of two dual band-notched
antennas. Their VSWR results are shown in Figure 5, respec-
tively; it can be seen that the bandwidth of the UWB system
is hardly affected by the slots, and the bandwidth of the
low frequency band-notched antenna formed by only a wide
slot and the bandwidth of the high frequency band-notched
antenna formed by only a narrow slot do not interfere with
each other.
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3. Results and Discussions
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3.1.  Frequency-Domain Performances. The dual band- (b)

notched UWB antennas were simulated and optimised using

the business software CST. Shown in Figure 6 are prototypes FIGURE 4: The geometries of the proposed antennas: (a) dual band-
of the antennas. notched antenna 1, (b) dual band-notched antenna 2.
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Figure 6: The photos of the proposed antenna: (a) the front of
dual band-notched antennas, (b) the back of dual band-notched
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Figure 7: Simulated and measured VSWR results of the proposed
antennas: (a) dual band-notched antenna 1, (b) dual band-notched
antenna 2.

Shown in Figure 7, it can be seen that the simulated
and measured results show relatively good agreement. As
shown in Figure 7(a), the dual band-notched antenna 1 has
two notched bands which can cover the WiMAX band (3.2—
3.9 GHz) and the 4.8-5.9 GHz band. In addition, the dual
band-notched antenna 2 can eliminate the 3.2-3.9 GHz band
and the 5.14-5.94 GHz band, as Figure 7(b) shows.

The radiation patterns of the proposed antennas at
3.1 GHz, 10.6 GHz and 36 GHz are shown in Figures 8 and 9,
respectively. The antennas give a nearly omnidirectional
radiation patterns in the H-plane. The antennas gain in the
entire operating band is presented in Figure 10. As desired,
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Figure 8: Radiation patterns on E-plane (x-z plane) and H-plane
(y-z plane) for the dual band-notched antenna 1 at 3.1 GHz,
10.6 GHz, and 36 GHz: (a) E-plane (b) H-plane.

two sharp gains decrease in the vicinity of 3.55 GHz and
5.6 GHz, and the gains are stable in the entire operating band.

3.2. Time-Domain Behaviors. As shown in the previous
section, the proposed antennas present the very wide band.
However, as far as an UWB antenna is concerned, the good
frequency-domain performances cannot necessarily ensure
that the antenna also behaves well in time domain. Some
multiresonant antennas, such as the Yagi-Uda and the log-
periodic antennas [11], due to its multiple reflections in
their structures, seriously widen the narrow pulse in time
domain. Therefore, in order to ensure the usefulness of the
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Figure 9: Radiation patterns on E-plane (x-z plane) and H-plane
(y-z plane) for the dual band-notched antenna 2 at 3.1 GHz,
10.6 GHz, and 36 GHz: (a) E-plane (b) H-plane.

proposed antenna for time-domain applications, its time-
domain responses must be investigated.

The transmit characteristic in time domain is measured
in a manner shown in the inserted figure in Figure 11. The
two identical proposed antennas are put face to face in a
distance of 20 cm. The measured group delay of S21, given
in Figure 11, indicates far-field phase linearity and a quality
of a pulse distortion and is derived from the first differential
coefficient of the phase.

Group delays of the proposed antennas are shown in
Figure 12. The variation of the group delay of the dual band-
notched antenna 1 is about 1 ns across the whole UWB except
the notched bands, in which the maximum group delay is
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61ns. On the other hand, the variation of the group delay of
dual band-notched antenna 2 is about 1 ns across the whole
UWB except the notched band, in which the maximum
group delay is 7ns. It is worthwhile to mention that the
maximum group delay of dual band-notched antenna 2 only
appears in the first notched band, but those of dual band-
notched antenna 1 exist in the two notched bands. The
monopole patch is the main element which transmits the
pulse; when the slots etched outside the monopole patch,
like dual band-notched antenna 2, the slots cannot effectively
suppress the signals of the notched bands. As a result, there
is a huge difference between the group delays of the two
antennas.

In general, dual band-notched antenna 1 has a good
time-domain characteristic and a small pulse distortion as
well.

4. Conclusion

Two simple and compact ultra-wideband printed monopole
antennas with dual band-notches are proposed in this paper.
Using a monopole configuration, the antenna dimensions
were optimised to gain the best VSWR response throughout
the UWB frequency band. By embedding two slots in
the antennas, dual band-notches will be created, which
exempts from interference with existing WiMAX and WLAN
operating bands, and measurement results show that the
designed antennas satisfy the UWB design goals very well.
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A novel printed antenna with a frequency reconfigurable feed network is presented. The antenna consists of a bowtie structure
patch radiating element in the inner space of an annulus that is on a nongrounded substrate with a ferroelectric (FE) Barium
Strontium Titanate (BST) thin film. The bowtie patch is fed by a coplanar waveguide (CPW) transmission line that also includes
a CPW-based BST shunt varactor. Reconfiguration of the compact 8 mm X 8 mm system has been demonstrated by shifting the
antenna system’s operating frequency 500 MHz in the 7-9 GHz band by applying a DC voltage bias.

1. Introduction

Because many antennas are narrowband in frequency, more
than one antenna is usually needed in systems that operate
over multiple frequency bands. Mobile phones and other
portable communication devices, for example, are beginning
to require broader bandwidths to support their numerous
applications and communication protocols. Due to this
growing spectrum usage in single devices, more versatile or
reconfigurable antennas are desirable to reduce the total
required parts as well as overall cost.

The purpose of this paper is to discuss the design of a
reconfigurable CPW feed network for a single-layer-patch
antenna. Previously presented microstrip patch antenna
designs [1] utilized a thin-film ferroelectric (FE) barium
strontium titanate (BST) layer and varactor [2] to the feed
line. The system presented here improves upon this design
by integrating the above varactor with a CPW-based antenna.
By using the same transmission line architecture, the fabrica-
tion process is simplified and impedance matching between
the two devices is much more straightforward.

An added benefit to using BST is that the film has a
high dielectric constant, ¢,. This material attribute reduces
the physical wavelength, thus allowing the antenna to be

more compact compared to an antenna on more traditional
dielectric substrates.

The paper discusses the design of the antenna, electro-
magnetic simulation of the antenna. Experimental results of
the antenna’s impedance matching bandwidth and radiation
performance are also be presented.

2. Antenna Design

As the overall purpose of this paper is to have an antenna sys-
tem capable of reconfigurability, the design process was first
approached by addressing a novel means of reconfiguration.
As antennas and the rest of the RF chain typically require
matching networks to allow for maximum power transfer, it
was proposed that having a flexible, lumped element device
close to the feed of an antenna would allow for a more
versatile system.

By the addition of a shunt varactor to the feed network,
the combination of which can be depicted by Figure 1, the
antenna system’s impedance can be adjusted. This recon-
figurable matching network can be tuned based on the
frequency band of interest. Looking at the admittance of the



antenna, transmission feed, and varactor, the input admit-
tance of the system can be expressed by

Yii = Yin = Yin1 + jwC,
Yy = L = L] ZotiZatanfLe )
inl = Zinl - Zo ZA +jZ0 tanBLé 5

where Z,4 is the antenna impedance and the C term is the
capacitance of the shunt varactor. As this capacitance is
adjustable, the system can thus be reconfigured to provide
an ideal match across a wider range of frequencies.

The shunt thin-film device described in [2] provides a
unique, thin-film varactor that can be used in the impe-
dance matching network of the antenna system. With this
particular device, the capacitance in the admittance equation
above is a function of the applied bias voltage. The varactor
is implemented using the four-layer structure shown in
Figure 2.

As the thin-film varactor described in [2] was decided
upon as the method of reconfiguration, requirements of the
antenna’s design and shape were defined in order to properly
integrate with the varactor. First, the varactor is designed to
work with a transmission line characteristic impedance of 50
ohms, so this was also the desired characteristic impedance
of the designed antenna feed line. Next, to avoid losses from
changing transmission line types, the antenna was designed
to also have the same transmission line architecture as the
varactor. As the varactor utilizes a CPW transmission line,
this meant the antenna would involve surrounding the radi-
ating element by a ground plane. This requirement was also
selected as CPW-based antennas have been demonstrated as
having low radiation loss [3]. Finally, the varactor utilizes
both the bulk substrate and the thin-film BST dielectric. As
the antenna will be a patch using one metal layer, the antenna
will be designed to operate above both dielectrics with the
radiator residing above the BST thin film.

It is desirable to have a large tuning range for the var-
actor to have the largest degree of reconfiguration in the
resulting system. The dielectric constant, ¢, of the BST is
demonstrated having tunability of 4 : 1 max-to-min ratio for
a thickness of 0.25 ym [4-6] on sapphire substrates. To lever-
age this versatility, the intended wafer for this design was
decided to be a 600 um thick sapphire substrate, with a
0.25 ym BST layer deposition.

Traditional bowtie antennas are known for large band-
widths while utilizing a single metallization layer, providing
distinct advantages during fabrication [7]. This bandwidth
was a desirable trait when designing the reconfigurable sys-
tem as the goal was to achieve a wide operating range. For this
reason a bowtie was selected as the basis of the radiating ele-
ment for the reconfigurable system.

Starting from a CPW bowtie shape, antenna models were
designed and simulated in the commercial microwave fre-
quency simulation tool AWR. As the varactor used in the
feed line loading was previously created in this software
environment, creation of the resulting system involved only
the design of the antenna. In an effort to constrain the result-
ing size of the system on the sapphire wafer, the target
frequency range was selected to be C-Band. Antenna shape
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F1GURE 1: Model of the antenna system including CPW feed line and
shunt varactor.
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Figure 2: BST thin-film varactor structure.

and dimensions were revised incrementally until simulated
performance met the desirable frequency bandwidth perfor-
mance.

The resulting antenna system is shown in Figure 3. The
varactor is integrated in front of the transmission line that
feeds the CPW bowtie patch antenna. As can be seen, the
actual radiating elements are 4.8 mm X 5.1 mm, or 0.12 1, X
0.1275 A,, where A, is the free space wavelength. The overall
size of the antenna system is 8 mm X 8mm which is
approximately 0.21, X 0.2, which also shows the entire
system works at dimensions that are fractions of the free
space wavelength.

3. Testing Methodology

To analyze the performance of the antenna system, the fre-
quency swept scattering parameters (S Parameters) were
simulated using the AWR electromagnetic model and also
measured on the fabricated device. The fabricated device
also underwent testing in an anechoic chamber to analyze
radiated fields produced by the antenna.

The S parameters of the fabricated antenna system were
measured using an HP8720B vector network analyzer. An
on-wafer probe station was fitted with a CASCADE SP-
ACP40-GSG-150-C CPW probe for measurements. To test
the tuning performance of the system, a Keithly 2400 source
meter was used to provide the DC biasing voltage. The system
was tested with biasing voltages ranging from 0 to 10 volts.

The far-field radiation patterns of the reconfigurable
antenna under 0 volt bias voltage conditions were measured
in the Radiation and Scattering Compact Antenna Labo-
ratory (RASCAL) at the Air Force Research Laboratory.
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F1GURE 3: A CPW-Fed bowtie slot antenna connected with a BST thin-film varactor.
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FIGURE 4: Radiation measurement setup in the RASCAL anechoic
chamber.

To measure the far-field radiation patterns, the reconfig-
urable antenna was turned mechanically in an anechoic
chamber. A rotating mast was in the center of the chamber,
with a portable probe station connected to it. The probe sta-
tion was used to hold the antenna as shown in Figure 4. The
magnitude and phase data was collected and measured for
the various angles in the mechanical sweep.

4. Results and Discussions

Plots of the simulated and measured system performance can
be seen in Figures 5-9. Electromagnetic simulations of the
antenna with the CPW feed line were run both with and

Simulated antenna performance

Return loss (dB)

—40 ] ] ] ]

Frequency (GHz)

—— No BST thin film —— Thin film dielectric of 400
—— Thin film dielectric of 200 —— Thin film dielectric of 500
Thin film dielectric of 300

FIGURE 5: Bowtie antenna on different BST permitivities.

without a varactor connected in the AWR environment to
show how the system changes with a varactor present.

Figure 5 shows the simulated results of the CPW patch
antenna atop BST thin films of varying permittivity values
as well as a reference design of the antenna above only the
bulk sapphire. From the figure it is seen that the antenna
undergoes a miniaturization, as shown by the notch point
moving to lower frequency when above BST. The permit-
tivity numbers simulated in this comparison also agree with
those permittivity numbers from the tuning of previously
published research [2].

Figures 6 and 8 show the electromagnetic simulation
results of the antenna system under tuning of the varactor.
The resulting S parameter of Figure 6 show the antenna
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Measured reconfiguration performance
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FIGURE 7: Measured swept frequency S;; of the antenna system
under 0-10 V DC bias.

system tuning from 7.7 to 8.4 GHz with altering the varac-
tor’s capacitance. As the capacitance is adjusted, both the
notch points as well as the resulting S parameter curves are
altered. This means some bias conditions may have narrower
bandwidth than others, but the overall system is now capable
of operating at multiple frequencies.

The measured varactor-loaded results are shown in
Figures 7 and 9. In Figure 7 we again see that the notch points
and S parameter curves are adjusted under differing biasing
conditions. At a DC bias of 0V, the antenna is best matched
at 7.42 GHz. This point shifts to higher frequencies as bias
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FiGure 8: Simulated susceptance versus frequency for the antenna
system.

Measured antenna imaginary susceptance
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FIGURE 9: Measured susceptance versus frequency for the antenna
system under 0-10 V DC bias.

voltage increases beginning to level off at bias voltages above
6 V. The notch point shifts to 7.9 GHz under 10 V bias leading
to a 500 MHz tuning of the system.

Comparing these results to the simulation plots, both the
notch frequency and the overall reflection curves are differ-
ent. The most noticeable difference is the appearance of the
second notch at 8.36 GHz. The reasons for differing perfor-
mance are under further analysis, but two conditions are
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FiGgure 11: H-plane copolarization and crosspolarization measured at 7.4 GHz.

possible factors, varactor performance and BST modeling
characteristics.

First the varactor performance in the system and simu-
lation were compared by analyzing the susceptances. As can
be seen in Figure 8, the addition of the shunt varactor in the
simulated electromagnetic model increases the susceptance
of the system across the frequency spectrum. The simulated
system thus models the varactor as having very low induc-
tance. For the measured system susceptance in Figure 9,
the differences between the different bias voltages follow
the same general variation up to approximately 7 GHz, at
which point the curves appear to be tightly grouped. This
may indicate inductive effects from the combination of the
varactor and antenna that were not appropriately accounted

for. This more complex susceptance near the band of inter-
est can greatly impact the resulting system’s S parameter per-
formance.

Second, the material characterization for BST in the
electromagnetic AWR model was based on the perfor-
mance of previous varactor devices. The model assumes
a uniform e, permittivity across the BST film. If either
the dielectric permittivity numbers differ under the larger
area of the antenna or if the permittivity is not constant
over the entire film, the simulation of the antenna will
be inaccurate. These possible variations in material prop-
erties in a given wafer are a definite possibility for the
cause of disagreement between simulation and measurement
results.



Both copolarized and cross-polarized fields were collec-
ted for the E plane and H plane sweeps of the antenna system.
Figures 10 and 11 show the resulting measurements at the
0 volt bias notch frequency of 7.4 GHz. From the radiation
plots it is seen that the antenna does have a relatively wide
beamwidth. Also, the large differences between the co-pola-
rized and cross-polarized curves in Figures 10 and 11 indicate
that the antenna operates under a highly linear polarization.

5. Conclusions

Improvements are needed in the correlation of electromag-
netic modeling and physical performance. The combination
of material and antenna characterization research will be a
primary focus of future work. Investigations of additional
varactor loading of antennas for improved tuning will also
be of interest as well as variations to the size and type of
shunt varactor used, improvements to the modeling of BST
for antenna applications. As the bowtie antenna used herein
is modified from the traditional structure, a more thorough
analysis of the antennas mode of operation is also a point of
interest.

In the end, a novel compact printed antenna for recon-
figurable applications was demonstrated by employing the
BST varactor in the feed network of an antenna system. This
bowtie patch antenna has a compact structure with the total
size of 8 mm X 8 mm operating between 7 and 9 GHz. By
tuning the bias voltage between 0 and 10V DC, the notch
frequency of the system is reconfigured up to 500 MHz.
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Microstrip antennas are finding a growing medical application in imaging, diagnosis, and treatment. This paper presents a
flexible microstrip antenna that can be placed in contact with the human skin. The developed antenna is only 0.25 mm thick,
has 32 mm X 31 mm dimensions, and —19 dB measured |S;;| parameter at 2.45 GHz. A specific application of the antenna in
microwave breast imaging is considered. Analytical results using simulation models and experimental results using skin phantoms

are presented and discussed.

1. Introduction

Antennas have long been used in many medical applications
including, microwave imaging, medical implants, hyperther-
mia treatments, and wireless wellness monitoring [1-9].
Reducing the size and complexity of the antennas used in
these applications has been the primary objective of recent
antenna research. Many of the above-mentioned medical
applications still use bulky antenna systems which impede
their efficiency and applicability despite high application
potential. Microwave breast imaging can be taken as a
very example [10]. The promises of microwave imaging in
detecting early breast tumors without using any harmful
radiation have drawn considerable attraction in the last
decade [4]. However, antennas used in microwave breast
imaging devices require to be immersed in intermediate
matching liquid medium [11]. The use of such antennas
makes the systems bulky, complicated, impractical, and
expensive.

The planar and small form factor design of microstrip
antennas has attracted growing medical applications [12—
15]. Microstrip antenna design reported for medical applica-
tions thus far use nonflexible substrates. This paper presents
a microstrip antenna designed on a non conventional flexible
substrate that can be placed on the skin. The flexibility
and the ability to operate in contact with the skin improve

the efficiency and practicality while reducing the form
factor and cost. For example, the presented antenna in a
microwave breast imaging device can remove the need for
coupling liquid medium and thus enables the development
of wearable breast imaging devices. The design methodology
of the antenna, analytical results using simulation models in
Ansoft high frequency simulation software (HFSS) [16], and
experimental results using an in-house breast phantom are
presented.

2. Design Methodology

The schematic of the proposed antenna is shown in Figure 1.
A 0.25 mm thick flexible copper clad substrate was selected
for the antenna design. With the substrate parameters given
(shown in Figure 1(a)), a rectangular inset fed antenna
at 2.45 GHz with 50 Q input impedance was designed and
optimized in Ansoft HFSS. A 1.5 mm skin layer (dielectric
coefficient: & = 39 and conductivity: §; = 1.1S/m [17])
was added on the top of the antenna model (Figure 1(a),
not drawn in scale). Considering the skin as a layer of the
substrate, the antenna was optimized to achieve lower return
loss, higher gain, and better radiation pattern by varying
the antenna sizes, adding a matching stub at the input port,
and moving the feed port towards the edge to increase the
impedance of the antenna.
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FIGURE 1: Schematics of (a) antenna-skin stack and (b) optimized antenna showing the matching stub at the input port (antenna dimensions:

patch length: 32 mm; patch width: 31 mm).
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FIGURE 2: Simulation results of the initial flexible microstrip antenna design before modifying for optimized skin contact operation.
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FIGURE 3: Images of antenna and antenna-skin simulation models.

3. Results and Discussion

Using the substrate parameters, an initial rectangular patch
antenna was designed and simulated without any skin layer.
The simulated |[S;;| parameter in dB (20 log, IS/, will
be called as |Si;| hereafter) and the radiation pattern of

a flexible microstrip antenna are shown in Figure 2(a)
(indicated as “antenna alone”) and Figure 2(b), respectively.
It is seen that the antenna has —30dB |S;;| at 2.42 GHz
with a good radiation pattern. A 1.5mm thick skin model
was then added on the top of the antenna model. As
shown in Figure 1(a) (indicated as “antenna with the skin
layer”), the |S1;| of the antenna increased to —5dB. It is
observed that the ordinary antennas do not operate well
when contacted with the skin. This requires the use of
matching mediums between antenna and skin in many
applications. For example, microwave breast imaging utilizes
technique of immersing the antennas and the breast in liquid
matching mediums [4].

In the next step, the microstrip antenna design was
modified for an optimized operation with the skin layer
on the top. The optimized antenna design is shown in
Figure 1(b). The simulation models of the antenna with and
without skin layer are shown in Figure 3.
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FiGure 4: Experimental and simulation results of the antenna placed in contact with the skin.

The designed antenna was fabricated on a flexible copper
clad substrate using standard photolithography technique.
First, the design was transferred onto a transparent mask.
The copper substrate was cleaned, dried, and a 50 ym
positive photoresist (PR1813) was applied using a spinner.
The substrate was heated for 2min at 90°C and exposed
to ultraviolet light through the mask. The substrate was
subsequently developed in a developer solution, baked at
100°C for 15min, and etched. The antenna was cleaned,
and a reverse polarity female SMA connector was added.
A 1.5mm skin phantom was made using 1:1 corn and
water mixture cooked until it became jelly (adopted from
[18]) and was placed on the top of the fabricated antenna.
The experimental |S;; | (measured using Rohde and Schwarz
ZVL-13 vector network analyzer) is shown in Figure 4(a).
The simulated 3D and 2D radiation patterns (in xz, xy, and

yz-planes as indicated in Figure 3) are shown in Figure 4(b)
and Figure 4(c), respectively. The experimental radiation
pattern (on xz-plane) is shown in Figure 4(d).

To improve the radiation pattern of the antenna, a reflec-
tor configuration placed below the ground and separated by
a 0.1 mm dielectric material, as shown in Figure 5(a), was
considered. The design was simulated in Ansoft HFSS, and
the improved radiation pattern is shown in Figure 5(b).

The simulation result shows a significant improvement
(compared to Figure 4(b)) when a reflector configuration
is added below the ground layer. A double-sided polyimide
tape was used as the dielectric separator between ground
and the reflector (indicated as “separator” in Figure 5(a)),
and a copper tape was used as the reflector. The simulation
result shows the possibilities of further improvement of the
antenna for medical applications.
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FIGURE 5: (a) Schematic showing the added reflector layer at the back of the ground and (b) 3D radiation pattern of the antenna with the

reflector configuration.

=

FIGURE 6: Simulation model in HFSS showing the breast and the
antenna.

An application example of the antenna was considered in
microwave breast imaging. Simulation model of the breast
was developed in Ansoft HESS with the antenna placed in
contact with the skin model (Figure 6). The breast model
was designed as a 10 cm wide and 5 cm high cone with eight
facets. The breast skin was considered 1.5mm thick layer
with dielectric coefficient, &, = 39, and conductivity, §; =
1.1S/m [17].

Many medical applications including microwave breast
imaging require bending of the antenna. Experimentally, it
was observed that the |S;;| of the antenna was stable for
bending up to 60 degrees. For a systematic study, an antenna
simulation model was designed in Ansoft HFSS as shown
in the inset of Figure 7. The model consisted of an antenna
on a 10cm wide and 5cm high cone with multiple facets.
The model was analysed for varying numbers of facets from
128 to 8 (representing increasing bending angles). As seen

[S11] (dB)

Simulation model in '/

=251 Ansoft HFSS
i
—30 A )
-
\1\”
=35
2.25 2.35 2.45 2.55 2.65
Frequency (GHz)

—-— 128 facets (2.8°)
-~~~ 32 facets (11.25°)
—— 8 facets (45°)

FiGure 7: Simulation results showing |S;| of the antenna for 128,
32, and 8 facets of the cone representing 2.8°, 11.25°, and 45°
bending.

in Figure 7, the results for 128, 32, and 8 facets show no
significant change in [S;;| with the bending. The effect of
placing multiple antennas was studied experimentally. An in-
house breast skin phantom was developed consisting of a
1.5 mm thick corn jelly placed on a cone mimicking breast
skin. The antenna was fabricated through photolithography
process and was placed on the phantom. The [S;;| when
one and four antennas were placed on the phantom were
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FiGgure 8: Experimental |S;;| of the antenna when placed on breast
phantom, when there was one antenna and four antennas.

measured. As shown in the Figure 8, no significant change
was observed for one and four antennas.

4. Conclusion

A flexible microstrip antenna developed for skin contact
application has been presented. Analytical results from
simulation models and experimental results using in-house
skin phantom have been presented and discussed. A specific
application in microwave breast imaging has been presented
with the help of simulation model and experimental testing.
The presented planer flexible antenna can be used in wide
varieties of medical applications, including, in developing
wearable medical devices.
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A high gain and high directive microstrip patch array antenna formed from dielectric layer stacked on bismuth titanate (BiT)
ceramics have been investigated, fabricated, and measured. The antennas are designed and constructed with a combination of two-,
four-, and six-BiT elements in an array form application on microwave substrate. For gain and directivity enhancement, a layer of
dielectric was stacked on the BiT antenna array. We measured the gain and directivity of BiT array antennas with and without the
dielectric layer and found that the gain of BiT array antenna with the dielectric layer was enhanced by about 1.4 dBi of directivity
and 1.3 dB of gain over the one without the dielectric layer at 2.3 GHz. The impedance bandwidth of the BiT array antenna both
with and without the dielectric layer is about 500 MHz and 350 MHz, respectively, which is suitable for the application of the
WiIiMAX 2.3 GHz system. The utilization of BiT ceramics that covers about 90% of antenna led to high radiation efficiency, and
small-size antennas were produced. In order to validate the proposed design, theoretical and measured results are provided and

discussed.

1. Introduction

Currently, microstrip antennas with attractive features, such
as low profile, light weight, and easy fabrication, are being
widely used. Microstrip antennas also possess major short-
comings, such as narrow impedance bandwidth and low effi-
ciency and gain, which seriously limit their application [1-3].

A recent pull for microwave components made of
ceramic has drawn attention, especially antennas, due to
their particular advantages for some applications, including
zero conductor loss and low profile [4-9]. It has been shown
experimentally that this kind of element can be an efficient
radiator [1]. Experimental and theoretical evaluations of the
ceramic antenna (CA) have been reported by many investi-
gators [1-9].

In the search for new types of ceramic materials that
achieve high permittivity and low loss, bismuth titanate
(BiT), a new type of ceramic material, has been constantly
developed, characterized, and implemented into the working
electrical microwave model with the help of microwave

simulator software and measurement hardware. In this study,
we propose a novel CA with a new branching structure that
uses ceramic material. This CA was designed with a rectangu-
lar cross-sectional area, referred to as “rectangular CA,” and
was executed with ceramic material that exhibits a permit-
tivity value of 21. The study of the BiT array antenna was
designed for a target resonant frequency at 2.3 GHz. The
design goal is to achieve an antenna reflectivity of less than
—10 dB to accommodate an efficient antenna feed with high
radiation efficiency as well as a miniaturized antenna.
Increasing the gain of an antenna can be done in different
ways. For example, one could use two or more evenly dis-
tributed antenna elements to put together an antenna array.
Arrays have been successfully used for many years, but they
still suffer from some fundamental drawbacks; the attached
100% copper plate is inevitably lossy and large in size [7, 8].
On the other hand, arrays can provide useful features such
as beam-steering capability, introduction of nulls in specific
directions, and secondary lobe suppression by adjusting the
phase and/or amplitude of signals feeding the individual
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FIGURE 1: The XRD pattern of BiT powders at different calcination
temperatures for 3 hours: (a) 900°C, (b) 1000°C, and (c) 1100°C.

elements. Thus, the antenna presented in this paper is based
on the increasing number of patch elements that utilize BiT
ceramic materials instead of copper plate as the conventional
antenna uses. The analysis of BiT fabrication and outcome
are thus addressed.

2. Bulk Bismuth Titanate (BiT) Analysis

2.1. Sample Preparation. In the present study, the raw mate-
rials used consist of bismuth pentahydrate and titanium (IV)
isopropoxide. Both raw materials were dissolved separately
into a mixture of 2-methoxyethanol and acetylacetone. Ti
solution and Bi solution were then formed from the raw
material of bismuth pentahydrate and titanium (IV) iso-
propoxide, respectively. Both solutions were mixed and
heated at 80°C to form a sticky gel and combusted to produce
combusted powder. The calcination process was performed
with high temperature and pressure of 750°C and 100 MPa,
respectively to form a green body. Sintering was carried out
at 1100°C for densification purposes.

2.2. Characterization. The X-ray diffraction (XRD) pattern
in Figure 1 shows that crystallization of BiT was present as
the temperature increased from 900°C to 1100°C.

The peak in Figure 1 is centered at 26 of 30°, which is the
stable phase of pure BiT at high sintering temperature. This
peak shows that the precursor had completely converted into
the desired BiT compound.

The field emission scanning electron micrograph
(FESEM) of BiT powder and the sintered pellet are shown
in Figure 2, which shows that extensive grain growth has
occurred, leading to platelet formation of the order of
200 nm to 10 ym. The platelets of BiT form a brick-wall-like
structure by aligning on top of each other, as expected with
less platelets damaged during sample preparation.

In our research, we also investigated the new aspect of
the development and utilization of the Agilent 85070B
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FIGURE 2: FESEM image of BiT: (a) calcined powder at 750°C for 3
hours and (b) sintered bulk ceramic at 1100°C for 3 hours.

high-temperature dielectric probe kit in measuring the
permittivity of the BiT ceramic material. The frequency
dependence of permittivity for BiT ceramic, ¢’, is shown in
Figure 3. As can be seen, the parameter has a strong depen-
dence on frequency, with the permittivity decreasing as
frequency increases; however, for the frequency range of 2
to 3 GHz, the permittivity of BiT was on average 21, as shown
in Table 1.

3. BiT Array Antenna Design and Structures

The proposed BiT array antennas have two layers, which
are shown in Figure 4. The first layer is a transmission line,
seen in Figure 4(a). Its optimal dimension is also presented
in Figure 5. The transmission line uses copper, which is
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FiGure 4: Configuration of the multilayers and its optimized
dimensions, (a) first layer, (b) second layer.

TaBLE 1: Permittivity of BiT at frequency 2 to 3 GHz.

Frequency, GHz Permittivity, &’

2.0800 21.0469
2.2600 21.0233
2.4400 21.0447
2.6200 21.0761
2.8000 21.1385
2.9800 21.2498

a conducting material, in order to function as a feeding
channel.

For the second layer of this investigation, the effectiveness
of BiT was determined as a radiating element itself. The nov-
elty of this design is the BiT ceramics with high permittivity
and low loss. The attenuation due to the conductor can be
simplified as:

v 8.68 R,
T Wz

(dB/cm), (1)
where R; is the surface resistivity and is given by:

who
R = Y
s 20,

_ 868 [amm
= 7 20, (dB/cm).

The attenuation due to dielectric material can be given by the
following formula [2]:

w
%= (po€oer) tan 6, (3)
where
w = 27f,
8”
tand = -,
and = @

r
. ’ . I
& = ¢, —ig, .

The reflection loss of BiT is much smaller compared to
that of conventional copper, which is often used in antenna
application. At 2.30 GHz, reflection loss for BiT is 0.060 dB/
cm, while for copper, the reflection loss achieves up to
1.028 dB/cm. The proper sizes, positions, and shapes were
added to the second layer of antenna as shown in Figure 4(b).

Three types of BiT array antenna designs had been
carried out in this study. There are two, four, and six elements
of BiT ceramic in array antenna that had different respective
dimensions. The geometry of the proposed BiT array
antennas is shown in Figure 5, which presents both the front
and side views. The antenna is realized on a low-loss RT/
Duroid 5880 commercial microwave substrate from Roger
Corporation (http://www.rogerscorp.com/), with a permit-
tivity of 2.20, where the BiT branching strips and patches are
of 21 in permittivity value. The transmission line width is
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FIGURE 5: Geometry layout of proposed BiT array antenna (a) front (b) side views (c) stacked dielectric layer.

optimized to K = 4.6 mm in order to achieve the best 50 Q
input impedance matching.

The number of elements and the wavelength of the
ceramic array antenna, A, were approximated using:

o
Vne”’
where A, is the guided wavelength in CA, Ay is the freespace

wavelength, ¢’ is the dielectric constant of the ceramic, and
n denotes the number of ceramic elements. Hence, (5) shows

Ag = (5)

that the higher the number of ceramic elements, the smaller
the size of the array antenna obtained. In addition, optimiza-
tion was also carried out for the BiT ceramic dimensions in
order to gain the best antenna performance.

The optimal antenna size for the quantity of two elements
BiTis A; = 30 mm, B; = 33 mm, and C; = 1.6 mm. The pa-
rameter of BiT branching strip and patches are H; = 2.5 mm,
L, =27mm,T) = lmmandh; = 2.5mm,[; = 4.5 mm, and
f; = 0.8 mm, respectively. Next, four elements of BiT were
attached on the RT/Duroid 5880 substrate board with each
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@

FIGURE 6: Photograph of fabricated BiT array antennas (a) two BiT ceramic elements (b) four BiT ceramic elements (c) six BiT ceramic

elements (d) dielectric layer (i) front view (ii) perspective view.

edge of the BiT patch size being h, = 2.5mm, L, = 3.5mm,
and t, = 0.8 mm; the length, l;, had been reduced 33% from
the two elements of BiT antenna, while the BiT array antenna
sizes for the four elements are A, = 27 mm, B, = 29 mm,
and C, = 1.6 mm, which are on average 3 mm smaller than
the two elements of BiT antenna. Branching strip dimensions
were optimized to H, = 2.5mm, L, = 25mm, and T, =
1 mm to obtain good radiation properties. Lastly, the size of
the six-element BiT antenna can be observed as the smallest
compared to both the two- and four-BiT elements of the BiT
array antenna, which are A3 = 22mm, B; = 25mm, and
Cs = 1.6 mm, and each of the BiT patch element sizes is h3 =
2.5mm, I3 = 3mm, t3 = 0.8 mm, while the BiT branching
strip is H3 = 2.5mm, L3 = 20 mm, and T5 = 1 mm. Besides
the modeling design, the prototype of the BiT array antennas
were fabricated and measured, as can be seen in Figure 6.

This aimed to ensure a good agreement in performance
between them.

In designing the BiT array antenna and the dielectric
layer stacked as well, one must consider the possibility of
high loss performed by the antenna. Numerical simulation
shows high levels of the conduction loss and power loss
with the utilization of the metallic structure on the antenna.
Therefore, BiT array antennas were designed with low-loss
BiT elements present with negligible metallic loss in antenna
structure to reduce the loss factor that will lead to low
antenna performance.

4. Dielectric Layer Design

To overcome the disadvantages of low gain and directivity,
some papers have proposed gain enhancement methods
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FiGcure 8: Radiation pattern of BiT in 3D view (a) simulated (b) measured.

using multiple dielectrics [7-9]. It has been reported that
high gain and high directivity can be achieved if the substrate
and dielectric layer are used appropriately [9].

In order to obtain high gain and directivity of this
antenna, a suitable dielectric layer of appropriate thickness
and loss tangent is chosen. Thinner dielectrics which help to
reduce weight also able to reduce the surface wave losses. The
dielectric’s dielectric constant, €', plays an important role
similar to that of the dielectric’s thickness. A low value of ¢’

for the dielectric will increase the fringing field of the patch
and thus the radiated power. A low-loss tangent reduces the
dielectric loss and therefore increases the antenna efficiency.
Thus, the dielectric parameters so chosen are Tarconic CER-
10, with a thickness of 0.5 mm, permittivity of ¢’ = 10, and a
loss tangent tan § = 0.0004.

The dielectric with dimensions of R = 25mm, A =
20mm, and C = 0.5mm as in Figure 5(c) is placed above
the radiating patch BiT elements at a distance of d = 5 mm,
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TABLE 2: Gain, directivity, and radiation efficiency of BiT Array Antennas.

Number of BiT element

Parameters (2.3 GHz)

BiT array antenna with dielectric layer

2 elements 4 elements 6 elements
Gain (dB) 6.559 7.188 7.514 8.920
Directivity (dBi) 7.174 7.697 7913 9.230
Radiation Efficiency (%) 91.4 93.4 95.0 96.6
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FiGure 9: Simulated and measured 2D radiation plot for a six-BiT element array antenna at 2.30 GHz (a) horizontal plane (b) vertical plane.

which is the optimum distance at which to obtain high gain
and high directivity. This paper experimentally investigates
the effect of a dielectric layer as the superstrate layer for high
gain and high directivity on the six elements of BiT array
antenna and the comparison between BiT array antenna with
and without the dielectric layer.

5. Results and Discussion

The performance of the simulated BiT array antennas with
and without the dielectric layer is analysed using Computer
Simulation Technology (CST) Microwave Studio, while the
fabricated BiT array antennas with and without the dielectric
layer were tested using a network analyser and a near-field
test facility. Figure 7(a) shows a graph of reflectivity of two-,
four-, and six-element BiT array antenna, which had been
converted into log magnitude in dB.

The simulation and measurement results show that the
reflectivity is the lowest at —27 dB at the centre frequency of
2.40 GHz for BiT array antenna without the dielectric layer.
However, with the stackedness of the dielectric layer on BiT

array antennas, the frequency had been shifted to a lower
frequency of 2.30 GHz. The frequency shift is also occurring
when the number of BiT elements increases from a two-
element to a six-element array antenna, as can be seen in
Figure 7(b). This condition occurs due to the capacitive
effects of placing the dielectric over the antenna.

The operating bandwidth of the proposed BiT array
antennas for both with and without the dielectric layer
was found to be about 350 MHz and 500 MHz, respectively,
which is compatible with the specification of the WiMAX
system. Overall, good agreements were found between the
simulation and measurement results, although there was
slight discrepancy between them, believed to be due to the
environmental effect and mechanical tolerance, which were
neglected in our simulations.

The simulated and measured radiation patterns in 3D
view are observed in Figure 8. There were no top and bottom
lobes at the rear end of the radiation pattern whilst the main
directivity was directed at the vertical plane, which formed
an omnidirectional signal level in the H-plane. The H-
plane plays an important role as this parameter determines



the point of strongest signal, thus avoiding signal redundancy
and interference with other antennae radiating at the same
plane.

Figure 9 shows the radiation pattern of a six-element BiT
array antenna in 2D view, which was analyzed in vertical
plane (XZ, YZ) and in horizontal plane (XY) at 2.30 GHz.
This antenna provides a 360-degree coverage signal, which is
in all directions (horizontally) for two-way communication.

From Table 2, the gain of the six-element BiT array
antenna, in radiation patterns, with dielectric layer does
exhibit 8.920dB and 9.230dBi of gain and directivity,
respectively. The simulation results show that the gain of the
4-element BiT array antenna has improved greatly compared
to the common antenna.

6. Conclusions

In this paper, the application of rectangular bismuth titanate
(BiT) material as a ceramic antenna (CA) in array form,
which composed of two-, four-, and six-element BiT as well
as a stacked dielectric layer, were investigated and successfully
carried out. The antenna exhibited acceptable bandwidths,
reflectivity, and radiation characteristics for WiMAX applica-
tion. As a result, we find that BiT array antennas are attractive
and can be practical for various systems. By taking into
account all of the details of each component, including the
dimensions and permittivity value, the antennas did perform
up to expectation when the number of BiT element increased
at the WIMAX band. In future work, bismuth titanate (BiT)
can be investigated for other types of antenna in order to
determine the level of performance improvement in term of
bandwidth particularly in an optimized radiation pattern. In
addition, antenna enhancement can be done by adjusting the
distance d, and the resonance condition for high gain as well
as high directivity can be obtained.
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