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The plastic deformation produced in the machining process can cause residual stress. As an effective way to control the residual stresses, the cryogenic process is used in modern industries such as aerospace, automobile, and shipping industry. Focusing on the minimization of surface stress in the cryogenic process of pure iron, the Taguchi design is used in this paper. The effect of cryogenic temperature ( $77-193 \mathrm{~K}$ ), holding time $(8-24 \mathrm{H})$, cooling rate ( $2-6 \mathrm{~K} / \mathrm{min}$ ), and warming-up rate ( $0.5-1.5 \mathrm{~K} / \mathrm{min}$ ) on surface residual stress is discussed and the optimal combination of cryogenic parameters is obtained using signal-to-noise (S/N) ratios. To overcome the weakness of the Taguchi method that cannot calculate stresses, an exponential model to predict residual stresses considering cryogenic parameters is developed. The coefficients of this mathematical model are obtained using multilinear regressive analysis based on the database of the Taguchi experiment. After this, the optimization process is conducted with this model using the genetic algorithm (GA). The optimized results using both ways coincide with each other. The optimal cryogenic parameters are obtained, i.e., cryogenic temperature of 193 K , holding time of 24 h , cooling rate of $2 \mathrm{~K} / \mathrm{min}$, and warming-up rate of $0.5 \mathrm{~K} / \mathrm{min}$. When the optimum cryogenic parameters are used, the surface residual stress is reduced by $42.9 \%$ in the cutting direction and $46.2 \%$ in the feeding direction. The method can be applied to the actual machining engineering to realize the lowstress control on the cutting surface.

## 1. Introduction

The stress, which retains in part even after the external loads are removed, is defined as residual stress [1,2]. Compared with compressive stress, tensile stress is undesirable due to its negative effects on the machining dimension and fatigue life, etc. [2, 3]. Especially for pure iron, as a typical difficult-to-cut material, large tensile residual stress is inevitably generated on the surface of the workpiece because of its high plasticity [2]. As an effective way to control stresses, the cryogenic process is a reasonable way to treat pure iron. Therefore, the control of cryogenic process parameters becomes essential to get the ministress.

By now, residual stress of the machined surface is mainly controlled by reducing the mechanical-thermal effect in the
machining process. This method usually reduces surface stress through reasonable selection and design of tools [4-6], optimization of cutting parameters [1, 7-9], and improvement of lubrication methods [10]. For example, Yen et al. [4] studied the effect of tool edge geometry on the cutting process, contact stress, cutting temperature, and sliding velocity between the tool and chip, and tool geometry is optimized through finite element analysis. Experiments were performed in [1] based on response surface methodology to develop a statistical model of residual stress. The authors analyzed the effect of parameters in the ultrasonic-assisted turning process and their interactions on residual stresses. Results reveal that percentage intensity and feed rate significantly affect the generation of residual stresses. The regression model of residual stress under different lubrication
modes is established in [10] to realize the optimization of residual stress.

The above researching works make great efforts to investigate residual stresses. However, they did not study material processing techniques before or after machining, such as heat treatment. Heat treatment can effectively eliminate the material internal stress. The postweld heat treatment of P91 steel has a great effect on residual stresses, reducing peak stresses from around 600 MPa to 20 MPa [11]. It is found in [12] that the heat treatment temperature has the greatest effect on the reduction of residual stresses and distortion compared with the holding time and cooling rate. Additionally, the postswaging annealing of Ti-6Al-4V alloy at $400^{\circ} \mathrm{C}$ can just relieve $80 \%$ of the residual stress, while a higher temperature at $500^{\circ} \mathrm{C}$ can relieve $97 \%$ of the residual stress to achieve the almost stress-free state [13]. However, the heat treatment can make the grain coarsening and the carbide solid solution supersaturation of the material. Moreover, the retained residual stress after heat treatment may reduce the fatigue strength and other mechanical properties of the material, which will easily lead to the deformation of the workpiece in the stress release process.

As a new material treatment technology, the cryogenic process can effectively diminish deficiencies of heat treatment. It can eliminate the internal residual stress, refine the grain structure, improve the wear resistance, and ensure the dimensional stability of the workpiece, which will enhance the machining accuracy and service life of the workpiece [14]. Hence it is wildly used in manufacturing, automotive, aerospace, and medical treatment [15]. Li et al. [16] found that cryogenic laser peening can significantly induce a higher density of dislocation and smaller-size grain of the 2024-T351 aluminum alloy compared with room temperature laser peening. Meanwhile, the tensile strength and elongation were simultaneously increased by $9.36 \%$ and $7.10 \%$, respectively. Li et al. [17] found that the wear resistance is improved by lowering the cryogenic temperature and prolonging the holding time through the wear test of M2 steel. The wear resistance became saturated and reached the highest when the cryogenic treatment is 77 K , the holding time is 24 h , and the cooling rate is $2 \mathrm{~K} /$ min. Hariharan et al. [18] found that the AISI D7 steel tool treated by the cryogenic has a Vickers hardness improvement by 2.9 HV greater than that of normal tool hardness. The material removal rate of mild steel workpiece is slightly increased and accuracy in dimensions along surface finish is significantly upgraded while this material is turned by the cryogenically treated tool. Sert and Celik [19] presented that the cryogenic treatment of tungsten carbide cutting tools can cause martensitic transformation. This transformation rate is high with lower cryogenic treatment. Also, the use of cryogenic cycling allows changing the structure of material including recovery of a partially crystalline structure [20]. Bensely et al. [21] found that cryogenic treatment can improve the overall fatigue life of $71 \%$ over conventionally heat-treated En 353 steel. Han et al. [22] found that the brittleness of shale increases at low temperatures. This phenomenon can be attributed to the shrinkage of mineral grains and the freezing of pore water.

Cryogenic treatment is used to reduce the internal stress mainly through changing the atomic lattice constant caused by volume contraction at low temperatures. In the warmingup and tempering process, the diffusion ability of carbon atoms increases and the formation of ultra-fine carbides, thus the residual stress is reduced. The cryogenic process is mainly used in steel to reduce internal stress. Alexandru and Bulancea [23] pointed out that the strain caused by phase transition can change the state of residual stress. Bensely et al. [24] studied the effect of cryogenic treatment on the residual stress distribution of case-carburized En 353 steel. The results showed that cryogenic treatment would produce large compressive stress, and the compressive residual stress would decrease in the tempering process. This phenomenon could be explained as the increased precipitation of fine carbides in specimens subjected to deep cryogenic treatment with tempering. Senthilkumar et al. [25] found that the tensile residual stress is generated during the traditional heat treatment and the high cryogenic temperature $\left(-80^{\circ} \mathrm{C}\right)$ for 4140 steel, while the compressive residual stress is generated under the low cryogenic temperature $\left(-196^{\circ} \mathrm{C}\right)$. Xu et al. [26] found that residual stress is largely reduced by cryogenic treatment for electron-beam-welded Ti-6Al-4V joints. However, the reduction effect of residual stress is no longer obvious when the holding time of cryogenic treatment exceeds 24 H . Sachin et al. [27] showed that, compared with MQL and dry environment diamond burnishing, the compressive residual stress strength of $17-4 \mathrm{pH}$ stainless steel is increased by $20 \%$ and $44 \%$, respectively, in cryogenic environments.

The research work on pure iron mainly focuses on the control of tool wear and lubrication, the stability prediction of the machining process, and the control of machininginduced surface residual stress. Kong et al. [28] researched the notch wear mechanism in the turning process of pure iron under different cooling/lubrication conditions and find that the wear rates reached the maximum in wet cutting followed by dry cutting, rapeseed oil lubrication, and minimum quantity lubrication (MQL) condition. Jiang et al. [29] developed a three-dimensional exponential model for cutting forces by taking the nose radius into account and realized the prediction of chatter stability in turning of pure iron analytically. Luo and Sun [2] optimized process parameters for the minimization of surface residual stress based on central composite design turning experiments data. Their works play a tremendous role in the improvement of machining quality for the pure iron component.

As mentioned above, only a few works focus on the machining of pure iron, and none of them is involved in the cryogenic treatment to reduce the surface residual stress. Meanwhile, how to achieve optimal cryogenic process parameters is not well handled yet. Therefore, in this paper, optimization of cryogenic parameters to minimize the surface residual stress in the cryogenic process is proposed. The research route is shown in Figure 1. Focusing on the minimization of surface residual stress in the cryogenic process of pure iron, an efficient optimization method by using the Taguchi design is proposed. Then, the effects of cryogenic parameter variables including cryogenic


Figure 1: The flowchart of optimization.
temperature, holding time, cooling rate, and warming-up rate on output variables (cutting residual stress and feeding residual stress) are analyzed. Subsequently, the optimized parameters are calculated by means of the main effect plot of $\mathrm{S} / \mathrm{N}$ ratios. To solve the difficulty of the Taguchi method to calculate stresses, an exponential model is proposed to predict residual stresses and then a genetic algorithm (GA) is used for the optimization procedure. The structure of this paper is designed as follows. The method applied for the minimization of surface residual stress is shown in Section 2. Meanwhile, the optimal combination of process parameters is deduced. Section 3 develops a residual stresses prediction modeling. Section 4 investigates the detailed procedures of related residual stress measurements to verify the validity of the proposed model. Section 5 is the conclusion of the paper. It is expected to provide technical support for the control of residual stress on the machined surface of pure iron components.

## 2. Methodology of Cryogenic Parameters Optimization

The process of minimizing surface residual stress is realized using the combination of the cryogenic process parameters based on the following steps:
(1) The design of the Taguchi experimental strategy
(2) Optimization of cryogenic process parameters by Taguchi experiments with $\mathrm{S} / \mathrm{N}$ ratios analysis
2.1. The Design of Taguchi Experiments. The experimental design by orthogonal array can enhance efficiency and saving costs. So it is applied to design the cryogenic experiment. In this paper, the surface residual stresses $\left(\sigma_{c}, \sigma_{f}\right)$ in the cutting and feeding direction are taken as the response characteristics. Input control factors include cryogenic process parameters, i.e., cryogenic temperature $T$, holding time $t$, cooling rate $V_{c}$, and warming-up rate $V_{w}$. The selected levels of the control factors are listed in Table 1.

Based on the Taguchi method, total degrees of freedom C can be calculated using the formula

$$
\begin{equation*}
C=m(T)+m(t)+m\left(V_{c}\right)+m\left(V_{w}\right)-4, \tag{1}
\end{equation*}
$$

where $m$ stands for the number of levels for each control factor. Here, this value for all the factors is 3 . Then, the number of experiment groups equals total degrees plus 1 , that is, 9. Therefore, Taguchi L9 orthogonal array is used to conduct the cryogenic treatment experiments, which is shown in Table 2. The loss function is defined using the

Table 1: Levels of the control factors.

| Control factors | Level 1 | Level 2 | Level 3 |
| :--- | :---: | :---: | :---: |
| $T(\mathrm{~K})$ | 193 | 135 | 77 |
| $t(\mathrm{H})$ | 8 | 16 | 24 |
| $V_{c}(\mathrm{~K} / \mathrm{min})$ | 2 | 4 | 6 |
| $V_{w}(\mathrm{~K} / \mathrm{min})$ | 1.5 | 1 | 0.5 |

Table 2: L9 experimental program.

| Exp. no. | $T$ | $t$ | $V_{c}$ | $V_{w}$ |
| :--- | :---: | :---: | :---: | :---: |
| 1 | 193 | 8 | 2 | 1.5 |
| 2 | 193 | 16 | 4 | 1.0 |
| 3 | 193 | 24 | 6 | 0.5 |
| 4 | 135 | 8 | 4 | 0.5 |
| 5 | 135 | 16 | 6 | 1.5 |
| 6 | 135 | 24 | 2 | 1.0 |
| 7 | 77 | 8 | 6 | 1.0 |
| 8 | 77 | 16 | 2 | 0.5 |
| 9 | 77 | 24 | 4 | 1.5 |

relationship between real and ideal values of the residual stresses.

$$
\begin{equation*}
L\left(\sigma_{x}\right)=K \sigma_{x}^{2}, \quad x=c \text { or } f \tag{2}
\end{equation*}
$$

where $L\left(\sigma_{x}\right)$ is the actual stress quality characteristics and $K$ is the loss coefficient.

$$
\begin{equation*}
\frac{S}{N}=-10 \log \left(\sum_{i=1}^{n}\left(\frac{L\left(\sigma_{x i}\right)}{K}\right)^{2}\right), \quad x=c \text { or } f . \tag{3}
\end{equation*}
$$

When the loss function is obtained, the next step is to calculate the values of signal-to-noise $(\mathrm{S} / \mathrm{N})$ ratios. The signal can be expressed as the mean of the measured stresses, and the standard deviation is the noise. To get the minimization of the stress, the following $\mathrm{S} / \mathrm{N}$ formula is used:

In this formula, $n$ is the total number of experiments and $i$ is the $i^{\text {th }}$ experiment in Table 2. The optimized parameters can be obtained using the maximum value of $\mathrm{S} / \mathrm{N}$.
2.2. Optimization of Cryogenic Parameters. Based on the design of the experiment in the above subsection, cryogenic parameters can be optimized using the $\mathrm{S} / \mathrm{N}$ ratios. Residual stresses of the machined surface are measured using a Pulstec $\mu$-X360s X-ray residual stress analyzer shown in Figure 2.

The measured residual stress results and calculated $\mathrm{S} / \mathrm{N}$ ratios are obtained in Table 3. From this table, it can be seen that the surface residual stresses along the cutting and feeding directions are tensile. Furthermore, the residual stress along the cutting direction is higher than that along the other direction. The maximum and minimum cutting residual stresses are 563 MPa and 352 MPa . For the other direction, these two values are 299 MPa and 194 MPa , respectively. Another phenomenon can be found that control factors of the cryogenic process in Table 1 influence residual stress significantly. Therefore, the optimization process is introduced here to get the minimization of the stresses.


Figure 2: Residual stress measurement using $\mu$-X360s equipment.

Table 3: L9 experimental program.

| Exp. no. | $\sigma_{c}$ | $\sigma_{f}$ | $\mathrm{~S} / \mathrm{N}\left(\sigma_{c}\right)$ | $\mathrm{S} / \mathrm{N}\left(\sigma_{f}\right)$ |
| :--- | :---: | :---: | :---: | :---: |
| 1 | 431 | 230 | -52.6895 | -47.2346 |
| 2 | 399 | 195 | -52.0195 | -45.8007 |
| 3 | 352 | 194 | -50.9309 | -45.756 |
| 4 | 517 | 272 | -54.2698 | -48.7126 |
| 5 | 509 | 239 | -54.1344 | -47.568 |
| 6 | 420 | 220 | -52.465 | -46.8485 |
| 7 | 563 | 299 | -55.0102 | -49.5134 |
| 8 | 510 | 242 | -54.1514 | -47.6763 |
| 9 | 462 | 249 | -53.2928 | -47.924 |

Figure 3 shows the main effects plot for cutting residual stress and feeding residual stress using the data of the Taguchi experiment. In this figure, the temperature affects stresses most effectively compared with the other three parameters. The next one is cryogenic time. The other two parameters influence stresses relatively small. The residual stresses are reduced with increasing cryogenic temperature and holding time. However, with the increase of cooling rate and warming-up rate, the residual stresses show a reverse trend.

To get the minimum stresses, the maximum values of $\mathrm{S} / \mathrm{N}$ are chosen as the green circles in Figure 3. That means, along the cutting and feeding directions, the optimized parameters are

$$
\left\{\begin{array}{l}
T=193 \mathrm{~K}  \tag{4}\\
t=24 \mathrm{H} \\
V_{c}=2 \mathrm{~K} / \mathrm{min} \\
V_{w}=0.5 \mathrm{~K} / \mathrm{min}
\end{array}\right.
$$

Through the above analysis, optimal cryogenic parameters can be finely obtained. However, it is unable to obtain the concrete magnitude of the residual stresses by using this method. Although more experiments can be conducted to investigate the residual stresses under different combinations of cryogenic process parameters, it is costly and timeconsuming. Therefore, in the next section, a new model is


Figure 3: Main effect plot of $\mathrm{S} / \mathrm{N}$ ratios.
constructed to predict the residual stress of pure iron under different cryogenic process parameters.

## 3. Residual Stresses Modeling

3.1. Exponential Model of Surface Residual Stress. Using the four parameters mentioned in the above section, a mathematical model is induced using

$$
\left\{\begin{array}{l}
\sigma_{c}=F_{c} c_{c} T^{k_{c}} t^{l_{c}} V_{c}^{m_{c}} V_{w}^{n_{c}},  \tag{5}\\
\sigma_{f}=F_{f} c_{f} T^{k_{f}} t^{l_{f}} V_{c}^{m_{f}} V_{w}^{n_{f}}, \\
\sigma=\sqrt{\left(\sigma_{c}\right)^{2}+\left(\sigma_{f}\right)^{2}}
\end{array}\right.
$$

$$
\begin{align*}
& J\left(\ln c_{x}, k_{x}, l_{x}, m_{x}, n_{x}\right) \\
& =\frac{1}{M} \sum_{i=1}^{M}\left(\ln \sigma_{x i}-\left(\ln c_{x}+k_{x} T_{x}+l_{x} t_{x}+m_{x} V_{x i}+n_{x} V_{x i}\right)\right)^{2}, \quad x=c \text { or } f \tag{7}
\end{align*}
$$

where $M$ is the number of experiments. When the minivalue of equation (7) is obtained, the coefficients in equation (5) can be derived. To realize this, equation (7) is rewritten as the matrix form:

$$
\begin{equation*}
J(\mathbf{C})=(\mathbf{Y}-\mathbf{X C})^{T}(\mathbf{Y}-\mathbf{X C}) . \tag{8}
\end{equation*}
$$

We have

Therefore, coefficients can be calculated using the partial derivative which is set to zero.

$$
\begin{equation*}
\frac{\partial J}{\partial c_{x}}=0, \quad x=c \text { or } f . \tag{10}
\end{equation*}
$$

Finally, coefficients vector $\mathbf{C}$ is solved using the following equation:

$$
\begin{equation*}
\mathbf{C}=\left(\mathbf{X}^{T} \mathbf{X}\right)^{-1} \mathbf{X}^{T} \mathbf{Y} \tag{11}
\end{equation*}
$$

Using the experimental results listed in Table 3, the coefficients are calculated and the results are

$$
\begin{cases}F_{c}=1.17, & c_{c}=1236.2, \quad k_{c}=-0.25262  \tag{12}\\ l_{c}=-0.25262, & m_{c}=0.03765, \quad n_{c}=0.01823 \\ F_{f}=1.28, & \sigma_{f}=2602.5, \quad k_{f}=-0.26892 \\ l_{f}=-0.26892, & m_{f}=0.02563, \quad n_{f}=0.02468\end{cases}
$$

Analysis of variance (ANOVA) is employed to determine the adequacy of residual stress models and the degree of correlation among model terms. The F test is used to determine the significance test. The level of confidence equals $95 \%$. The adequacy of the model is checked by correlation coefficient "Adj. R-Squared." The results of ANOVA for the cutting residual stress regression model are shown in Table 4. For the developed exponential model, regression is not significant since $P$ value is more than 0.05 . However, the $P$ value which equals 0.06419 is very close to 0.05 . The "Adj. R-Squared" of the proposed model is 0.69111 . It can verify the predictive ability of the model. The results of ANOVA for the feeding residual stress regression model are shown in Table 5. For the developed model, regression is significant since $P$-value ( 0.02596 ) is less than 0.05 . The "Adj. R-Squared" for feeding residual stress model is 0.80768 which indicates the good predictive ability and high significance of the model.

Using the presented model, the surface residual stresses for a random combination of cryogenic parameters can be predicted. Figure 4 shows the results calculated using the introduced model in (5). In this figure, single factors are considered. For example, for the up-left image, the temperature is changing. However, the other three parameters are fixed as $t=24 \mathrm{H}, V_{c}=2 \mathrm{~K} / \mathrm{min}$, and $V_{w}=0.5 \mathrm{~K} / \mathrm{min}$. The first phenomenon found in this figure is that the effect of each parameter on the residual stress can be illustrated. For temperature, the higher $T$ is, the lower the stresses are. This shows a similar trend as in Figure 3. For the other three parameters, the same regular as that in Figure 3 can be found.
3.2. Optimization Based on Genetic Algorithm (GA). Furthermore, using this model, the combination of cryogenic parameters can also be optimized. Therefore, this section proposes a way to deal with this issue. The optimization function is set as

Table 4: Analysis of variance for cutting residual stress model.

| Source | Regression | Residual error | Total |
| :--- | :---: | :---: | :---: |
| Df | 4 | 4 | 8 |
| Sum of squares | 0.15185 | 0.02774 | 0.17958 |
| Mean square | 0.03796 | 0.00693 |  |
| $F$ value | 5.4748 |  |  |
| Prob $>F$ | 0.06419 |  |  |
| Remarks | Not significant |  |  |

Table 5: Analysis of variance for feeding residual stress model.

| Source | Regression | Residual error | Total |
| :--- | :---: | :---: | :---: |
| Df | 4 | 4 | 8 |
| Sum of squares | 0.14544 | 0.01547 | 0.16091 |
| Mean square | 0.03636 | 0.00387 |  |
| $F$ value | 9.39923 |  |  |
| Prob $>F$ | 0.02596 |  |  |
| Remarks | Significant |  |  |

$$
\begin{cases}\min & (\sigma)=\min \left(\sqrt{\sigma_{c}^{2}+\sigma_{f}^{2}}\right)  \tag{13}\\
\text { s.t. } & \left\{\begin{array}{l}
T_{\min }<T<T_{\max } \\
t_{\min }<t<t_{\max } \\
V_{c \min }<V_{c}<V_{c \max } \\
V_{w \min }<V_{w}<V_{w \max }
\end{array}\right.\end{cases}
$$

where $x_{\min }$ and $x_{\max }, x=T, t, V_{c}$ or $V_{w}$ are the extreme values for each parameter.

The genetic algorithm (GA) is suitable for solving constrained or unconstrained optimization problems and can ensure global optimal solutions with a high probability. Thus, for optimization, the GA method is used to obtain the minimization stress and the corresponding combination of cryogenic parameters. The optimization steps are as follows.

Step 1. Set initial values.
The initial population size of genetic algorithm $P$ is 300 , the maximum genetic generation $\mathrm{MaxGen}=1200$, maximum iteration time span $L=20 \mathrm{~s}$, crossover fraction $P_{c}=0.9$, and mutation rate $P_{m}$ is set to 0.1 . The genetic algebra is set gen $=0$.

Step 2. Binary code the independent variables including cryogenic temperature $T$, cryogenic time $t$, cooling rate $V_{c}$, and the warming-up rate $V_{w}$.

These variables are binary coded based on their ranges, and the initial population is generated randomly. The length of chromosomes is set to 80 . Then the counts gen $=$ gen +1 are performed.

Step 3. Calculating the fitness of individuals in the population.

The robust chromosomes which have a smaller fitness are more likely generated in $(u+1)^{\text {th }}$ generation. Nevertheless, those chromosomes whose fitness is large have less opportunity generated in $(u+1)^{\text {th }}$ generation.


Figure 4: Prediction of the residual stress using the presented model.

Step 4. Crossover operation in the $(u+1)^{\text {th }}$ generation.
According to individual fitness, samples of individuals from the $u^{\text {th }}$ generation are selected and transformed to the $(u+1)^{\text {th }}$ generation for crossover operation.

Step 5. Create new individuals.
A pair of individuals in the group are taken as parents. Using the crossover probability, a single crossover operation is carried out and two new individuals are created.

## Step 6. Mutation operation.

Individuals are selected randomly in the population with a certain probability for mutation operation. New individuals are generated by changing some of the individual's genes.

Step 7. Terminate the iterative process.
If gen $\leq$ MaxGen, go to Step 2; if gen $>$ MaxGen or the value of average fitness changes continuously less than a constant over a certain algebra, the obtained individual with maximum adaptation is taken as the optimal solution, and the iterative process can be terminated.

## Step 8. Obtain the optimal cryogenic parameters.

Through translation of optimal solution code, the optimal parameters can be found.

As evolution progresses, individuals with low fitness are gradually eliminated. On the other hand, individuals with high fitness can survive in the vicinity of the optimal value. Finally, the optimal values are found. According to the above steps, the cryogenic parameters $T, t, V_{c}$, and $V_{w}$ are optimized. The algorithm is run using the optimization tool in

MATLAB R2014a software. The iterative process is shown in Figure 5.

In this figure, after 310 iterations, the genetic algorithm converges and the target residual stress $\sigma$ is 395 MPa , and corresponding cryogenic temperature $T=193 \mathrm{~K}$, cryogenic time $t=24 \mathrm{H}$, cooling rate $V_{c}=2 \mathrm{~K} / \mathrm{min}$, and warming-up rate $V_{w}=0.5 \mathrm{~K} / \mathrm{min}$. This is proved by the Taguchi method.

## 4. Results and Discussion

This section introduces an experimental strategy to measure the surface residual stress. Simultaneously, the correctness of the introduced model can be verified using the experimental database.
4.1. Measurement Strategy. The disc-like DT4E pure iron blanks with a diameter of 120 mm and an initial thickness of 5.5 mm are selected for the experiment of cryogenic treatment. The cryogenic treatment is conducted using the equipment named SL-500. The cryogenic equipment uses liquid nitrogen as the cold source which is stored in the liquid nitrogen tank. This liquid flows into the cryogenic box through the transfer pipeline in the working process. This equipment can control temperature, holding time, cooling rate, and warming-up rate automatically through a PCL touch screen. In one cryogenic cycle, the temperature is gradually declined to one of its levels. Then the workpieces are held in this situation for certain durations. Finally, the workpiece is warmed up gradually to room temperature. The temperature deviation is controlled within $\pm 2 \mathrm{~K}$. The range of temperature is from 77 K to 303 K .


Figure 5: Optimization of cryogenic parameters using GA.

To obtain the rational surface, which is suitable to detect residual stress using the $\mu$-X360s X-ray residual stress analyzer, the pure iron is machined by finish turning with the same cutting parameters. The turning process is conducted in a CNC lathe MJ520 with the same cutting parameters and cooling or lubrication conditions. The turning insert DCGT11T302-HP mounted in an SDJCL2525M11 righthand tool holder is used for the machining of pure iron. The chemical compositions of pure iron blanks are illustrated in Table 6 and the cutting parameters are listed in Table 7. Then, the samples are put on the mobile platform of the X-ray residual stress analyzer for measurement. The residual stress of each workpiece is measured four times and the average value is taken. The obtained data are shown in Figure 6.

The Debye ring at the given point on the sample surface is measured as shown in Figure 6(a). Based on this ring, the Debye profile in the range of 360 degrees can be gained. The plot between the strain and $\cos (\alpha)$ in Figure 6(c) is also derived. Based on these pieces of information, the relationship between diffraction angle vs. a can be calculated, which is shown in Figure 6(e). The half-value is calculated using the Debye profile. At the same time, full width at half maxima (FWHM) is computed. In the last image, the peak strength is evaluated. Finally, the calculation of residual stress uses the cosine a method. Measuring conditions are shown in Table 8.

Electron backscatter diffraction (EBSD) is performed to determine the texture orientation of the optimal cryogenically treated sample and without cryogenically treated sample. It is equipped with a Nordlys II Nano EBSD camera (maximum resolution: $1344 \times 1024$ pixels) from Oxford Instruments. The samples are vibration polished and argon ion polished to fully remove the surface stress layer after standard metallographic polishing is completed. The inclination angle $70^{\circ}$, working distance 15 mm , high voltage 20 KV , and beam current approximately 10 nA are used during data collection. The EBSD data is processed using HKL Technologies Channel 5 software for orientation analysis.

Table 6: The chemical composition of pure iron blanks.

| Element | $W_{t} \%$ |
| :--- | :---: |
| Fe | $>99.8$ |
| C | 0.013 |
| Si | 0.028 |
| Mn | 0.029 |
| Ni | 0.035 |
| S | 0.02 |
| Cr | 0.02 |
| Cu | 0.034 |
| P | 0.0072 |
| Al | 0.0023 |

Table 7: The cutting parameters.

| Parameters | Value |
| :--- | :---: |
| Cutting speed V (m/min) | 200 |
| Depth of cut ap $(\mathrm{mm})$ | 0.05 |
| Feed $f(\mathrm{~mm} / \mathrm{rev})$ | 0.12 |

4.2. Model Verification. To verify the model in (5), the predicted values of stress with different parameters are compared with that in the experiment. The comparison results are shown in Figure 7. It can be seen that the predicted residual stresses closely agree with the measured ones in both directions. The maximum error of the surface residual stresses is around $11.7 \%$ in the cutting direction and $9.18 \%$ in the feeding direction. Hence, the developed exponent mathematical model can be used to predict the surface residual stress of cryogenically treated pure iron material.

The experiments to verify the validity of the proposed residual stress model are conducted with the optimal cryogenic parameters, which are cryogenic temperature 193 K , cryogenic time 24 H , cooling rate $2 \mathrm{~K} / \mathrm{min}$, and temping rate $0.5 \mathrm{~K} / \mathrm{min}$. The surface residual stress is also measured using $\mu$-X360s equipment. The results of verified experiments are shown in Table 9. It can be found that the prediction error of the proposed mathematical model for surface residual stress calculation is less than $5.17 \%$ in the cutting direction and $7.14 \%$ in the feeding direction. Therefore, the model is of high accuracy.

Meanwhile, to illustrate the advantage of cryogenic treatment on reducing surface residual stress, the residual stress without cryogenic treat is also measured by the XRD. Compared with the results before treatment, the surface residual stress of the treated workpiece using optimal parameters is 329 MPa in the cutting direction and 168 MPa in the feed direction. The amount of reduction from the untreated state is 247 MPa in the cutting direction and 144 MPa in the other direction.

In the cryogenic process, the homogeneously distributed carbides and small-sized particles are formed. These carbide particles lead to an improvement in wear resistance and mechanical properties, such as the increase of the hardness and lifetime, the reduction of wear, and the change of microstructure after cryogenic treatment. This may lead to a


Figure 6: Measured stress result using the X-ray residual stress analyzer. (a) Debye ring (3D). (b) Profile. (c) $\sigma_{x}$ (cos $\alpha$ diagram). (d) $\tau_{x y}$ (sin $\alpha$ diagram). (e) Debye ring. (f) Half-value. (g) FWHM. (h) Peak strength.

Table 8: Measuring conditions of X-ray equipment.

| Item | Value |
| :--- | :---: |
| Characteristics X-ray | $\mathrm{CrK} \alpha$ |
| Diffraction line | 211 |
| Crystal structure | B.C.C |
| Tube voltage (kV) | 30 |
| Tube current (mA) | 0.1 |
| X-ray incident angle, $\psi_{0}(\mathrm{deg})$ | 35 |
| Young's modulus $E(\mathrm{GPa})$ | 224 |
| Poisson's ratio $\nu$ | 0.28 |
| Diffraction angle $2 \theta(\mathrm{deg})$ | 156.396 |

decrease in the surface tensile residual stress of the pure iron. In the other aspect, the residual stress is reduced mainly through the change of atomic lattice constant caused by volume contraction in the cryogenic environment. In the warming-up process, the diffusion ability of carbon atoms increased. The segregation of carbon atoms from the octahedral or tetrahedral site of ferrite lattice to the defect regions causes more refining grain. And the more stable tissue performance results in the reduction of residual stress. This can be proved by the inverse pole (Figures 8(a) and 8(b)) obtained by electron backscatter diffraction. The microstructure of pure iron shows a (111)


Figure 7: Actual and predicted values of surface residual stress.

Table 9: Results of verification test.

| Item | $\sigma_{c}(\mathrm{MPa})$ | $\sigma_{f}(\mathrm{MPa})$ |
| :--- | :---: | :---: |
| Experiment | 329 | 168 |
| Model | 346 | 180 |
| Error | $5.17 \%$ | $7.14 \%$ |



Figure 8: The inverse pole image of pure iron material. (a) Without cryogenic treatment. (b) Optimal cryogenic treatment.
textural trend. However, using the optimum cryogenic parameter, the texture is improved and maximum extreme density intensity (MUD) is reduced from 4.22 to 2.08 .

## 5. Conclusion

The Taguchi design is introduced to minimize the surface residual stress in the cryogenic process of pure iron. In this process, the influence of cryogenic process parameters on the surface cutting residual stress and feeding residual stress are studied by using the signal-to-noise ratios ( $\mathrm{S} / \mathrm{N}$ ) analysis. Simultaneously, a mathematical model for predicting the residual stress is established based on multiple linear regression analysis to overcome the difficulty of the Taguchi method. The following conclusions can be drawn:
(1) It is found by Taguchi's $\mathrm{S} / \mathrm{N}$ ratios analysis that, with the increase of cryogenic temperature and holding time, the surface residual stress of cryogenically treated pure iron both in the cutting and feeding directions is all reduced. In contrast, the influences of the other two parameters on stresses show a different trend.
(2) The developed mathematical model is used to calculate the surface residual stress. Compared with the experimental data, the residual stress prediction error is less than $11.7 \%$ in the cutting direction and $9.18 \%$ in the feeding direction, which indicates that the mathematical model established can predict surface residual stress of cryogenically treated pure iron with high accuracy.
(3) Within the given parameter range, the optimal cryogenic parameters for generating minimum surface stress are determined by Taguchi's $\mathrm{S} / \mathrm{N}$ ratios as cryogenic temperature 193 K , cryogenic time 24 H , cooling rate $2 \mathrm{~K} / \mathrm{min}$, and temping rate $0.5 \mathrm{~K} / \mathrm{min}$.
(4) The obtained optimal cryogenic parameters by using a genetic algorithm are consistent with the results of Taguchi's S/N ratios analysis for residual stress.
(5) Compared with the no cryogenically treated workpiece, using the obtained optimum parameters for the cryogenic treatment of pure iron, the surface residual stress is reduced by $42.9 \%$ in the cutting direction and $46.2 \%$ in the feeding direction, respectively.
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#### Abstract

It is an important part of security inspection to carry out security and safety screening with X-ray scanners. Computer vision plays an important role in detection, recognition, and location analysis in intelligent manufacturing. The object detection algorithm is an important part of the intelligent X-ray machine. Existing threat object detection algorithms in X-ray images have low detection precision and are prone to missed and false detection. In order to increase the precision, a new improved Mask R-CNN algorithm is proposed in this paper. In the feature extraction network, an enhancement path is added to fuse the features of the lower layer into the higher layer, which reduces the loss of feature information. By adding an edge detection module, the training effect of the sample model can be improved without accurate labeling. The distance, overlap rate, and scale difference between objects and region proposals are solved using DIoU to improve the stability of the region proposal's regression, thus improving the accuracy of object detection; SoftNMS algorithm is used to overcome the problem of missed detection when the objects to be detected overlap each other. The experimental results indicate that the mean Average Precision (mAP) of the improved algorithm is $9.32 \%$ higher than that of the Mask R-CNN algorithm, especially for knife and portable batteries, which are small in size, simple in shape, and easy to be mistakenly detected, and the Average Precision (AP) is increased by $13.41 \%$ and $15.92 \%$, respectively. The results of the study have important implications for the practical application of threat object detection in X-ray images.


## 1. Introduction

At present, in the express logistics industry, high-speed railway stations, airports, and other public transportation fields, the security detection of parcels, baggage, and other items is mainly realized by X-ray security machines plus manual detection by human inspectors. The detection results mainly rely on the experience of screeners, which has high input cost and low efficiency. There are many kinds of items to be detected, which may be likely to be covered by other items, so the false detection and missed detection of manual detection occur from time to time.

Computer vision plays an important role in detection, recognition, and location analysis in intelligent manufacturing. With the development of artificial intelligence, automatic detection can be realized with the help of
computer vision technology to replace manual detection. The object detection algorithm is an important part of computer vision.

Recently, deep learning has shown promising results in many image-based tasks. Convolutional neural networks (CNNs) [1] are the derivatives of deep learning, which have been widely used in various applications, such as medical image analysis and applications [2-4], face detection [5], speech recognition [6], pose estimation [7], and other computer vision tasks.

The image recognition technology is integrated into the X-ray security scanning machine to realize the automatic detection of threat items, which can greatly reduce the workload of human inspectors and improve detection efficiency and precision. It has important significance in the field of security inspection of intelligent logistics and intelligent transportation.

The research of threat object detection in X-ray images has also made some progress [8-10]. In order to generate a large number of X-ray images of bags with threat objects, Threat Image Projection (TIP) [11] was developed. A realtime TIP model based on deep learning was proposed. Therefore, this model can be used to train screeners to recognize threat objects in real-time TIP images and can be applied to automated detection of threat objects research in the future.

Mery et al. [12] attempt to make a contribution to the field of object recognition in X-ray testing by evaluating different computer vision strategies that have been proposed in the last years, such as BoWs, sparse representations, deep learning, and classic pattern recognition schemes, among others. The author believes that a CNN trained with X-ray images (instead of optical images) would lead to better results in X-ray testing.

Akcay et al. [10] compare several object detection methods and come to a conclusion: it shows that contemporary Faster R-CNN, R-FCN, and YOLOv2 approaches outperform SW-CNN, which is already empirically shown to outperform handcrafted features regarding both speed and accuracy. CNN features achieve superior performance to handcrafted BoVW features.

Gao et al. [13] propose the combination of Faster R-CNN algorithm and Feature Pyramid Network to realize the detection of small items on clothes, which shows that Faster R-CNN is effective for small items detection.

Gaus et al. [14] propose a dual CNN architecture to firstly isolate liquid and electrical objects by type and subsequently screen them for abnormalities.

The abovementioned convolutional neural networks have made some achievements in the field of threat object detection in an X-ray image, but they cannot reach the practical application level for the safe detection of Real-time X-ray images. The main difficulties in X-ray detection of threat objects are as follows: (1) Objects are blocked and overlapped, which are easy to be undetected. (2) Some threat objects are small in size and simple in shape, such as knives and portable batteries, which are easily confused with other items in X-ray images, and the object detection precision is low.

There are two kinds of object detection algorithms based on the neural network: one-stage detection algorithm and two-stage algorithm. One-stage detection algorithm is represented by YOLO [15] and SSD [16]. The full name of YOLO is "You Only Look Once," which means that the algorithm only needs one CNN operation. YOLO uses an end-to-end unified, fully convolutional network structure that predicts the objectless assurance and the bounding boxes concurrently over the whole image. YOLO resizes the input image, runs a single convolutional network on the image, and thresholds the resulting detections by model's confidence.

The full name of SSD algorithm is "single shot multibox detector." Single shot indicates that SSD algorithm belongs to the one-stage method, and multibox indicates that SSD is multibox prediction. It combined the anchor mechanism in the Faster R-CNN and the regression idea in YOLO, as the
input image feature extraction using a small convolution filter, and the feature of the different scales with different aspect ratio classification prediction.

The one-stage algorithm directly extracts features from the network to predict object classification and location, the speed is fast, but the accuracy is not as high as that of the two-stage algorithm. It is widely used in the field of video stream object detection with high real-time requirements [17-21].

The two-stage detection algorithm is represented by the R-CNN algorithm. The two-stage algorithm needs to generate a region proposal (a preselected box that may contain the object to be inspected) and then classify each candidate box (the position will also be corrected). This kind of algorithm is relatively slow because it needs to run the detection and classification process many times, but the accuracy is high.

The application scene of X-ray image threat object detection requires high recognition accuracy. So, the R-CNN algorithm with two-stage detection is more suitable for this scene. In this paper, the Mask R-CNN algorithm, which has a good effect in the field of object detection, is selected and optimized. The optimized algorithm has improved the mean Average Precision (mAP) more than the original Mask R-CNN algorithm and also improved a lot compared with other algorithms, which has the practical value of threat object detection in X-ray images.

The main contributions of this paper are as follows:
(1) An improved algorithm based on Mask R-CNN is proposed. By optimizing in the network layer, the loss of feature information is reduced; online hard negative example mining (OHEM) is used to improve the robustness of the model.
(2) Using DIoU instead of IoU makes the object region overlap more with the region proposal and the regression effect is better; SoftNMS algorithm is used to replace the NMS algorithm, which increases the object detection rate in the overlapping area of threat objects.
(3) We propose an X-ray image dataset for model training and testing. Our experimental results show that the performance of the proposed method outperforms the state-of-the-art object detection method in precision and recall rate, especially for overlapped objects and threat objects with small sizes and simple shapes.

## 2. Materials and Methods

The development process of the R-CNN algorithm is shown in Figure 1, from R-CNN [22], Fast R-CNN [23], Faster R-CNN [24] to the most advanced Mask R-CNN [25] algorithm at present, which is manifested in the continuous improvement of precision and speed, covering various fields from classification to detection, segmentation and positioning [26-30]. The two-stage detection has high detection precision and strong robustness, but the detection speed is slow. The one-stage detection has a simple structure and fast


Figure 1: The development process of R-CNN algorithm, from R-CNN to Mask R-CNN.
detection speed but low detection precision and poor antiinterference ability. From the detection speed of CNN, Faster R-CNN is slower than YOLO and other one-stage algorithms when using GPU, but it can also reach the detection speed of 5FPS [31], which can fully meet the security requirements of X-ray machines.
2.1. Mask R-CNN. Based on Faster R-CNN, Mask R-CNN introduced the segmentation branch, which is composed of four convolutions, one deconvolution, and one convolution to realize instance segmentation. Moreover, ROI Align is proposed to fix the misalignment problem of ROI pooling, which could greatly improve the segmentation accuracy. The backbone of Mask R-CNN is ResNet [32] and Feature Pyramid Networks (FPN) [33]. The backbone uses residual learning to precisely extract object features and uses the feature pyramid to fuse multiscale features so as to construct high-quality feature maps.

After feature map extraction, RPNs are applied to extract ROIs from the feature maps. Then the ROIs are aligned and pooled by ROI Align. The aligned ROIs are used to instance segmentation by convolution and fully connected networks. The structure of MaskR-CNN is shown in Figure 2.

Mask R-CNN has many applications in image segmentation [34]. Mask R-CNN incorporates the advantages of previous algorithms and improves them to make the recognition more accurate, the training speed faster, and the effect better. In particular, the feature extraction structure of ResNet residual network + FPN is introduced, which solves the problem of difficult detection of small objects and has been applied in many fields. Mask R-CNN has significantly improved the effect on small object detection [35].
2.1.1. Feature Extraction Network. Mask R-CNN uses a feature extraction network composed with a feature pyramid structure by the residual network [36], which is divided into top-down and bottom-up parts. ResNet network is used in the bottom-up path, and five feature maps with different coarse granularities are generated through $\mathrm{C}_{1}$ to $\mathrm{C}_{5}$ modules. Each module is composed of multiple residual learning structures. For example, the structure of $C_{3}$ is $\{1 \times 1,128$; $3 \times 3,128 ; 1 \times 1,512\} \times 4$. This means that four residual
learning structures are included, each of which consists of 3 convolution layers, with convolution kernels of $1 \times 1,3 \times 3$ and $1 \times 1$, and the number of channels of 128,128 , and 512 , respectively. In the bottom-up path, the step size of the first convolution kernel in each stage is 2 , and the step size of other convolution kernels is 1 . Therefore, the size of the feature map is halved every time it passes through a module, and feature maps with different sizes can be obtained in this way.

In the top-down path, the high-level features are sampled twice, then the features obtained by $1 \times 1$ convolution are fused with those obtained by the bottom-up path, and finally a new feature map P2~P5 is obtained by $3 \times 3$ convolution. As shown in Figure 3, when an image with a size of $1024 \times 1024$ is input, the final feature map size is $\{32 \times 32$, $64 \times 64,128 \times 128,256 \times 256\}$.
2.1.2. Region Proposal Network. Region Proposal Network [37] (RPN) is a full convolution neural network that uses the feature map to calculate the position of objects in images and can accept images of different sizes as input.

Different from the traditional Selective Search [38], the input of the RPN network is the feature map obtained by the feature extraction network. As shown in Figure 4, a multiscale anchor is generated by a sliding window in the feature map.

Further, as shown in Figure 5, RPN regresses each feature vector in the feature map to obtain a correction vector to correct the anchor. The correction value includes two confidences of foreground and background and fourposition information, among which the correction mode of position information is shown in formula (1). Windows are generally represented by four-dimensional vectors $(x, y, w$, $h) . x, y$ is the coordinate of the center point, and $w$ and $h$ are the width and height of the candidate bounding box. By moving and zooming, the candidate bounding box is closer to its real position.

A large number of candidate bounding boxes can be obtained after the correction of anchor, and the foreground and background scores of these candidate bounding boxes are calculated, and the more accurate candidate bounding boxes are filtered out by nonmaximum suppression (NMS) [39].

$$
\left\{\begin{array}{l}
x=(1+\Delta x) \cdot x  \tag{1}\\
y=(1+\Delta y) \cdot y \\
w=\exp (\Delta w) \cdot w \\
h=\exp (\Delta h) \cdot h
\end{array}\right.
$$

2.1.3. ROI Align. Since there is a certain correspondence between the image to be detected and the feature map of the image, mapping the target region in the image to the feature map is called a region of interest (ROI) mapping. In the Faster R-CNN algorithm, this process is completed in the ROI pooling layer, which converts input images of different sizes into a fixed dimensional feature vector output for


Figure 2: Mask R-CNN algorithm flow.


Figure 3: Feature extraction network using ResNet101.
subsequent head network training. The ROI Pooling uses the nearest-neighbor interpolation for region scaling, so if floating-point numbers are encountered in the process of pooling, they will be rounded off, resulting in the loss of information and then affecting the accuracy of detection.

The Mask R-CNN algorithms use ROI Align instead of ROI Pooling to avoid the loss of information. As shown in Figure 6, ROI Align uses bilinear interpolation in the process
of region scaling, and the specific steps are traversing each candidate region, retaining the region boundary of floatingpoint numbers and dividing the candidate region into $k \times k$ cells, and the boundary of each cell also retains floatingpoint numbers.

The bilinear interpolation is used to calculate the fixed four candidate regions and divide them into $k \times k$ cells, and the boundaries of each cell are also preserved as floating-


Figure 4: A multiscale anchor, generated by sliding window.


Figure 5: Correction process, the candidate bounding box is closer to its real position.
point numbers. Finally, the bilinear interpolation is used to calculate the values of fixed four coordinate positions, and then the max-pooling is carried out. ROI Align solves the problem of information loss in ROI Pooling by introducing bilinear interpolation for pooling, which turns the original discrete pooling process into a continuous process.
2.1.4. Network Header. Similar to Faster R-CNN, the network header of Mask R-CNN calculates the input characteristics of ROI Align. A fully connected layer plus Softmax is usually used to classify region proposals. At the same time, the region proposal is modified by two-stage regression in the same way as in the RPN process.

In addition, on the basis of classification and regression, Mask R-CNN obtains the accurate position information of the object through an FCN segmentation network [40] according to the obtained object border.

As shown in Figure 7, the input of the FCN segmentation network is the $14 \times 14$ characteristic map output by ROI Align, and the original $14 \times 14$ size is maintained using four $3 \times 3$ convolutional layers, then the size is boosted to $28 \times 28$ by a $2 \times 2$ deconvolution layer, and finally the $28 \times 28$ output is obtained by a $1 \times 1$ convolutional layer with a sigmoid activation layer. Each point in the output is the confidence of foreground and background in the region proposal, and the points are classified with a threshold of 0.5 to finally get the precise region of the target object.
2.2. Optimization of Mask R-CNN Algorithm. The process of using the Mask R-CNN algorithm to detect threat objects from an X-ray image is shown in Figure 8. Through network optimization, IoU index optimization, optimizer improvement, and prediction optimization of Mask R-CNN, the accuracy of threat object detection through X-ray by Mask $\mathrm{R}-\mathrm{CNN}$ is improved.
2.2.1. Network Optimization. (1). Feature Extraction Optimization. In the feature extraction network, the high-level features focus on the overall object and the low-level features focus on the texture of the object, and the object can be better detected and localized by the low-level features. In the original feature extraction network shown in Figure 3, much information is lost in the lower layers, and the local texture of the object plays a greater role in the effectiveness of object detection due to the particularity of the X-ray image. Therefore, the original feature extraction network has room for improvement. Referring to the feature extraction network in PANet proposed in [41], as shown in Figure 9, this paper adds a bottom-up enhancement path after the topdown feature network in Figure 3 and fuses the low-level features into the high-level features again to avoid the loss of information.
(2) Online Hard Negative Example Mining. Traditional RPN network needs to take out ROI according to positive and negative samples of $1: 3$, in which the judgment condition of


Figure 6: ROI Align, using bilinear interpolation to avoid the loss of information.


Figure 7: FCN segmentation network, output by ROI Align.
positive samples is that IoU is greater than 0.5 , and the judgment condition of negative samples is that IoU is between $[0.1,0.5)$. The reason why it needs to be greater than 0.1 is to do a heuristic mining of hard examples. However, compared with online hard example mining (OHEM) [42], this heuristic hard example mining only uses prior hyperparameters, and OHEM can mine online hard examples, so it is more suitable for the iterative training mode of Mask R-CNN.

In the Mask R-CNN algorithm, ROI Align and its subsequent networks are called ROI networks. OHEM accomplishes online hard example mining by building two ROI networks. The idea is as follows: in the model training network, more ROIs are generated by the RPN network.

As shown in Figure 10, these ROIs are first passed to an OHEM network the same as the original ROI network, and the information of this network is only passed forward. The OHEM network calculates the loss of all ROLs and then sorts the ROIs by Loss, selects the specified number of ROIs with larger loss, and passes these ROIs to the ROI network for model training. Obviously, compared with selecting positive and negative samples through prior parameters, this online
hard example mining can filter out more hard examples, and the robustness of the model can be improved by this training method.
(3) Edge Detection. X-ray image labeling often cannot be accurately labeled to the edges of objects, and most cases are labeled with rectangular boxes. Therefore, when using the Mask R-CNN algorithm directly, the accuracy of the Mask part will be affected. That is, the calculated $\mathrm{L}_{\text {Mask }}$ cannot accurately reflect the actual situation. In order to reduce the error, the Sobel operator is introduced before calculation, and the Mask new and $\mathrm{GT}_{\text {new }}$ are generated by the Sobel operator interacting with Mask and GT (Ground Truth) after Gaussian filter denoising.

Sobel operator is a commonly used edge detection operator [43], which interacts with Mask by using the Sobel operator. Sobel operator contains two sets of $3 \times 3$ matrices, representing horizontal and vertical, respectively. The horizontal and vertical luminance difference approximations can be obtained by plane convolution with the image. $G x$ and Gy represent the image gray values of edge detection by horizontal and vertical, respectively.


Figure 8: Mask R-CNN structure, from the input image to object classification and prediction.

The derivatives are derived in both directions as shown in equations (2) and (3), and then for each point of the image, the approximate gradient is derived as shown in equation (4).

$$
\begin{align*}
G_{x} & =\left[\begin{array}{ccc}
-1 & 0 & 1 \\
-2 & 0 & 2 \\
-1 & 0 & 1
\end{array}\right] * \text { Mask, }  \tag{2}\\
G_{y} & =\left[\begin{array}{ccc}
-1 & -2 & -1 \\
0 & 0 & 0 \\
1 & 2 & 1
\end{array}\right] * \text { Mask, }  \tag{3}\\
\text { Mask }_{\text {new }} & =G=\sqrt{G_{x}^{2}+G_{y}^{2}} . \tag{4}
\end{align*}
$$

Sobel operator can make the features of edges in Mask and GT more prominent while weakening the nonedge part, so using the processed Mask ${ }_{\text {new }}$ and $\mathrm{GT}_{\text {new }}$ to calculate $\mathrm{L}_{\text {mask }}$ can make the Mask part fit more accurately.
2.2.2. IoU Index Optimization. In the traditional Mask R-CNN algorithm, IoU is used as a measure of the overlap degree of candidate regions. By calculating IoU, positive and negative samples can be determined, and the distance between candidate regions and the target objects can also be evaluated. Its advantage is that it is insensitive to scale and is not affected by the image to be detected and the size of the object.

However, IoU still has some limitations. For example, IoU cannot accurately reflect the coincidence degree between the two regions. As shown in Figure 11, when two regions overlap in different ways, the same IoU may be obtained. Obviously, the two regions in the first group have high overlap and better regression, while the last group has low overlap and poor regression.

To avoid these problems, DIoU (Distance-IoU) [44] can be used instead of IoU, which is more suitable for regression of candidate regions than traditional IoU. DIoU takes into account the distance, overlap rate, and scale between the object and the candidate region, and the regression of the
candidate region can be more stable by using DIoU. The definition of DIoU is shown in the following formula:

$$
\begin{equation*}
\mathrm{DIoU}=\mathrm{IoU}-\frac{\rho^{2}\left(b, b^{g t}\right)}{c^{2}} \tag{5}
\end{equation*}
$$

where $\rho\left(b, b^{g t}\right)$ represents the Euclidean distance between the center points of the two regions and $c$ represents the diagonal distance of the minimum closed region containing both candidate regions, as shown in Figure 12. Compared with the traditional IoU, DIoU can directly minimize the distance between the center point of the prediction box and the real box, accelerate convergence, reduce errors, make the regression effect better, and make the results obtained in the process of SoftNMS more reasonable and effective.
2.2.3. Optimizer Improvement. When using the existing algorithms, the parameters of the model are updated by Mini-Batching. Because the image takes up too much video memory, in most cases, the hardware conditions cannot meet the requirement of training all samples at the same time. The idea of Mini-Batching is that during the training process of the model, each Epoch disrupts all the samples and generates multiple fixed-size subsets (MiniBatch). The optimizer trains one Mini-Batch at a time and averages and updates the parameters trained by each sample in this Mini-Batch to the model. When the size of Mini-Batch is too small, this method almost degenerates to stochastic gradient descent (SGD) [45]. Compared with object detection in other scenarios, X-ray images tend to have fewer positive examples, which can lead to very few positive examples trained in each Mini-Batch when the size of the Mini-Batch is too small, resulting in greater randomness in model optimization.

To reduce the effect, this paper introduces a hyperparameter (integer $n$ ). In the training process of the model, the weight updating of the model is not carried out after each training of Mini-Batch. When $n$ MiniBatches are trained, the mean value of the weights in multiple Mini-Batches is calculated, and the model


Figure 9: Improved feature extraction network from N2 to N5.


Figure 10: Training network with OHEM.
weights are updated. The purpose of expanding the size of Mini-Batch is achieved by this method.
2.2.4. Prediction Optimization. In the process of RPN, after the anchor is modified, the candidate regions need to be filtered by the NMS algorithm, and all the candidate regions are sorted according to their scores. The candidate region $A_{0}$ with the highest score is selected, and the intersection of union (IoU) of $A_{0}$ with another candidate region $A_{i}$ is calculated. For $A_{i}$, whose IoU is higher than the specified threshold, it will be deleted, and then the one with the highest score is selected from the remaining candidate regions to repeat this step until no candidate regions can be deleted.

By this method, redundant candidate regions can be eliminated and the best detection position can be found. However, the NMS algorithm still has some limitations. On the one hand, it is a challenge to set a suitable threshold value. If the threshold value is set too high, fewer candidate regions will be removed, resulting in the ineffectiveness of the NMS algorithm; on the contrary, if the setting is too low, more candidate regions may be deleted, resulting in missed detection. On the other hand, if there are two objects with high coincidence in the image to be detected, the NMS algorithm will delete the objects with relatively low scores, so in this case, it is very likely to cause the missed detection of threat objects. The reason for this problem is
that the NMS algorithm only considers the coincidence degree of other candidate regions and the candidate regions with the highest score but does not pay attention to the scores of these candidate regions. Through the recognition precision of NMS and SoftNMS [46], SoftNMS improves the effect significantly. To solve this problem, SoftNMS is used instead of the NMS algorithm, as shown in formula (6), where $S_{i}$ is the classification confidence, $N_{t}$ is the threshold, and $M$ is the box with the highest confidence.

$$
S_{i}= \begin{cases}S_{i}, & \operatorname{IoU}\left(M, b_{i}\right)<N_{t}  \tag{6}\\ 0, & \operatorname{IoU}\left(M, b_{i}\right) \geq N_{t}\end{cases}
$$

In the NMS algorithm, the candidate region that overlaps with the highest scoring candidate region $M$ will be deleted with a score of 0 . In the SoftNMS algorithm, the score of the candidate region is deducted by multiplying the score of the candidate region by Gaussian weight, as shown in the following formula:

$$
\begin{equation*}
S_{i}=S_{i} e^{-i o u\left(M, b_{i}\right)^{2} / \sigma} \tag{7}
\end{equation*}
$$

When the overlapping candidate region has a high score, this method can avoid the candidate region being filtered out.

Taking the knife as an example, when the image to be detected is shown in Figure 13, the part marked by the color box is the threat object, and the two knives marked by the green box and blue box on the far left have more overlap. The result of the detection using the NMS algorithm is shown in Figure 14(a), and the knife with a lower score on the left side (corresponding to the green box in Figure 13) is filtered by the NMS algorithm, resulting in missed detection.

The detection results after replacing the NMS algorithm in Figure 14(a) with the SoftNMS algorithm are shown in Figure 14(b). Although the prediction probability of the missed detection of knives caused by the NMS algorithm is lower, they are not filtered out by the SoftNMS algorithm. Therefore, in this way, under the condition of ensuring the same detection precision of other items, the problem of missed detection by the NMS algorithm when there are multiple overlapping objects in the image can be effectively avoided.


Figure 11: Different overlapping ways of the same IoU.


Figure 12: DIoU loss for bounding box regression.


Figure 13: An example with ground truth.

## 3. Results and Discussion

3.1. Preprocessing of X-Ray Image Data. The original X-ray image contains many redundant parts, such as the text in the upper and lower parts and the blank background in Figure 15(a), but only the region marked by the dashed line in the figure is useful for algorithm training and prediction.

If the original image is directly used for algorithm training, on the one hand, there will be redundant noise which may lead to an inefficient training effect, and on the
other hand, the size of the image passed into the training will be too large to slow down the speed of the algorithm training. Therefore, it is necessary to preprocess the original image before accessing the algorithm training and image analysis module. The contour detection algorithm in OPENCV can effectively identify the cargo in the original image, and the image processed by the algorithm is shown in Figure 15(b). Since the model training is implemented on the GPU, the redundant parts of the image are eliminated after preprocessing, the occupied video memory becomes smaller, and more images


FIgURe 14: Detection results using NMS algorithm and SoftNMS algorithm. (a) Result of NMS. (b) Result of SoftNMS.


Figure 15: X-ray image preprocessing. (a) Original X-ray image. (b) Preprocessed image; the blank area was removed.
can be trained each time, so the effectiveness and efficiency of the algorithm training can be improved.

### 3.2. Experimental Environment and Parameter Settings.

 The hardware used in the experiment is shown in Table 1, and the software environment is shown in Table 2:The X-ray image dataset is shown in Figure 16. We chose images from SIXray dataset [47] and simulated threat object images from the X-ray machine. It contains 5 classes of threat objects: knife, gun, liquid, mobile phone, and portable battery, with 6155 images in the train set and 560 images in the validation set. The algorithm parameters are set to train 2 images each time, and each Epoch contains 1000 trainings. The learning rate of the first 120 Epoch is 0.001 , and then it is adjusted to 0.0001 . The final algorithm achieves the best convergence effect at 160.

In order to verify the effectiveness of the improved algorithm, Mask R-CNN and other object detection algorithms are used to train the same dataset, and the training results are compared.
3.3. Comparison between Improved Algorithm and Mask $R-C N N$. In order to verify the effectiveness of the improved parts, the training results of the Mask R-CNN algorithm are compared with the detection results of the improved algorithm, and the results are shown in Figure 17.

The horizontal axis in Figure 17 is the recall rate, the vertical axis is the precision rate, and the three curves represent the detection effect under different IoU thresholds. The area below the curve is the AP value. It can be seen that in the results of the two algorithms, liquid, gun, and cell phone can be detected effectively. This is because the features of liquid, gun, and cell phone are obvious, and the objects and background are easy to distinguish, so recall and precision are both high; the knife and the portable battery have simple shapes, no obvious features, and it is not easy to distinguish between objects and background, so recall and precision are low. In the original Mask R-CNN algorithm, the detection effect of the knife and the portable battery are poor, while in the improved algorithm, the detection effect has been significantly improved.

It can be seen that the recall rate of the two classes of items, knife, and portable battery, is significantly increased

Table 1: Hardware environment.

| CPU | Inter (R) Core (TM) i7-2600 CPU @3.40 GHz |
| :--- | :---: |
| GPU | TitanX 12G |
| Memory size | 32 GB |

Table 2: Software environment.

| Operation System | CentOS 7 |
| :--- | :---: |
| Development language | Python 3.6 |
| Deep-learning API | Keras 2.0 |
| Deep-learning framework | TensorFlow 1.3 |



Figure 16: X-ray image dataset, including 5 classes of threat objects: knife, gun, liquid, mobile phone, and portable battery.


Figure 17: Comparison of detection effects of multiple objects.
in the improved algorithm (shown in the figure as the right shift of the intersection of the curve with the $X$-axis), and the accuracy rate is also obviously improved (shown in the figure as the upward shift of the curve, i.e., the increase of the value of $Y$ for the same value of $X$ ).

From the aspect of algorithm structure, the improved algorithm has made a variety of optimizations in the network part (adding PANet enhancement path, introducing online hard example mining, introducing edge detection operator, optimizing IoU index, and improving optimizer), which has significantly improved the extraction effect of feature information and training effect of the algorithm. At the same time, SoftNMS is used to replace NMS in the inference part of the model, which reduces the cases where the detection objects are filtered out due to overlap and thus improves the recall rate of the algorithm model.
3.4. Comprehensive Comparison. The detection effect of the improved algorithm is compared with Mask R-CNN, Faster R-CNN, YOLOv3, and SSD513, and AP50 is used as the criterion. The results are shown in Table 3.

As can be seen, the detection effect of the one-stage algorithm (YOLOv3 and SSD513) is obviously lower than that of the two-stage algorithm due to its relatively simple network. The Mask R-CNN is improved based on Faster R-CNN, so the detection effect is better than that of Faster R-CNN, which is also a two-stage algorithm. Compared with the original Mask R-CNN algorithm, the improved algorithm in this paper has a significant improvement in detection effect because of the various optimizations mentioned above. The improved Mask R-CNN algorithm

Table 3: Comparison of algorithm recognition results (AP50).

| Threat objects |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Algorithm | Knife <br> $(\%)$ | Liquid <br> $(\%)$ | Gun <br> $(\%)$ | Phone <br> $(\%)$ | Portable <br> battery <br> $(\%)$ | Mean <br> $(\%)$ |
| Ours | 83.75 | 99.01 | 96.74 | 93.74 | 88.74 | 92.40 |
| Mask R- | 70.34 | 94.43 | 90.22 | 87.60 | 72.82 | 83.08 |
| CNN |  |  |  |  |  |  |
| Faster R- | 45.74 | 90.63 | 86.78 | 73.77 | 71.86 | 73.76 |
| CNN | 39.16 | 90.12 | 85.77 | 70.03 | 69.53 | 70.92 |
| YOLOv3 | 39.75 |  |  |  |  |  |
| SSD513 | 38.51 | 84.35 | 76.74 | 63.42 | 61.92 | 64.99 |

increases the value of mAP by $9.32 \%$, and the AP values of the knife and portable battery with poor detection effect in the original Mask R-CNN algorithm is increased by $13.41 \%$ and $15.92 \%$, respectively.

## 4. Conclusions

In order to realize the intelligent manufacturing of X-ray machine equipment, it is necessary to improve the accuracy of object detection. An improved algorithm based on Mask R-CNN is proposed in this paper, aiming at the problems of irregular placement, occlusion and overlap, small size, and simple shape in X-ray security inspection images.
(1) We optimized the network layer: bottom-up enhancement paths are added to fuse the features of the lower layers into the higher ones; we used OHEM to improve the robustness of the model. The training effect of sample model when accurate labeling is not
possible is improved by adding an edge detection module.
(2) We used DIoU instead of IoU to make the coincidence degree of object region and candidate region higher and the regression effect better. We selected the SoftNMS algorithm to replace the original NMS algorithm, which increased the object detection rate in the overlapping area of threat objects.
(3) We made an X-ray images dataset which included 5 classes of threat objects: knife, gun, liquid, mobile phone, and portable battery. The experimental results showed that the improved Mask R-CNN algorithm increases the mAP value by $9.32 \%$ compared with the original Mask R-CNN algorithm, and the AP values of knife and portable battery with poor detection effect increase by $13.41 \%$ and $15.92 \%$, respectively.
(4) The proposed algorithm compared with other advanced algorithms such as Faster R-CNN, YOLOv3, SSD513. The results also indicated that the improved Mask R-CNN accomplished the most accurate precision attaining a mean accuracy precision of $92.40 \%$ with the test data set.

In summary, the results show the effectiveness and robustness of our proposed algorithm for threat object detection in X-ray images. Therefore, more research will be conducted to improve the accuracy of the small object such as knives and portable batteries with relatively low AP values.
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#### Abstract

In this paper, an efficient multiscale finite element method via local defect-correction technique is developed. This method is used to solve the Schrödinger eigenvalue problem with three-dimensional domain. First, this paper considers a three-dimensional bounded spherical region, which is the truncation of a three-dimensional unbounded region. Using polar coordinate transformation, we successfully transform the three-dimensional problem into a series of one-dimensional eigenvalue problems. These one-dimensional eigenvalue problems also bring singularity. Second, using local refinement technique, we establish a new multiscale finite element discretization method. The scheme can correct the defects repeatedly on the local refinement grid, which can solve the singularity problem efficiently. Finally, the error estimates of eigenvalues and eigenfunctions are also proved. Numerical examples show that our numerical method can significantly improve the accuracy of eigenvalues.


## 1. Introduction

As an important equation in quantum mechanics, Schrödinger eigenvalue problems have important physical background modern electronic structure computations [1,2]. Thus, finite element methods for solving this problem become an important topic which has attracted the attention of mathematical and physical fields: a priori error estimate is discussed in [3], some posteriori error estimates and adaptive algorithms have been studied in [4-7], and, in addition, it also includes twoscale method [8-12] and the extrapolation methods [13-16].

It is worth noting that some researchers $[5,6,17]$ constructed a series of efficient algorithms to solve PDE eigenvalue problems with angular singularity. For elliptic boundary value problem, Xu and Zhou [18] combined two-grid finite element discretization scheme with the local defect correction to propose a general and powerful parallel-computing technique. This technique has been used and developed by many scholars, for instance, it can be used to solve Stokes equation (see [19, 20]), Especially, Xu and Zhou [21], Dai and Zhou [22], and Bi et al. [23-25] developed this method and established local
and parallel three-scale finite element discretizations for symmetric elliptic singular eigenvalue problems.

As a matter of fact, due to the influence of Coulomb potentials, the convergence order of three-dimensional numerical methods and the computational efficiency of numerical methods will further deteriorate [26]. Therefore, one of the most direct and effective methods is to transform the three-dimensional problem into one-dimensional problem. Inspired by [27-29] and others references, it is necessary to further study the high-precision numerical method for singular problems. Therefore, in this paper, we turn to discuss finite element multiscale discretization based on local defect correction. We further apply local defectcorrection technique proposed by Xu and Zhou to Schrödinger eigenvalue problems, and our work has the following features. (1) We first extend local and parallel three-scale finite element discretizations for symmetric eigenvalue problems established by Dai and Zhou [22] to solve Schrödinger eigenvalue problem. (2) Based on [23], we establish a new multiscale finite element discretization method by local refinement, and this scheme repeatedly
makes defect correction on finer and finer local meshes to make up for accuracy loss caused by abrupt changes of local mesh size in three-scale scheme. (3) For the two-scale algorithms in [8, 10], we prove the local error estimates of eigenfunctions. (4) Our scheme is simple and easy to carry out, and theoretical analysis and numerical experiment verify its efficiency to solve the singular Schrödinger eigenvalue problem.

The rest of this paper is organized in the following way. in Section 2, we will briefly introduce Schrödinger eigenvalue problem and the associated dimension reduction scheme. In Section 3, we will establish the multiscale finite element method. The error estimates of eigenvalues and eigenfunctions will be studied in Section 4. Several numerical experiments are presented in Section 5 to demonstrate the accuracy and efficiency of our algorithm. Some concluding remarks are given in Section 6.

$$
\begin{align*}
-\frac{1}{2} \Delta \psi+V \psi & =\lambda \psi, \quad \text { in } \mathbb{R}^{3}  \tag{1}\\
\lim _{|x| \longrightarrow \infty} \psi & =0 \tag{2}
\end{align*}
$$

where $V$ is the effective potential and $x=\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3}$.
Applying a truncation from a unbounded domain $\mathbb{R}^{3}$ to a bounded spherical domain $\mathbb{B}^{3}:=\left\{x \in \mathbb{R}^{3}:|x|<R\right\}$, we find

$$
\begin{align*}
& -\frac{1}{2} \Delta \psi+V \psi=\lambda \psi, \quad \text { in } \mathbb{B}^{3},  \tag{3}\\
& \psi=0, \quad \text { on } \partial \mathbb{B}^{3} .
\end{align*}
$$

Using the spherical coordinate transformation [27], problems (1) and (2) are equivalent to

## 2. Dimension Reduction Scheme

Consider the Schrödinger eigenvalue problem:

$$
\begin{align*}
-\frac{1}{2} \partial_{t}\left((t+1)^{2} \partial_{t} u_{k}\right)+\frac{k(k+1)}{2} u_{k}+\frac{R^{2}}{4}(t+1)^{2} V_{0}(r) u_{k} & =\lambda_{k} \frac{R^{2}}{4}(t+1)^{2} u_{k}  \tag{4}\\
u_{k}(1) & =0 \tag{5}
\end{align*}
$$

This problem has singularities towards $t=-1$.
Next, we introduce the weighted Sobolev spaces on $\Omega:=(-1,1)$ :

$$
\begin{align*}
L_{\omega}^{2}(\Omega) & :=\left\{v: \int_{\Omega} \omega v^{2} \mathrm{~d} t<\infty\right\}, \\
H_{\omega, k}^{1}(\Omega) & :=\left\{v: \partial_{t}^{m} v \in L_{\omega}^{2}(\Omega) \text { if } k=0, \partial_{t}^{m} v \in L_{\omega^{m}}^{2}(\Omega) \text { if } k\right. \\
& \geq 1, m=0,1, v(1)=0\}, \tag{6}
\end{align*}
$$

with $\omega(t):=(t+1)^{2}$. For simplicity of notations in the reminder, we omit the subscript $k$ in $u_{k}$ and $\lambda_{k}$ and denote $H_{\omega, k}^{1}(\Omega)$ by $H_{\omega}^{1}(\Omega)$ for short.

The variational form of (4) and (5) is to find $\lambda \in \mathbb{R}$ and nonzero $u \in H_{\omega}^{1}(\Omega)$, satisfying

$$
\begin{equation*}
a(u, v)=\lambda b(u, v), \quad \forall v \in H_{\omega}^{1}(\Omega) \tag{7}
\end{equation*}
$$

where

$$
\begin{aligned}
a(u, v)= & \int_{\Omega} \frac{1}{2}(t+1)^{2} u^{\prime} v^{\prime}+\frac{k(k+1)}{2} u v+\frac{R^{2}}{4}(t+1)^{2} \\
& \left(V_{0}(r)+\mu\right) u v \mathrm{~d} t \\
b(u, v)= & \int_{\Omega} \frac{R^{2}}{4}(t+1)^{2} u v \mathrm{~d} t
\end{aligned}
$$

with $\mu>0$. According to Theorem 1 in [27], $a(\cdot, \cdot)$ and $b(\cdot, \cdot)$ define the inner product in $H_{\omega}^{1}(\Omega)$ and $L_{\omega}^{2}(\Omega)$, respectively. Let $\|\cdot\|_{a}$ and $\|\cdot\|_{b}$ be the norm induced by the inner products $a(\cdot, \cdot)$ and $b(\cdot, \cdot)$. Let $\|\cdot\|_{a}$ and $\|\cdot\|_{b}$.

For $D \subset \Omega_{0} \subset \Omega$, we use $D \subset \subset \Omega_{0}$ to mean that $\operatorname{dist}\left(\partial D \backslash \partial \Omega, \partial \Omega_{0} \backslash \partial \Omega\right)>0$.

Assume that $\pi_{h}(\Omega)=\{\tau\}$ is a mesh of $\Omega$ with mesh-size function $h(x)$ whose value is the diameter $h_{\tau}$ of the element $\tau$ containing $x$, and $h(\Omega)=\max _{x \in \Omega} h(x)$ is the mesh diameter of $\pi_{h}(\Omega)$. We write $h(\Omega)$ as $h$ for simplicity. Let $V_{h}(\Omega) \subset C(\bar{\Omega})$, defined on $\pi_{h}(\Omega)$, be a space of piecewise polynomials, and $V_{h}^{0}(\Omega)=V_{h}(\Omega) \cap H_{\omega}^{1}(\Omega)$. Given $G \subset \Omega$, we define $\pi_{h}(G)$ and $V_{h}(G)$ to be the restriction of $\pi_{h}(\Omega)$ and $V_{h}(\Omega)$ to $G$, respectively, and

$$
\begin{align*}
& V_{h}^{0}(G)=\left\{v \in V_{h}^{0}(\Omega):\left.v\right|_{\partial G} \backslash \partial \Omega=0\right\}, \\
& V_{0}^{h}(G)=\left\{v \in V_{h}^{0}(\Omega): \operatorname{supp} v \backslash \partial \Omega \subset \subset G\right\} . \tag{9}
\end{align*}
$$

For any $G \subset \Omega$ mentioned in this paper, we assume that it aligns with $\pi_{h}(\Omega)$ when necessary.

In this part, $C$ denotes a positive constant independent of $h$, which may not be the same constant in different places. For simplicity, we use the symbol $x \leqq y$ to mean that $x \leq C y$.

We adopt the following assumptions similar as in [18] for meshes and finite element space.
(A0) There exists $\nu \geq 1$ such that $h(\Omega)^{\nu} \leq h(x), \forall x \in \Omega$.
(A1) There exists $r \geq 1$ such that, for $w \in H_{\omega}^{1}(\Omega)$ $\cap H^{1+t}(\Omega)$,
$\inf _{v \in V_{h}^{0}(\Omega)}\left(\left\|h^{-1}(w-v)\right\|_{b}+\|w-v\|_{a}\right) \leq h^{t}\|w\|_{1+t}, \quad 0 \leq t \leq r$.
(A2) Inverse Estimate. For any $v \in V_{h}\left(\Omega_{1}\right)$, $\|v\|_{a, \Omega_{1}} \lesssim\left\|h^{-1} v\right\|_{b, \Omega_{1}}$.
(A3) Superapproximation. For $G \subset \Omega_{1}$, let $\widetilde{\omega} \in C^{\infty}(\bar{\Omega})$ with supp $\widetilde{\omega} \backslash \partial \Omega \subset \subset G$. Then, for any $w \in V_{h}(G)$, there exists $v \in V_{h}^{0}(G)$ such that $\left\|h^{-1}(\widetilde{\omega} w-v)\right\|_{a, G}$ $\lesssim\|w\|_{a, G}$.

The finite element approximation of (7) is given; find $\lambda_{h} \in C$ and $u_{h} \in V_{h}^{0}(\Omega),\left\|u_{h}\right\|_{a}=1$, satisfying

$$
\begin{equation*}
a\left(u_{h}, v\right)=\lambda_{h} b\left(u_{h}, v\right), \quad \forall v \in V_{h}^{0}(\Omega) \tag{11}
\end{equation*}
$$

Define the solution operator $T: L_{\omega}^{2}(\Omega) \longrightarrow H_{\omega}^{1}(\Omega)$ and $T_{h}: L_{\omega}^{2}(\Omega) \longrightarrow V_{h}^{0}(\Omega)$ as follows:

$$
\begin{gather*}
a(T g, v)=b(g, v), \quad \forall v \in H_{\omega}^{1}(\Omega)  \tag{12}\\
a\left(T_{h} g, v\right)=b(g, v), \quad \forall v \in V_{h}^{0}(\Omega) \tag{13}
\end{gather*}
$$

Problems (7) and (11) have the equivalent operator forms (14) and (15), respectively:

$$
\begin{gather*}
T u=\lambda^{-1} u  \tag{14}\\
T_{h} u_{h}=\lambda_{h}^{-1} u_{h} \tag{15}
\end{gather*}
$$

The following regularity assumption is needed in theoretical analysis. For any $f \in L_{\omega}^{2}(\Omega), T f \in H_{\omega}^{1}(\Omega) \cap H^{1+\gamma}$ $(\Omega)$ satisfies

$$
\begin{equation*}
\|T f\|_{1+\gamma} \leq C_{\Omega}\|f\|_{b} . \tag{16}
\end{equation*}
$$

According to [30] and Section 5.5 in [31], the above assumption is reasonable.

For some $G \subset \Omega$, we need the following local regularity assumption.
$\mathbf{R}(\mathbf{G})$ : for any $f \in L_{\omega}^{2}(G)$, there exists a $\phi \in H_{\omega}^{1}(G)$ $\cap H^{1+\gamma}(G)$ satisfying

$$
\begin{align*}
a(\phi, v) & =b(f, v), \quad \forall v \in H_{\omega}^{1}(G), \\
\|\phi\|_{1+\gamma, G} & \leq C_{G}\|f\|_{b, G} \tag{17}
\end{align*}
$$

where $C_{\Omega}$ and $C_{G}$ are two priori constants.
Define the Ritz projection $P_{h}: H_{\omega}^{1}(\Omega) \longrightarrow V_{h}^{0}(\Omega)$ by

$$
\begin{equation*}
a\left(u-P_{h} u, v\right)=0, \quad \forall v \in V_{h}^{0}(\Omega) \tag{18}
\end{equation*}
$$

Then, $T_{h}=P_{h} T$ (see [32]).
Let $M(\lambda)$ be the space spanned by all generalized eigenfunctions corresponding to $\lambda$ of $T, M_{h}(\lambda)$ be the space spanned by all generalized eigenfunctions corresponding to all eigenvalues of $T_{h}$ that converge to $\lambda$.

We also need the lemma as follows (see $[8,10]$ ).

Lemma 1. Let $(\lambda, u)$ be an eigenpair of (7). Then, for all $w \in H_{0}^{1}(\Omega), w \neq 0$,

$$
\begin{equation*}
\frac{a(w, w)}{b(w, w)}-\lambda=\frac{a(w-u, w-u)}{b(w, w)}-\lambda \frac{b(w-u, w-u)}{b(w, w)} . \tag{19}
\end{equation*}
$$

The a priori error estimates of the finite element approximations (11) can be found in [3, 32].

Lemma 2. Assume that $M(\lambda) \subset H^{r+s}(\Omega)(0<s<1)$. Then,

$$
\begin{equation*}
\left|\lambda_{h}-\lambda\right| \leq h^{2 r+2 s-2} \tag{20}
\end{equation*}
$$

and let $u_{h} \in M_{h}(\lambda)$ with $\left\|u_{h}\right\|_{b}=1$; then, there is $u \in M(\lambda)$ such that

$$
\begin{align*}
& \left\|u_{h}-u\right\|_{a} \leq h^{r+s-1} \\
& \left\|u_{h}-u\right\|_{b} \leqq h^{r+s-1+\gamma} . \tag{21}
\end{align*}
$$

The authors in $[18,33]$ studied the local behavior of finite element. The following results are given in [18].

Lemma 3. Suppose that $f \in L_{\omega}^{2}(\Omega)$ and $G \subset \subset \Omega_{0} \subset \Omega$. If $w \in V_{h}\left(\Omega_{0}\right)$ satisfies

$$
\begin{equation*}
a(w, v)=b(f, v), \quad \forall v \in V_{0}^{h}\left(\Omega_{0}\right) \tag{22}
\end{equation*}
$$

then

$$
\begin{equation*}
\|w\|_{a, G} \leqslant\|w\|_{b, \Omega_{0}}+\|f\|_{b, \Omega_{0}} . \tag{23}
\end{equation*}
$$

Proof. Let $p \geq 2 v-1$ be an integer, and let

$$
\begin{equation*}
D \subset \subset \Omega_{p} \subset \subset \Omega_{p-1} \subset \subset \cdots \subset \subset \Omega_{1} \subset \subset \Omega_{0} . \tag{24}
\end{equation*}
$$

Choose $D_{1} \subset \Omega$ satisfying $D \subset \subset D_{1} \subset \subset \Omega_{p}$ and $\widetilde{\omega} \in C^{\infty}(\bar{\Omega})$ such that $\operatorname{supp} \widetilde{\omega} \subset \subset \Omega_{p}$ and $\widetilde{\omega} \equiv 1$ on $\overline{D_{1}}$. Then, from (A3), there exists $v \in V_{0}^{h}\left(\Omega_{p}\right)$ such that

$$
\begin{equation*}
\left\|\widetilde{\omega}^{2} w-v\right\|_{a, \Omega_{p}} \leq h_{\Omega_{0}}\|w\|_{a, \Omega_{p}}, \tag{25}
\end{equation*}
$$

so we have

$$
\begin{equation*}
a\left(w, \widetilde{\omega}^{2} w-v\right) \leq h_{\Omega_{0}}\|w\|_{a, \Omega_{p}}^{2} \tag{26}
\end{equation*}
$$

$$
\begin{equation*}
|b(f, v)| \lesssim\|f\|_{b, \Omega_{0}}\|v\|_{b, \Omega_{p}} \lesssim\|f\|_{b, \Omega_{0}}\left(h_{\Omega_{0}}\|w\|_{a, \Omega_{p}}+\|\widetilde{\omega} w\|_{a, \Omega}\right) . \tag{27}
\end{equation*}
$$

Since $v \in V_{0}^{h}\left(\Omega_{p}\right) \subset V_{0}^{h}\left(\Omega_{0}\right)$, the definition $w$ implies

$$
\begin{equation*}
a\left(w, \widetilde{\omega}^{2} w\right)=a\left(w, \widetilde{\omega}^{2} w-v\right)+b(f, v) \tag{28}
\end{equation*}
$$

A simple calculation shows that
$a(\widetilde{\omega} w, \widetilde{\omega} w) \lesssim a\left(w, \widetilde{\omega}^{2} w\right)+\|w\|_{b, \Omega_{0}}^{2}, \quad \forall w \in H_{\omega}^{1}(\Omega)$.
It follows from (26)-(29) that

$$
\begin{align*}
\|\widetilde{\omega} w\|_{a, \Omega}^{2} & \lesssim a\left(w, \widetilde{\omega}^{2} w\right)+\|w\|_{b, \Omega_{0}}^{2} \\
& =a\left(w, \widetilde{\omega}^{2} w-v\right)+\|w\|_{b, \Omega_{0}}^{2}+b(f, v) \\
& \leq h_{\Omega_{0}}\|w\|_{a, \Omega_{p}}^{2}+\|w\|_{b, \Omega_{0}}^{2}+\|f\|_{b, \Omega_{0}}\left(h_{\Omega_{0}}\|w\|_{1, \Omega_{p}}+\|\widetilde{\omega} w\|_{a, \Omega}\right), \tag{30}
\end{align*}
$$

and thus,

$$
\begin{equation*}
\|w\|_{a, D} \leqslant h_{\Omega_{0}}^{1 / 2}\|w\|_{a, \Omega_{p}}+\|w\|_{b, \Omega_{0}}+\|f\|_{b, \Omega_{0}} . \tag{31}
\end{equation*}
$$

Similarly, we can obtain

$$
\begin{equation*}
\|w\|_{a, \Omega_{j}} \leqslant h_{\Omega_{0}}^{1 / 2}\|w\|_{a, \Omega_{j-1}}+\|w\|_{b, \Omega_{0}}+\|f\|_{b, \Omega_{0}} \quad \quad j=1,2, \ldots, p \tag{32}
\end{equation*}
$$

By using (31) and (32), we get from (A0) and (A2) and inverse estimate that

$$
\begin{align*}
\|w\|_{a, D} & \leq h_{\Omega_{0}}^{(p+1) / 2}\|w\|_{a, \Omega_{0}}+\|w\|_{b, \Omega_{0}}+\|f\|_{b, \Omega_{0}} \\
& \leq h_{\Omega_{0}}^{(p+1) / 2}\left\|h^{-1} w\right\|_{b, \Omega_{0}}+\|w\|_{b, \Omega_{0}}+\|f\|_{b, \Omega_{0}}  \tag{33}\\
& \leq\|w\|_{b, \Omega_{0}}+\|f\|_{b, \Omega_{0}}
\end{align*}
$$

This completes the proof.

Lemma 4. Suppose that $G \subset \subset \Omega_{0} \subset \Omega$. Then, the following estimates are valid:

$$
\begin{align*}
& h^{\gamma}\left\|u-P_{h} u\right\|_{a, \Omega}+\left\|u-P_{h} u\right\|_{b, \Omega} \leqslant h^{\gamma} \inf _{v \in V_{h}^{0}(\Omega)}\|u-v\|_{a, \Omega},  \tag{34}\\
& \left\|u-P_{h} u\right\|_{a, G} \leqslant \inf _{v \in V_{h}^{0}(\Omega)}\|u-v\|_{a, \Omega_{0}}+h^{\gamma}\left\|u-P_{h} u\right\|_{a, \Omega} . \tag{35}
\end{align*}
$$

Proof. By (15), we obtain

$$
\begin{equation*}
\left\|T_{h}\left(\lambda_{h} u_{h}-\lambda u\right)\right\|_{a} \leqslant\left\|\lambda_{h} u_{h}-\lambda u\right\|_{b} . \tag{36}
\end{equation*}
$$

By the definitions of $T, T_{h}$, and $P_{h}$, we deduce that

$$
\begin{align*}
\lambda T u & =u,  \tag{37}\\
\lambda T_{h} u & =P_{h} u .
\end{align*}
$$

Let $P_{h}^{\Omega_{0}}$ be the finite element projection onto $V_{0}^{h}\left(\Omega_{0}\right)$; then,

$$
\begin{equation*}
a\left(P_{h} u-P_{h}^{\Omega_{0}} u, v\right)=0, \quad \forall v \in V_{0}^{h}\left(\Omega_{0}\right) \tag{38}
\end{equation*}
$$

According to Lemma 3, we have

$$
\begin{equation*}
\left\|P_{h} u-P_{h}^{\Omega_{0}} u\right\|_{a, G} \lesssim\left\|P_{h} u-P_{h}^{\Omega_{0}} u\right\|_{b, \Omega_{0}} . \tag{39}
\end{equation*}
$$

Then, by using (14) and (39), we conclude that

$$
\begin{align*}
\left\|u-P_{h} u\right\|_{a, D} & \leq\left\|u-P_{h}^{\Omega_{0}} u+P_{h}^{\Omega_{0}} u-P_{h} u\right\|_{a, D} \\
& \leq \inf _{v \in V_{h}^{0}(\Omega)}\|u-v\|_{a, \Omega_{0}}+\left\|u-P_{h} u\right\|_{b, \Omega} . \tag{40}
\end{align*}
$$

Thus, we derive (35) from (39).

## 3. Multiscale Discretizations Based on Local Defect Correction

Consider the eigenvalue problem (7) which has an isolated singular point $t=-1$ (e.g., see Figure 1).

Let $D \subset \subset \Omega$ be a given subdomain containing the singular point $z$, and we introduce domains:

$$
\begin{equation*}
\Omega \supset \Omega_{1} \supset \Omega_{2} \supset \cdots \supset \Omega_{l} \supset \supset D . \tag{41}
\end{equation*}
$$

Let $\pi_{H}(\Omega)$ be a shape-regular grid, which is made up of simplices, with size $H \in(0,1), \pi_{w}(\Omega)$ be a refined mesoscopic shape-regular grid (from $\pi_{H}(\Omega)$ ), and $\pi_{h}\left(\Omega_{i}\right)$ be a locally refined grid (from $\pi_{h_{i-1}}\left(\Omega_{i-1}\right)$ ) that satisfies $h_{-1}=H$, $h_{0}=w, h_{i} \ll h_{i-1}(i=0,1, \ldots, l)$ (Figure 1 shows $\pi_{H}(\Omega)$, $\pi_{w}(\Omega)$, and $\pi_{h_{1}}\left(\Omega_{1}\right)$. Let $V_{H}^{0}(\Omega), V_{w}^{0}(\Omega)$, and $\left\{V_{h_{i}}^{0}\left(\Omega_{i}\right)\right\}_{1}$ be finite element spaces of degree less than or equal to $r$ defined on $\pi_{H}(\Omega), \pi_{w}(\Omega)$, and $\left\{\pi_{h_{i}}\left(\Omega_{i}\right)\right\}_{1}$, respectively.

Based on algorithm $B_{0}$ in [22], we establish the following three-scale discretization scheme.

Scheme 1. (three-scale discretizations based on local defect correction).

Step 1: solve (7) on a globally coarse grid $\pi_{H}(\Omega)$; find $\lambda_{H} \in \mathscr{C}, u_{H} \in V_{H}^{0}(\Omega)$ such that $\left\|u_{H}\right\|_{0}=1$ and

$$
\begin{equation*}
a\left(u_{H}, v\right)=\lambda_{H} b\left(u_{H}, v\right), \quad \forall v \in V_{H}^{0}(\Omega) . \tag{42}
\end{equation*}
$$

Step 2: solve two linear boundary value problems on a globally mesoscopic grid $\pi_{w}(\Omega)$; find $u^{w} \in V_{w}^{0}(\Omega)$ such that

$$
\begin{equation*}
a\left(u^{w}, v\right)=\lambda_{H} b\left(u_{H}, v\right), \quad \forall v \in V_{w}^{0}(\Omega) \tag{43}
\end{equation*}
$$

and then, compute the Rayleigh quotient $\lambda^{w}=a\left(u^{w}\right.$, $\left.u^{w}\right) / b\left(u^{w}, u^{w}\right)$.
Step 3: solve two linear boundary value problems on a locally fine grid $\pi_{h_{1}}\left(\Omega_{1}\right)$; find $e^{h_{1}} \in V_{h_{1}}^{0}\left(\Omega_{1}\right)$ such that

$$
\begin{equation*}
a\left(e^{h_{1}}, v\right)=\lambda^{w} b\left(u^{w}, v\right)-a\left(u^{w}, v\right), \quad \forall v \in V_{h_{1}}^{0}\left(\Omega_{1}\right) . \tag{44}
\end{equation*}
$$

Step 4: set

$$
u^{w, h_{1}}= \begin{cases}u^{w}+e^{h_{1}}, & \text { on } \bar{\Omega}_{1}  \tag{45}\\ u^{w}, & \text { in } \Omega \backslash \bar{\Omega}_{1}\end{cases}
$$

and compute the Rayleigh quotient:

$$
\begin{equation*}
\lambda^{w, h_{1}}=\frac{a\left(u^{w, h_{1}}, u^{w, h_{1}}\right)}{b\left(u^{w, h_{1}}, u^{w, h_{1}}\right)} \tag{46}
\end{equation*}
$$

We use ( $\left.\lambda^{w, h_{1}}, u^{w, h_{1}}\right)$ obtained by Scheme 1 as the approximate eigenpair of (7).


Figure 1: Finite element meshes.

It is obvious that $\left(\lambda^{w}, u^{w}\right)$ in Scheme 1 can be viewed as approximate eigenpairs obtained by the two-grid discretization scheme in $[8,10]$ from $\pi_{H}(\Omega)$ and $\pi_{w}(\Omega)$.

Using Scheme 1, abrupt changes of mesh size will appear near $\partial \Omega_{1}$. Influenced by the technique on the transition layer proposed by [23], we repeatedly use the local defect-correction technique to establish the following multiscale discretization scheme.

Scheme 2. (multiscale discretizations based on local defect correction).

Step 1: the same as that of Step 1 of Scheme 1.
Step 2: the same as that of Step 2 of Scheme 1.
Step 3: $u^{w, h_{0}} \Leftarrow u^{w}$ and $\lambda^{w, h_{0}} \Leftarrow \lambda^{w}$.
Step 4: for $i=1,2, \ldots, l$, execute Step 5 and Step 6.
Step 5: solve linear boundary value problems on locally fine grid $\pi_{h_{i}}\left(\Omega_{i}\right)$; find $e^{h_{i}} \in V_{h_{i}}^{0}\left(\Omega_{i}\right)$ such that

$$
\begin{equation*}
a\left(e^{h_{i}}, v\right)=\lambda^{w, h_{i-1}} b\left(u^{w, h_{i-1}}, v\right)-a\left(u^{w, h_{i-1}}, v\right), \quad \forall v \in V_{h_{i}}^{0}\left(\Omega_{i}\right) . \tag{47}
\end{equation*}
$$

Step 6: set

$$
u^{w, h_{i}}= \begin{cases}u^{w, h_{i-1}}+e^{h_{i}}, & \text { on } \bar{\Omega}_{i}  \tag{48}\\ u^{w, h_{i-1}}, & \text { in } \Omega \backslash \bar{\Omega}_{i}\end{cases}
$$

and compute

$$
\begin{equation*}
\lambda^{w, h_{i}}=\frac{a\left(u^{w, h_{i}}, u^{w, h_{i}}\right)}{b\left(u^{w, h_{i}}, u^{w, h_{i}}\right)} . \tag{49}
\end{equation*}
$$

We use $\left(\lambda^{w, h_{l}}, u^{w, h_{l}}\right)$ obtained by Scheme 2 as the approximate eigenpair of (7).

## 4. Theoretical Analysis

Next, we shall discuss the error estimates of Schemes 1 and 2. In our analysis, we introduce an auxiliary grid $\pi_{h_{i}}(\Omega)$ which is defined globally and denote the corresponding finite element space of degree $\leq r$ by $V_{h .}^{0}(\Omega)(i=1,2, \ldots, l)$. We also assume that $\pi_{h_{i}}\left(\Omega_{i}\right)$ and $V_{h_{i}}^{0}\left(\Omega_{i}\right)$ are the restrictions of $\pi_{h_{i}}(\Omega)$ and a subspace of $V_{h_{i}}^{0}(\Omega)$ to $\Omega_{i}$, respectively, and

$$
\begin{equation*}
V_{H}^{0}(\Omega) \subset V_{w}^{0}(\Omega) \subset V_{h_{1}}^{0}(\Omega) \subset V_{h_{2}}^{0}(\Omega) \subset \cdots \subset V_{h_{l}}^{0}(\Omega) \tag{50}
\end{equation*}
$$

For $D$ and $\Omega_{i}$ stated at the beginning of Section 3, let $G_{i} \subset \Omega$ and $F \subset \Omega$ satisfy $D \subset \subset F \subset G_{i} \subset \subset \Omega_{i}(i=1,2$, $\ldots, l)$.

Theorem 1. Assume that $M(\lambda) \subset H^{r+s}(\Omega) \cap H^{r+1}(\Omega / \bar{D})$ and $(1<r+s, 0 \leq s<1)$, and $H$ is properly small. Then, there exists $u \in M(\lambda)$ such that

$$
\begin{align*}
\left\|u^{w}-u\right\|_{a} & \lesssim H^{r+s-1+\gamma}+w^{r+s-1}  \tag{51}\\
\left\|u^{w}-u\right\|_{b} & \lesssim H^{r+s-1+\gamma}  \tag{52}\\
\left\|u^{w}-u\right\|_{a, \Omega \backslash \bar{F}} & \lesssim H^{r+s-1+\gamma}+w^{r}  \tag{53}\\
\left|\lambda^{w}-\lambda\right| & \lesssim H^{2 r+2 s-2+2 \gamma}+w^{2 r+2 s-2} . \tag{54}
\end{align*}
$$

Proof. Let $u \in M(\lambda)$ such that $u-u_{H}$ satisfies Lemma 2. From (12) and (13), Step 2 of Scheme 1, (14), and Lemmas 2 and 4, we derive that

$$
\begin{align*}
\left\|u^{w}-u\right\|_{a} & =\left\|\lambda_{H} T_{w} u_{H}-\lambda T u\right\|_{a} \\
& \leq\left\|\lambda_{H} T_{w} u_{H}-\lambda T_{w} u\right\|_{a}+\left\|\lambda T_{w} u-\lambda T u\right\|_{a} \\
& \leq\left\|\lambda_{H} u_{H}-\lambda u\right\|_{b}+\lambda\left\|P_{w} T u-T u\right\|_{a}  \tag{55}\\
& \leq H^{r+s-1+\gamma}+w^{r+s-1}
\end{align*}
$$

and then, (51) follows. By Lemmas 2 and 4,

$$
\begin{align*}
\left\|u^{w}-u\right\|_{a, \Omega / \bar{D}} & \lesssim\left\|\lambda_{H} u_{H}-\lambda u\right\|_{b}+\lambda\left\|P_{w} T u-T u\right\|_{a, \Omega / \bar{D}} \\
& \lesssim H^{r+s-1+\gamma}+w^{r}, \tag{56}
\end{align*}
$$

and then, (53) follows. By calculation,

$$
\begin{align*}
\left\|u^{w}-u\right\|_{b} & =\left\|\lambda_{H} T_{w} u_{H}-\lambda T u\right\|_{b} \\
& \leq\left\|\lambda_{H} T_{w} u_{H}-\lambda T_{w} u\right\|_{b}+\left\|\lambda T_{w} u-\lambda T u\right\|_{b} \\
& \leq\left\|\lambda_{H} u_{H}-\lambda u\right\|_{b}+\lambda\left\|P_{w} T u-T u\right\|_{b}  \tag{57}\\
& \leq H^{r+s-1+\gamma}+w^{r+s-1+\gamma} \\
& \leq H^{r+s-1+\gamma}
\end{align*}
$$

and then, (52) follows. From (19), we have

$$
\begin{equation*}
\lambda^{w}-\lambda=\frac{a\left(u^{w}-u, u^{w}-u\right)}{b\left(u^{w}, u^{w}\right)}-\lambda \frac{b\left(u^{w}-u, u^{w}-u\right)}{b\left(u^{w}, u^{w}\right)} \tag{58}
\end{equation*}
$$

Note that $u_{H}$ and $u^{w}$ just approximate the same eigenfuntion $u$. The combination of (51), (52), and (58) yields (54).

Theorem 2 is a critical result in this paper, which develops the results of Theorem 3.3 in [22].

Theorem 2. Assume that $R\left(\Omega_{i}\right)$ holds $(i=1,2, \ldots, l)$, $u \in M(\lambda)$. Then,

$$
\begin{align*}
\left\|u^{w, h_{l}}-P_{h_{l}} u\right\|_{a} \leq & \left\|u-P_{h_{l}} u\right\|_{b, \Omega_{l}}+h_{l-1}^{\gamma}\left\|P_{h_{l}} u-u^{w, h_{l-1}}\right\|_{a, \Omega_{l}} \\
& +\left\|\lambda u-\lambda^{w, h_{l-2}} u^{w, h_{l-2}}\right\|_{b, \Omega_{l}}+\left\|\lambda^{w, h_{l-1}} u^{w, h_{l-1}}-\lambda u\right\|_{b} \\
& +\left\|u^{w, h_{l-1}}-P_{h_{l}} u\right\|_{a, \Omega \backslash \overline{G_{l}}}+\left\|u^{w, h_{l-1}}-u\right\|_{a, \Omega_{l} \backslash \bar{F}^{\prime}} \quad l \geq 1 . \tag{59}
\end{align*}
$$

Proof. Due to the inequality

$$
\begin{gather*}
\left\|u^{w, h_{l}}-P_{h_{l}} u\right\|_{a, \Omega} \leq\left\|u^{w, h_{l}}-P_{h_{l}} u\right\|_{a, D}+\left\|u^{w, h_{l}}-P_{h_{l}} u\right\|_{a, G_{l} \backslash \bar{D}} \\
+\left\|u^{w, h_{l}}-P_{h_{l}} u\right\|_{a, \Omega \mid \overline{G_{l}}}, \tag{60}
\end{gather*}
$$

we shall estimate $\left\|u^{w, h_{l}}-P_{h_{l}} u\right\|_{a, D},\left\|u^{w, h_{l}}-P_{h_{l}} u\right\|_{a, G_{l} / \bar{D}}$, and $\left\|u^{w, h_{l}}-P_{h_{l}} u\right\|_{a, \Omega \backslash \overline{G_{l}}}$, respectively.

First, we proceed to estimate $\left\|u^{w, h_{l}}-P_{h_{l}} u\right\|_{a, D}$. From (18), (47), and (48), we derive

$$
\begin{align*}
a\left(u^{w, h_{l}}-P_{h_{l}} u, v\right) & =a\left(u^{w, h_{l}}, v\right)-a\left(P_{h_{l}} u, v\right) \\
& =a\left(u^{w, h_{l-1}}+e^{h_{l}}, v\right)-a(u, v) \\
& =\lambda^{w, h_{l-1}} b\left(u^{w, h_{l-1}}, v\right)-\lambda b(u, v), \quad \forall v \in V_{h_{l}}^{0}\left(\Omega_{l}\right) . \tag{61}
\end{align*}
$$

It is obvious that

$$
\begin{align*}
& \lambda^{w, h_{l-1}} b\left(u^{w, h_{l-1}}, v\right)-\lambda b(u, v) \\
= & \left(\lambda^{w, h_{l-1}}-\lambda\right) b(u, v)+\lambda^{w, h_{l-1}} b\left(u^{w, h_{l-1}}-u, v\right), \quad \forall v \in H_{0}^{1}(\Omega), \tag{62}
\end{align*}
$$

which together with (61) yields

$$
\begin{align*}
a\left(u^{w, h_{l}}-P_{h_{l}} u, v\right)= & \left(\lambda^{w, h_{l-1}}-\lambda\right) b(u, v) \\
& +\lambda^{w, h_{l-1}} b\left(u^{w, h_{l-1}}-u, v\right), \quad \forall v \in V_{h_{l}}^{0}\left(\Omega_{l}\right) . \tag{63}
\end{align*}
$$

Since $\left.\left(u^{w, h_{l}}-P_{h_{l}} u\right)\right|_{\Omega_{l}} \in V_{h_{l}}\left(\Omega_{l}\right)$ and $V_{0}^{h_{l}}\left(\Omega_{l}\right) \subset V_{h_{l}}^{0}\left(\Omega_{l}\right)$, from the above formula and Lemma 3, we deduce that $\left\|u^{w, h_{l}}-P_{h_{l}} u\right\|_{a, D} \leq\left\|u^{w, h_{l}}-P_{h_{l}} u\right\|_{b, \Omega_{l}}+\left|\lambda^{w, h_{l-1}}-\lambda\right|+\left\|u^{w, h_{l}}-u\right\|_{b, \Omega_{l}}$.

By calculation, we have

$$
\begin{align*}
\left\|u^{w, h_{l}}-P_{h_{l}} u\right\|_{b, \Omega_{l}} & \leq\left\|u^{w, h_{l-1}}-P_{h_{l}} u\right\|_{b, \Omega_{l}}+\left\|e^{h_{l}}\right\|_{b, \Omega_{l}} \\
& \leq\left\|u-P_{h_{l}} u\right\|_{b, \Omega_{l}}+\left\|u-u^{w, h_{l-1}}\right\|_{b, \Omega_{l}}+\left\|e^{h_{l}}\right\|_{b, \Omega_{l}} . \tag{65}
\end{align*}
$$

Substituting the above relation in (64), we obtain

$$
\begin{array}{r}
\left\|u^{w, h_{l}}-P_{h_{l}} u\right\|_{a, D} \leq\left|\lambda^{w, h_{l-1}}-\lambda\right|+\left\|u^{w, h_{l-1}}-u\right\|_{b, \Omega_{l}}  \tag{66}\\
+\left\|u-P_{h_{l}} u\right\|_{b, \Omega_{l}}+\left\|e^{h_{l}}\right\|_{b, \Omega_{l}} .
\end{array}
$$

To estimate $\left\|e^{h_{l}}\right\|_{b, \Omega_{l}}$, we use the Aubin-Nitsche duality argument. For any given $f \in L_{2}\left(\Omega_{l}\right)$, consider the boundary
value problem; find $\varphi \in H_{\Gamma}^{1}\left(\Omega_{l}\right):=\left\{v \in H_{\omega}^{1}\left(\Omega_{l}\right):\left.v\right|_{\partial \Omega_{l}} \mid\right.$ $\{-1\}=0\}$ such that

$$
\begin{equation*}
a(\varphi, v)=b(f, v), \quad \forall v \in H_{\Gamma}^{1}\left(\Omega_{l}\right) \tag{67}
\end{equation*}
$$

Let $\varphi$ be the generalized solution of (67) and $\varphi_{h_{l}}$ and $\varphi_{h_{l-1}}$ be finite element solutions of (67) in $V_{h_{l}}^{0}\left(\Omega_{l}\right)$ and $V_{h_{l-1}}^{0}\left(\Omega_{l}\right)$, respectively. Then,

$$
\begin{align*}
\left\|\varphi-\varphi_{h_{l}}\right\|_{a, \Omega_{l}} & \leq h_{l}^{\gamma}\|f\|_{b, \Omega_{l}} \\
\left\|\varphi-\varphi_{h_{l-1}}\right\|_{a, \Omega_{l}} & \leq h_{l-1}^{\gamma}\|f\|_{b, \Omega_{l}} . \tag{68}
\end{align*}
$$

From (47) and (48), we obtain

$$
\begin{equation*}
a\left(u^{w, h_{l}}, \varphi_{h_{l}}\right)=\lambda^{w, h_{l-1}} b\left(u^{w, h_{l-1}}, \varphi_{h_{l}}\right) \tag{69}
\end{equation*}
$$

Then, by the definitions of $\varphi, \varphi_{h_{l}}$, and $e^{h_{l}}$, we deduce that

$$
\begin{align*}
b\left(e^{h_{l}}, f\right)= & a\left(e^{h_{l}}, \varphi\right)=a\left(e^{h_{l}}, \varphi_{h_{l}}\right)=a\left(u^{w, h_{l}}-u^{w, h_{l-1}}, \varphi_{h_{l}}\right) \\
= & a\left(P_{h_{l}} u-u^{w, h_{l-1}}, \varphi_{h_{l}}\right)+a\left(u^{w, h_{l}}, \varphi_{h_{l}}\right)-a\left(P_{h_{l}} u, \varphi_{h_{l}}\right) \\
= & a\left(P_{h_{l}} u-u^{w, h_{l-1}}, \varphi_{h_{l}}\right)+\lambda^{w, h_{l-1}} b\left(u^{w, h_{l-1}}, \varphi_{h_{l}}\right) \\
& -\lambda b\left(u, \varphi_{h_{l}}\right) \\
= & a\left(P_{h_{l}} u-u^{w, h_{l-1}}, \varphi_{h_{l}}-\varphi\right)+a\left(P_{h_{l}} u-u^{w, h_{l-1}}, \varphi-\varphi_{h_{l-1}}\right) \\
& +a\left(P_{h_{l}} u-u^{w, h_{l-1}}, \varphi_{h_{l-1}}\right)+\lambda^{w, h_{l-1}} b\left(u^{w, h_{l-1}}, \varphi_{h_{l}}\right) \\
& -\lambda b\left(u, \varphi_{h_{l}}\right) \\
\leq & h_{l-1}^{\gamma}\left\|P_{h_{l}} u-u^{w, h_{l-1}}\right\|_{a_{2} \Omega_{l}}\|f\|_{0, \Omega_{l}}+a\left(P_{h_{l}} u-u^{w, h_{l-1}}, \varphi_{h_{l-1}}\right) \\
& +\lambda^{w, h_{l-1}} b\left(u^{w, h_{l-1}}, \varphi_{h_{l}}\right)-\lambda b\left(u, \varphi_{h_{l}}\right) . \tag{70}
\end{align*}
$$

Step 2 of Scheme 2 shows that

$$
\begin{equation*}
a\left(u^{w, h_{0}}, \varphi_{h_{0}}\right)=\lambda^{w, h_{-1}} b\left(u^{w, h_{-1}}, \varphi_{h_{0}}\right), \tag{71}
\end{equation*}
$$

namely, for $l=1$,

$$
\begin{equation*}
a\left(u^{w, h_{l-1}}, \varphi_{h_{l-1}}\right)=\lambda^{w, h_{l-2}} b\left(u^{w, h_{l-2}}, \varphi_{h_{l-1}}\right) \tag{72}
\end{equation*}
$$

for $l>1$, the above formula follows from (47) and (48). Therefore,

$$
\begin{align*}
a\left(P_{h_{l}} u-u^{w, h_{l-1}}, \varphi_{h_{l-1}}\right) & =a\left(u-u^{w, h_{l-1}}, \varphi_{h_{l-1}}\right) \\
& =\lambda b\left(u, \varphi_{h_{l-1}}\right)-a\left(u^{w, h_{l-1}}, \varphi_{h_{l-1}}\right) \\
& =\lambda b\left(u, \varphi_{h_{l-1}}\right)-\lambda^{w, h_{l-2}} b\left(u^{w, h_{l-2}}, \varphi_{h_{l-1}}\right) \\
& \leq\left\|\lambda u-\lambda^{w, h_{l-2}} u^{w, h_{l-2}}\right\|_{b, \Omega_{l}}\|f\|_{b, \Omega_{l}} . \tag{73}
\end{align*}
$$

It is clear that

$$
\begin{gather*}
\left|\lambda^{w, h_{l-1}} b\left(u^{w, h_{l-1}}, \varphi_{h_{l}}\right)-\lambda b\left(u, \varphi_{h_{l}}\right)\right| \leq\left\|\lambda^{w, h_{l-1}} u^{w, h_{l-1}}-\lambda u\right\|_{b, \Omega_{l}} \\
\|f\|_{b, \Omega_{l}} . \tag{74}
\end{gather*}
$$

Substituting the above two formulae in (70), we derive

$$
\begin{align*}
\left|b\left(e^{h_{l}}, f\right)\right| \lesssim & \left(h_{l-1}^{\gamma}\left\|P_{h_{l}} u-u^{w, h_{l-1}}\right\|_{a, \Omega_{l}}+\left\|\lambda u-\lambda^{w, h_{l-2}} u^{w, h_{l-2}}\right\|_{b, \Omega_{l}}\right. \\
& \left.+\left\|\lambda^{w, h_{l-1}} u^{w, h_{l-1}}-\lambda u\right\|_{b}\right)\|f\|_{b, \Omega_{l}} . \tag{75}
\end{align*}
$$

Thus, we obtain

$$
\begin{align*}
\left\|e^{h_{l}}\right\|_{a, \Omega_{l}} \leq & h_{l-1}^{\gamma}\left\|P_{h_{l}} u-u^{w, h_{l-1}}\right\|_{a, \Omega_{l}}+\left\|\lambda u-\lambda^{w, h_{l-2}} u^{w, h_{l-2}}\right\|_{b, \Omega_{l}} \\
& +\left\|\lambda^{w, h_{l-1}} u^{w, h_{l-1}}-\lambda u\right\|_{b} . \tag{76}
\end{align*}
$$

Substituting (76) in (66), we obtain

$$
\begin{align*}
\left\|u^{w, h_{l}}-P_{h_{l}} u\right\|_{a, D} \leq & \left\|u-P_{h_{l}} u\right\|_{b, \Omega_{l}}+h_{l-1}^{\gamma}\left\|P_{h_{l}} u-u^{w, h_{l-1}}\right\|_{a, \Omega_{l}} \\
& +\left\|\lambda u-\lambda^{w, h_{l-2}} u^{w, h_{l-2}}\right\|_{b, \Omega_{l}}+\left|\lambda^{w, h_{l-1}}-\lambda\right| \\
& +\left\|u^{w, h_{l-1}}-u\right\|_{b} . \tag{77}
\end{align*}
$$

Similarly, since $\left(G_{l} / \bar{D}\right) \subset \subset \Omega_{l}$, we deduce

$$
\begin{align*}
\left\|u^{w, h_{l}}-P_{h_{l}} u\right\|_{a, D} \leq & \left\|u-P_{h_{l}} u\right\|_{b, \Omega_{l}}+h_{l-1}^{\gamma}\left\|P_{h_{l}} u-u^{w, h_{l-1}}\right\|_{a, \Omega_{l}} \\
& +\left\|\lambda u-\lambda^{w, h_{l-2}} u^{w, h_{l-2}}\right\|_{b, \Omega_{l}}+\left|\lambda^{w, h_{l-1}}-\lambda\right| \\
& +\left\|u^{w, h_{l-1}}-u\right\|_{b} . \tag{78}
\end{align*}
$$

The remainder is to analyze $\left\|u^{w, h_{l}}-P_{h_{l}} u\right\|_{a, \Omega \backslash \bar{G}}$. From (48), we see that

$$
\begin{equation*}
\left\|u^{w, h_{l}}-P_{h_{l}} u\right\|_{a, \Omega \backslash \bar{\Omega}_{l}}=\left\|u^{w, h_{l-1}}-P_{h_{l}} u\right\|_{a, \Omega \backslash \overline{\Omega_{l}}} \tag{79}
\end{equation*}
$$

which leads to

$$
\begin{align*}
& \left\|u^{w, h_{l}}-P_{h_{l}} u\right\|_{a, \Omega \backslash \overline{G_{l}}} \\
& \leq\left\|u^{w, h_{l}}-P_{h_{l}} u\right\|_{a, \Omega \backslash \overline{\Omega_{l}}}+\left\|u^{w, h_{l-1}}-P_{h_{l}} u\right\|_{a, \Omega_{l} \overline{G_{l}}}+\left\|e^{h_{l}}\right\|_{a, \Omega_{l} \mid \overline{G_{l}}} \\
& \leq\left\|u^{w, h_{l-1}}-P_{h_{l}} u\right\|_{a, \Omega \mid \bar{G}_{l}}+\left\|e^{h_{l}}\right\|_{a, \Omega_{l} \mid \overline{G_{l}}} . \tag{80}
\end{align*}
$$

It follows from (7), (47), and (62) that

$$
\begin{align*}
a\left(e^{h_{l}}, v\right)= & \lambda^{w, h_{l-1}} b\left(u^{w, h_{l-1}}, v\right)-a\left(u^{w, h_{l-1}}, v\right)-\lambda b(u, v)+a(u, v) \\
= & \left(\lambda^{w, h_{l-1}}-\lambda\right) b(u, v)+\lambda^{w, h_{l-1}} b\left(u^{w, h_{l-1}}-u, v\right) \\
& -a\left(u^{w, h_{l-1}}-u, v\right), \quad \forall v \in V_{h}^{0}\left(\Omega_{l}\right) . \tag{81}
\end{align*}
$$

Then, by Lemma 3, we have

$$
\begin{equation*}
\left\|e^{h_{l}}\right\|_{a, \Omega_{l} / \bar{G}_{l}} \lesssim\left\|e^{h_{l}}\right\|_{b, \Omega_{l} / \bar{F}}+\left|\lambda^{w, h_{l-1}}-\lambda\right|+\left\|u^{w, h_{l-1}}-u\right\|_{a, \Omega_{l} / \bar{F}} \tag{82}
\end{equation*}
$$

where $F \subset \Omega$ satisfies $D \subset \subset F \subset G_{l}$. Substituting (82) in (80), we obtain

$$
\begin{align*}
\left\|u^{w, h_{l}}-P_{h_{l}} u\right\|_{a, \Omega / \overline{G_{l}}} \leq & \left\|u^{w, h_{l-1}}-P_{h_{l}} u\right\|_{a, \Omega / \bar{G}_{l}}+\left\|e^{h_{l}}\right\|_{b, \Omega / \bar{F}} \\
& +\left|\lambda^{w, h_{l-1}}-\lambda\right|+\left\|u^{w, h_{l-1}}-u\right\|_{a, \Omega / \bar{F}} \tag{83}
\end{align*}
$$

It follows from substituting (76) in the above inequality that

$$
\begin{align*}
\left\|u^{w, h_{l}}-P_{h_{l}} u\right\|_{a, \Omega / \overline{G_{l}}} \leq & \left\|u^{w, h_{l-1}}-P_{h_{l}} u\right\|_{a, \Omega / \overline{G_{l}}}+h_{l-1}^{\gamma}\left\|P_{h_{l}} u-u^{w, h_{l-1}}\right\|_{a, \Omega_{l}} \\
& +\left\|\lambda u-\lambda^{w, h_{l-2}} u^{w, h_{l-2}}\right\|_{b, \Omega_{l}}+\left\|\lambda^{w, h_{l-1}} u^{w, h_{l-1}}-\lambda u\right\|_{b} \\
& +\left|\lambda^{w, h_{l-1}}-\lambda\right|+\left\|u^{w, h_{l-1}}-u\right\|_{b, \Omega / \bar{F}} \tag{84}
\end{align*}
$$

Combining (60), (77), (78), and (84), finally, we obtain (59).

Theorem 3. Assume that the conditions of Theorem 1 hold. Then, there exists $u \in M(\lambda)$ such that

$$
\begin{align*}
\left\|u^{w, h_{1}}-u\right\|_{a, \Omega} & \lesssim h_{1}^{r+s-1}+w^{r}+H^{r+s-1+\gamma}  \tag{85}\\
\left\|u^{w, h_{1}}-u\right\|_{b, \Omega} & \lesssim w^{r}+H^{r+s-1+\gamma}  \tag{86}\\
\left\|u^{w, h_{1}}-u\right\|_{a, \Omega / \bar{F}} & \lesssim w^{r}+H^{r+s-1+\gamma}  \tag{87}\\
\quad\left|\lambda^{w, h_{1}}-\lambda\right| & \lesssim h_{1}^{2 r+2 s-2}+w^{2 r}+H^{2 r+2 s-2+2 \gamma} \tag{88}
\end{align*}
$$

Proof. Let $u \in M(\lambda)$ such that $u-u_{H}$ satisfies Lemma 2 . From Theorem 2, we know $l=1, h_{-1}=H, h_{0}=w$, $u^{w, h_{0}}=u^{w}, \lambda^{w, h_{0}}=\lambda^{w}, u^{w, h_{-1}}=u_{H}$, and $\lambda^{w, h_{-1}}=\lambda_{H}$; thus, we obtain

$$
\begin{align*}
\left\|u^{w, h_{1}}-P_{h_{1}} u\right\|_{a, \Omega} \leq & \left\|u-P_{h_{1}} u\right\|_{0, \Omega_{1}}+w^{\gamma}\left\|P_{h_{1}} u-u^{w}\right\|_{a, \Omega_{1}} \\
& +\left\|\lambda u-\lambda_{H} u_{H}\right\|_{b, \Omega_{1}}+\left\|\lambda^{w} u^{w}-\lambda u\right\|_{b} \\
& +\left\|u^{w}-P_{h_{1}} u\right\|_{a, \Omega \backslash \overline{G_{1}}}+\left\|u^{w}-u\right\|_{a, \Omega_{1} \backslash \bar{F}} . \tag{89}
\end{align*}
$$

Using Lemma 4, Theorem 1, and Lemma 2 to estimate the terms at the right-hand side of the above formula gives

$$
\begin{align*}
\left\|u^{w, h_{1}}-P_{h_{1}} u\right\|_{a, \Omega} \leq & h_{1}^{r+s-1+\gamma}+w^{\gamma} w^{r+s-1}+H^{r+s-1+\gamma}+w^{r+s-1+\gamma} \\
& +\left(w^{r+s-1+\gamma}+w^{r}\right)+\left(w^{r+s-1+\gamma}+w^{r}\right) \\
\leq & H^{r+s-1+\gamma}+w^{r} . \tag{90}
\end{align*}
$$

Combining (35) and (39) yields (85), (86), and (87). From (19), we have

$$
\begin{equation*}
\lambda^{w, h_{1}}-\lambda=\frac{a\left(u^{w, h_{1}}-u, u^{w, h_{1}}-u\right)}{b\left(u^{w, h_{1}}, u^{w, h_{1}}\right)}-\lambda \frac{b\left(u^{w, h_{1}}-u, u^{w, h_{1}}-u\right)}{b\left(u^{w, h_{1}}, u^{w, h_{1}}\right)} . \tag{91}
\end{equation*}
$$

Table 1: $V=-(1 / r)$.

| DOF $_{H}$ | DOF $_{w}$ | $\lambda_{H}$ | $\lambda^{w}$ | $\lambda^{w, h_{1}}$ | $\lambda^{w, h_{2}}$ | $\lambda^{w, h_{3}}$ | $\lambda^{w, h_{4}}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 4 | 16 | -0.3558419 | -0.4662707 | -0.4903221 | -0.4963517 | -0.4975584 | -0.4976819 |
| 8 | 64 | -0.4320788 | -0.4974509 | -0.4993601 | -0.4997939 | -0.4998737 | -0.4998816 |
| 16 | 256 | -0.4735824 | -0.4998515 | -0.4999630 | -0.4999897 | -0.4999946 | -0.4999951 |
| 32 | 1024 | -0.4918086 | -0.4999910 | -0.4999978 | -0.4999994 | -0.4999997 | -0.4999997 |
| 4 | 16 | -0.10798797 | -0.12015585 | -0.12343262 | -0.12435602 | -0.12457107 | -0.12462204 |
| 8 | 64 | -0.11060517 | -0.12445755 | -0.12476411 | -0.12484341 | -0.12486019 | -0.12486334 |
| 16 | 256 | -0.12023285 | -0.12497717 | -0.12499349 | -0.12499748 | -0.12499831 | -0.12499849 |
| 32 | 1024 | -0.12372913 | -0.12499867 | -0.12499966 | -0.12499990 | -0.12499995 | -0.12499996 |

Table 2: $V=\left(r^{2} / 2\right)$.

| DOF $_{H}$ | DOF $_{w}$ | $\lambda_{H}$ | $\lambda^{w}$ | $\lambda^{w, h_{1}}$ | $\lambda^{w, h_{2}}$ | $\lambda^{w, h_{3}}$ | $\lambda^{w, h_{4}}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 4 | 16 | 2.3568087 | 1.7807519 | 1.5673755 | 1.5176295 | 1.5145651 | 1.5142457 |
| 8 | 64 | 1.6871072 | 1.5041081 | 1.5010234 | 1.5002569 | 1.5001762 | 1.5001727 |
| 16 | 256 | 1.5588758 | 1.5002540 | 1.5000634 | 1.5000159 | 1.5000109 | 1.5000107 |
| 32 | 1024 | 1.5155354 | 1.5000157 | 1.5000039 | 1.5000010 | 1.5000007 | 1.5000007 |
| 4 | 16 | 3.0744959 | 2.6046912 | 2.5284162 | 2.5069841 | 2.5039841 | 2.5036625 |
| 8 | 64 | 3.0722770 | 2.5418424 | 2.5142338 | 2.5054025 | 2.5045811 | 2.5045358 |
| 16 | 256 | 2.5890816 | 2.5004065 | 2.5001018 | 2.5000260 | 2.5000149 | 2.5000137 |
| 32 | 1024 | 2.5245263 | 2.5000247 | 2.5000062 | 2.5000016 | 2.5000009 | 2.5000008 |

Combining (85), (86), and (91) yields (88).

Theorem 4. Under the conditions of Theorem 1, we further assume that $R\left(\Omega_{i}\right)$ holds $(i=1,2, \ldots, l)$, and

$$
\begin{align*}
w^{r} & =\mathcal{O}\left(H^{r+s-1+\gamma}\right), \\
h_{l}^{r+s-1} & \geqq H^{r+s-1+\gamma} . \tag{92}
\end{align*}
$$

Then, there exists $u \in M(\lambda)$ such that

$$
\begin{gather*}
\left\|u^{w, h_{l}}-u\right\|_{a, \Omega} \leq h_{l}^{r+s-1}  \tag{93}\\
\left\|u^{w, h_{l}}-u\right\|_{b, \Omega} \leq H^{r+s-1+\gamma},  \tag{94}\\
\left\|u^{w, h_{l}}-u\right\|_{a, \Omega \backslash \bar{F}} \leq H^{r+s-1+\gamma}  \tag{95}\\
\left|\lambda^{w, h_{l}}-\lambda\right| \tag{96}
\end{gather*}
$$

Proof. Let $u \in M(\lambda)$ such that $u-u_{H}$ satisfies Lemma 2. The proof of (93)-(96) is completed by induction. When $l=1$, Scheme 2 is actually Scheme 1 . Hence, from Theorems 1 and 3 and (92), we know that (93)-(96) hold for $l=0,1$.

Suppose (93)-(96) hold for $l-2$ and $l-1$, i.e.,

$$
\begin{align*}
\left\|u^{w, h_{l-2}}-u\right\|_{a, \Omega} & \leq h_{l-2}^{r+s-1}, \\
\left\|u^{w, h_{l-2}}-u\right\|_{b, \Omega} & \leq H^{r+s-1+\gamma}, \\
\left\|u^{w, h_{l-2}}-u\right\|_{a, \Omega \backslash \bar{F}} & \leq H^{r+s-1+\gamma}, \\
\left|\lambda^{w, h_{l-2}}-\lambda\right| & \leq h_{l-2}^{2 r+s+s-2},  \tag{97}\\
\left\|u^{w, h_{l-1}}-u\right\|_{a, \Omega} & \leq h_{l-1}^{r+s-1}, \\
\left\|u^{w, h_{l-1}}-u\right\|_{b, \Omega} & \lesssim H^{r+s-1+\gamma}, \\
\left\|u^{w, h_{l-1}}-u\right\|_{a, \Omega \backslash \bar{F}} & \leq H^{r+s-1+\gamma}, \\
\left|\lambda^{w, h_{l-1}}-\lambda\right| & \leqslant h_{l-1}^{2 r+s+s-2} .
\end{align*}
$$

Next, we shall prove that (93)-(96) hold for $l$. Using the above formula and Lemma 4 to estimate the terms at the right-hand side of (59) gives

$$
\begin{align*}
\left\|u^{w, h_{l}}-P_{h_{l}} u\right\|_{a, \Omega} \leq & h_{l}^{r+s-1+\gamma}+h_{l-1}^{\gamma}\left(h_{l}^{r+s-1}+h_{l-1}^{r+s-1}\right)+H^{r+s-1+\gamma} \\
& +H^{r+s-1+\gamma}+\left(H^{r+s-1+\gamma}+h_{l}^{r}\right)+H^{r+s-1+\gamma} \\
\leq & H^{r+s-1+\gamma} . \tag{98}
\end{align*}
$$

The combination of (35), (39), and (98) yields (93), (94), and (95). From (19), we have

Table 3: $V=r$.

| $\mathrm{DOF}_{H}$ | $\mathrm{DOF}_{w}$ | $\lambda_{H}$ | $\lambda^{w}$ | $\lambda^{w, h_{1}}$ | $\lambda^{w, h_{2}}$ | $\lambda^{w, h_{3}}$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 4 | 16 | 2.2305059 | 1.9209211 | 1.8729501 | 1.8611124 | 1.8601497 | 1.8600937 |
| 8 | 64 | 1.9785415 | 1.8584870 | 1.8564450 | 1.8559369 | 1.8558894 |  |
| 16 | 256 | 1.8939159 | 1.8559226 | 1.8557987 | 1.8557678 | 1.8557648 |  |
| 32 | 1024 | 1.8658088 | 1.8557673 | 1.8557596 | 1.8557577 | 1.8557575 | 1.8557646 |
| 4 | 16 | 2.9297073 | 2.7099046 | 2.6801814 | 2.6714983 | 2.6700907 |  |
| 8 | 64 | 2.8582383 | 2.6735285 | 2.6699339 | 2.6688537 | 2.6686711 |  |
| 16 | 256 | 2.7093909 | 2.6680156 | 2.6678766 | 2.6678430 | 2.6678375 | 2.6699643 |
| 32 | 1024 | 2.6792284 | 2.6678409 | 2.6678323 | 2.6678303 | 2.6678299 | 2.6686594 |




$$
\begin{aligned}
& \rightarrow\left|\lambda_{H}-\lambda\right| \\
& \rightarrow *\left|\lambda^{w}-\lambda\right| \\
& \multimap\left|\lambda^{w, h_{4}}-\lambda\right|
\end{aligned}
$$

$$
\begin{aligned}
& \rightarrow\left|\lambda_{H^{2}}-\lambda\right| \\
& \rightarrow-\left|\lambda^{w}-\lambda\right| \\
& \rightarrow-\left|\lambda \lambda^{w, h_{4}}-\lambda\right|
\end{aligned}
$$

(a)


(c)
(d)

Figure 2: Continued.


Figure 2: Error curve of numerical eigenvalues obtained by multiscale Scheme 2. (a) $V=-(1 / r), \lambda=-0.5$. (b) $V=-(1 / r), \lambda=-0.125$. (c) $V=-\left(r^{2} / 2\right), \lambda=1.5$. (d) $V=\left(r^{2} / 2\right), \lambda=2.5$. (e) $V=r, \lambda=1.855757081489$. (f) $V=r, \lambda=2.667829482852$.

$$
\begin{equation*}
\lambda^{w, h_{l}}-\lambda=\frac{a\left(u^{w, h_{l}}-u, u^{w, h_{l}}-u\right)}{b\left(u^{w, h_{l}}, u^{w, h_{l}}\right)}-\lambda \frac{b\left(u^{w, h_{l}}-u, u^{w, h_{l}}-u\right)}{b\left(u^{w, h_{l}}, u^{w, h_{l}}\right)} . \tag{99}
\end{equation*}
$$

The combination of (93), (94), and (99) yields (96).

## 5. Numerical Experiments

We will report some numerical experiments by using linear finite element and quadratic spectral element on uniform meshes. In our numerical experiments, we use Scheme 2 to solve the problem such that $\Omega_{i}=\left(-1,-1+\left(1 / 2^{i}\right) \times(3 / 2)\right)$, $i=0,1,2, \ldots$, and locally fine grids have the same degree of freedom as that of globally mesoscopic grid (see Tables 1-3).

In our experiments, the parameter $\mu$ is taken to be 1 . We set $R=40$ for the eigenvalue problem with $V=-(1 / r)$ and $l=1$ and $R=15$ for the other cases. The coarse mesh size and the mesoscopic mesh size satisfy $\omega=H^{2}$ which means $\mathrm{DOF}_{w}=\mathrm{DOF}_{H}^{2}$.

We use MATLAB 2011b under the package of Chen (see [34]) to solve the problem, and the numerical results are shown in Tables 1-3. This tables corresponds to the results of different potential energy $V$. From these tables, we can see that, without increasing degree of freedom on locally fine grids, the first local defect correction can largely improve the accuracy of the eigenvalue, and the local defect corrections that follows can gradually improve the accuracy of the eigenvalue by overcoming the singularity at the origin. Here, we set

$$
\begin{equation*}
\mathrm{DOF}_{w}=\mathrm{DOF}_{\Omega_{i}}, \quad i=1,2, \ldots \tag{100}
\end{equation*}
$$

In Figure 2, we also plot the error curve of numerical eigenvalues obtained by multiscale Scheme 2. It can be seen that using coarse finite element space with the mesh size $H$, the error of the finite element eigenvalues is around poor accuracy $10^{-2}$. After performing the two-grid iteration, the
error of the finite element eigenvalues can be increased from $10^{-2}$ to $10^{-5}$. The final mutiscale iteration can improve the error up to $10^{-6} \sim 10^{-7}$. These figures show the accuracy and effectiveness of our numerical scheme.

## 6. Conclusion

In this paper, we developed a efficient multiscale finite element method for solving the Schrödinger eigenvalue problem with three-dimensional domain. Our scheme can correct the defects repeatedly on the local refinement grid, which can solve the singularity problem efficiently. The error estimates of eigenvalues and eigenfunctions are proved. Some numerical examples are presented to verify the effectiveness of our numerical method.
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#### Abstract

Auxiliary fixtures are widely used to enhance the rigidity of cylindrical thin-walled workpieces (CTWWs) in the machining process. Nevertheless, the accurate and efficient prediction of frequency response function (FRF) for the workpiece-fixture system remains challenging due to the complicated contact constraints between workpiece and fixture. This paper proposes an analytical solution for the comprehensive FRF analysis of the CTWW-fixture system. Firstly, based on the vector mechanics, the mode shape functions of the workpiece are presented using the classical theory of thin shell. The variable separation method is utilized to deal with the inter-mode coupling of the workpiece. Secondly, the motion equation of the CTWW with fixture constraints is established using analytical mechanics from the viewpoint of energy balance. Finally, the FRFs of the CTWW-fixture system are derived by means of modal superposition. Experimental modal tests verify that the predicted FRFs are in good agreement with the measured curves.


## 1. Introduction

Cylindrical thin-walled parts such as engine casings are widely used in aerospace industries. Due to the low rigidity of thin-walled workpiece, it is prone to produce large-amplitude vibrations and even regenerative chatter during the machining process [1,2], which consequently affect the final part quality $[3,4]$. In order to enhance the rigidity of the machining system, auxiliary fixtures have been widely designed and used to enhance the rigidity of thin-walled parts [5].

Positioning error and clamping stability under static or quasistatic loads are primary concerns with regard to fixture design. There are two main sources of positioning errors: the contact compliance between the workpiece and the fixture [6] and the geometric errors of the locators [7, 8]. The positioning accuracy is affected by many factors including dimensional error [9, 10], clamping force [11], clamping sequence [12], and so on. The clamping stability is affected not only by the contact compliance but also by the rigidity of the fixture components [13]. To determine the stability, the
screw theory [14] is widely used, where the applied load is equivalently regarded as a rotation and a translation along the same axis.

For flexible workpieces, the compliance cannot be neglected when analyzing the contact status between workpiece and fixture. As far as the positioning error is concerned, it is mainly affected by the local deformation of the workpiecefixture contact area. Also, the deformation contribution caused by the workpiece-fixture contact compliance is much smaller than the workpiece deformation. Thus, the work-piece-fixture contact could be regarded as rigid compared to the compliance of the workpiece [15]. Moreover, for analyzing the system stability, the difference between rigid workpieces and flexible workpieces lies in the influence of workpiece compliance on clamping force and contact. Among them, the minimum clamping force [16] needs to be determined to prevent slippage of the workpiece, and a reasonable contact area [17] needs to be identified to meet the form-closure condition. From the above analysis, the compliance of the workpiece should be taken into account, which significantly affects the quality of machined surfaces [18].

The above works regard the workpiece-fixture system as static or quasistatic and ignore the dynamic characteristics. Nevertheless, the interrupted milling forces have high-frequency components, especially for thin-walled workpieces [3]. Therefore, the performance of fixture should be evaluated under dynamic loads. Rigid body dynamics [19], as the basis of the dynamics research of the workpiece-fixture system, is widely used. Among them, the research studies of workpiece-fixture contact including contact modeling [20] and contact analysis [21] are very critical. Contact modeling is mainly studied by means of analytical methods [22-24] and finite element methods [25, 26]. For contact analysis, many factors such as nonlinear behavior [27], stiffness [28], friction damping [29], and so on should be considered, which have great influence on the dynamics of rigid bodies. In this way, the fixturing stability of the system [30] and the optimal design of the fixture [19] can be effectively analyzed.

Regarding the influence of fixtures on the dynamics of flexible workpieces, however, the relevant research is very limited. Due to the weak rigidity of flexible workpieces, adding support $[31,32]$, which has a great impact on the dynamic characteristics of the workpiece, in the fixture design is an effective way. In order to study it, the frequency response function (FRF) [33] is often used for analysis. In the analysis process, the finite element method (FEM) [34, 35] is an excellent numerical tool used to obtain relevant detailed information. When using this method, it was necessary to divide very fine grids and set complex equivalent boundary conditions to ensure the accuracy of the results, which would cause a significant reduction in calculation efficiency [36]. To solve this problem, the analytical method focusing on thinwalled plate or frame structures $[37,38]$ is widely used to analyze the effects of fixture on the dynamic characteristics of the workpiece.

Nevertheless, to the authors' knowledge, few research concentrates on the effects of fixtures on cylindrical thinwalled structures, especially from the perspective of dynamics. Under the motivation, the main objective of this paper is to develop a comprehensive analytical solution to predict the FRFs of the system so as to investigate the effects of fixture support on the dynamic characteristics of CTWW. The outline of this paper is organized as follows. Section 2 establishes the motion equation of the workpiece-fixture system. The frequency response functions of the workpiecefixture system are predicted in Section 3. Section 4 verifies the feasibility and accuracy of the proposed method. Some important conclusions are listed in Section 5.

## 2. Motion Equation of the Workpiece-

## Fixture System

Adding fixture support can effectively improve the rigidity of the CTWWs, which makes the modeling and analysis of the system more complicated. Therefore, it is necessary to focus on the establishment of the motion equation of the work-piece-fixture system, which is the basis for investigating the effects of fixture support on workpiece dynamic characteristics. Without losing generality, a typical thin-walled cylindrical structure with fixture constraints is taken to
explore the mechanism, as shown in Figure 1. The outside surface of the cylindrical workpiece is required to be further milled from the free end to the fixed end for lightweight purposes. In this paper, the boundary conditions are determined according to the actual machining situation. The base of the workpiece is clamped, i.e., the slope and displacement are equal to zero. The top edge of the workpiece is free, i.e., the moments and shear forces are equal to zero.
2.1. Mode Shape Functions of the CTWW. In this section, the dynamic balance equation of the CTWW is established using the vector mechanics method. The mode shape functions can be obtained. The 3D model of this part can be equivalently represented using a continuous, homogeneous, and isotropous cylindrical shell, as shown in Figure 2.

The workpiece has an axial length $L$, a middle surface radius $R$, and a constant thickness $H$. A cylindrical coordinate system $(o, z, \theta, r)$ is used to take advantage of the axis symmetry of the structure, and the origin is set to the center of the fixed end $(z=0)$ of the workpiece. The displacements on the middle surface with respect to the coordinate system are represented by $u(z, \theta, t), v(z, \theta, t)$, and $w(z, \theta, t)$ in the tangential, radial, and axial directions, respectively. The CTWW is clamped at the bottom $(z=0)$, and the other end is free $(z=L)$. Since the thickness of the workpiece is much smaller than other dimensions, a thin-walled cylindrical shell assumption is considered. In addition, the straight line perpendicular to the middle surface of the workpiece remains unchanged before and after deformation [39].

In the modeling process, a series of cylindrical shell elements are used to simulate the middle surface. An arbitrary element is expressed in Figure 3. We take this element as an example to illustrate the modeling process. Each shell is constructed by an arc $R \mathrm{~d} \theta$ and a line segment $\mathrm{d} z$, respectively. The forces including external forces $p_{e}(e=r, \theta, z)$ and inertial forces $\rho H\left(\partial \mathrm{in}^{2} / \partial t^{2}\right)($ in $=u, v, w)$ are shown in Figure 3(a), and the internal forces and internal moments are shown in Figures 3(b) and 3(c). By multiplying all internal forces by the arc length of the side, multiplying all external force components and inertial forces by the element area, and then projecting the product in three directions, the free vibration differential equations of the CTWW can be established as follows [40]:

$$
\left\{\begin{array}{l}
\frac{1}{R} \frac{\partial N_{\theta}}{\partial \theta}+\frac{\partial N_{z \theta}}{\partial z}+\frac{Q_{\theta}}{R}-\rho H \frac{\partial^{2} u}{\partial t^{2}}=0  \tag{1}\\
\frac{\partial Q_{z}}{\partial z}+\frac{\partial Q_{\theta}}{R \partial \theta}-\frac{N_{\theta}}{R}-\rho H \frac{\partial^{2} v}{\partial t^{2}}=0 \\
\frac{\partial N_{z}}{\partial z}+\frac{1}{R} \frac{\partial N_{z \theta}}{\partial \theta}-\rho H \frac{\partial^{2} w}{\partial t^{2}}=0
\end{array}\right.
$$

where $\rho$ is the density of the workpiece, $N_{\theta}, N_{z \theta}, N_{z}$ and $Q_{\theta}$, $Q_{z}$ are the internal forces and transverse shear forces per unit length on the middle surface, and their specific expressions are given by


Figure 1: Schematic illustration of a typical cylindrical thin-walled structure with fixture constraints.


Figure 2: Coordinate system and dimensions for a cylindrical shell.


Figure 3: Continued.

(c)

Figure 3: Forces and moments acting on a cylindrical shell element. (a) External forces and inertial forces. (b) Internal forces. (c) Internal moments.

$$
\left\{\begin{array}{l}
N_{\theta}=K\left[\frac{1}{R}\left(\frac{\partial u}{\partial \theta}+v\right)+\mu \frac{\partial w}{\partial z}\right]  \tag{2}\\
N_{z \theta}=K \frac{1-\mu}{2}\left(\frac{\partial u}{\partial z}+\frac{1}{R} \frac{\partial w}{\partial \theta}\right), \\
N_{z}=K\left[\frac{\partial w}{\partial z}+\frac{\mu}{R}\left(\frac{\partial u}{\partial \theta}+v\right)\right] \\
M_{z}=D\left[-\frac{\partial^{2} v}{\partial z^{2}}+\frac{\mu}{R^{2}}\left(\frac{\partial u}{\partial \theta}-\frac{\partial^{2} v}{\partial \theta^{2}}\right)\right] \\
M_{\theta}=D\left[\frac{1}{R^{2}}\left(\frac{\partial u}{\partial \theta}-\frac{\partial^{2} v}{\partial \theta^{2}}\right)-\mu \frac{\partial^{2} v}{\partial z^{2}}\right] \\
M_{z \theta}=D \frac{1-\mu}{2 R}\left(\frac{\partial u}{\partial z}-2 \frac{\partial^{2} v}{\partial z \partial \theta}\right) \\
Q_{z}=\frac{\partial M_{z}}{\partial z}+\frac{\partial M_{z \theta}}{R \partial \theta}, \\
Q_{\theta}=\frac{\partial M_{z \theta}}{\partial z}+\frac{\partial M_{\theta}}{R \partial \theta},
\end{array}\right.
$$

where $M_{z}, M_{\theta}$, and $M_{z \theta}$ are the internal moments on the middle surface, $K=E H /\left(1-\mu^{2}\right)$ is the tensile stiffness of the cylinder shell, $D=E H^{3} / 12\left(1-\mu^{2}\right)$ is the flexural rigidity of the cylindrical shell, $E$ is Young's modulus, and $\mu$ is Poisson's ratio.

By substituting equation (2) into (1), the governing equations expressed by displacements $u, v$, and $w$ can be obtained as

$$
\left[\begin{array}{lll}
L_{11} & L_{12} & L_{13}  \tag{3}\\
L_{21} & L_{22} & L_{23} \\
L_{31} & L_{32} & L_{33}
\end{array}\right]\left\{\begin{array}{c}
u \\
v \\
w
\end{array}\right\}=\left\{\begin{array}{l}
0 \\
0 \\
0
\end{array}\right\}
$$

where $L_{i_{d} j_{d}}=\left(i_{d}, j_{d}=1,2,3\right)$ are differential operators with respect to $z$ and $\theta$, and the specific expressions are given in Appendix A.

To solve equation (3), a synchronous motion is considered, i.e., natural modes of vibration [41]:

$$
\left\{\begin{array}{l}
u(x, \theta, t)=U(x, \theta) q(t)  \tag{4}\\
v(x, \theta, t)=V(x, \theta) q(t) \\
w(x, \theta, t)=W(x, \theta) q(t)
\end{array}\right.
$$

where $U(x, \theta), V(x, \theta)$, and $W(x, \theta)$ are the mode shapes and $q(t)$ is the generalized coordinate.

The vibration forms of CTWW include axial and circumferential vibrations, as shown in Figure 4. The axial vibration form in Figure 4(a) is composed of $m$ half-waves. The circumferential vibration form in Figure 4(b) consists of radial and tangential vibration, where $n$ is the number of circumferential waves. Therefore, the modal shape of the cylindrical shell can be determined by any combination of the axial half-wave number $m$ and the circumferential wave number $n$.

Considering the inter-mode coupling, a variable separation method is employed to separate the spatial dependence of modal shapes between axial and circumferential directions. The modal shape of the thin-walled cylindrical shell is expanded in a double series in terms of beam function in the axial direction and Fourier series in the circumferential direction. This method can use simple functions to decouple the complex coupled dynamics system and avoid the tedious mathematical calculation process. Therefore, the tangential, radial, and axial displacements of the workpiece vary according to [42]


Figure 4: Vibration forms of the CTWW. (a) Axial vibration forms. (b) Circumferential vibration forms.

$$
\left\{\begin{array}{l}
u(z, \theta, t)=\sum_{m=0}^{\infty} \sum_{n=0}^{\infty} A_{m n} \phi_{m}(z) \sin (n \theta) q(t)  \tag{5}\\
v(z, \theta, t)=\sum_{m=0}^{\infty} \sum_{n=0}^{\infty} B_{m n} \phi_{m}(z) \cos (n \theta) q(t) \\
w(z, \theta, t)=\sum_{m=0}^{\infty} \sum_{n=0}^{\infty} C_{m n} \frac{\mathrm{~d} \phi_{m}(z)}{\mathrm{d}(z / L)} \cos (n \theta) q(t)
\end{array}\right.
$$

where $A_{m n}, B_{m n}$, and $C_{m n}$ are the $(m, n)$-th modal amplitudes in the tangential, radial, and axial directions, respectively, and $\phi_{m}(z)$ is the axial mode shape function that is defined as a beam mode shape function corresponding to the boundary conditions at both ends, which can be expressed as [43]

$$
\begin{align*}
\phi_{m}(z)= & a_{1} \cosh \left(\frac{\lambda_{m} z}{L}\right)+a_{2} \cos \left(\frac{\lambda_{m} z}{L}\right)  \tag{6}\\
& -\sigma_{m}\left[a_{3} \sin h\left(\frac{\lambda_{m} z}{L}\right)+a_{4} \sin \left(\frac{\lambda_{m} z}{L}\right)\right]
\end{align*}
$$

where the values of $a_{i_{z}}\left(i_{z}=1,2,3,4\right), \lambda_{m}$, and $\sigma_{m}$ can be determined according to the boundary conditions of the beam. In this paper, the clamped-free boundary condition is considered, and the parameters of the beam function satisfy the following relationships:

$$
\left\{\begin{array}{l}
\cosh \lambda_{m} \cos \lambda_{m}=-1  \tag{7}\\
\sigma_{m}=\frac{\sinh \lambda_{m}-\sin \lambda_{m}}{\cosh \lambda_{m}+\cos \lambda_{m}} \\
a_{1}=a_{3}=1 \\
a_{2}=a_{4}=-1
\end{array}\right.
$$

By substituting equation (5) into (3) and performing Galerkin discretization, a set of ordinary differential equations can be obtained as follows:

$$
\left\{\begin{array}{l}
\int_{0}^{L} \int_{0}^{2 \pi}\left(L_{11} u+L_{12} v+L_{13} w\right) \phi_{m}(z) \sin (n \theta) R \mathrm{~d} \theta \mathrm{~d} z=0  \tag{8}\\
\int_{0}^{L} \int_{0}^{2 \pi}\left(L_{21} u+L_{22} v+L_{23} w\right) \phi_{m}(z) \cos (n \theta) R \mathrm{~d} \theta \mathrm{~d} z=0 \\
\int_{0}^{L} \int_{0}^{2 \pi}\left(L_{31} u+L_{32} v+L_{33} w\right) \frac{\mathrm{d} \phi_{m}(z)}{\mathrm{d}(z / L)} \cos (n \theta) R \mathrm{~d} \theta \mathrm{~d} z=0
\end{array}\right.
$$

Further integrating equation (8), the frequency characteristic equation of the workpiece can be obtained as follows:

$$
\left[\begin{array}{lll}
c_{11} & c_{12} & c_{13}  \tag{9}\\
c_{21} & c_{22} & c_{23} \\
c_{31} & c_{32} & c_{33}
\end{array}\right]\left\{\begin{array}{l}
A_{m n} \\
B_{m n} \\
C_{m n}
\end{array}\right\}=0
$$

where $c_{i_{c} j_{c}}\left(i_{c}, j_{c}=1,2,3\right)$ are the undetermined coefficients as given in Appendix B, which are related to the natural frequency, geometric parameters, and material parameters of the workpiece.

Since equation (9) has nontrivial solutions, the determinant of the coefficient matrix must be zero, i.e.,

$$
\begin{equation*}
\operatorname{det}\left(\left[c_{i_{c} j_{c}}\right]\right)=0, \quad\left(i_{c}, j_{c}=1,2,3\right) \tag{10}
\end{equation*}
$$

A characteristic equation of the workpiece can be obtained from equation (10) as

$$
\begin{equation*}
\left(\omega_{m n}^{2}\right)^{3}+\gamma_{1}\left(\omega_{m n}^{2}\right)^{2}+\gamma_{2} \omega_{m n}^{2}+\gamma_{3}=0 \tag{11}
\end{equation*}
$$

where $\omega_{m n}$ is the natural frequency corresponding to the $(m, n)$-th mode and $\gamma_{i_{r}}\left(i_{r}=1,2,3\right)$ are the coefficients which can be written as

$$
\left\{\begin{array}{l}
\gamma_{1}=-c_{13}-c_{21}-c_{32}  \tag{12}\\
\gamma_{2}=c_{13} c_{21}+c_{13} c_{32}+c_{21} c_{32}-c_{11} c_{23}-c_{12} c_{33}-c_{22} c_{31} \\
\gamma_{3}=c_{13} c_{22} c_{31}+c_{11} c_{23} c_{32}+c_{12} c_{21} c_{33}-c_{11} c_{22} c_{33}-c_{12} c_{23} c_{33}-c_{13} c_{21} c_{32}
\end{array}\right.
$$

Based on equation (11), three natural frequency solutions are obtained and substituted into equation (9). As a result, ratios of modal amplitudes can be expressed as

$$
\left\{\begin{array}{l}
\frac{A_{m n}}{B_{m n}}=\frac{c_{22}\left(\omega_{m n}^{2}-c_{13}\right)+c_{12} c_{23}}{c_{11} c_{23}-\left(\omega_{m n}^{2}-c_{13}\right)\left(\omega_{m n}^{2}-c_{21}\right)}  \tag{13}\\
\frac{B_{m n}}{C_{m n}}=\frac{\left(\omega_{m n}^{2}-c_{13}\right)\left(\omega_{m n}^{2}-c_{21}\right)-c_{11} c_{23}}{c_{12}\left(\omega_{m n}^{2}-c_{21}\right)+c_{22} c_{11}}
\end{array}\right.
$$

The above formulae reveal that there are three natural frequencies with regard to each combination ( $m, n$ ), and each frequency is related to one vibration direction. Among them, the lowest frequency value corresponds to the most flexural vibration direction, and the other two correspond to the in-plane vibrations. In this way, the calculated natural frequencies and mode shape functions of the CTWW will be used to establish the motion equation for the workpiecefixture system in next section.
2.2. Motion Equation of the CTWW with Fixture Support Constraints. For the workpiece-fixture system, an analytical mechanics method will be introduced to establish the motion equation. The generalized coordinates are used to determine the position of the system. The scalar functions such as kinetic energy, elastic strain energy, potential energy, dissipated energy, and the work done by external forces are used to describe the amount of motion. The Lagrange equation is used to obtain the relationships between multiple energies. And the specific modeling process will be described in detail as follows.

According to the research in [44], the displacement expression of the workpiece without support is still applicable for cases with support. Therefore, based on equation
(5), the kinetic energy $T$ of the CTWW under external forces can be expressed as

$$
\begin{align*}
T= & \frac{\rho H}{2} \int_{0}^{L} \int_{0}^{2 \pi}\left(\left(\frac{\partial u(z, \theta, t)}{\partial t}\right)^{2}+\left(\frac{\partial v(z, \theta, t)}{\partial t}\right)^{2}\right. \\
& \left.+\left(\frac{\partial w(z, \theta, t)}{\partial t}\right)^{2}\right) R \mathrm{~d} \theta \mathrm{~d} x=\frac{1}{2} m_{p} \dot{\mathbf{q}} \mathbf{M} \dot{\mathbf{q}}^{T} \tag{14}
\end{align*}
$$

where $m_{p}$ represents the mass per unit area of the cylindrical shell and $\dot{\mathbf{q}}$ is a $1 \times(3 M \cdot N)$ matrix, and it can be expressed as $\dot{\mathbf{q}} \in R^{1 \times 3 M N}$, where $M$ and $N$ represent the number of related subitems corresponding to $m$ and $n$ in equation (5), respectively. Each of the generalized coordinate velocity matrix element is $\dot{q}=\partial q / \partial t$. The mass matrix $\mathbf{M}$ can be expressed as

$$
\mathbf{M}=\left[\begin{array}{cccc}
\mathbf{M}_{1} & & & 0  \tag{15}\\
& \mathbf{M}_{2} & & \\
& & \ddots & \\
\text { sym } & & & \mathbf{M}_{M N}
\end{array}\right]_{3 M N \times 3 M N}
$$

where the submatrix $\mathbf{M}_{i_{m}}\left(i_{m}=1,2, \ldots, M N\right)$ stands for the mass elements in the three directions corresponding to the $i_{m}$-th degree of freedom, each submatrix is a $3 \times 3$ matrix, and each element in the submatrix is given in Appendix C. These elements are related to the mode shape functions of the CTWW. The symbol "sym" in the matrix $\mathbf{M}$ is short for symmetry.

Deformation generates internal strain and stress and therefore creates elastic strain energy. Based on the classical thin shell theory, the elastic strain energy $U$ of the workpiece can be obtained as [45]

$$
\left.\begin{array}{rl}
U & =\int_{0}^{L} \int_{0}^{2 \pi} \frac{E H}{2\left(1-\mu^{2}\right)}\left\{\frac{\partial w}{\partial z}+\frac{1}{R}\left(\frac{\partial u}{\partial \theta}+v\right)\right]^{2}-\frac{2(1-\mu)}{R}\left[\frac{\partial w}{\partial z}\left(\frac{\partial u}{\partial \theta}+v\right)\right]+\frac{1-\mu}{2}\left(\frac{1}{R} \frac{\partial w}{\partial \theta}+\frac{\partial u}{\partial z}\right)^{2} \\
+\frac{H^{2}}{12}\left[\frac{\partial^{2} v}{\partial z^{2}}+\frac{1}{R^{2}}\left(\frac{\partial^{2} v}{\partial \theta^{2}}-\frac{\partial u}{\partial \theta}\right)\right]^{2}-\frac{H^{2}(1-\mu)}{6 R^{2}}\left[\frac{\partial^{2} v}{\partial z^{2}}\left(\frac{\partial^{2} v}{\partial \theta^{2}}-\frac{\partial u}{\partial \theta}\right)\right]+\frac{H^{2}(1-\mu)}{6 R^{2}}\left(\frac{\partial^{2} v}{\partial z \partial \theta}-\frac{\partial u}{2 \partial z}\right)^{2} \tag{16}
\end{array}\right\} R \mathrm{~d} \theta \mathrm{~d} z
$$

where $\mathbf{K}_{w}$ is the stiffness matrix, which has the same dimension with the mass matrix $\mathbf{M}$, and the element in each submatrix is given in Appendix D.

Each fixture support can be modeled as a spring and a damping element, as shown in Figure 5. Under the excitation of external forces, the fixture support outputs normal force and tangential forces on the workpiece within the support area.

Assuming that the fixture support $a$ is located at $\left(z_{a}, \theta_{a}\right)$, the potential energy $P$ of all fixture supports can be written as

$$
\begin{align*}
P & =\frac{1}{2} \sum_{a=1}^{p_{a}}\left[k_{\theta a} u^{2}\left(z_{a}, \theta_{a}\right)+k_{r a} v^{2}\left(z_{a}, \theta_{a}\right)+k_{z a} w^{2}\left(z_{a}, \theta_{a}\right)\right] \\
& =\frac{1}{2} \sum_{a=1}^{p_{a}} \mathbf{q} \mathbf{K}_{s} \mathbf{q}^{T} \tag{17}
\end{align*}
$$

$$
\mathbf{K}_{i_{s} j_{s}}=\left[\begin{array}{cc}
k_{\theta a}\left(\Phi_{m n}^{u}\left(z_{a}, \theta_{a}\right)\right)^{2} &  \tag{18}\\
& k_{r a}\left(\Phi_{m n}^{v}\left(z_{a}, \theta_{a}\right)\right)^{2} \\
\operatorname{sym} &
\end{array}\right.
$$

$$
\left.\begin{array}{c}
0 \\
k_{z a}\left(\Phi_{m n}^{w}\left(z_{a}, \theta_{a}\right)\right)^{2}
\end{array}\right], \quad\left(i_{s}, j_{s}=1,2, \ldots, M N\right)
$$

where $\Phi_{m n}^{u}\left(z_{a}, \theta_{a}\right), \Phi_{m n}^{v}\left(z_{a}, \theta_{a}\right)$, and $\Phi_{m n}^{w}\left(z_{a}, \theta_{a}\right)$ are the mode shape functions in three directions, which are functions of the support positions and can be obtained from Appendix C.

Since the workpiece-fixture system is an energy dissipative system, the damping effect cannot be ignored. To describe the energy dissipation of the system, it is necessary
where $p_{a}$ is the number of the fixture supports, $k_{r a}, k_{z a}$, and $k_{\theta a}$ are the contact stiffness in the radial, axial, and tangential directions, respectively, and $\mathbf{K}_{s}$ is the stiffness matrix related to the fixture support, which also has the same expression as the mass matrix $\mathbf{M}$, and the submatrix in $\mathbf{K}_{s}$ can be written as
to comprehensively consider the damping characteristics of the workpiece and fixture supports. In the modeling process, the nonconservative damping forces are assumed to be viscous damping forces, and the Rayleigh dissipation function is used to express the dissipated energy $R_{d}$ of the system, which can be given as

$$
\begin{align*}
R_{d}= & \frac{c_{w}}{2} \int_{0}^{L} \int_{0}^{2 \pi}\left(\left(\frac{\partial u(z, \theta, t)}{\partial t}\right)^{2}+\left(\frac{\partial v(z, \theta, t)}{\partial t}\right)^{2}+\left(\frac{\partial w(z, \theta, t)}{\partial t}\right)^{2}\right) R \mathrm{~d} \theta \mathrm{~d} x \\
& +\frac{1}{2} \sum_{a=1}^{p_{a}} c_{s}\left(\left(\frac{\partial u(z, \theta, t)}{\partial t}\right)^{2}+\left(\frac{\partial v(z, \theta, t)}{\partial t}\right)^{2}+\left(\frac{\partial w(z, \theta, t)}{\partial t}\right)^{2}\right)  \tag{19}\\
= & \frac{c_{w}}{2} \dot{\mathbf{q}} \mathbf{C}_{w} \dot{\mathbf{q}}^{T}+\frac{c_{s}}{2} \sum_{a=1}^{p_{a}} \dot{\mathbf{q}} \mathbf{C}_{s} \dot{\mathbf{q}}^{T}
\end{align*}
$$



FIGURE 5: Illustration of the workpiece-fixture system. (a) CTWW with fixture support constraints. (b) Equivalent model of the fixture support.
where $c_{w}$ and $c_{s}$ are the damping coefficients of the workpiece and fixture support, respectively, and $\mathbf{C}_{w}$ and $\mathbf{C}_{s}$ are the damping matrices corresponding to the workpiece and fixture support, respectively.

Supposing that the workpiece is subjected to an external force $F_{e}$, the work $W$ done by $F_{e}$ can be obtained as

$$
\begin{equation*}
W=F_{e, u} u+F_{e, v} v+F_{e, w} w=\mathbf{F}_{e} \boldsymbol{\Phi} \mathbf{q}^{T} \tag{20}
\end{equation*}
$$

where $F_{e, u}, F_{e, v}$, and $F_{e, w}$ are the tangential, radial, and axial force components acting on the CTWW, respectively, and $\mathrm{F}_{e} \in R^{1 \times 3 M N}$ and $\Phi \in R^{3 M N \times 3 M N}$ are the external force

$$
\begin{cases}\mathbf{F}_{e, i_{e}}=\left[\begin{array}{cc}
\left.F_{e, i_{e}, u} F_{e, i_{e}, v} F_{e, i_{e}, w}\right], & \left(i_{e}=1,2, \ldots, M N\right), \\
\boldsymbol{\Phi}_{i_{m}}=\left[\begin{array}{cc}
\Phi_{i_{m}, m n}^{u}(z, \theta) & 0 \\
\operatorname{sym} & \Phi_{i_{m}, m n}^{v}(z, \theta) \\
\operatorname{sym} & \Phi_{i_{m}, m n}^{w}(z, \theta)
\end{array}\right], & \left(i_{m}=1,2, \ldots, M N\right) .
\end{array} .\right.\end{cases}
$$

According to the above derivations, the scalar functions of the system such as kinetic energy, elastic strain energy, potential energy, dissipated energy, and work have been given, which are used to describe the amount of motion of the system, and their relationship can be obtained based on the Lagrange equation as [46]

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial T}{\partial \dot{q}}\right)-\frac{\partial T}{\partial q}+\frac{\partial R_{d}}{\partial \dot{q}}+\frac{\partial(U+P)}{\partial q}=\frac{\partial W}{\partial q} \tag{23}
\end{equation*}
$$

By substituting equations (14), (16), (17), (19), and (20) into (23), the motion equation of the workpiece-fixture
matrix and mode shape matrix, respectively, which can be written as

$$
\left\{\begin{array}{l}
\mathbf{F}_{e}=\left[\begin{array}{llll}
\mathbf{F}_{e, 1} & \mathbf{F}_{e, 2} & \cdots & \mathbf{F}_{e, M N}
\end{array}\right]_{1 \times 3 M N},  \tag{21}\\
\boldsymbol{\Phi}=\left[\begin{array}{cccc}
\boldsymbol{\Phi}_{1} & & 0 \\
& \boldsymbol{\Phi}_{2} & \\
& & \ddots & \\
& & & \\
\text { sym } & & & \boldsymbol{\Phi}_{M N}
\end{array}\right]_{3 M N \times 3 M N}
\end{array} .\right.
$$

The submatrices in the above matrices can be expressed as
system can be expressed in terms of generalized coordinates and mode shapes as follows:

$$
\begin{equation*}
m_{p} \mathbf{M} \ddot{\mathbf{q}}+\left(c_{w} \mathbf{C}_{w}+c_{s} \mathbf{C}_{s}\right) \dot{\mathbf{q}}+\left(D \mathbf{K}_{w}+\sum_{a=1}^{p_{a}} \mathbf{K}_{s}\right) \mathbf{q}=\mathbf{F}_{e} \boldsymbol{\Phi} \tag{24}
\end{equation*}
$$

Considering the complexity of the system damping, it is approximated by Rayleigh damping. The motion equation of the system can be written as

$$
\begin{equation*}
\mathbf{M} \ddot{\mathbf{q}}+\mathbf{C} \dot{\mathbf{q}}+\mathbf{K q}=\mathbf{F}, \tag{25}
\end{equation*}
$$

where

$$
\left\{\begin{array}{l}
\mathbf{C}=\alpha \mathbf{M}+\frac{\beta\left(D \mathbf{K}_{w}+\sum_{a=1}^{p_{a}} \mathbf{K}_{s}\right)}{m_{p}},  \tag{26}\\
\mathbf{K}=\frac{\left(D \mathbf{K}_{w}+\sum_{a=1}^{p_{a}} \mathbf{K}_{s}\right)}{m_{p}}, \\
\mathbf{F}=\frac{\mathbf{F}_{e} \Phi}{m_{p}}
\end{array}\right.
$$

where $\alpha$ and $\beta$ are constants.
In this way, the motion equation of the workpiece-fixture system is established. It can be seen that the proposed method can considerably reduce the computational complexity of the vector relationship by using the scalar functions, thereby making the modeling of the complex system easier and facilitating the prediction of the FRFs for the workpiece-fixture system in next section.

## 3. Frequency Response Function of the Workpiece-Fixture System

Fixture support increases the rigidity of the CTWW and also changes its dynamic characteristics. In this section, the workpiece-fixture system is regarded as a linear time-invariant (LTI) system, and the FRF is predicted.

By taking Fourier transform on equation (25), it becomes

$$
\begin{equation*}
\left(\mathbf{K}-\omega^{2} \mathbf{M}+j \omega \mathbf{C}\right) \mathbf{q}(\omega)=\mathbf{F}(\omega) \tag{27}
\end{equation*}
$$

Based on equation (27), the motion equation of the undamped free vibration system is given by

$$
\begin{equation*}
\left(\mathbf{K}-\omega^{2} \mathbf{M}\right) \mathbf{q}(\omega)=0 \tag{28}
\end{equation*}
$$

From equation (28), the natural frequencies can be calculated for each set of $(m, n)$. Among the three frequencies in axial, radial, and tangential directions, the minimum value corresponds to the radial natural frequency, which will be analyzed in detail.

For the LTI system, the system response can be represented using the mode superposition method [47]. Thus, the response vector $\mathbf{q}$ can be written as

$$
\begin{equation*}
\mathbf{q}(\omega)=\Psi \mathbf{p}(\omega) \tag{29}
\end{equation*}
$$

where $\Psi=\left[\begin{array}{llll}\Psi_{1} & \Psi_{2} & \ldots & \Psi_{N_{d}}\end{array}\right]$ is a new mode shape matrix, $\Psi_{r}\left(r=1,2, \ldots, N_{d}\right)$ is the $r$-th order mode shape vector, $\mathbf{p}=\left[\begin{array}{lll}p_{1}(\omega) & p_{2}(\omega) & \cdots\end{array} p_{N_{d}}(\omega)\right]^{T}$ is the modal coordinate vector, and $N_{d}$ is the number of modes.

Substituting equation (29) into (27) and premultiplying it by $\Psi^{T}$, the $r$-th order modal equation of the system can be obtained on the basis of the orthogonality of the mode shapes:

$$
\begin{equation*}
\left(K_{r}-\omega^{2} M_{r}+j \omega C_{r}\right) p_{r}=F_{r} \tag{30}
\end{equation*}
$$

where $F_{r}$ is the $r$-th order modal force and $K_{r}, M_{r}$, and $C_{r}$ are the $r$-th order modal stiffness, modal mass, and modal damping, respectively.

According to the above equation, the $r$-th order modal coordinate can be obtained as

$$
\begin{equation*}
p_{r}=\frac{F_{r}}{K_{r}-\omega^{2} M_{r}+j \omega C_{r}} \tag{31}
\end{equation*}
$$

where $F_{r}=\Psi_{r}^{T} \mathbf{F}(\omega)=\sum_{l=1}^{p_{n}} \varphi_{l r} f_{j_{r}}(\omega),\left(j_{r}=1,2, \ldots, p_{n}\right), \varphi_{l r}$ is the mode shape of the $r$-th order mode at the measurement point $l$, and $p_{n}$ is the number of measurement points.

In this section, single point excitation is considered. Supposing that the exciting force is applied to point $s$, the force vector can be written as

$$
\begin{equation*}
\mathbf{F}(\omega)=\left[0 \cdots 0 \cdots f_{s}(\omega) \cdots 0\right]^{T} \tag{32}
\end{equation*}
$$

and the $r$-th order modal force becomes

$$
\begin{equation*}
F_{r}=\varphi_{s r} f_{s}(\omega) \tag{33}
\end{equation*}
$$

Since the workpiece-fixture system is regarded as a LTI system, the response at any point $l$ can be expressed as

$$
\begin{equation*}
q_{l}(\omega)=\varphi_{l 1} p_{1}(\omega)+\varphi_{l 2} p_{2}(\omega)+\cdots+\varphi_{l N} p_{N}(\omega)=\sum_{r=1}^{N_{d}} \varphi_{l r} p_{r}(\omega) . \tag{34}
\end{equation*}
$$

By substituting equations (31) and (33) into (34), the frequency response function between the measurement point $l$ and the excitation point $s$ can be given by

$$
\begin{equation*}
\frac{q_{l}(\omega)}{f_{s}(\omega)}=H_{l s}(\omega)=\sum_{r=1}^{N_{d}} \frac{\varphi_{l r} \varphi_{s r}}{K_{r}-\omega^{2} M_{r}+j \omega C_{r}} \tag{35}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
H_{l s}(\omega)=\sum_{r=1}^{N_{d}} \frac{1}{K_{e r}\left[\left(1-\bar{\omega}_{r}^{2}+2 j \xi_{r} \bar{\omega}_{r}\right)\right]}, \tag{36}
\end{equation*}
$$

where $K_{e r}=\left(K_{r} / \varphi_{l r} \varphi_{s r}\right)$ in unit $\mathrm{N} / \mathrm{m}, \quad \bar{\omega}_{r}=\left(\omega / \omega_{r}\right)$, $\xi_{r}=\left(C_{r} / 2 M_{r} \omega_{r}\right)$, and $\omega_{r}$ is the $r$-th order natural frequency of the system in unit rad/s.

Through the above analysis, the FRFs of the workpiecefixture system are obtained, in which a complete mode set is used, that is, all modes are superimposed. However, in actual analysis, the modal truncation method is widely used to reduce the computational burden. The dynamic characteristics of the system are investigated by selecting the first several modes, which will be applied in subsequent verification of the proposed method.

## 4. Verification

To verify the feasibility of the proposed method, a series of numerical calculation and experimental modal tests are carried out on a specifically designed workpiece-fixture system.


Figure 6: The designed CTWW for verification. (a) Schematic illustration of CTWW. (b) Fixture support layout scheme. (c) Ball head support and workpiece.
4.1. Workpiece and Fixture Support. A specific CTWW and fixture support layout are designed to validate the proposed method, as shown in Figure 6. The workpiece in Figure 6(a) is composed of two parts: the base block and the thin-walled cylindrical shell. For the base block, its outer diameter is 250 mm and inner diameter is 200 mm . To achieve the clamped boundary conditions at the bottom of the workpiece, the base block is designed to have ten cylindrical holes that are used to bolt the workpiece to the fixture base. For the thin-walled cylindrical shell, the outer diameter is 206 mm , inner diameter is 200 mm , and the height is 100 mm . Furthermore, the material of the workpiece is aluminum alloy 6061, which has the following physical parameters [44], as listed in Table 1. Without loss of generality, a support layout strategy used in actual on-site processing is presented, as shown in Figure 6(b). The specific locations of the fixture supports are listed in Table 2.

In this section, the support is designed with a ball head, which can ensure full contact with the inner wall of the workpiece. Under the action of the supporting force, the contact area between the support and the workpiece is elliptical, as shown in Figure 6(c). Since the rigidity of the workpiece in the radial direction is the weakest, only the supporting effect in this direction is considered in the study. Thus, the contact stiffness between the support and the workpiece is

$$
\begin{equation*}
k_{s}=\frac{\mathrm{d} F_{s}}{\mathrm{~d} \delta_{s}} \tag{37}
\end{equation*}
$$

where $F_{s}$ is the radial support force and $\delta_{s}$ is the elastic deformation, which can be obtained based on Hertz contact, and it is [48]

$$
\begin{equation*}
\delta_{s}=\delta^{*}\left[\frac{3 F_{s}}{2 \sum \rho_{t}}\left(\frac{1-v_{f}^{2}}{E_{f}}+\frac{1-v_{w}^{2}}{E_{w}}\right)\right]^{2 / 3} \frac{\sum \rho_{t}}{2} \tag{38}
\end{equation*}
$$

where $\delta^{*}$ is a dimensionless parameter (the specific expression is given in Appendix E), $v_{f}$ and $v_{w}$ are Poisson's ratios of the support and the workpiece, respectively, $E_{f}$ and $E_{w}$ are the elastic moduli of the support and the workpiece, respectively, and $\sum \rho_{t}$ is the sum of curvature of the contact part of the workpiece and the support.

Table 1: Physical parameters of the aluminum alloy 6061.

| Young's modulus $(\mathrm{Pa})$ | Poisson's ratio | Density $\left(\mathrm{kg} / \mathrm{m}^{3}\right)$ |
| :--- | :---: | :---: |
| $68.9 \times 10^{9}$ | 0.33 | 2800 |

Table 2: Fixture support layout as shown in Figure 6(b).

| Supports | Positions $(z, \theta, r)$ |
| :--- | :---: |
| $S 1$ | $(60,45,100)$ |
| S2 | $(60,90,100)$ |
| S3 | $(60,135,100)$ |
| $S 4$ | $(60,180,100)$ |
| S5 | $(60,225,100)$ |
| S6 | $(60,270,100)$ |
| S7 | $(60,325,100)$ |
| S8 | $(60,360,100)$ |

After the workpiece and fixture support layout are determined, a series of numerical calculation and hammer tests can be carried out to verify the proposed method.
4.2. Numerical Calculation and Hammer Tests. Since the low-order modes have a great influence on the workpiece, the first two modes are considered in this paper. According to equation (36), the FRFs of the workpiece-fixture system can be obtained. To investigate the effects of fixture support on workpiece dynamic characteristics, the point with weak local stiffness is a good choice for comparison. Here, points along the circumferential path at the axial coordinate of 95 mm are selected to calculate the FRFs, and the predicted results of the workpiece with and without fixture support are shown in Figure 7. In the calculation process, the damping coefficients of the workpiece-fixture system are decided by means of impact test, where the damping ratio can be obtained. In addition, for the case of support, the diameter of the support ball head is 7 mm , and the support force is 15 N . It can be seen that after the fixture support is added to the workpiece, the FRF has the phenomenon of natural frequency value shift and amplitude reduction.

To verify the accuracy of the predicted FRFs, hammer tests are performed, as shown in Figure 8. Among them, the size of the experimental workpiece is the same as that of the designed structure, as shown in Figure 6(a), and the specific fixture support layout is consistent with that in Figure 6(b).


Figure 7: Comparisons of the predicted FRFs of workpiece. (a) Without support. (b) With support.


Figure 8: Experimental setup for hammer tests.


Figure 9: Comparisons of the FRFs of the workpiece with and without fixture support. (a) Point 1. (b) Point 2.

Moreover, the diameter of the support ball head and the support force are also in accord with those in the prediction. During the test, an impact hammer PCB 086C01 is selected as the excitation source and an acceleration sensor PCB 356A01 is used to obtain the vibration response of the workpiece. The transfer function between the excitation point and the response point can be obtained by the ratio of acceleration to force, and then it can be integrated to obtain
the ratio of displacement to force in the LMS data acquisition system SCADAS SCM202.

With the help of the above experimental setup, the FRFs of the workpiece with and without fixture support can be obtained. In order to analyze the effects of fixture support on the dynamic characteristics of the workpiece, two points P1 $(95,3,103)$ and P2 $(95,33,103)$ on the workpiece are selected, for which the measured FRFs are shown in Figure 9.

Table 3: Comparison of the predicted and measured natural frequency values.

| Support layout | Modes | Predicted (Hz) | Measured (Hz) |
| :--- | :---: | :---: | :---: |
| Without support | 1 | 1926 | 1930 |
|  | 2 | 2710 | 2685 |
| With support | 1 | 2052 | 2081 |
|  | 2 | 2761 | 2743 |

At the same time, the predicted FRFs of the two points are also included for comparison. It can be observed that the measured results are basically consistent with the predicted results.

In order to further observe the changes in the dynamic characteristics of the workpiece after adding support, the natural frequency values and amplitudes of the FRFs are compared and analyzed, respectively. The natural frequency values of the workpiece with and without fixture support are listed in Table 3. It can be seen that the predicted natural frequency values agree well with the experimental values, and the errors are within $5 \%$. Moreover, it can be noted that the support has a greater influence on the natural frequency value of the low-order mode of the workpiece. Specifically, the frequency change of the first-order mode is much larger than that of the second-order mode.

As shown in Figure 9, the amplitudes are effectively reduced after adding fixture supports. The amplitude of each mode also changes with the measured position, which is attributed to the influence of mode shape of the workpiece. Experimental modal tests reveal that the amplitude changes of the two points are in line with the predicted results. The slight discrepancies between the predicted results and the test results may be caused by the measurement error in the test process or the simplification error of the complex interaction between workpiece and fixture support, which deserves further exploration in the future.

## 5. Conclusions

In this paper, a comprehensive analytical solution is proposed to investigate effects of fixture supports on the dynamic characteristics of CTWWs. During the modeling process, a number of methods are used, such as the vector mechanics method, the analytical mechanics method, the variable separation method, the modal superposition method, and the modal truncation method. These methods can simplify the analysis of the complex multi-degree-offreedom system and avoid tedious mathematical calculation. According to the developed model, effects of fixture support on workpiece dynamic characteristics can be analyzed effectively. The feasibility of the proposed method is verified on a specifically designed workpiece-fixture system by means of numerical calculation and experimental hammer tests. The FRFs of different points on the workpiece with and without support are compared and analyzed, and some important conclusions are drawn as follows:
(1) The FRFs of the CTWW with fixture support constraints can be accurately predicted by using the
proposed method, which are in good agreement with the experimental results.
(2) The dynamics of the CTWW can be improved by adding fixture support, where the FRFs of the system have changed a lot. Specifically, the natural frequency value increases and the amplitude decreases, especially for low-order modes.
(3) The influence of the fixture support on the dynamics of the CTWW can be explained clearly from the mechanism, that is, the stiffness of the support can affect the natural frequency value of the FRF, and the damping of the support can affect the amplitude of the FRF.
(4) In the design of fixtures for thin-walled workpieces, adding auxiliary supports is an effective method, which can increase the rigidity of the system and reduce the vibration of the system.

The main work of this paper is to investigate effects of fixture support on the dynamic characteristics of CTWW. Further, there are some other problems that need to be considered in the future, such as the effects of different support types and number of supports on the dynamic characteristics of thin-walled workpiece. In addition, the complex interaction between the support and the workpiece is an important factor that affects the accuracy of the prediction, which also needs to be explored in the future.

## Appendix

## A. Differential Operators in Equation (3)

The differential operators of thin-walled workpiece in equation (3) are

$$
\begin{align*}
& L_{11}=K \frac{1+\mu}{2 R} \frac{\partial^{2}}{\partial \theta \partial z}, \\
& L_{12}=K \frac{\mu}{R} \frac{\partial}{\partial z}, \\
& L_{13}=K \frac{\partial^{2}}{\partial z^{2}}+K \frac{1-\mu}{2 R^{2}} \frac{\partial^{2}}{\partial \theta^{2}}, \\
& L_{21}=K \frac{1-\mu}{2} \frac{\partial^{2}}{\partial z^{2}}+K \frac{1}{R^{2}} \frac{\partial^{2}}{\partial \theta^{2}}+D \frac{1-\mu}{2 R^{2}} \frac{\partial^{2}}{\partial z^{2}}+D \frac{1}{R^{4}} \frac{\partial^{2}}{\partial \theta^{2}}, \\
& L_{22}=K \frac{1}{R^{2}} \frac{\partial}{\partial \theta}-D \frac{1}{R^{4}} \frac{\partial^{3}}{\partial \theta^{3}}-D \frac{1}{R^{2}} \frac{\partial^{3}}{\partial z^{2} \partial \theta}, \\
& L_{23}=K \frac{1+\mu}{2 R} \frac{\partial^{2}}{\partial \theta \partial z}, \\
& L_{31}=K \frac{1}{R^{2}} \frac{\partial}{\partial \theta}-D \frac{1}{R^{4}} \frac{\partial^{3}}{\partial \theta^{3}}-D \frac{1}{R^{2}} \frac{\partial^{3}}{\partial z^{2} \partial \theta}, \\
& L_{32}=K \frac{1}{R^{2}}+D \frac{\partial^{4}}{\partial z^{4}}+D \frac{1}{R^{4}} \frac{\partial^{4}}{\partial \theta^{4}}+D \frac{2}{R^{2}} \frac{\partial^{4}}{\partial z^{2} \partial \theta^{2}}, \\
& L_{33}=K \frac{\mu}{R} \frac{\partial}{\partial z} . \tag{A.1}
\end{align*}
$$

## B. Undetermined Coefficients in Equation (9)

The expressions of the undetermined coefficients ${c_{c} j_{c}}$ in equation (9) are given as follows:

$$
\begin{align*}
& c_{11}=K \frac{n(1+\mu)}{2 \rho H R} \frac{\int_{0}^{L} \phi_{m}^{\prime}(z) \phi_{m}^{\prime \prime \prime}(z) \mathrm{d} z}{\int_{0}^{L} \phi_{m}^{\prime}(z) \phi_{m}^{\prime}(z) \mathrm{d} z}, \\
& c_{12}=K \frac{\mu}{\rho H R} \frac{\int_{0}^{L} \phi_{m}^{\prime}(z) \phi_{m}^{\prime \prime \prime}(z) \mathrm{d} z}{\int_{0}^{L} \phi_{m}^{\prime}(z) \phi_{m}^{\prime}(z) \mathrm{d} z}, \\
& c_{13}=\omega_{m n}^{2}+\frac{K}{\rho H}\left[\frac{\int_{0}^{L} \phi_{m}(z) \phi_{m}^{\prime \prime}(z) \mathrm{d} z}{\int_{0}^{L} \phi_{m}(z) \phi_{m}(z) \mathrm{d} z}-\frac{n^{2}(1-\mu)}{2 R^{2}}\right], \\
& c_{21}=\omega_{m n}^{2}+\frac{\left(K R^{2}+D\right)}{\rho H R^{2}}\left(\frac{1-\mu \int_{0}^{L} \phi_{m}(z) \phi_{m}^{\prime \prime}(z) \mathrm{d} z}{\int_{0}^{L} \phi_{m}(z) \phi_{m}(z) \mathrm{d} z}-\frac{n^{2}}{R^{2}}\right), \\
& c_{22}=-\frac{D n}{\rho H R^{2}}\left(\frac{\int_{0}^{L} \phi_{m}(z) \phi_{m}^{\prime \prime}(z) \mathrm{d} z}{\int_{0}^{L} \phi_{m}(z) \phi_{m}(z) \mathrm{d} z}-\frac{n^{2}}{R^{2}}\right)+\frac{K n}{\rho H R^{2}},  \tag{B.1}\\
& c_{23}=-K \frac{n(1+\mu)}{2 \rho H R} \frac{\int_{0}^{L} \phi_{m}^{\prime}(z) \phi_{m}^{\prime \prime \prime}(z) \mathrm{d} z}{\int_{0}^{L} \phi_{m}^{\prime}(z) \phi_{m}^{\prime}(z) \mathrm{d} z}, \\
& c_{31}= \\
& c_{32}=\omega_{m n}^{2}+D \frac{D n}{\rho H R^{2}}\left(\frac{\int_{0}^{L} \phi_{m}(z) \phi_{m}^{\prime \prime}(z) \mathrm{d} z}{\int_{0}^{L} \phi_{m}(z) \phi_{m}(z) \mathrm{d} z}-\frac{n^{2}}{R^{2}}\right)-\frac{K n}{\rho H R^{2}}, \\
& \left.c_{33}=-K \frac{n_{0}^{2}}{\rho H R} \frac{\int_{0}^{L} \phi_{m}^{L}(z) \phi_{m}^{\prime \prime}(z) \mathrm{d} z}{\int_{0}^{L} \phi_{m}^{\prime}(z) \phi_{m}(z) \mathrm{d} z}-\frac{n^{2}}{R^{2}}\right)+\frac{K}{\rho H R^{2}}+\frac{D}{\rho H} \frac{\int_{0}^{L}(z) \mathrm{d} z}{\int_{0}^{L} \phi_{m}(z) \phi_{m}^{\prime \prime \prime \prime}(z) \phi_{m}(z) \mathrm{d} z},
\end{align*}
$$

where the superscripts of $\phi_{m}^{\prime}(z), \phi_{m}^{\prime \prime}(z), \phi_{m}^{\prime \prime \prime}(z)$, and $\phi_{m}^{\prime \prime \prime \prime}(z)$ represent the corresponding derivative order.

## C. Element Expression in Equation (15)

The expression of each element in the submatrix in equation (15) is

$$
\begin{align*}
& M_{11}=\rho H \int_{0}^{L} \int_{0}^{2 \pi} \Phi_{m n}^{u}(z, \theta) \Phi_{m n}^{u}(z, \theta) R \mathrm{~d} \theta \mathrm{~d} z \\
& M_{22}=\rho H \int_{0}^{L} \int_{0}^{2 \pi} \Phi_{m n}^{v}(z, \theta) \Phi_{m n}^{v}(z, \theta) R \mathrm{~d} \theta \mathrm{~d} z  \tag{C.1}\\
& M_{33}=\rho H \int_{0}^{L} \int_{0}^{2 \pi} \Phi_{m n}^{w}(z, \theta) \Phi_{m n}^{w}(z, \theta) R \mathrm{~d} \theta \mathrm{~d} z \\
& M_{12}=M_{13}=M_{21}=M_{23}=M_{31}=M_{32}=0
\end{align*}
$$

where $\Phi_{m n}^{u}(z, \theta), \Phi_{m n}^{v}(z, \theta)$, and $\Phi_{m n}^{w}(z, \theta)$ are the mode shape functions in three directions, and they can be expressed as

$$
\begin{align*}
& \Phi_{m n}^{u}(z, \theta)=A_{m n} \phi_{m}(z) \sin (n \theta) \\
& \Phi_{m n}^{v}(z, \theta)=B_{m n} \phi_{m}(z) \cos (n \theta)  \tag{C.2}\\
& \Phi_{m n}^{w}(z, \theta)=C_{m n} \frac{\mathrm{~d} \phi_{m}(z)}{\mathrm{d}(z / L)} \cos (n \theta)
\end{align*}
$$

## D. Element Expression in Equation (16)

The expression of each element in the submatrix in equation (16) is

$$
\begin{align*}
& K_{11}=\frac{E H}{1-\mu^{2}} \int_{0}^{L} \int_{0}^{2 \pi}\left[\left(\frac{\partial \Phi_{m n}^{w}(z, \theta)}{\partial z}\right)^{2}+\frac{1-\mu}{2 R^{2}}\left(\frac{\partial \Phi_{m n}^{w}(z, \theta)}{\partial \theta}\right)^{2}\right] R \mathrm{~d} \theta \mathrm{~d} z, \\
& K_{12}=K_{21}=\frac{E H}{2\left(1-\mu^{2}\right)} \int_{0}^{L} \int_{0}^{2 \pi}\left(\frac{2 \mu}{R} \frac{\partial \Phi_{m n}^{w}(z, \theta)}{\partial z} \frac{\partial \Phi_{m n}^{u}(z, \theta)}{\partial \theta}+\frac{1-\mu}{R} \frac{\partial \Phi_{m n}^{w}(z, \theta)}{\partial \theta} \frac{\partial \Phi_{m n}^{u}(z, \theta)}{\partial z}\right) R \mathrm{~d} \theta \mathrm{~d} z, \\
& K_{13}=K_{31}=\frac{E H}{2\left(1-\mu^{2}\right)} \int_{0}^{L} \int_{0}^{2 \pi}\left(\frac{2 \mu}{R} \frac{\partial \Phi_{m n}^{w}(z, \theta)}{\partial z} \Phi_{m n}^{v}(z, \theta)\right) R \mathrm{~d} \theta \mathrm{~d} z, \\
& K_{22}=\frac{E H}{1-\mu^{2}} \int_{0}^{L} \int_{0}^{2 \pi}\left[\left(\frac{1}{R^{2}}+\frac{H^{2}}{12 R^{4}}\right)\left(\frac{\partial \Phi_{m n}^{u}(z, \theta)}{\partial \theta}\right)^{2}+\left(\frac{H^{2}}{24 R^{2}}+\frac{1}{2}\right)(1-\mu)\left(\frac{\partial \Phi_{m n}^{u}(z, \theta)}{\partial z}\right)^{2}\right] R \mathrm{~d} \theta \mathrm{~d} z, \\
& E H \quad{ }_{E H}^{L}\left[\frac{2 \pi}{R^{2}} \frac{\partial \Phi_{m n}^{u}(z, \theta)}{\partial \theta} \Phi_{m n}^{v}(z, \theta)-\frac{\mu H^{2}}{6 R^{2}} \frac{\partial \Phi_{m n}^{u}(z, \theta)}{\partial \theta} \frac{\partial^{2} \Phi_{m n}^{v}(z, \theta)}{\partial z^{2}}\right.  \tag{D.1}\\
& K_{23}=K_{32}=\frac{E H}{2\left(1-\mu^{2}\right)} \int_{0}^{L} \int_{0}^{2 \pi}\left[\begin{array}{c}
R \\
-\frac{H^{2}}{6 R^{4}} \frac{\partial \Phi_{m n}^{u}(z, \theta)}{\partial \theta} \frac{\partial^{2} \Phi_{m n}^{v}(z, \theta)}{\partial \theta^{2}}-\frac{H^{2}(1-\mu)}{6 R^{2}} \frac{\partial \Phi_{m n}^{u}(z, \theta)}{\partial z} \frac{\partial^{2} \Phi_{m n}^{v}(z, \theta)}{\partial z \partial \theta}
\end{array}\right] \\
& K_{33}=\frac{E H}{1-\mu^{2}} \int_{0}^{L} \int_{0}^{2 \pi}\left[\begin{array}{c}
\left(\frac{\partial \Phi_{m n}^{v}(z, \theta)}{R}\right)^{2}+\frac{H^{2}}{12 R^{4}}\left(\frac{\partial^{2} \Phi_{m n}^{v}(z, \theta)}{\partial \theta^{2}}\right)^{2}+\frac{\mu H^{2}}{6 R^{2}} \frac{\partial^{2} \Phi_{m n}^{v}(z, \theta)}{\partial z^{2}} \frac{\partial^{2} \Phi_{m n}^{v}(z, \theta)}{\partial \theta^{2}} \\
+\frac{H^{2}}{12}\left(\frac{\partial^{2} \Phi_{m n}^{v}(z, \theta)}{\partial z^{2}}\right)^{2}+\frac{H^{2}(1-\mu)}{6 R^{2}}\left(\frac{\partial^{2} \Phi_{m n}^{v}(z, \theta)}{\partial z \partial \theta}\right)^{2}
\end{array}\right] R \mathrm{~d} \theta \mathrm{~d} z .
\end{align*}
$$

## E. Dimensionless Parameter in Equation (38)

The expression of dimensionless parameter $\delta^{*}$ in equation (38) is

$$
\begin{equation*}
\delta^{*}=\frac{2 \Gamma}{\pi}\left(\frac{\pi}{2 k_{a b}^{2} \Sigma}\right)^{1 / 3}, \tag{E.1}
\end{equation*}
$$

where

$$
\begin{align*}
k_{a b} & =\frac{a}{b} \\
\Gamma & =\int_{0}^{2 \pi}\left[1-\left(1-\frac{1}{k_{a b}^{2}}\right) \sin \varphi^{2}\right]^{-(1 / 2)} \mathrm{d} \varphi  \tag{E.2}\\
\sum & =\int_{0}^{2 \pi}\left[1-\left(1-\frac{1}{k_{a b}^{2}}\right) \sin \varphi^{2}\right]^{(1 / 2)} \mathrm{d} \varphi
\end{align*}
$$

where $k_{a b}$ is the ellipticity of the contact ellipse and $\Gamma$ and $\sum$ are the complete elliptic integrals of the first and second types, respectively, and they can be obtained according to the related formulae of [49].
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In order to obtain motion with large travel and high precision, the micro-drive system is used to compensate for the motion error of the macro-drive system in the macro/micro dual-drive system. The research on the micro-drive rotary system lags behind the micro-drive linear system, so it is of great significance to study the designing and error compensation performance of a precision micro-drive rotary system. In this paper, a precision micro-drive rotary system is designed, the error compensation scheme of the system is proposed, and the system feasibility in design and error compensation is tested by FEM simulation analysis and performance experiments. Firstly, a precision micro-drive rotary system is designed to provide high-precision rotary motion, which consists of a micro rotary mechanism and PZT. In the system, the micro rotary mechanism is developed based on the compound motion principle of flexure hinge, which can accurately transform an input of linear motion into an output of rotary motion according to a certain relationship. Secondly, for finishing the error compensation scheme of the system, the maximum compensation modifier $\theta_{\max }^{\prime}$ is proposed based on the analysis of error compensation equations of point-to-point motion and continuous motion. Finally, in order to facilitate the use of engineering, the driven voltage equation of error compensation is derived by the error compensation performance experiment. The simulation and experiment results indicate that both the design and error-compensation-range of the system satisfy the needs of practical application.

## 1. Introduction

Mechanical equipment manufacturing is the key of the manufacturing industry. Because the precision requirements of mechanical systems in the modern industry continually improve, the machining precision and motion precision requirements of equipment manufacturing mechanical systems continually increase [1-3]. At present, precision and ultra-precision processing technologies are important realization methods of mechanical equipment precision manufacturing [4-10]. The precision feed technology is an important realization method of ultra-precision processing technology [11-13]. In addition, the macro/micro dual-drive system solves the contradiction between large-motion travel
and high motion precision, which can provide motion with large travel and high precision. The macro/micro dual-drive system has been widely used in high-technology fields such as the advanced war industry, biological medicine, and precision electronics [14-19].

In the macro/micro dual-drive system, as macro-actuators (i.e., direct drive motor) have their own defects such as vibration and motion pulse error, the macro-drive system can only provide large-travel displacement, but it cannot provide motion in ultrahigh precision (i.e., nanometer level or sub-arc-second level) even after error compensation. However, a micro-drive system can reach ultra-high precision because of ultra-precision drive by micro-actuators and the good transmission performance of the micro
mechanism. The micro-drive system can compensate for the motion error of the macro-drive system with a higher precision level, so the macro/micro dual-drive system can provide motion with large travel and high precision [20-23]. By providing accurate motion based on the compound motion principle of the flexure hinge, the micro-mechanism is the core part of the micro-drive system [24-27]. Therefore, it is necessary to study the performance of the micro-drive system.

In recent years, many scholars studied the micro-drive system, and they mainly focused on certain research areas, such as mechanical structure design, structure optimization, dynamic analysis, and practical application. A precision MEMS (Micro-electromechanical System) mechanism with six degrees of freedoms was designed, which can be applied to electron transport micro-scopes with the size of $10 \mu \mathrm{~m} \times 20 \mu \mathrm{~m} \times 0.2 \mu \mathrm{~m}$; in addition, the mechanism has realized precision rotary motion in three-dimensional space [28]. A bridge micro-mechanism with three degrees of freedoms was developed, and the $Z$ direction of the mechanism has high stiffness and stability, which can resist large external thrust. The structure of the mechanism was optimized by the sequential quadratic rule, and the experiment results show that the optimization method is very effective [29]. A flexible micro-mechanism with two-directional rotary motion driven by Giant Magnetostrictive Actuator was proposed, and the dynamic model of mechanism parameters was given based on the dynamic model establishment [30]. A new chip-level comb-drive magnifying micro-drive platform with three degrees of freedom ( $X_{-}^{-}, Y_{-}$, and $Z$-directions) was designed, and the platform can achieve large displacements of $25.2 \mu \mathrm{~m}$ in $x$-direction, 20.4 $\mu \mathrm{m}$ in $y$-direction, and $58.5 \mu \mathrm{~m}$ in $z$-direction [31]. A new compliant mechanism constituted by flexure hinges with two-straight circular and multinotched was mentioned, whose structure optimization was accomplished using the topological method; the mechanism performances were analyzed by the finite element method, including the stiffness, rotary precision, and horizontal stress, and the analysis results show that the mechanism performances are excellent [32]. A fully compliant, potentially monolithic, power transmission mechanism, which can rectify a large lateral offset between two parallel rotational axes, was developed; the internal stiffness is removed by static balancing and results in a statically balanced compliant transmission mechanism, that is, with zero actuation stiffness [33].

At present, the research on the micro-drive system mainly concentrates on linear motion, and many studies have been used in production [34-36]. However, research on the micro-drive rotary system is rare, and the positional accuracy is concentrated on the arc-second (") level [37, 38]. Therefore, a new micro-mechanism is badly in need of transforming the linear motion into rotary motion with high-precision, and then we can obtain high-precision rotary motion based on the ultra-high precision of linear motion. In this paper, a micro rotary system is designed which can solve the low-precision problem of the rotary system. In this system, a new micro rotary mechanism is developed based on the compound motion principle of
flexure hinge, and an ultra-high-precision PZT as microactuators to drive the micro-mechanism.

Additionally, the error compensation performance of the micro-drive rotary system can directly affect the motion precision of the macro/micro dual-drive rotary system. Therefore, it is significant to design an error compensation analysis for the micro-drive rotary system.

A precision micro rotary system is designed to obtain the rotary motion with high precision. The precision micro rotary system could convert the linear displacement into the rotary displacement accurately, thus solving the problem of low precision of rotary motion and proposing the error compensation scheme of the system.

The driven voltage equation of error compensation is derived by the error compensation performance experiment. The simulation and experiment results show that both the design and error compensation performance of the system satisfy the needs of practical application. This study has reference significance to research on design and error compensation performance of the micro-drive rotary system.

The rest of this paper is organized as follows: Section 2 introduces the design of the micro-drive rotary system. The error compensation scheme of the system is given in Section 3. In Section 4, strength and modal analysis of the system by FEM simulation are finished. Section 5 carries out modal and error compensation performance experiments and analyzes results. The conclusions are drawn in Section 6.

## 2. Design of the Micro-Drive Rotary System

At the macro/micro dual-drive system, the macro-drive system provides the motion with large travel, and the microdrive system compensates the position error of the macrodrive system; therefore, the macro/micro dual-drive system has high-precision and large-travel motion. To develop a macro/micro dual-drive rotary system with high precision and large travel, a precision micro-drive rotary system is designed, and the system uses the PZT as a micro-actuator to drive the micro rotary mechanism to obtain high-precision rotary motion. The micro-drive rotary system is shown in Figure 1.
2.1. The Micro Rotary Mechanism. When a flexible material is stressed, the flexure hinge will produce minor deformation, which can realize the transmission motion and guiding motion; this principle is the compound motion principle of the flexure hinge. The transmission motion amplifies or reduces an input motion with a certain ratio, and transmission motion can also sometimes transform motion between linear and rotary with a certain relationship. The guiding motion guides the direction of motion by flexure hinges, which can ensure that there is a displacement of motion only in motion direction, and there is no nonmotion direction displacement during motion.

In this paper, a micro rotary mechanism with singleDOF symmetric drive and guiding and transformation is designed based on the compound motion principle of


Figure 1: The micro-drive rotary system. (a) Schematic diagram of the micro-drive rotary system. (b) Picture of the micro-drive rotary system. (1) The micro rotary mechanism. (2) Gasket. (3) PZT (piezoelectric actuator). (4) Fixing sleeve.
flexure hinge, which can accurately transform the input of linear motion into an output of rotary motion according to a certain relationship (i.e., realize the accurate transformation of $\Delta u$ to $\Delta \theta$ ). The micro rotary mechanism is shown in Figure 2, and the stereogram of the mechanism is shown in Figure 2(a). The micro rotary mechanism consists of four parts: $a, b, c$, and $d$. Part $a$ consists of the connecting element between macro-drive and micro-drive, which is the element that connects the motion of the macro-drive with the motion of the micro-drive. Part $b$ is the input motion element of the micro-drive, which brings the input linear motion $(\Delta u)$ of PZT to the micro rotary mechanism. Part $c$ is the flexure hinge element, which transforms and guides. Part $d$ is the output motion element, which delivers the output rotary motion $(\Delta \theta)$ of the micro rotary mechanism to the rotary workbench.

The structure and working principle of the micro rotary mechanism as shown in Figure 2(b); there are 26 flexure hinge elements in the $x-y$ plane with symmetrical distribution about center point 0 , and the 26 flexure hinge elements having the same size are numbered as shown in Figure 2(b). Because the mechanism has a symmetrical structure, it is feasible only to study the top half of the mechanism when we analyze its working condition. The symmetrical structure parts of $a$ contain $a_{1}$ (at the left half parts of the mechanism) and $a_{2}$ (at the right half parts of the mechanism). Similarly, $b$ contains $b_{1}$ (at the top half of the mechanism) and $b_{2}$ (at the bottom half of the mechanism), and $d$ contains $d_{1}$ (at the top half of the mechanism) and $d_{2}$ (at the bottom half of the mechanism). The pivots of flexure hinges $2,6,8,11$, and 13 are connected with $a . a_{1}$ and $a_{2}$ are each fixed by 3 M4 socket head cap screws (the six screws are simplified for simple construction). The pivots of flexure hinges 3 and 5 are connected with $d_{1}$, and $d_{1}$ and $d_{2}$ are each connected with the rotary workbench by 3 M 4 socket head cap screws (the six screws are simplified for simple
construction). The pivots of flexure hinges $1,4,7,9,10$, and 12 are connected with $b_{1}$. The connecting rod 123 (which consists of points 1,2 , and 3 ; other connecting rods are similarly defined) completes the transform from linear motion to rotary motion. Flexure hinges 6-13 complete the guiding for the mechanism, and the mechanism will have no non-motion direction displacement (the $y$-axis is the motion direction). Flexure hinges 4 and 5 are used to balance the $x$ direction force and moment because flexure hinge 1 moves around the pivot of flexure hinge 2, while the mechanism is working.

We establish the rectangular coordinate system as shown in Figure 2(b). When PZT has a micro-drive displacement $\Delta u$ along the forward direction of the $y$ axle, part $b_{1}$ has displacement $\Delta u$. Simultaneously, the pivots of flexure hinges 1 and 4 have $x$-axle displacement $\Delta u$, and after the motion, the pivot of flexure hinges 1 and 4 will move to $1^{\prime}$ and $4^{\prime}$. The pivot of flexure hinges 3 and 5 will move to $3^{\prime}$ and $5^{\prime}$; because they are constrained by part $d_{1}$, the distance between $3^{\prime}$ and center point 0 is equal to the distance from 3 to center point 0 (distance $r$ is constant). As constrained by parts $b_{1}$ and $d_{1}$, at connecting rod 123, $l_{12}$ (length from point 1 to point 2 ) will shorten, $l_{23}$ (length from point 2 to point 3 ) will elongate, $l_{13}$ (length from point 1 to point 3 ) $=l_{1^{\prime} 3^{\prime}}$ (length from point $1^{\prime}$ to point $3^{\prime}$ ), and the location of point $3^{\prime}$ can be calculated. The included angle is between $L_{03}$ (the connect line from point 0 to point 3 ) and $L_{03^{\prime}}$ (the connect line from point 0 to point $3^{\prime}$ ), and the angle is the output rotary motion displacement $(\Delta \theta)$.

Additionally, because the mechanism has a symmetrical structure, the bottom half of the mechanism has the identical output rotary motion displacement $(\Delta \theta)$ driven by PZT with an input linear motion displacement $(\Delta u)$. This motion process of the mechanism will accurately transform the input linear motion $(\Delta u)$ to the output rotary motion $(\Delta \theta)$. The PZT will not bear the force or torque with non-motion


Figure 2: The micro rotary mechanism. (a) The stereogram of the mechanism. (b) Working principle of the micro rotary mechanism.
direction, and the mechanism does not have non-motion direction displacement, which can ensure the precision and stationary of the mechanism motion.
2.2. Micro Actuators. Two common micro-actuators are PZT (piezoelectric actuator) and GMA (giant magnetostrictive actuator). The motion accuracy of PZT is higher than that of GMA.

PZT is one kind of the micro-drivers, which works on the principle inverse piezoelectric effect of piezoelectric materials, and PZT can produce displacement of several micrometers to tens of micrometers. Because of advantages such as high precision, rapid response, small size, and large-output-force, PZT has been used widely in fields such as the advanced war industry, biological medicine, precision electronics, intelligent robot, and precision machinery. According to the parameter demand of this system, such as the size of the driver, driving force, and driving displacement, the model of the high-precision PZT is P-235.1S of PI Company; the PZT is shown in Figure 3. The main parameters of the PZT are shown in Table 1, closed-loop travel is $15 \mu \mathrm{~m}$, the closed-loop resolution is 0.3 nm , and the drive frequency is 300 Hz .

The micro rotary mechanism is designed as shown in Section 2.1, and the mechanism is processed by wire-electrode cutting with the spring steel material 60 Si 2 Mn . The micro-drive rotary system is developed as shown in Figure 1, and the fixed part and gasket are designed to connect two ends of the PZT to the micro rotary mechanism.

## 3. Error Compensation Scheme of the MicroDrive Rotary System

The error compensation scheme of the micro-drive rotary system can directly affect the motion performance of the
macro/micro dual-drive system, so it is important to study the scheme.

Two motion methods of the macro/micro dual-drive system are point-to-point motion and continuous motion. In the point-to-point motion, the motions of the macrodrive and micro-drive are out-of-sync: the micro-drive system compensates for the motion error of the macro-drive system after the macro-drive system finishes its motion. In continuous motion, the motions of the macro-drive and micro-drive are synchronous: the micro-drive system compensates for the motion error of the macro-drive system when the macro-drive system is moving.

To calculate the motion error of the macro-drive rotary system, we detect $n$ points in the entire circumference within 360 degrees; the angular position and angular error of the $i$ th point are $x_{i}$ and $\theta_{i}$; and the error of the point is $\left(x_{i}, \theta_{i}\right)$.

Hence, we have the following equation:

$$
\begin{equation*}
x_{i}=(i-1) P_{i}+x_{0} \tag{1}
\end{equation*}
$$

where $x_{0}$ is the angular value of the initial point, $x_{i}$ is the angular value of the $i$ th detection point, and $P_{i}$ is the angular distance between the $i$ th and $(i-1)$ th detection points.

If the $i$ th detection point is detected $q$ times, the detection error $\theta_{i}$ of the detection points is

$$
\begin{equation*}
\theta_{i}=\frac{1}{q} \sum_{j=1}^{q} \theta_{i j} \tag{2}
\end{equation*}
$$

where $j$ is the $j$ th time detection in the $q$ times at the $i$ th detection point.
3.1. Point-to-Point Motion. The error compensation equation of the point-to-point motion is

$$
\begin{equation*}
\theta+\theta^{\prime}=0 \tag{3}
\end{equation*}
$$



Figure 3: PZT model is P235.1S. (a) PZT structure dimension drawing. (b) The picture of the PZT.

Table 1: Main parameters of the P235.1S PZT.

| Index | Parameter |
| :--- | :---: |
| Length | 55 mm |
| Cylinder diameter | 49.8 mm |
| Closed-loop travel | $15 \mu \mathrm{~m}$ |
| Resolution | 0.3 nm |
| Linearity | $0.2 \%$ |
| Static large-signal stiffness | $860 \mathrm{~N} / \mathrm{m}$ |
| Operating voltage | $0-10 \mathrm{~V}$ |
| Maximum push | 30000 N |
| Maximum pull | 3500 N |
| Shear force limit | 707 N |
| Torque limit | 2 Nm |
| Maximum motion frequency | 300 Hz |

where $\theta$ and $\theta^{\prime}$ are the error matrix and compensation modifier matrix of each point, $\theta=\left[\begin{array}{llllll}\theta_{0} & \theta_{1} & \ldots & \theta_{i} & \ldots & \theta_{n}\end{array}\right]^{T}$, $\theta^{\prime}=\left[\begin{array}{lllll}-\theta_{0} & -\theta_{1} & \ldots & -\theta_{i} & \ldots\end{array}-\theta_{n}\right]^{T}$.

The precision evaluation of error compensation for equation (3) is

$$
\begin{equation*}
\sigma^{2}=\frac{S}{n-2}, \tag{4}
\end{equation*}
$$

where $\sigma$ is the residual variance, $s$ is the residual sum of squares, and $n$ is the number of the detection points.

This motion can be compensated by the pitch compensation method and backlash compensation method, and the maximum compensation modifier is

$$
\begin{equation*}
\theta_{\max }^{\prime}=\max \left\{\left|-\theta_{0}\right|\left|-\theta_{1}\right| \ldots\left|-\theta_{i}\right| \ldots\left|-\theta_{n}\right|\right\} . \tag{5}
\end{equation*}
$$

3.2. Continuous Motion. The error compensation equation of continuous motion is a curvilinear equation, and the equation between $x_{i}$ and $\theta_{i}$ is

$$
\begin{equation*}
\theta=f(x) \tag{6}
\end{equation*}
$$

If $\theta_{i}$, which are the errors of each point $x_{i}$, are known, then the data array $\theta=f(x)\left(x=x_{0}, x_{1}, \ldots, x_{n}\right)$ is known.

If there is an m-order polynomial of $P_{m}(x)=\sum_{k=0}^{m} a_{k} x^{k}$ $(m<n)$, to minimize $R=\sum_{i=0}^{n}\left[f\left(x_{i}\right)-P_{m}^{m}\left(x_{i}\right)\right]^{2}, P_{m}\left(x_{i}\right)$ is the fitting polynomial of $(x)$ using the least square method.

Thus, the problem of continuous motion modeling becomes the problem of solving the least square solution about $a_{k}(k=0,1, \ldots, m)$ in the following equation:

$$
\begin{equation*}
\sum_{k=0}^{m} a_{k} x_{i}^{k}=\theta_{i}, \quad(i=0,1, \ldots, n, n>m) . \tag{7}
\end{equation*}
$$

If $a_{k}$ is a variable, equation (7) can be transformed to the following matrix equation:

$$
\left[\begin{array}{ccccc}
1 & x_{0} & x_{0}^{2} & \ldots & x_{0}^{m}  \tag{8}\\
1 & x_{1} & x_{1}^{2} & \ldots & x_{1}^{m} \\
& & & \ldots & \\
1 & x_{n} & x_{n}^{2} & \ldots & x_{n}^{m}
\end{array}\right]\left[\begin{array}{c}
a_{0} \\
a_{1} \\
\vdots \\
a_{m}
\end{array}\right]=\left[\begin{array}{c}
\theta_{0} \\
\theta_{1} \\
\vdots \\
\theta_{n}
\end{array}\right]
$$

which is a hyperpositive definite equation and its corresponding normal equation is

$$
\left[\begin{array}{ccccc}
m+1 & \sum_{i=0}^{n} x_{i} & \sum_{i=0}^{n} x_{i}^{2} & \ldots & \sum_{i=0}^{n} x_{i}^{m}  \tag{9}\\
\sum_{i=0}^{n} x_{i} & \sum_{i=0}^{n} x_{i}^{2} & \sum_{i=0}^{n} x_{i}^{3} & \ldots & \sum_{i=0}^{n} x_{i}^{m+1} \\
\sum_{i=0}^{n} x_{i}^{m} & \sum_{i=0}^{n} x_{i}^{m+1} & \sum_{i=0}^{n} x_{i}^{m+2} & \ldots & \sum_{i=0}^{n} x_{i}^{2 m}
\end{array}\right]\left[\begin{array}{c}
a_{0} \\
a_{1} \\
\vdots \\
a_{m}
\end{array}\right]=\left[\begin{array}{c}
\sum_{i=0}^{n} \theta_{i} \\
\sum_{i=0}^{n} x_{i} \theta_{i} \\
\vdots \\
\sum_{i=0}^{n} x_{i}^{m} \theta_{i}
\end{array}\right]
$$

Then, $a_{k}$ can be solved using equation (9), and the fitting polynomial of $f(x)$ using the least square method is analyzed as

$$
\begin{equation*}
P_{m}(x)=a_{0}+a_{1} x+a_{2} x^{2}+\cdots+a_{m} x^{m} \tag{10}
\end{equation*}
$$

which is the error model of continuous motion. The error compensation equation of continuous motion is

$$
\begin{equation*}
\theta^{\prime}(x)=-P_{m}(x)=-a_{0}-a_{1} x-a_{2} x^{2}-\cdots-a_{m} x^{m} \tag{11}
\end{equation*}
$$

This motion can be compensated by coupling the error compensation equation (11) with the control program of system motion, and the maximum compensation modifier is

$$
\begin{equation*}
\theta_{\max }^{\prime}=\left|-P_{m}\left(x_{i}\right)\right|_{\max } \tag{12}
\end{equation*}
$$

## 4. Simulation and Analysis

4.1. Strength Analysis. In the strength analysis of the microdrive rotary system, because the PZT has sufficiently large stiffness (the PZT can bear a maximum thrust of 3000 N ), it just needs to check whether the strength of the micro rotary mechanism satisfies the material requirement under the maximum driving displacement by PZT. In this paper, the strength of the micro rotary mechanism is analyzed by the statics module of FEM software.

By importing the 3D model of the micro rotary mechanism into the finite element software, we obtain that the radius and minimum thickness of the flexure hinges are 3 mm and 1 mm , and the size of the mechanism is $160 \mathrm{~mm} \times 150 \mathrm{~mm} \times 50 \mathrm{~mm}$ (length $\times$ width $\times$ height). We select the parameters of 60 Si 2 Mn as the material properties of the mechanism. To conveniently apply loading to the mechanism, we made an imprint face in the mechanism and fit its structure for the inner surface between the mechanism and the PZT. For meshing, we mesh the entire mechanism using the method of free meshing. Then, we refine the grid cell for 52 cylinders of flexure hinges with 0.5 mm mesh. After meshing, in the meshing model, the number of nodes is 527148 ; the number is 327190 . During loading, we apply a fixed constraint on the 6 threaded hole cylinders of M4 in part $a$. The maximum displacement of the PZT is $15 \mu \mathrm{~m}$, so the $y$-positive-direction and $y$-negative-direction
displacements with $7.5 \mu \mathrm{~m}$ are loaded at the position of the imprint face, and the preparation of FEM analysis is shown in Figure 4.

The maximum simulation stress of the micro rotary mechanism is shown in Figure 5, and the maximum stress of the mechanism is 30.964 MPa .

The allowable stress of the material is

$$
\begin{equation*}
[\sigma]=\frac{\sigma_{s}}{\lambda} \tag{13}
\end{equation*}
$$

The yield limit $\sigma$ of 60 Si 2 Mn is 1176 MPa , and the safety factor $\lambda$ is 1.5. Substituting the values of $\sigma_{s}$ and $\lambda$ into equation (13), we calculate that the material allowable stress $[\sigma]$ is 784 MPa . The maximum stress of the micromechanism is 30.964 MPa , which is far less than the allowable stress of the material.

According to the finite element analysis of statics, the maximum stress of the micro rotary mechanism during movement is far less than the allowable stress of the material, which indicates that the mechanism structure design is reasonable, and the mechanism satisfies the demand of the material strength check.
4.2. Modal Analysis. To determine whether the mechanism mechanism will cause resonance during motion and find the suitable work frequency range of the mechanism, it is necessary to analyze the inherent frequency of the micromechanism in its work environment. In this paper, the modal performance of the mechanism is analyzed by the dynamic modules of the FEM.

The modal analysis of the mechanism using the dynamic module of the FEM software, the modeling, and meshing of the mechanism are similar to the strength analysis (as in Section 4.1), and results as shown in Figure 6, because values of the first 6 orders are close to 0 , the $7^{\text {th }}-12^{\text {th }}$ orders can be regarded as the first 6 orders, and the first 6 orders of inherent frequency of the mechanism are shown in Figure 6.

The simulation results indicate that the micro-drive rotary system will cause no resonance during motion because the drive frequency of the PZT (drive frequency is 300 Hz ) does not coincide with each order of inherent frequency of the mechanism.


Figure 4: The preparation of FEM analysis. (a) Importing model. (b) Meshing. (c) Constraint condition. (d) Loading.

## 5. Experimental Verification

5.1. Modal Experiment. In the free dynamic experiment of the mechanism, the main experiment test apparatus is the dynamic test control analysis system produced by $M+P$ company, and other corollary equipment includes the data collection sensor, high-precision hammer of PCB, and elastic rope. To avoid the effect of the external environment, the dynamic experiment of the mechanism is finished using the free hanging method. In this experiment, the mechanism with free hanging is knocked by a high-precision hammer of PCB, and the test data is recorded by the dynamic test control analysis system. The free dynamic experiment of the mechanism is performed as shown in Figure 7, and the test result of the experiment is shown in Figure 8.

The first six orders of inherent frequency of the mechanism are analyzed by the dynamic modules of the FEM
software (as in Section 4.2) and free dynamic experiment results are shown in Figure 9.

The simulation and experiment results of the mechanism modal show two conclusions can be drawn as follows:
(1) The maximum error between the two analysis methods is $6.52 \%$, which shows that the simulation and experiment results are similar and accurate, and the system has excellent modal performance because the first-order inherent frequency of the mechanism is approximately 230 Hz .
(2) The micro-drive system is driven by a PZT of model P-235.1S, which is produced by PI Company, and the drive frequency of the PZT is 300 Hz . The second- and third-order inherent frequencies of the mechanism are 267.19 Hz and 925.00 Hz . Therefore, the micro-drive rotary system will cause no resonance during motion.


Figure 5: The maximum simulation stress of the micro rotary mechanism. (a) Loading displacements. (b) Result of simulation.


Figure 6: The first six-order $\left(7^{\text {th }}-12^{\text {th }}\right)$ inherent frequency of the mechanism.


Figure 7: Free dynamic experiment of the mechanism. (1) Rubber rope. (2) Data acquisition front end. (3) Computer. (4) PCB high precision hammer. (5) Micro rotation mechanism. (6) The dynamic test control analysis system.
5.2. Error Compensation Performance Experiment. The mi-cro-drive rotary system has different motion performance in the environment of the macro/micro dual-drive system and just micro-drive. To test the error compensation
performance of the micro-drive rotary system, the experiment should be in the environment of the macro/micro dual-drive system. In this experiment, the function between driven voltage $U$ of the PZT and output motion $\Delta \theta$ of the


Figure 8: Result of the free dynamic experiment.


Figure 9: The simulation and experiment results of mechanism model.
micro-drive rotary system is analyzed, and driven voltage $U$ matching a known error compensation $\Delta \theta$ can be solved by the function.

To prevent external factors such as vibration and temperature variation from affecting the experiment results, the error compensation experiment is finished at a vibration isolation platform of the thermostatic laboratory.

In the error compensation experiment, the main experiment test apparatus includes the micro rotary mechanism, PZT, dual-frequency laser interferometer (model XL80 of Renishaw Company), control system of PMAC, direct drive motor (model DM1C-004 of Yokogawa Company), and experiment box. The error compensation
experiment is shown in Figure 10. The temperature compensating sensor and humidity compensation sensor are installed on the two sides of the experiment box. In the environment of vibration isolation, constant temperature, and constant humidity, the output motion $\Delta \theta$ of the microdrive rotary system is detected by the dual-frequency laser interferometer when the system is driven with driven voltage $U$. The piezoelectric actuator is used for closed-loop feedback. Specifically, the precision displacement sensor inside the piezoelectric actuator is used for closed-loop feedback.

The range of driven voltage $U$ of the PZT is $0-10 \mathrm{~V}$ (because the PZT requires a small length to preload before working, and the maximum driven voltage $U$ is 9.8 V as


FIgure 10: Compensation performance test diagram of the fretting rotary system. (1) PZT. (2) MirrorI. (3) Calibration shaft. (4) Mirror II. (5) Fixed clamp. (6) Experiment box. (7) Control system of PMAC. (8) Computer. (9) Diver of direct drive motor. (10) Dual-frequency laser interferometer. (11) Vibration isolation.
tested). To have a similar amount of elongation and shortening of PZT, the initial driven voltage $U$ of the PZT is set to 5 V . The micro-drive rotary system can compensate the macro-drive rotary system with positive error and negative error. In the experiment, the PZT is controlled by closedloop control, the motor is stopping but under servo status to ensure motion in the environment of the macro/micro dualdrive system. The driven voltage $U$ of the PZT is set to 5 V , and the current position of the calibration axis is set to the initial position (i.e., we define the position of the system with driven voltage $U$ of 5 V as the standard position). Then, we detect the output motion $\Delta \theta$ of the micro-drive rotary system in the ascent stage (driven voltage $U$ is $5-9.8 \mathrm{~V}$ ) and declining stage (driven voltage $U$ is $5-0 \mathrm{~V}$ ) using the dualfrequency laser interferometer, and the experiment results are shown in Figure 11.

To conveniently compensate for the errors of the microdrive rotary system, the motion of the system in the ascent stage and declining stage is linearly fitted according to the experiment result. The fitted equations are the equations of $U$ with error compensation. The linear-fitting of $U$ and $\Delta \theta$ is shown in Figure 12.

The linear fit equation of the micro-drive rotary system in the ascent stage is

$$
\begin{equation*}
U=1.498 \Delta \theta+5.03 \tag{14}
\end{equation*}
$$

The linearity of the linear equation is 0.9985 .
The linear fit equation of the micro-drive rotary system in the declining stage is

$$
\begin{equation*}
U=1.596 \Delta \theta+4.82 \tag{15}
\end{equation*}
$$

The linearity of the linear equation is 0.9952 .

When the micro-drive rotary system is compensating the errors of the macro-drive rotary system, if the required compensation angle $\Delta \theta$ is positive, the driven voltage $U$ can be calculated by equation (14) to be $5-9.8 \mathrm{~V}$. If the required compensation angle $\Delta \theta$ is negative, the driven voltage U can be calculated by equation (15) to be $5-0 \mathrm{~V}$.

In order to facilitate the use of engineering, according to equations (14) and (15), if the initial driven voltage is a common value of $X(0 \leq X \leq 9.8)$, the driven voltage ( $U$ ) equation of error compensation is

$$
U= \begin{cases}1.498 \Delta \theta+X+0.03 & (0 \leq \Delta \theta \leq 6.1-0.62 X, \text { ascent stage })  \tag{16}\\ 1.596 \Delta \theta+X-0.18 & (-0.62 X \leq \Delta \theta \leq 0, \text { declining stage })\end{cases}
$$

In equation (16), the unit of voltage is volt (V), and the unit of error compensation angle $\Delta \theta$ is arc-second ("). And when $0 \leq X \leq 9.8,-0.62 X \leq \Delta \theta \leq 6.1-0.62 X$.

Equation (16) is the driven voltage $(U)$ equation of error compensation when the initial driven voltage is $X$.

The error compensation performance experiment results show two conclusions can be drawn as follows:
(1) The driven voltage equation of error compensation is derived based on the experiment result, and the driven voltage $U$ can be calculated by equation (16) when $0 \leq X \leq 9.8$ ( $X$ is the initial driven voltage).
(2) The micro-drive rotary system can satisfy the error compensation demand of the macro-/micro dualdrive system, and the error compensation performance of the system is excellent. According to equation (16), the maximum error compensation angle ( $\Delta \theta_{\max }$ ) of the micro-drive rotary system is $6.1^{\prime \prime}$. In the macro/micro dual-drive system, the macro-


Figure 11: Error compensation performance experiment results.


- In the ascent stage
- In the declining stage
- The linear equation fitted in the ascent stage
- The linear equation fitted in the declining stage

Figure 12: The linear-fitting of $U$ and $\Delta \theta$.
drive system is driven by a direct drive motor of model DM1C-004, and the maximum positive and maximum negative errors of the motor are $2.0^{\prime \prime}$ and $-2.7^{\prime \prime}$. According to equations (5) and (12), the maximum compensation modifier ( $\theta_{\max }^{\prime}$ ) is $2.7^{\prime \prime}$. As $\Delta \theta_{\max }>\theta_{\max }^{\prime}$, the system can meet the error compensation demand in practical application.

## 6. Conclusion

In this paper, a new precision micro-drive rotary system is designed in order to obtain a high-precision rotary motion, the error compensation scheme of the system is proposed, and the system design and error compensation performances are verified by FEM simulation and experiments.

In the micro-drive rotary system, the micro rotary mechanism is driven by the PZT (the drive precision of PZT
at 0.1 nm level). The system can accurately transform linear motion into rotary motion; therefore, the low-precision of micro rotary motion can be enhanced. According to simulation and experiments, the maximum stress of the mechanism is far less than the allowable stress ( 30.964 MPa ) of the material, and the micro-drive rotary system will cause no resonance during motion.

The error compensation equations (5) and (12) and the driven voltage equation of error compensation (16) are derived, and they are fit for engineering use. As the maximum error compensation angle ( $\Delta \theta_{\max }$ ) and the maximum compensation modifier ( $\theta_{\max }^{\prime}$ ) are $6.1^{\prime \prime}$ and $2.7^{\prime \prime}$, the microdrive rotary system can satisfy the error compensation demand of the macro/micro dual-drive system.

This study is beneficial to research on the micro-drive rotary system with high-precision (such as precision in sub-arc-second), and it is helpful to promote the development of the macro/micro dual-drive technology. In addition, the research results about error compensation of the system in this paper are useful for engineering practice.
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The guide stiffness performance directly affects the motion of the micromechanism in accuracy and security. Therefore, it is crucial to analyze the guide stiffness precisely. In this paper, a high-precision guide stiffness analysis method for the micromechanism by the boundary element method (BEM) is proposed. The validity and accuracy of the analysis method are tested by a guide stiffness experiment. In order to ensure the accuracy and safety during the micromechanism motion, a guiding unit of the micromechanism was designed based on the guiding principle. The guiding unit can provide parasitic motion and additional force in the motion of the micromechanism. Then, the stiffness equations of the beam element are derived by the boundary element method. The stiffness equation of straight circular flexure hinge is analyzed by rigid discretization and rigid combination, and the guide stiffness of the mechanism is investigated by rigid combination. Finally, according to the actual situation, the stiffness matrix of the guide rail $\left(K_{b}\right)$ was proposed, and the analytical value of the guide stiffness was calculated to be $22.2 \mathrm{~N} / \mu \mathrm{m}$. The guide stiffness performance experiment was completed, and the experimental value is $22.3 \mathrm{~N} / \mu \mathrm{m}$. Therefore, the error between the analysis method and the experimental results is $0.45 \%$. This study provides a new method for the stiffness analysis of high-precision micromechanisms and presents a reference for the design and stiffness analysis of complex structures. This method is helpful for stiffness analysis of the microrotary mechanism with high accuracy.

## 1. Introduction

With the rapid development of numerical control technology, advanced manufacturing has called for higher requirements for precision machining technology [1-3]. Macro/micro-dual-drive technology has solved the contradiction of large-motion travel and high-motion precision for a single-drive mechanism system and provided motion for large travel and high precision. The macro/micro-dual-drive system has been widely used in high-technology fields, such as the advanced weapons industry, biological medicine, and precision electronics [4-9]. In the macro/micro-dual-drive system, the microdrive system can compensate the motion error of the macrodrive system and provide high-precision
motion for the macro/micro-dual-drive system [10-13]. As this mechanism can provide accurate motion based on the compound motion principle of a flexure hinge, the micromechanism is a core component of the microdrive system [14-17], and the performance of the micromechanism is directly affected by the performance of the microdrive system [18-21].

Many scholars have conducted research on the motion performance and practical application of the microlinear mechanism [22-25]. Meanwhile, some scholars focus on studying microrotary mechanism [26, 27]. Because of parasitic motion and additional force, the motion accuracy and safety of the micromechanism will be reduced. The parasitic movement in nonmotion directions will affect the accuracy
of the movement in motion direction. Microactuators (i.e., PZT ) are generally assembled inside the micromechanism to drive the mechanism, and usually, the stiffness of microactuators in motion direction is very high. The stiffness of microactuators in nonmotion directions is usually very low, and additional force will badly affect the safety of microactuators during motion of a micromechanism. As the guiding motion principle, the guide unit of micromechanism can provide relaxation of parasitic movement and additional force during the motion. Therefore, it is necessary to design a guide unit of micromechanism.

As a significant performance indicator of the micromechanism, the stiffness can affect the motion performance of the mechanism under external load. In recent years, many scholars have conducted research on the stiffness of the micromechanism, and significant achievements have been achieved. Using the relational expression of Castigliano's second theorem to express the displacement and force of the end of the flexure hinge, the relative displacement vector of the flexure hinge was analyzed and calculated, and the stiffness matrix of the system was proposed, and meanwhile, the minimum motion principle was obtained [28]. The stiffness model is based on the way the flexure members are connected in serial or parallel combinations, and the modeling allows one to formulate the functional relationship between stiffness and dimensions as well as the free shape of the FPM in the design process, while the proposed analytical model is validated by the FEM model and experiments [29]. A novel six-strut compliant parallel mechanism based on the development of wide-range flexure hinges is explored, the stiffness equation of an individual flexure hinge is established, and the stiffness of the whole mechanism is modeled by assembling stiffness matrixes and formulating constraint equations, after which the system stiffness influence plots are presented and discussed [30]. A bridge micromechanism with 3 degrees of freedom was designed. The $z$-direction of the mechanism had higher rigidity and stability, which could resist large external thrust. The structure of the organization is optimized by adopting the sequential quadratic rule. Finally, the experiments show that the optimization method is highly effective [31]. A novel type of flexible mechanism composed of two straight circular flexure hinges with multiple notches was designed. The topology method is used to optimize the mechanism structure, and the finite element method was used to analyze the stiffness, rotation accuracy, and horizontal stress of the mechanism. The analysis results show that the mechanism performances are excellent [32]. A fully compliant, potentially monolithic, and power transmission mechanism that can rectify a large lateral offset between two parallel rotational axes is presented. The transmission stiffness and the actuation stiffness of the designed device are predicted by the theoretical model and finite element modeling [33].

As the guide unit can ensure accuracy and safety during the motion of the micromechanism, it is significant to analyze the guide stiffness of the micromechanism. However, there are rarely relevant papers to explore the guide stiffness of the micromechanism. The stiffness of the guide unit is interpreted by the stiffness formula in most studies. This
method will gain an inevitable error because of the stiffness model error in the analysis of a micromechanism with a complex structure. BEM is a method of dividing discrete elements within a defined range on the boundary, accurately decomposing the research object and then analyzing the boundary problem. BEM has many advantages, such as less preparation work in data, being vital to deal with particular engineering problems, and high accuracy [34, 35]. Moreover, BEM has a significant advantage in solving practical engineering problems with complex structures or complex boundary conditions. It is a particularly prominent advantage of BEM to analyze beams with exact solutions. Therefore, it is appropriate to examine the guide stiffness by BEM.

In this paper, a guide unit of micromechanism is designed for relaxation of parasitic movement and additional force in the micromechanism movement, which can ensure accuracy and safety during its motion, and this research is beneficial to the structural design of the micromechanism. A high-precision guide stiffness analysis method by the boundary element method (BEM) is proposed, and the validity and accuracy of the analysis method are tested by experiment. And, this study provides a new method to analyze the stiffness of micromechanism with high precision.

The rest of this paper is organized as follows. Section 2 introduces the design and guiding motion principle of the guiding unit, which can provide relaxation of parasitic movement and additional force. The high-precision guide stiffness analysis method by the boundary element method (BEM) is given in Section 3. In Section 4, the guide stiffness matrix $\left(K_{b}\right)$ and analytical value are calculated. Section 5 carries out the guide stiffness experiment and analyses results. The conclusions are drawn in Section 6.

## 2. The Guide Unit of the Micromechanism

When flexible material is stressed, the flexure hinge will produce minor deformation, realizing the transmission motion and guiding motion. In all kinds of flexure hinges, the straight circular flexure hinge is the most widely used because it can meet demand both precision and range of motion.

The equivalent model of straight circular flexure hinge is shown in Figure 1. Point $a$ is the starting point of the hinge, point $c$ is the midpoint of the hinge, and point $b$ is the terminal point of the hinge. Point $a^{\prime}$ and point $b^{\prime}$ are the starting point and the terminal point the hinge after motioning. $l_{i}$ is half the length of the hinge in the $x$-direction.

The guiding motion principle is a micromechanism motion principle based on symmetrical structure, to ensure micromechanism motion is accurate in the motion direction. The displacement that can provide motion only exists in the motion direction and there is no nonmotion direction during the motion process.
2.1. Design of the Guide Unit. We have designed two kinds of micromechanisms in our research project, as shown in Figure 2. The microlinear mechanism is shown in

(a)

(b)

(c)

Figure 1: The equivalent model of straight circular flexure hinge. (a) Structural diagram of flexure hinge. (b) Structural simplified of flexure hinge. (c) Structural simplified of flexure hinge after motioning.

Figure 2(a), which can realize transmission in the linear motion with different ratios, include amplification and reduction. And, the microrotary mechanism is shown in Figure 2(b), which can transform an input of linear motion into an output of rotary motion according to a particular relationship. For relaxation of parasitic movement and additional force, the guide unit is designed in two kinds of micromechanisms. In Figure 2(a), the mechanism has eight units: 1-2, 3-4, 5-6, 7-8, 9-10, 11-12, 13-14, and 15-16, and they are guide units. Similarly, in Figure 2(b), the mechanism has eight guide units: 6-7, 8-9, 10-11, 12-13, 14-15, 1617, 18-19, and 20-21.

The motion model of the guide unit is shown in Figure 3. The guide unit consists of flexure hinge I, rod 1 , and flexure hinge II. The eight guide units are symmetrically distributed on both sides of $b$ parts. When the $b$ parts move along the $y$ positive direction or the $y$-positive direction driven by PZT, the eight guide units can be seen as $y$-direction motion guide rails of $b$ parts by obtaining the same deformations along with two $y$-directions. Therefore, $b$ parts will bear the load and produce displacement in $y$-directions and will not bear or make displacement in nonmotion directions (i.e., $x$-directions). The above motion process can realize the guiding motion of the micromechanism, ensure the accuracy of the motion with no displacement in nonmotion directions, and ensure the safety of PZT working with no load in nonmotion directions.
2.2. Guiding Motion Principle of the Guide Unit. The guide unit is symmetrically distributed on both sides of PZT, which can realize the guiding effect of the micromechanism, and the guide unit is the same as the linear motion guide. The guiding motion principle of the guide unit is shown in Figure 4,1 is a fixed station, 2 is moving parts, and four guide units $(3,4,5,6)$ constitute the linear motion guide to guiding the linear motion of 2 . Figures $4(\mathrm{a})$ and $4(\mathrm{~b})$, respectively, show the structure diagram of the balance and motion of the guide unit group under the action of driving load $P$.

Taking guide unit 5 as an example, the guiding motion principle of guide unit 5 is shown in Figure 5. The rectangular coordinate system is established, as shown in Figure 5 , and the left endpoint of the guide unit 5 is the origin of coordinates. The structural diagram of the guide unit in balance is shown in Figure 5(a), and the right side of the
guide unit is fixed. The guide unit consists of flexure hinge I, rod 1 and flexure hinge II. Flexure hinge I is equivalent simplified including revolute pair $c$ and two rods ( $a c$ and $c b$ ), flexure hinge II is equivalent simplified into revolute pair $e$ and two rods ( $d e$ and $e f$ ); the length of the four rods ( $a c, c b$, $d e$ and $e f$ ) are $l_{i}$, and the length of $\operatorname{rod} 1$ is $l_{1}$.

The structural diagram of the guide unit in motion is shown in Figure 5(b). In the left side of the guide unit, a linear motion displacement as $\Delta u$ under an external load will occur. As the right side of the guide unit is fixed, the guide unit will produce tensile deformation and bending deformation, which is equivalent as all the rods are extended and all the points are rotated. The left side of the guide unit motion is a displacement of $\Delta u$ in the direction of the $y$-axis, which can be regarded as the rotation of the guide unit with the direction of $\Delta \theta$. The equivalent figure of guiding motion is shown in Figure 5(c). The guide unit will rotate an angle $\Delta \theta$ after the left side of the guide unit moving with $\Delta u$ under an external load.

The guiding motion of the other three guide units ( 3,4 , and 6) is similar to that of guiding unit 5 . Since the four guide units are symmetrically distributed around the fixed working station 1 and the moving parts 2 , the guide unit realizes the motion direction of the guiding moving part 2 , and each of the guide units ( $3,4,5$, and 6 ) will rotate an angle $\Delta \theta$ after parts 2 moving with $\Delta u$.
$l$ is the length of guide unit after motion:

$$
\begin{equation*}
l=\sqrt{\Delta u^{2}+\left(\mathbf{l}_{1}+4 \mathbf{l}_{i}\right)^{2}} \tag{1}
\end{equation*}
$$

$\Delta \theta$ is the included angle between guide unit and $x$-axis after motion:

$$
\begin{equation*}
\Delta \theta=\arctan \left(\frac{\Delta u}{l_{1}+4 l_{i}}\right) \tag{2}
\end{equation*}
$$

$y_{k}^{\prime}$ is the displacement in $y$-directions of every position point at guide unit after motion:

$$
\begin{equation*}
y_{k}^{\prime}=\left(\mathbf{l}_{1}+4 \mathbf{l}_{i}-x_{k}\right) \tan (\Delta \theta), \quad\left(0<x_{k}<\mathbf{l}_{1}+4 \mathbf{l}_{i}\right) \tag{3}
\end{equation*}
$$

where $x_{k}$ is coordinate value in $x$-directions of every position point at guide unit.

And, equation (3) is the mathematical model of guiding motion.


Figure 2: Two kinds of micromechanism. (a) The linear micromechanism. (b) The microrotary mechanism.


Figure 3: Stiffness-analysis model of the guide unit of the micromechanism.


Figure 4: Guiding motion principle of the guide unit. (a) Structural diagram of the guide unit group in balance. (b) Structural diagram of the guide unit group in motion.

During the motion of moving parts 2, the guide units will produce force and displacement because of elongation of rods, the forces of the left two guide units $(3,4)$ can balance the forces of the right two guide units $(5,6)$. The displacement of the left two guide units $(3,4)$ can balance the displacements of the right two guide units $(5,6)$. As the
symmetrical structure, force and displacement between the left two guide units $(3,4)$ and the right two guide units $(5,6)$ are counteract. This principle can ensure force and displacement of motion only exist in the motion direction and that there is no nonmotion direction force and displacement during motion.

According to the guiding motion principle, the micromechanism has no parasitic motion and additional force in the process of motion, which ensures the accuracy and safety of the movement.

## 3. The Stiffness Analysis Theory Based on the Boundary Element Method

The guide unit is shown in Figure 3, and it consists of 2 straight circular flexure hinges (i.e., flexure hinge I and flexure hinge II) and a rod (i.e., rod 1), and the structure of the straight circular flexure hinge is more complex than the rod. BEM has advantages such as less preparation work in data, strong capacity to deal with particular engineering problems, and high accuracy, and BEM has a significant advantage in solving practical engineering problems with complex structure and complex boundary
conditions. Thus, it is appropriate to analyze the stiffness of the guide unit by BEM.
3.1. Analysis of Static Bending Including Tension and Compression for Beam Element. The static tension and compression for beam elements in the $x-y$ plane are shown in Figure 6. Points 1 and 2 are the two endpoints of the beam, $P$ is the external load of tension and compression for the beam, $L$ is the length of the beam, and the main parameters of the static tension and compression for the beam are shown in Table 1.

The tension and compression stress condition for the microunit of the beam element is shown in Figure 7.

The boundary equation of tension and compression for the beam element can be deduced as

$$
\left[\begin{array}{cc}
1-F^{*}(0,0) & F^{*}(L, 0)  \tag{4}\\
-F^{*}(0, L) & 1+F^{*}(L, L)
\end{array}\right]\left\{\begin{array}{c}
U(0) \\
U(L)
\end{array}\right\}=\left[\begin{array}{cc}
U^{*}(0,0) & U^{*}(L, 0) \\
U^{*}(0, L) & U^{*}(L, L)
\end{array}\right]\left\{\begin{array}{c}
F(0) \\
F(L)
\end{array}\right\}+\sum P_{i}\left\{\begin{array}{c}
U^{*}\left(x_{i}, 0\right) \\
U^{*}\left(x_{i}, L\right)
\end{array}\right\}
$$

where $U^{*}$ is the differential of longitudinal displacement, $F^{*}$ is the differential of axial force, $U$ is the longitudinal displacement value of the boundary point, and $F$ is the axial force value of the boundary point.

Static bending for the beam element in the $x-y$ plane is shown in Figure 8. Point 1 and point 2 are the two endpoints of the beam, $P$ is the external load of bending for the beam, $L$
is the length of the beam, and the main parameters of the static bending for the beam are shown in Table 2.

The bending stress condition for the microunit of the beam element is shown in Figure 9.

The boundary equation of bending for the beam element can be deduced as

$$
\begin{gather*}
{\left[\begin{array}{cccc}
-1-Q^{*}(0,0) & -M^{*}(0,0) & Q^{*}(L, 0) & M^{*}(L, 0) \\
-Q^{*}(0, L) & -M^{*}(0, L) & -1+Q^{*}(L, L) & M^{*}(L, L) \\
0 & -1-Q^{*}(0,0) & 0 & Q^{*}(L, 0) \\
0 & -Q^{*}(0, L) & 0 & -1+Q^{*}(L, L)
\end{array}\right]\left\{\begin{array}{c}
V(0) \\
T(0) \\
V(L) \\
T(L)
\end{array}\right\}} \\
=\left[\begin{array}{cccc}
T^{*}(0,0) & V^{*}(0,0) & T^{*}(L, 0) & V^{*}(L, 0) \\
\frac{-M^{*}(0, L)}{} & V^{*}(0, L) & -T^{*}(L, L) & V^{*}(L, L) \\
E I & -T^{*}(0,0) & -\frac{M^{*}(L, 0)}{E I} & -T^{*}(L, 0) \\
\frac{-M^{*}(0, L)}{E I}-T^{*}(0, L) & \frac{-M^{*}(L, L)}{E I} & -T^{*}(L, L)
\end{array}\right]\left\{\begin{array}{c}
M(0) \\
Q(0) \\
M(L) \\
Q(L)
\end{array}\right\}+\sum P_{i}\left\{\begin{array}{c}
V^{*}\left(x_{i}, L\right) \\
-T^{*}\left(x_{i}, 0\right) \\
-T^{*}\left(x_{i}, L\right)
\end{array}\right\}, \tag{5}
\end{gather*}
$$

where $q$ is distributed load, $Q$ is shear force, $M$ is bending moment, $E$ is the longitudinal modulus of elasticity, $I$ is a moment of inertia, $V$ is bending displacement (i.e., deflection), $T$ is bending angular displacement (i.e., deflection angle), $P_{i}$ is the ith external load, and $x_{i}$ is the position of action for $P_{i}$.

The boundary stiffness equation of bending, including tension and compression for the beam element, can be deduced from equations (4) and (5) as

$$
\begin{equation*}
[\mathbf{H}]\{\mathbf{U}\}=[\mathbf{G}]\{\mathbf{F}\}+\left\{\mathbf{P}_{f}\right\} . \tag{6}
\end{equation*}
$$



FIGURE 5: Guiding motion principle of the guide unit. (a) Structural diagram of the guide unit in balance. (b) Structural diagram of the guide unit in balance. (c) The equivalent figure of guiding motion.


Figure 6: Diagram of static tension and compression for the beam element in the $x-y$ plane.

Table 1: Main parameter values of static tension and compression for the beam.

| Serial number of the <br> endpoint | The $x$-coordinate of the <br> endpoint | Displacement value of the <br> boundary point | Force value of the <br> boundary point |
| :--- | :---: | :---: | :---: |
| 1 | 0 | $U(0)$ | $F(0)$ |
| 2 | $L$ | $U(L)$ | $F(L)$ |



Figure 7: Force diagram of the beam element's infinitesimal under the stretch-press condition.


Figure 8: Diagram of static bending for the beam element in the $x-y$ plane.

And, equation (6) can be transformed as

$$
\begin{equation*}
[K]\{U\}=\{F\}+\{P\} \tag{7}
\end{equation*}
$$

where $[K]=[G]^{-1}[H],\{P\}[G]^{-1}\left\{P_{f}\right\},[K]$ is the bending including tension and compression stiffness of the beam, $\{U\}$ is the bending including tension and compression


Figure 9: Force diagram of the beam element's infinitesimal under the static bending condition.

Table 2: Main parameter values of static bending for the beam.

| Serial number of the <br> endpoint | The $x$-coordinate of the <br> endpoint | Displacement value of the <br> boundary point | Force value of the <br> boundary point |
| :--- | :---: | :---: | :---: |
| 1 | 0 | $V(0)$ | $Q(0)$ |
| 2 | $L$ | $T(0)$ | $M(0)$ |

displacement of the beam, $\{F\}$ is the boundary force, and $\{P\}$ is the external load.

Equation (7) is the boundary stiffness equation of bending, including tension and compression for the beam element.

In equation (7), $\{U\}$ can be transformed as

$$
\{U\}=\left[\begin{array}{ll}
U_{1} & U_{2} \tag{8}
\end{array}\right]^{T},
$$

where

$$
\begin{align*}
& \left\{U_{1}\right\}=\left[\begin{array}{lll}
U(0) & V(0) & T(0)
\end{array}\right]^{T} \\
& \left\{U_{2}\right\}=\left[\begin{array}{lll}
U(L) & V(L) & T(L)
\end{array}\right]^{T} \tag{9}
\end{align*}
$$

And, $\{U\}$ can be transformed as

$$
\{F\}=\left[\begin{array}{ll}
F_{1} & F_{2} \tag{10}
\end{array}\right]^{T},
$$

where

$$
\begin{align*}
& \left\{F_{1}\right\}=\left[\begin{array}{lll}
F(0) & M(0) & Q(0)
\end{array}\right]^{T}  \tag{11}\\
& \left\{F_{2}\right\}=\left[\begin{array}{lll}
F(L) & M(L) & Q(L)
\end{array}\right]^{T}
\end{align*}
$$

where $U_{1}$ and $F_{1}$ are the displacements and boundary forces of endpoint 1 and $U_{2}$ and $F_{2}$ are the displacement and boundary forces of endpoint 2 .

The stiffness matrix [ $K$ ] can be described as

$$
[K]=\left[\begin{array}{ll}
K_{11} & K_{12}  \tag{12}\\
K_{21} & K_{22}
\end{array}\right]
$$

Therefore, the bending boundary stiffness equation of beam element with tension and compression can be transformed as

$$
\left[\begin{array}{ll}
K_{11} & K_{12}  \tag{13}\\
K_{21} & K_{22}
\end{array}\right]\left\{\begin{array}{l}
U_{1} \\
U_{2}
\end{array}\right\}=\left\{\begin{array}{l}
F_{1} \\
F_{2}
\end{array}\right\}+\{P\}
$$

The boundary stiffness equation (13) will be used in the rigid combination of the beam element.
3.2. Rigid Combination of the Beam Element. The method of rigid combination is shown in Figure 10. Point 1 and point 2 are the two boundaries of beam $a$ and point 3 and point 4 are the two boundaries of beam $b$. The beam $a$ and beam $b$ are combined in boundary 3 and boundary 4, as shown in Figure 10(a). The beam $c$ is the new beam through a rigid combination between beam $a$ and beam $b$, as shown in Figure 10(b), and the beam $c$ can be a rigid combination with other beams.

The stiffness equation of beam $a$ is

$$
\left[\begin{array}{ll}
k_{11} & k_{12}  \tag{14}\\
k_{21} & k_{22}
\end{array}\right]\left\{\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right\}=\left\{\begin{array}{l}
f_{1} \\
f_{2}
\end{array}\right\}+\left\{\begin{array}{l}
p_{1} \\
p_{2}
\end{array}\right\} .
$$



Figure 10: Rigid combination of series-connection components. (a) Before rigid combination. (b) After rigid combination.

And, the stiffness equation of beam $b$ is

$$
\left[\begin{array}{ll}
k_{33} & k_{34}  \tag{15}\\
k_{43} & k_{44}
\end{array}\right]\left\{\begin{array}{l}
u_{3} \\
u_{4}
\end{array}\right\}=\left\{\begin{array}{l}
f_{3} \\
f_{4}
\end{array}\right\}+\left\{\begin{array}{l}
p_{3} \\
p_{4}
\end{array}\right\}
$$

where $\left[\begin{array}{ll}k_{11} & k_{12} \\ k_{21} & k_{22}\end{array}\right]$ and $\left[\begin{array}{ll}k_{33} & k_{34} \\ k_{43} & k_{44}\end{array}\right]$ are stiffness matrixes of beam $a$ and beam $b,\left[\begin{array}{l}u_{1} \\ u_{2}\end{array}\right]$ and $\left[\begin{array}{l}u_{3} \\ u_{4}\end{array}\right]$ are displacement matrixes of beam $a$ and beam $b,\left[\begin{array}{l}f_{1} \\ f_{2}\end{array}\right]$ and $\left[\begin{array}{l}f_{3} \\ f_{4}\end{array}\right]$ are boundary force matrixes of beam $a$ and beam $b$, and $\left[\begin{array}{l}p_{1} \\ p_{2}\end{array}\right]$ and $\left[\begin{array}{l}p_{3} \\ p_{4}\end{array}\right]$ are external load matrixes of beam $a$ and beam $b$.

The force and displacement condition equation of the rigid combination between beam $a$ and beam $b$ is

$$
\left\{\begin{array}{l}
\left\{f_{2}\right\}=-\left\{f_{3}\right\}  \tag{16}\\
\left\{u_{3}\right\}=\left\{u_{2}\right\}
\end{array}\right.
$$

The rigid combination equation between beam $a$ and beam $b$ with intermediate points is

$$
\begin{equation*}
[K]\{U\}=\{F\}+\{P\} \tag{17}
\end{equation*}
$$

where

$$
\begin{align*}
& {[K]=\left[\begin{array}{ccc}
k_{11} & k_{12} & 0 \\
k_{21} & k_{22}+k_{33} & k_{34} \\
0 & k_{43} & k_{44}
\end{array}\right],} \\
& \{U\}=\left[\begin{array}{lll}
u_{1} & u_{2} & u_{4}
\end{array}\right]^{T},  \tag{18}\\
& \{F\}=\left[\begin{array}{lll}
f_{1} & 0 & f_{4}
\end{array}\right]^{T}, \\
& \{P\}=\left[\begin{array}{lll}
p_{1} & p_{2}+p_{3} & p_{4}
\end{array}\right]^{T} .
\end{align*}
$$

The rigid combination equation between beam $a$ and beam $b$ without intermediate points is

$$
\begin{equation*}
[\mathbf{K}]\{\mathbf{U}\}=\{\mathbf{F}\}+\{\mathbf{P}\}, \tag{19}
\end{equation*}
$$

where

$$
\left.\begin{array}{rl}
{[K]} & =\left[\begin{array}{cc}
k_{11}+k_{12} S k_{21} & k_{12} S k_{34} \\
& k_{43} S k_{21}
\end{array} k_{43} S k_{34}+k_{44}\right.
\end{array}\right], ~ \begin{aligned}
\{U\} & =\left[\begin{array}{ll}
u_{1} & u_{4}
\end{array}\right]^{T} \\
\{F\} & =\left[\begin{array}{ll}
f_{1} & f_{4}
\end{array}\right]^{T} \\
\{P\} & =\left[p_{1}+k_{12} S\left(p_{2}+p_{3}\right) p_{4}+k_{43} S\left(p_{2}+p_{3}\right)\right]^{T} \\
S & =-\left(k_{22} k_{33}\right)^{-1}
\end{aligned}
$$

The stiffness model of the straight circular flexure hinge is a nonuniform beam with a continuously varying height, and the nonuniform beam consists of numerous crosssections. It can be analyzed by stiffness equations (7) and (13), and rigid combination equations (17) and (19). Then, the guide stiffness matrix can be calculated by a rigid combination between the two straight circular flexure hinges and rod, and the guide stiffness analysis based on the boundary element method is accomplished.

## 4. Analysis of Guide Stiffness

### 4.1. Stiffness Calculation of the Straight Circular Flexure Hinge.

 The stiffness model of the straight circular flexure hinge is a nonuniform beam with a continuously varying height, and the nonuniform beam consists of numerous cross sections. The elastic modulus $E$ is the same between the sections, but section area $A$ and the moment of inertia $I$ are different. If $x_{i}$ is the value of the $x$-axis for an uncertain $i$ th point $i$, the variables $A$ and $I$ all have certain function relationships with $x_{\mathrm{i}}$; if $\alpha\left(x_{i}\right)$ is the section stiffness function at $x_{i}, E I_{0}$ is the datum section stiffness, and the section stiffness at $x_{i}$ can be described as$$
\begin{equation*}
E I_{i}=E I_{0} \alpha\left(x_{i}\right) \tag{21}
\end{equation*}
$$

In equation (14), $I_{i}$ can be solved only in a few cases (such as $\alpha\left(x_{i}\right)=x_{i}^{4}$ ). Otherwise, $I_{i}$ cannot be solved. That is, $I_{i}$ cannot be solved in any cases by a conventional method. When analyzing the stiffness in any case, the boundary element method is used to discretize the nonuniformity accurately, as shown in Figure 11. Figure 11(a) is the discretization model of a straight circular flexure hinge, Figure $11(\mathrm{~b})$ is the height $h_{i}$ and length $\Delta l$ of the discretization beam element, and Figure 11(c) is the method of the height $h_{i}$. The nonuniform beam is discretized of $n$ nonuniform beam elements with equal length. The nonuniform beam element approaches a uniform beam element when the value of $n$ is large enough. We can improve the accuracy of the analysis by increasing the value of $n$, and $h_{i}$ is the average height of the nonuniform beam element.

The nonuniform beam can be discretized of $n$ uniform beams with equal length and different heights. The height of the uniform beams varies with the $x_{i}$ location variation at the straight circular flexure hinge. The $n$ uniform beams are numbered as shown in Figure 11(a).

If $x_{i}$ is the $x$-axis value of the endpoint of the $i$ th uniform beam, then $x_{h}$ is the $x$-axis value of the midpoint of the $i$ th uniform beam.


Figure 11: Stiffness analysis model of a straight circular flexure hinge. (a) Discretization model of a straight circular flexure hinge. (b) Height and length of the discretization beam element. (c) Solved method of the height of the discretization beam element.

In order to improve the analysis accuracy, $h_{i}$ is the height of the midpoint location of the $i$ th uniform beam, and $h_{i}$ is

$$
\begin{align*}
h_{i} & =2\left(R-\sqrt{R^{2}-\left(R-x_{h}\right)^{2}}\right)+t  \tag{22}\\
& =2\left(-\sqrt{R^{2}-\left(R-x_{i}+0.5 \Delta l\right)^{2}}\right)+t
\end{align*}
$$

And, the $i$ th uniform beam moment of inertia $I_{i}$ is

$$
\begin{equation*}
I_{i}=\frac{b h_{i}^{3}}{12} \tag{23}
\end{equation*}
$$

where $R$ is the radius of the straight circular flexure hinge, $t$ is the minimum height of the straight circular flexure hinge, $\Delta l$ is the length of each uniform beam $(\Delta l=2 R / n)$, and $x_{h}$ is the $x$-axis value of the midpoint of $i$ th uniform beam $\left(x_{h}=x_{i}-0.5 \Delta l\right)$.

Putting the values of $\Delta l$ (i.e., $L$ ) and $I_{i}$ (i.e., $I$ ) and the material and shape parameters of the flexure hinge into
equation (7), the stiffness equation of the uniform beam is established. Then, through the rigid combination of uniform beams in equation (13) and computer calculation, the stiffness equation and stiffness matrix of the straight circular flexure hinge are analyzed.

Therefore, the stiffness equation and stiffness matrix $K_{h}$ of the straight circular flexure hinge can be analyzed as described above.

In Figure 3, the relevant parameters are described as follows: $R$ is $5 \mathrm{~mm}, t$ is $2 \mathrm{~mm}, L$ (the length of $\operatorname{rod} 1$ ) is $10 \mathrm{~mm}, h$ (the height of rod 1 ) is $12 \mathrm{~mm}, b$ (the thickness of the guide unit) is 12 mm , and the material of the mechanism is 60 si 2 Mn with a longitudinal modulus of elasticity $E$ of $2.06 \times 10^{11} \mathrm{~Pa}$, and $n=1000$, while the relevant parameters are set the same as the parameters of the microguide mechanism. Then, the computed result of the stiffness matrix $K_{h}$ is

$$
K_{h}=\left[\begin{array}{cccccc}
2.16 \times 10^{9} & 0 & 0 & -2.16 \times 10^{9} & 0 & 0  \tag{24}\\
0 & 2.76 \times 10^{6} & 15040 & 0 & -2.76 \times 10^{6} & 12553 \\
0 & 5.52 \times 10^{8} & 2.76 \times 10^{6} & 0 & -5.52 \times 10^{8} & 2.76 \times 10^{6} \\
-2.16 \times 10^{9} & 0 & 0 & 2.16 \times 10^{9} & 0 & 0 \\
0 & 2.76 \times 10^{6} & 12553 & 0 & -2.76 \times 10^{6} & 15040 \\
0 & -5.52 \times 10^{8} & -2.76 \times 10^{6} & 0 & 5.52 \times 10^{8} & -2.76 \times 10^{6}
\end{array}\right] .
$$

In the above calculation process and the matrix $K_{h}$, the units are displacements, angular displacements, force, the moment of force in meters ( m ), degrees $\left({ }^{\circ}\right)$, Newton (N), and Newton-meters ( $\mathrm{N} \cdot \mathrm{m}$ ). The units of relevant parameters of all stiffness matrixes in this paper are defined in the same manner.
4.2. Stiffness Calculation of the Guide Unit. The guide stiffness model of the micromechanism is shown in Figure 3, and the guide unit consists of flexure hinge I , rod 1 , and flexure hinge II. The stiffness analysis process of the guide rail is as follows: the rigid combined flexible hinge I and rod 1 are the new $\operatorname{rod} a$, and the rigid combined $\operatorname{rod} a$ and the flexible
hinge II are the new $\operatorname{rod} b$. Therefore, $\operatorname{rod} b$ is the equivalent guide stiffness model of the guide unit. The stiffness matrix $K_{h}$ of flexure hinge I and flexure hinge II are equal, and the calculation method of $K_{h}$ is shown in Section 4.1 of this paper.

The stiffness matrix $K_{1}$ of rod 1 can be calculated by putting the relevant parameters into the matrix $K$ of equation (7) as

$$
K_{1}=\left[\begin{array}{cccccc}
7.91 \times 10^{9} & 0 & 0 & -7.91 \times 10^{9} & 0 & 0  \tag{25}\\
0 & 5.70 \times 10^{7} & 3.80 \times 10^{5} & 0 & -5.70 \times 10^{7} & 1.90 \times 10^{5} \\
0 & 1.14 \times 10^{10} & 5.70 \times 10^{7} & 0 & -1.14 \times 10^{10} & 5.70 \times 10^{7} \\
-7.91 \times 10^{9} & 0 & 0 & 7.91 \times 10^{9} & 0 & 0 \\
0 & 5.70 \times 10^{7} & 1.90 \times 10^{5} & 0 & -5.70 \times 10^{7} & 3.80 \times 10^{5} \\
0 & -1.14 \times 10^{10} & -5.70 \times 10^{7} & 0 & 1.14 \times 10^{10} & -5.70 \times 10^{7}
\end{array}\right] .
$$

The stiffness matrixes of flexure hinge I and rod 1 are $K_{h}$ and $K_{1}$, and the stiffness matrix $K_{a}$ of $\operatorname{rod} a$ can be calculated by equation (19) as

$$
K_{a}=\left[\begin{array}{cccccc}
1.70 \times 10^{9} & 0 & 0 & -1.70 \times 10^{9} & 0 & 0  \tag{26}\\
0 & 1.74 \times 10^{6} & 10177 & 0 & -1.74 \times 10^{6} & 24720 \\
0 & 3.40 \times 10^{8} & 1.74 \times 10^{6} & 0 & -3.40 \times 10^{8} & 5.06 \times 10^{6} \\
-1.70 \times 10^{9} & 0 & 0 & 1.70 \times 10^{9} & 0 & 0 \\
0 & 5.06 \times 10^{6} & 24720 & 0 & -5.06 \times 10^{6} & 76453 \\
0 & -3.40 \times 10^{8} & -1.74 \times 10^{6} & 0 & 3.40 \times 10^{8} & -5.06 \times 10^{6}
\end{array}\right] .
$$

The stiffness matrixes of flexure rod a and hinge II are $K_{a}$ and $K_{h}$, and the stiffness matrix $K_{b}$ of $\operatorname{rod} b$ can be calculated by equation (19) as

$$
K_{b}=\left[\begin{array}{cccccc}
9.50 \times 10^{8} & 0 & 0 & -9.50 \times 10^{8} & 0 & 0  \tag{27}\\
0 & 91100 & 1984.90 & 0 & -91100 & 749.32 \\
0 & 6.07 \times 10^{6} & 91100 & 0 & -6.08 \times 10^{6} & 91143 \\
-9.50 \times 10^{8} & 0 & 0 & 9.50 \times 10^{8} & 0 & 0 \\
0 & 91143 & 749.32 & 0 & -91143 & 1985.20 \\
0 & -6.08 \times 10^{6} & -91100 & 0 & 6.08 \times 10^{6} & -91143
\end{array}\right] .
$$

Hence, the equivalent guide stiffness matrix of the mechanism is stiffness matrix $K_{b}$, and matrix $K_{b}$ is the stiffness matrix of guide stiffness of the micromechanism.

If the left side of the guide unit is fixed and the right side of the guide unit is freed, then the driving force $P_{y}=200 \mathrm{~N}$ with a $y$-positive direction is loaded at the right side of the guide unit, as shown in Figure 3. When guide stiffness of the micromechanism is analyzed if we use the rigid combination equation with intermediate points as equation (17), the
bending displacement of deflectionV and the bending angular displacement of deflection angle Tat each intermediate point can be calculated. Sixty detection points are set and uniformly distributed in the length direction of the guide unit, and the 60 points are numbered as $1,2, \ldots, 60$ from left to right along the length direction of the guide unit. The deflection curve and the deflection angle curve of the guide unit are shown in Figure 12(a) (the unit of deflections is $\mu \mathrm{m}$ ) and Figure 12(b) (the unit of deflection angles is ").


Figure 12: (a) The deflection curve and (b) the deflection angle curve of the guide unit.

The analysis shows that the right endpoint deflection $\Delta u$ is $9.0 \mu \mathrm{~m}$ when the driving force $P_{y}$ as 200 N is loaded at the right side of the guide unit, and the stiffness value of the guide unit is $K=22.2 \mathrm{~N} / \mu \mathrm{m}$.

Therefore, the bending stiffness value of the guide unit $K$ is $22.2 \mathrm{~N} / \mu \mathrm{m}$.

## 5. Experimental Verification

5.1. Experimental Scheme. A guide stiffness experiment has been carried out to verify the effectiveness of the proposed method of guide stiffness analysis. To avoid the influence of external factors such as vibration and temperature change on the experimental results, the experiment was carried out on the vibration isolation platform of the constant temperature laboratory. The guide stiffness experiment is shown in Figure 13, the principle of the guide stiffness experiment is shown in Figure 13(a), and the experiment picture is shown in Figure 13(b). In the guide stiffness experiment, the central experiment test apparatus are microguide mechanism, two displacement sensors are DGS-6C, data acquisition, force sensor is LCM500, force-loading device, and machine tool base.

In the experiment, the microguide mechanism is fixed, the different driving force $P y$ is loaded on the right side of the mechanism by a force-loading device, and the driving force $P y$ is detected by a force sensor. The right-side displacement ( $\Delta y_{1}$ ) and the left-side displacement $\left(\Delta y_{2}\right)$ of the microguide
mechanism are detected by displacement sensor 1 and displacement sensor 2. The right-side displacement $\left(\Delta y_{1}\right)$ is the whole movement displacement of the mechanism driven by an external force. The guide stiffness ( $K^{\prime}$ ) of the microguide mechanism in the experiment is

$$
\begin{equation*}
K^{\prime}=\frac{P_{y}}{\Delta u}=\frac{P_{y}}{\Delta y_{1}-\Delta y_{2}}, \tag{28}
\end{equation*}
$$

where $\Delta u$ is the right-side relative displacement (relative to the location of the left side) of the microguide mechanism in the $y$-direction.
5.2. Experimental Results and Analysis. The experimental results are shown in Figure 14. Curve $a$ represents the guide stiffness performance in the loading stage, and the curve of describes the guide stiffness performance in the unloading stage.

For the guide stiffness performance in the loading stage, the linear equation fitted between driving force $P_{y}$ and relative displacement $\Delta u$ is

$$
\begin{equation*}
\mathbf{P}_{\mathbf{y}}=22.1 \Delta \mathbf{u}+15.0 \tag{29}
\end{equation*}
$$

The linearity of the linear equation is 0.9998 .
For the guide stiffness performance in the unloading stage, the linear equation fitted between driving force $P_{y}$ and relative displacement $\Delta u$ is


Figure 13: The guide stiffness experiment. (a) The principle of the guide stiffness experiment. (b) The experiment picture.


Figure 14: The results of the guide stiffness experiment.

$$
\begin{equation*}
\mathbf{P}_{\mathrm{y}}=22.4 \Delta \mathbf{u}+5.7 \tag{30}
\end{equation*}
$$

The linearity of the linear equation is 0.9997 .
As shown in the analysis in Section 4, the guide stiffness ( $K$ ) calculated by BEM is $22.2 \mathrm{~N} / \mu \mathrm{m}$, and the relationship between $K$ and the two linear equations is shown in Figure 15.

The experimental results show that the guide stiffness ( $K_{1}^{\prime}$ and $K_{2}^{\prime}$ ) of the mechanism in the loading stage and unloading stage are $22.1 \mathrm{~N} / \mu \mathrm{m}$ and $22.4 \mathrm{~N} / \mu \mathrm{m}$, and the lowest linearity of the bending stiffness linear equation are 0.9998 and 0.9997 , which indicates that the experiment results are accurate and believable.

In the loading stage, the experimental guide stiffness $K_{1}^{\prime}=22.1 \mathrm{~N} / \mu \mathrm{m}$ and the calculated guide stiffness $K=22.2 \mathrm{~N} / \mu \mathrm{m}$. Thus, the relative error of the guide stiffness between the two methods is $-0.45 \%$. In the unloading stage, the experimental guide stiffness $K_{2}^{\prime}=22.4 \mathrm{~N} / \mu \mathrm{m}$ and the calculated guide stiffness $K=22.2 \mathrm{~N} / \mu \mathrm{m}$. Thus, the relative error of the guide stiffness between the two methods is 0.90\%.

Therefore, in the whole stage, the averages experimental guide stiffness $K^{\prime}=22.3 \mathrm{~N} / \mu \mathrm{m}$. Thus, the error of the guide stiffness between analysis and experiment is $0.45 \%$. In addition, the experimental results show that the high-precision guide stiffness analysis method of the micromechanism based on BEM is adequate and accurate.


Figure 15: The relationship between $K$ and the two linear equations.

## 6. Conclusion

This paper designs a micromechanism guiding unit to ensure the accuracy and safety of the micromechanism movement. On this basis, a method for analyzing the stiffness of the micromechanism guide rail based on BEM is proposed. In addition, the guide stiffness experiment was also carried out to test the validity and accuracy of this guide stiffness analysis method.

The guiding unit of the micromechanism is designed for the parasitic movement and the relaxation of the additional force during the movement of the micromechanism to ensure the accuracy and safety of the movement of the micromechanism. This research is conducive to the structural design of the micromechanism. The guide stiffness analysis method of the micromechanism guide rail based on BEM can better solve the special engineering problems. The guide beam stiffness analysis method of the BEM is a high-precision analysis method, and the value of the guide beam stiffness is analytical. The experimental results show that the calculated guide rail stiffness is $22.2 \mathrm{~N} / \mu \mathrm{m}$, the experimental guide rail stiffness is $22.3 \mathrm{~N} / \mu \mathrm{m}$, and the error between the methods is $0.45 \%$. By continuing to study the method (adding rigid combination in the coordinate transformation method), the transformation stiffness of the microstructure can be analyzed. Then, the completion of two kinds of micromechanism (in Section 2.1, as shown in Figure 2) can be undertaken.

This method is suitable for other flexible units and can be used for stiffness analysis of various micromechanisms. Further work will be carried out on the stiffness analysis of the microrotary mechanism with high accuracy by BEM.
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#### Abstract

One kind of constant-volume removal rate machining method of the middle-convex and varying ellipse piston is proposed in this paper. By analyzing the structure and movement relationship of the middle-convex and varying ellipse piston machine, the NC machining model is built. And, the constant-volume removal rate machining model is also built by superposing the variable rotation satisfying the dynamic performance constraints on the uniform rotation of the spindle of the CNC piston lathe. Then, the instantaneous position parameters of each axis of the CNC piston lathe are obtained and turned into NC code. The functional feasibility of the method finally is verified by simulation machining.


## 1. Introduction

In the reciprocating process of crankshaft output torque, the piston transmits the gas pressure in the cylinder to this process through the piston pin and connecting rod, but the clearance between the piston and the cylinder sleeve should be as small and uniform as possible to prevent the piston from being "roughened" or "bitten" in the cylinder. However, in the coupled working environment of high temperature, high pressure, and alternating mechanical and thermal loads, the force acting on the top of the piston leads to the deformation of the piston skirt along the axis of the pin seat, the deformation of the side of the piston skirt, and the uneven thermal expansion. These causes lead to serious and irregular deformation of the piston, which makes the cross section of the piston skirt that is originally a round cross section cannot keep round in the working environment, and then become oval, resulting in that the "cylindrical" piston processed at room temperature presents the "elliptical cylinder" shape. This deformation directly affects the uniformity of fit clearance between piston and cylinder liner. The piston with middle-convex and varying ellipse piston skirt is designed, which can keep the ideal geometry under working conditions [1], ensure the good fit between
the piston and the cylinder wall, reduce the cylinder clearance and the impact of the piston on the cylinder wall, and reduce the specific pressure and noise of the piston skirt. Moreover, a wedge-shaped oil gap is formed between the middle-convex skirt of the piston and the cylinder wall, which ensures the good lubrication of the piston and reduces the wear of parts.

For a long time, many scholars have deeply studied the machining method of middle-convex and varying ellipse piston [2-12].These achievements have effectively promoted the progress of machining technology of middle-convex and varying ellipse piston, but the noncircular section machining technology of piston skirt studied by these achievements is basically based on numerical control turning method. NC turning is an important method for machining the piston with middle-convex and varying ellipse piston, which can effectively improve the machining accuracy and efficiency of the piston with middle-convex and varying ellipse piston. However, in the process of cutting a circular cross-sectional workpiece into an elliptical cross-sectional workpiece on a CNC piston lathe, the workpiece will rotate at a constant speed, and the cutting tool will move with high frequency and reciprocation. Moreover, the cutting depth of the cutting tool will change continuously with the rotation position
of the workpiece, and the cutting area of the cutting tool in the same cross section will change with the processing position. The material removal rate and cutting force of the workpiece change periodically, which will form dynamic excitation force and affect the machining accuracy of piston skirt to a certain extent.

Based on the basic principle that the cutting force is approximately proportional to the cutting area, this paper studies the numerical control machining technology and simulation of the equal volume cutting rate of the middle-convex and varying ellipse piston. On the premise that the rotation position of the shaft section of the piston skirt and the cutting depth of the tool tip conform to the ellipse trajectory, the variable-speed rotation meeting the dynamic performance constraint is superimposed on the uniform speed rotation of the main shaft of the piston machine tool. The rotation speed of the main shaft of the machine tool is continuously regulated, and the material removal rate and cutting force of the middle-convex and varying ellipse piston skirt are basically constant.

## 2. Processing Principle of Middle-Convex and Varying Ellipse Piston Skirt

The profile characteristics of the middle-convex and varying ellipse piston skirt are as follows: the generatrix of the piston skirt is a middle-convex curve which represents the variation of the diameter of the long axis of the elliptic section along the direction of the piston axis. The shape of cross section of piston skirt is similar to an ellipse, and the ovality of different sections is different. In any section, the diameter of long axis of ellipse section is the largest diameter, the long axis is along the axis of pin seat, the diameter of short axis of this section is the smallest diameter, and the short axis is perpendicular to the axis of pin seat. The ellipticity of the elliptic section is the difference between the diameter of major axis and that of minor axis.

### 2.1. Elliptical Profile of Skirt Cross Section of Middle-Convex

 and Varying Ellipse Piston. The geometric characteristics of the skirt cross section of the piston with middle-convex and varying ellipse can be described as follows [2]:$$
\begin{equation*}
R(h, \theta)=R_{1}(h)-\frac{G(h)}{4} C \tag{1}
\end{equation*}
$$

In the formula, $R(h, \theta)$ is polar radius value; $G(h)$ is ellipticity; and $R_{1}(h)$ is elliptical long half-axis.

$$
\begin{equation*}
R_{1}(h)=R_{1}(0)-k_{1}\left(h-h_{0}\right)^{m} . \tag{2}
\end{equation*}
$$

In the formula, $R_{1}(0)$ is long half-axis of section with maximum ellipticity.

$$
\begin{equation*}
G(h)=G(0)-k_{2} h . \tag{3}
\end{equation*}
$$

In the formula, $G(0)$ is the maximum ellipticity; $\theta$ isthe relative rotation angle of polar radius to long axis; $h$ is the skirt height; $h_{0}$ is the skirt height of section with maximum ellipticity; $\beta$ is the dimensionless coefficient $(\beta=0$ is an
ellipse; $\beta=1$ is a quadratic ellipse); mis the profile shape characteristic coefficient of longitudinal profile; $k_{1}$ is the dimensionless coefficient; and $k_{2}$ is the ellipticity change rate.

$$
\begin{equation*}
C=1-k_{3}\left\{\cos 2 \theta-\frac{\beta}{25}[1-\cos 4 \theta]\right\} . \tag{4}
\end{equation*}
$$

In the formula, $k_{3}$ is the dimensionless coefficient (when $k_{3}=0$, the cross section is circular; when $k_{3}=1$, the cross section is elliptical).

Formula (1) is the variation of polar radius, and formula (2) is the radial variation of the middle-convex profile along the piston axis. If the piston is an elliptical piston, the formula of any elliptical cross section of the piston skirt can be obtained by substituting formula (4) into (1).

$$
\begin{equation*}
R(h, \theta)=R_{1}(h)-\frac{G(h)}{4}(1-\cos 2 \theta) \tag{5}
\end{equation*}
$$

among which, $\theta=\omega t=2 \pi n t / 60=2 \pi f t, \omega$ is angular velocity, and

$$
\begin{equation*}
R(h, \theta)=R_{1}(h)-\frac{G(h)}{4}[(1-\cos 2 \theta)+\beta(1-\cos 4 \theta)] \tag{6}
\end{equation*}
$$

2.2. Middle-Convex Profile of Middle-Convex and Varying Ellipse Piston. The middle-convex profile of the middleconvex and varying ellipse piston skirt is usually given discrete points in design. Figure 1 is the design parameters of the middle-convex profile of the Perkins 240 piston skirt.

Usually, the discrete points of the convex profile are fitted to smooth curves by cubic spline interpolation, and then the equation of the middle-convex profile is obtained. In the process of fitting the discrete points of middle-convex profile in piston skirt shown in Figure 2, $N$ discrete points are put into the $X O Z$ coordinate system in which the $X$-axis is parallel to the piston cross section and the $Z$-axis is the piston axis ( $X$ represents the long half-axis of elliptical cross section and $Z$ represents the piston skirt height). If the first derivatives of the curve composed of discrete points are $x_{0}^{\prime}$ and $x_{n}^{\prime}$ at the beginning and end points, respectively, the function value $x$ ( $z$ ) of any point $z_{i-1}<z<z_{i}$ on the $Z$-axis can be expressed as follows [13]:

$$
\begin{align*}
x(z)= & M_{i-1} \frac{\left(z_{i}-z\right)^{3}}{6 L_{i}}-\frac{\left(z-z_{i-1}\right)^{3}}{6 L_{i}} \\
& +\left(\frac{x_{i}}{L_{i}}-\frac{M_{i} L_{i}}{6}\right) \cdot\left(z-z_{i-1}\right)  \tag{7}\\
& +\left(\frac{x_{i-1}}{L_{i}}-\frac{L_{i} M_{i-1}}{6}\right) \cdot\left(z_{i}-z\right)
\end{align*}
$$

In the formula, $M_{i}$ satisfies the equation


Figure 1: Geometric parameters of the Perkins 240 piston skirt.


Figure 2: Fitting of discrete points of middle-convex profile in piston section.

$$
\left\{\begin{array}{l}
2 M_{0}+M_{1}=\frac{6}{L_{1}}\left(\frac{x_{1}-x_{0}}{L_{1}}-x_{0}^{\prime}\right) \\
M_{n-1}+2 M_{n}=\frac{6}{L_{n}}\left(x_{n}^{\prime}-\frac{x_{n}-x_{n-1}}{L_{n}}\right) \\
U_{i}+2 M_{i}+\lambda M_{i+1}=6 \frac{\left(x_{i+1}-x_{i} / L_{i-1}\right)-\left(x_{i}-x_{i-1} / L_{i}\right)}{L_{i}+L_{i+1}}
\end{array}\right.
$$

among which, $L_{i}=z_{i}-z_{i-1}, \quad \lambda_{i}=\left(L_{i+1} / L_{i}+L_{i+1}\right)$, and $U_{i}=1-\lambda_{i}$. Solution $M_{i}$, tdhe fitting equation $x(z)$ of middle-convex profile in piston skirt can be obtained by substitution formula (1).
2.3. Analysis of Processing Process of Middle-Convex and Varying Ellipse Piston Skirt. The structure of CNC piston machine tool is shown in Figure 3. Machine motion consists of workpiece (spindle $C$-axis) rotary motion, tool holder slider linear motion along the $Z$-axis (parallel to workpiece rotary axis), tool holder linear motion along the $X$ axis (perpendicular to workpiece rotary axis), and tool holder $U$-axis reciprocating linear motion (control tool highfrequency reciprocating microdisplacement linear motion), $X$-axis. The cutting depth is controlled by $U$-axis, and the travel of the tool in high-speed reciprocating linear motion depends on the ellipticity of elliptical cross section at different skirt heights of piston skirt.

The process of turning skirt profile of middle-convex and varying ellipse piston by motion synthesis method can be divided into two independent motions: (1) the motion of tool relative to workpiece forming middle-convex profile is


Figure 3: Structure sketch of CNC piston machine tool.
realized by the joint motion of $X$-axis and $Z$-axis driven by servo motor; (2) the motion of tool relative to workpiece forming elliptical profile, the reciprocating linear motion of $U$-axis driven by linear motor, and the motion of spindle.
2.3.1. Middle-Convex Profile Processing. The motion of forming the middle-convex profile is synthesized by the motion of the tool in the piston axis ( $Z$-axis) and the radial direction ( $X$-axis). After the fitting equation of discrete points on the middle-convex profile is obtained, the middleconvex profile is interpolated, and the cubic spline curve is approximated and fitted by micro line segments. According to the requirements of piston skirt surface processing accuracy and tool feed, the number of interpolation points is determined, and the middle-convex profile is interpolated in the piston axis direction. In this paper, the interpolation points are divided by equal interval method. Each step of interpolation, the workpiece rotates one week to complete a micro-short elliptical cylinder processing. Then, the $Z$-axis position is calculated, and the $Z$-axis servo motor drives the trawler to the next interpolation point. Figure 4 is a schematic diagram of NC machining of middle-convex profile in piston skirt.
2.3.2. Elliptical Profile Processing. The forming motion of the elliptical section of the piston skirt can be decomposed into a high-speed rotational motion of the workpiece and a high-speed reciprocating linear feed motion of the tool in the radial direction of the piston. During the forming process, the piston rotates with the spindle every one revolution, and the tool sequentially processes the long axis of the elliptical section $\longrightarrow$ the short axis $\longrightarrow$ the long axis $\longrightarrow$ the short axis $\longrightarrow$ the long axis, and the tool feeds twice in rapid reciprocating direction. The higher the spindle speed, the higher the tool feed frequency; the greater the ellipticity of


Figure 4: NC machining schematic diagram of middle-convex profile.
the elliptical section, the greater the turning radius change, the greater the displacement of the tool's fast reciprocating linear feed, and the greater the speed and acceleration of the tool. The key to the elliptical section turning of the piston skirt is the control of the tool path: (1) the high-frequency reciprocating linear motion of the tool; (2) the microdisplacement of the tool reciprocating linear feed motion and the angular displacement of the workpiece high-speed rotation maintain a strict one-to-one correspondence. The schematic diagram of the elliptical section machining process of the piston is shown in Figure 5.

Assuming that the starting position of the tool tip is located at the apex B of the ellipse long axis, the expression of the motion displacement of the tool tip vertex can be described as follows:


Figure 5: Schematic diagram of elliptical section processing.

$$
\begin{equation*}
x=a-R=a-\sqrt{a^{2} \cos ^{2}(2 \pi f t)+b^{2} \sin ^{2}(2 \pi f t)} \tag{9}
\end{equation*}
$$

In the formula, $f$ is the rotation frequency of the lathe spindle and $t$ is time.

When the workpiece rotates with the spindle at a constant speed to turn the piston skirt contour with middleconvex and varying ellipse, the displacement relationship of the four moving axes of the machine tool can be expressed as follows:

$$
\left\{\begin{array}{l}
C: \theta=\frac{2 \pi n t}{60}=2 \pi f t  \tag{10}\\
Z: z=f(t) \\
X: x=F(z)=F(f(t)) \\
U: u=a-\sqrt{a^{2} \cos ^{2}(2 \pi f t)+b^{2} \sin ^{2}(2 \pi f t)}
\end{array}\right.
$$

This is the NC machining model of the middle-convex and varying ellipse piston skirt in the uniform turning of the workpiece.
2.4. Distribution Law of Cutting Area of Elliptical Section. In the NC machining process of the middle-convex and varying ellipse piston, the rough machining of the piston is completed on an ordinary CNC lathe, and the final forming finishing is completed by a numerical control piston lathe. During the conventional forming and finishing of the piston skirt, the workpiece rotates at a constant speed. The area cutoff in the same elliptical cross section varies with the machining position.

In Figure 5, it is assumed that the cutting depth is changed from the workpiece diameter dimension $A$ of the previous process to the long axis $B$ of the elliptical cross section, and the
cutting depth is $a_{p}$ from $0^{\circ}$ to $90^{\circ}$, and the tool is continuously advanced, $90^{\circ}$. When the time is fed to the short axis $K$ of the elliptical cross section, the path of the cutting edge along the surface of the workpiece is substantially like a smooth curve BDGK. During the process of moving the workpiece from $0^{\circ}$ to $90^{\circ}$, the area cut by the workpiece through the same corner gradually increases. When the workpiece is turned from $0^{\circ}$ to angle, the area to be cut is

$$
\begin{equation*}
S_{A B D E}=S_{A B C E}+S_{B O C}-S_{B O D} \tag{11}
\end{equation*}
$$

In the formula, the elliptical sector area $S_{B O D}$ is calculated as follows:

$$
\begin{equation*}
S_{B O D}=\frac{1}{2} a b \cdot \arctan \left(\frac{a}{b} \tan \theta\right) \tag{12}
\end{equation*}
$$

When the workpiece is turned from 1 to 2 , the area to be cut is

$$
\begin{equation*}
S_{C D G F}=S_{C F H E}+S_{C O F}-S_{D O G} \tag{13}
\end{equation*}
$$

Select the Perkins 240 piston skirt height $H=20$ elliptical section in Figure 1 (diameter $d=\Phi 92$, corresponding to ellipticity $G=0.20$ ). Take the cutting depth $a_{p}=0.1$. Calculate the workpiece in the first quadrant every revolution. The depth of cut $a_{p}$ and its variation $a_{p}$ and the area cut within the same corner. The results are shown in Table 1.

It can be seen from Table 1 that in the first quadrant, the cutter starts to cut from the long semiaxis of the elliptical section, and the cutting depth $a_{p}$ gradually increases as the workpiece rotation angle changes; the amount of change in the cutting depth gradually increases at the beginning of the angle $a_{p}$ at $45^{\circ}$. The vicinity $a_{p}$ increases to the maximum value and then gradually decreases; the area cut by the workpiece rotating through the same angle ( $3^{\circ}$ ) gradually increases. In the first quadrant, the cutting depth $a_{p}$, the cutting depth variation $a_{p}$, and the change trend of the cutting area in the workpiece rotating through the same angle $\left(3^{\circ}\right)$ are shown in Figures 6-8, respectively.

## 3. Processing Principle of Equal-Volume Excision Rate

During the process of uniform turning of the elliptical cross section of the middle-convex and varying ellipse piston skirt during uniform turning, the resection area changes periodically with the workpiece rotation angle per unit time, resulting in periodic changes in material removal rate and cutting force, and processing of the piston skirt to some extent. Accuracy has an impact. In order to reduce this effect, this paper proposes the NC machining concept of equalvolume resection rate of middle-convex and varying ellipse piston-the volume $\rho V$ of the material removed per unit time is equal during the elliptical cross section of the middleconvex and varying ellipse piston skirt during processing.

The projected area $\Delta S$ of the volume $\Delta V$ on the elliptical section is

$$
\begin{equation*}
\Delta S=\frac{\Delta V}{f} \tag{14}
\end{equation*}
$$

Table 1: Cutting depth and its variation and the area cut in the same corner.

| Angle $\left({ }^{\circ}\right)$ | $a_{p}(\mathrm{~mm})$ | $\Delta a_{p}(\mu \mathrm{~m})$ | Equal-angle cut area $\left(\mathrm{mm}^{2}\right)$ |
| :--- | :---: | :---: | :---: |
| 3 | 0.10027 | 0.27 | 0.24134 |
| 6 | 0.10109 | 0.82 | 0.24266 |
| 9 | 0.10244 | 1.35 | 0.24529 |
| 12 | 0.10432 | 1.87 | 0.24919 |
| 15 | 0.10669 | 2.37 | 0.25433 |
| 18 | 0.10954 | 2.85 | 0.26065 |
| 21 | 0.11283 | 3.29 | 0.26807 |
| 24 | 0.11653 | 3.70 | 0.27652 |
| 27 | 0.12059 | 4.06 | 0.28590 |
| 30 | 0.12498 | 4.39 | 0.29611 |
| 33 | 0.12964 | 4.66 | 0.30703 |
| 36 | 0.13452 | 4.88 | 0.31855 |
| 39 | 0.13958 | 5.05 | 0.33054 |
| 42 | 0.14475 | 5.17 | 0.34286 |
| 45 | 0.14997 | 5.23 | 0.35538 |
| 48 | 0.15520 | 5.23 | 0.36797 |
| 51 | 0.16037 | 5.17 | 0.38048 |
| 54 | 0.16543 | 5.06 | 0.39278 |
| 57 | 0.17031 | 4.89 | 0.40473 |
| 60 | 0.17498 | 4.67 | 0.41621 |
| 63 | 0.17937 | 4.39 | 0.42709 |
| 66 | 0.18344 | 4.07 | 0.43724 |
| 69 | 0.18715 | 3.70 | 0.44657 |
| 72 | 0.19044 | 3.30 | 0.45496 |
| 75 | 0.19329 | 2.85 | 0.46233 |
| 78 | 0.19567 | 2.38 | 0.46860 |
| 81 | 0.19755 | 1.88 | 0.47370 |
| 84 | 0.19891 | 1.36 | 0.47758 |
| 87 | 0.19973 | 0.82 | 0.48018 |
| 90 | 0.2 | 0.27 | 0.48149 |
|  |  |  |  |
| 5 |  |  |  |
|  |  |  |  |



Figure 6: Cutting depth $a_{p}$ change trend.

The projected area $\Delta S$ max of the maximum volume $\Delta V \max$ allowed to be cut per unit time in the elliptical section is

$$
\begin{equation*}
\Delta S_{\max }=\frac{\Delta V_{\max }}{f} \tag{15}
\end{equation*}
$$



Figure 7: Change in cutting depth $a_{p}$ change trend.


Figure 8: Area cut in the same corner.

In the schematic diagram of the elliptical cross section machining of the middle-convex and varying ellipse piston shown in Figure 4, the total area cut-off in the first quadrant is equal to the difference between the quarter circle area SAOI and the quarter ellipse area SBOK. Then, there is

$$
\begin{equation*}
S_{\mathrm{cut}}=S_{A O I}-S_{B O K}=\frac{1}{4} \pi\left(a+a_{p}\right)^{2}-\frac{1}{4} \pi a b \tag{16}
\end{equation*}
$$

The total area cut out in the first quadrant is divided into $n$ equal parts for processing, so that the time taken to cut each aliquot area $\Delta S$ is the same.

$$
\begin{equation*}
\Delta S=\frac{S_{\mathrm{cut}}}{n}=\frac{\pi\left[\left(a+a_{p}\right)^{2}-a b\right]}{4 n} \tag{17}
\end{equation*}
$$

In the formula, $n$ must meet the conditions

$$
\begin{equation*}
n \geq=\frac{S_{\mathrm{cut}}}{\Delta S_{\max }}=\frac{\pi\left[\left(a+a_{p}\right)^{2}-a b\right]}{4 \Delta S_{\max }} \tag{18}
\end{equation*}
$$

In the first quadrant, the area cut-off from $0 \sim \theta_{1}, \theta_{1} \sim \theta_{2}, \ldots, \theta_{n-1} \sim \theta_{n}$ is equal to $\Delta S$. Then, there is

$$
\begin{equation*}
i \Delta S=\frac{1}{2} \theta_{i}\left(a+a_{p}\right)^{2}-\frac{1}{2} a b \cdot \arctan \left(\frac{a}{b} \tan \theta_{i}\right) . \tag{19}
\end{equation*}
$$

Combining (17) and (19) gives

$$
\begin{equation*}
\frac{i \pi\left[\left(a+a_{p}\right)^{2}-a b\right]}{4 n}=\frac{\theta_{i}\left(a+a_{p}\right)^{2}-a b \cdot \arctan \left((a / b) \tan \theta_{i}\right)}{2} . \tag{20}
\end{equation*}
$$

Solving the equation yields angle values of $\theta_{1}, \theta_{2}, \theta_{3}, \ldots, \theta_{n-1}, \theta_{n}$.

When the elliptical section of the middle-convex and varying ellipse piston skirt is machined by the equal-volume resection rate method, the displacement relationship of the four axes of motion of the machine tool can be expressed as follows:

$$
\left\{\begin{array}{l}
C: \theta_{i}=F\left(i, a, b, a_{p}\right)  \tag{21}\\
Z: z=f(t) \\
X: x=F(z)=F(f(t)) \\
U: u_{i}=a-\sqrt{a^{2} \cos ^{2} \theta_{i}+b^{2} \sin ^{2} \theta_{i}}
\end{array}\right.
$$

This is the numerical control machining model when machining the middle-convex and varying ellipse piston skirt in the same volume resection rate method.

## 4. Equal-Volume Resection Rate Simulation Processing and Experiment

The skirt height $H$ of the middle-convex and varying ellipse piston in Perkins 240 is shown in Figure 1 and its corresponding elliptical cross-sectional long axis value and ellipticity value are shown in Tables 2 and 3, respectively.

According to Table 2, using cubic spline interpolation, the fitting equation and fitting curve of the ellipse long axis value of the Perkins 240 piston skirt can be obtained by MATLAB program fitting (Figure 9).

$$
\begin{align*}
d= & 2.73 \times 10^{-3} z-4.23424 \times 10^{-5} z^{2}-9.93358 \times 10^{-7} z^{3} \\
& +91.97066 . \tag{22}
\end{align*}
$$

According to Table 3, using linear interpolation, the equation for the ellipticity of the elliptical section $G$ with the height of the skirt is

$$
G= \begin{cases}0.2, & (0 \leq z \leq 41)  \tag{23}\\ 4.7619 \times 10^{-3} z+4.7619 \times 10^{-3}, & (41 \leq z \leq 62)\end{cases}
$$

Take the elliptical cross-sectional long axis maximum value plus twice the depth of cut $a_{p}$ as the cylinder workpiece diameter $d_{0}$ before the piston skirt forming process, starting from the skirt height $H=0$, according to the feed amount $f=0.001$ [14], calculate the different ellipse values of the long semiaxis $a$, the ellipticity $G$, and the short semiaxis $b$ of the

Table 2: Piston skirt height $H$ and corresponding elliptical section long axis value.

| Skirt height $H$ <br> $(\mathrm{~mm})$ | Long axis <br> $(\mathrm{mm})$ | Skirt height $H$ <br> $(\mathrm{~mm})$ | Long axis <br> $(\mathrm{mm})$ |
| :--- | :---: | :---: | :---: |
| 4 | 91.9835 | 36 | 91.969 |
| 8 | 91.9911 | 40 | 91.948 |
| 12 | 91.9951 | 44 | 91.922 |
| 16 | 91.9976 | 48 | 91.8924 |
| 20 | 92 | 52 | 91.859 |
| 24 | 91.9972 | 56 | 91.8191 |
| 28 | 91.9925 | 60 | 91.7693 |
| 32 | 91.9829 | 62 | 91.737 |

Table 3: Piston skirt height $H$ and corresponding cross-sectional ellipticity values.

| Skirt height $H$ | Cross-sectional ellipticity |
| :--- | :---: |
| $0-41$ | 0.2 |
| $41-62$ | Linear gradient to 0.3 |



Figure 9: Contour line fitting curve in the Perkins 240 piston skirt.
section, and calculate the feed of the tool from the skirt height $H=0$, the tool is cut from $d_{0} / 2$ to the long semiaxis of each different elliptical section. For each different elliptical section, divide the area cut-off in the first quadrant into $n$ equal parts, and obtain the angle corresponding to each aliquot and the corresponding tool feed amount; then, according to the principle of symmetry, the workpiece is rotated within one week. The angle corresponding to each aliquot and the tool feed. Then, the numerical values of workpiece rotation angle and tool feed per equal part are transformed into corresponding NC machining program. According to the NC machining model of equal volume removal rate for middleconvex and varying ellipse piston, the piston skirt can be machined with equal-volume removal rate.

Taking the maximum elliptical section of the Perkins 240 piston as an example, the skirt height $H=20$, the long axis diameter, the ellipticity $G=0.20$, the long half axis $a=46$, the short half-axis $b=45.9$, and the first quadrant 0 -degree cutting allowance $a_{p}=0.1$. According to these parameters,

Table 4: Equal-volume resection rate processing calculation results.

| No. | $a_{p}(\mathrm{~mm})$ | $\Delta a_{p}(\mu \mathrm{~m})$ | Every aliquot $\left({ }^{\circ}\right)$ | Actual corner $\left({ }^{\circ}\right)$ |
| :--- | :---: | :---: | :---: | :---: |
| 1 | 0.1006 | 0.612 | 4.4897 | 4.4897 |
| 2 | 0.1024 | 1.793 | 4.4358 | 8.9255 |
| 3 | 0.1053 | 2.852 | 4.3361 | 13.2617 |
| 4 | 0.1090 | 3.74 | 4.2015 | 17.4632 |
| 5 | 0.1134 | 4.434 | 4.0463 | 21.5094 |
| 6 | 0.1184 | 4.939 | 3.8818 | 25.3912 |
| 7 | 0.1236 | 5.275 | 3.7174 | 29.1085 |
| 8 | 0.1291 | 5.467 | 3.5592 | 32.6678 |
| 9 | 0.1347 | 5.542 | 3.4102 | 36.0780 |
| 10 | 0.1402 | 5.525 | 3.2733 | 39.3513 |
| 11 | 0.1456 | 5.435 | 3.1478 | 42.4991 |
| 12 | 0.1509 | 5.289 | 3.0338 | 45.5330 |
| 13 | 0.1560 | 5.102 | 2.9313 | 48.4642 |
| 14 | 0.1609 | 4.882 | 2.8390 | 51.3032 |
| 15 | 0.1655 | 4.639 | 2.7565 | 54.0597 |
| 16 | 0.1699 | 4.377 | 2.6826 | 56.7423 |
| 17 | 0.1740 | 4.102 | 2.6167 | 59.3590 |
| 18 | 0.1778 | 3.817 | 2.5583 | 61.9173 |
| 19 | 0.1813 | 3.524 | 2.5061 | 64.4234 |
| 20 | 0.1846 | 3.227 | 2.4603 | 66.8837 |
| 21 | 0.1875 | 2.925 | 2.4196 | 69.3033 |
| 22 | 0.1901 | 2.621 | 2.3841 | 71.6873 |
| 23 | 0.1924 | 2.315 | 2.3537 | 74.0410 |
| 24 | 0.1944 | 2.007 | 2.3274 | 76.3684 |
| 25 | 0.1961 | 1.699 | 2.3056 | 78.6740 |
| 26 | 0.1975 | 1.391 | 2.2878 | 80.9618 |
| 27 | 0.1986 | 1.081 | 2.2735 | 83.2353 |
| 28 | 0.1994 | 0.772 | 2.2632 | 85.4985 |
| 29 | 0.1998 | 0.463 | 2.2557 | 87.7542 |
| 30 | 0.2 | 0.154 | 2.2458 | 90.0000 |

the angle corresponding to the area of each aliquot and the actual rotation angle of the workpiece and the corresponding depth of cut $a_{p}$ and its variation $a_{p}$ can be obtained. Take $n=30$ aliquots, and the calculation results are shown in Table 4.

According to Table 4, when the maximum elliptical cross section of the middle-convex and varying ellipse piston skirt in Perkins 240 is processed by equal-volume resection; in the first quadrant, the change trend of the workpiece turning angle of each aliquot is as shown in Figure 10. The trend of the actual turning angle is shown in Figure 11; the change trend of each cutting area corresponding to the cutting depth is shown in Figure 12, and the corresponding cutting depth is shown in Figure 13.

The obtained actual cutting angle and the tool feed amount corresponding to each aliquot area and the positional parameters of the corresponding $X$-axis and $Z$-axis are converted into a numerical control machining program, and the elliptical section of the middle-convex and varying ellipse piston skirt can be obtained. Perform equal-volume resection rate processing. Skirt height $H=20$ elliptical section first image inner limit equal volume resection rate machine tool motion parameters when middle-convex and varying ellipse piston skirt is processed as shown in Table 5.

According to the machine motion parameters, based on the VERICUT CNC machining simulation platform, the equal-volume resection rate simulation was performed on


Figure 10: Each resection area corresponds to the workpiece rotation angle.


Figure 11: The cut area corresponds to the actual rotation angle of the workpiece.


Figure 12: Cut area corresponds to the depth of cut.


Figure 13: Cut area corresponds to the change in the depth of cut.

Table 5: Machine tool motion parameters for equal-volume resection rate machining in the first quadrant.

| No. | $Z(\mathrm{~mm})$ | $X(\mathrm{~mm})$ | $\angle C\left(^{\circ}\right)$ | $U(\mathrm{~mm})$ |
| :--- | :---: | :---: | :---: | :---: |
| N 3310 | 20.00 | 46.100 | 4.4897 | 0.1006 |
| N 3320 | 20.00 | 46.100 | 8.9256 | 0.1024 |
| N 3330 | 20.00 | 46.100 | 13.2617 | 0.1053 |
| N 3340 | 20.00 | 46.100 | 17.4632 | 0.1090 |
| N 3350 | 20.00 | 46.100 | 21.5094 | 0.1134 |
| N 3360 | 20.00 | 46.100 | 25.3912 | 0.1184 |
| N 3370 | 20.00 | 46.100 | 29.1086 | 0.1236 |
| N 3380 | 20.00 | 46.100 | 32.6678 | 0.1291 |
| N 3390 | 20.00 | 46.100 | 36.0780 | 0.1347 |
| N 3400 | 20.00 | 46.100 | 39.3513 | 0.1402 |
| N 3410 | 20.00 | 46.100 | 42.4991 | 0.1456 |
| N 3420 | 20.00 | 46.100 | 45.5330 | 0.1509 |
| N 3430 | 20.00 | 46.100 | 48.4642 | 0.1560 |
| N 3440 | 20.00 | 46.100 | 51.3032 | 0.1609 |
| N 3450 | 20.00 | 46.100 | 54.0597 | 0.1655 |
| N 3460 | 20.00 | 46.100 | 56.7423 | 0.1699 |
| N 3470 | 20.00 | 46.100 | 59.3590 | 0.1740 |
| N 3480 | 20.00 | 46.100 | 61.9173 | 0.1778 |
| N 3490 | 20.00 | 46.100 | 64.4234 | 0.1813 |
| N 3500 | 20.00 | 46.100 | 66.8837 | 0.1846 |
| N 3510 | 20.00 | 46.100 | 69.3033 | 0.1875 |
| N 3520 | 20.00 | 46.100 | 71.6873 | 0.1901 |
| N 3530 | 20.00 | 46.100 | 74.0410 | 0.1924 |
| N 3540 | 20.00 | 46.100 | 76.3684 | 0.1944 |
| N 3550 | 20.00 | 46.100 | 78.6740 | 0.1961 |
| N 3560 | 20.00 | 46.100 | 80.9618 | 0.1975 |
| N 3570 | 20.00 | 46.100 | 83.2353 | 0.1986 |
| N 3580 | 20.00 | 46.100 | 85.4985 | 0.1994 |
| N 3590 | 20.00 | 46.100 | 87.7542 | 0.1998 |
| N 3600 | 20.00 | 46.100 | 90.0000 | 0.2000 |
|  |  |  |  |  |
|  |  |  |  |  |

the Perkins 240 piston skirt in Figure 1 (as shown in Figure 14).

The ellipticity value of the geometric parameters of the middle-convex and varying ellipse piston skirt in Perkins 240 is magnified 30 times, the remaining parameters are unchanged, recalculated, and simulated, and the simulation processing effect of the middle-convex line and the variable elliptic section can be clearly seen (as shown in Figure 15).


Figure 14: Perkins 240 piston skirt equal volume resection rate simulation processing.


Figure 15: Perkins 240 piston skirt ovality magnification 30 times simulation processing.


Figure 16: The experimental process of the Perkins 240 piston skirt.

The simulation processing of Perkins 240 piston meets the functional verification requirements of the middleconvex and varying ellipse piston machine. The results show that the simulation machining can simulate the actual machining process of the medium-convex elliptical piston machine tool and also verify the volume of the middleconvex and varying ellipse piston skirt.

By the maximum speed $2500 \mathrm{r} / \mathrm{min}$ of the workpiece and the feed rate $0.001 \mathrm{~mm} / \mathrm{r}$, the equal-volume cutting rate machining test was carried out on Perkins 240 piston based on the middle-convex and varying ellipse piston NC machining test platform. The machining test results show that the simulation can meet the requirements of the actual machining process of the medium-convex elliptical piston machine tool, and the method is feasible. The experimental process is shown in Figure 16.

## 5. Conclusion

This paper analyzes the forming principle of the oval section profile of the middle-convex and varying ellipse piston skirt.

The middle-convex profile and ellipse profile of the middleconvex and varying ellipse piston are described mathematically, and the NC machining model of turning piston skirt is established. The distribution of the cutting area in the process of the ellipse section is analyzed. The numerical control machining model of equal-volume cutting rate for middle-convex and varying ellipse piston is established, and the machining method of equal volume cutting rate for middle-convex and varying ellipse piston is verified by simulation.

## Data Availability

The data used to support the findings of this study are included within the article.

## Conflicts of Interest

The authors declare that they have no conflicts of interest regarding the publication of this paper.

## Acknowledgments

The authors are grateful for the financial support of the National Natural Science Foundation of China under Grant no. 51805151 and the Key Scientific Research Project of the University of Henan Province of China under Grant no. 21B460004.

## References

[1] A. Li, J. Zhao, Z. Gong et al., "Optimal selection of cutting tool materials based on multi-criteria decision-making methods in machining Al-Si piston alloy," International Journal of Advanced Manufacturing Technology, vol. 86, no. 1-4, pp. 1055-1062, 2016.
[2] S. Jiang, X. Wang, Z. Shi et al., "Study on the high performance linear servo system for middle-converx and varying ellipse piston machining," Chinese Journal of Mechanical Engineering, vol. 37, no. 9, pp. 58-61, 2001.
[3] S. Pan, R. Zhang, M. Cheng et al., "The shaping method of middle convex and varied elliptic pattern with NC turning," China Mechinacl Eegineering, vol. 12, no. 8, pp. 911-914, 2001.
[4] X. Wang, S. Yong, C. Liu et al., "The analysis for real-time performance and realization of CNC system on middleconvex and varying ellipse piston machining," Manufacturing Technology and Machine Tool, no. 3, pp. 15-18, 2004.
[5] Y. Qin, X. Song, Q. Wang et al., "Research on error control method of noncircular piston turning," China Mechinacl Eegineering, vol. 18, no. 5, pp. 517-519, 2007.
[6] B. Zhang and T. Zhu, "Research on CNC lathe for middleconvex and varying ellipse piston," Machine Tool and Hydraulics, vol. 38, no. 20, pp. 15-17, 2010.
[7] X. Ma, B. Zhang, and H. Xu, "NC turning processing principle and realization for convex oval piston," Machine Building and Automation, vol. 41, no. 5, pp. 63-65, 2012.
[8] K. Liu, Z. Wang, and G. Gui, "Processing technology of middle-convex and varying ellipse piston turning," Journal of Hefei University of Technology (Natural Science), vol. 35, no. 10, pp. 1316-1319, 2012.
[9] C. Gong, "The research and development of CNC system for varying ellipse piston lathe," Master Thesis, Huazhong University of Science and Technology, Wuhan, China, 2012.
[10] X. Tian, "Variable oval convex surface of the piston-type CNC turning technology innovation into research," Master Thesis, Shandong University, Jinan, China, 2014.
[11] H. Wu, T. Jiang, X. Chang et al., "Optimizing process algorithm and calculating data points of the skirt part of piston that combination of elliptical part and eccentric circular," Journal of Xiamen University (Natural Science), vol. 53, no. 2, pp. 212-216, 2014.
[12] S. Yun, "Research on the key technology of middle-convex and varying ellipse piston machining," Thesis, Jiangsu University of Science and Technology, Zhen Jiang, China, 2013.
[13] Y. Zhang, Y. Huang, W. J. Shao et al., "Research on MCVE piston machining and process parameter optimization," International Journal of Advanced Manufacturing Technology, vol. 93, no. 9-12, pp. 3955-3966, 2017.
[14] L. Peng and H. Zhang, Quick Search Manual for Machining Parameters, Chemical Industry Press, Beijing, China, 2010.

